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Preface

Geometric numerical integration is a rather important research topic in numerical
analysis of differential equations. In the introductory chapter of this volume, two
distinguished mathematicians, Arieh Iserles and Reinout Quispel, explore recent
and ongoing developments, as well as new research directions in geometric inte-
gration methods for differential equations. The collection of manuscripts following
Iserles’ and Quispel’s contribution display a combination of research and overview
chapters including detailed presentations of many of the mathematical tools nec-
essary in the areas of geometric integration theory, nonlinear systems theory, and
discrete mechanics. The scope and high quality of this volume is maybe best
exemplified by briefly mentioning the topics it contains. Many mechanical systems
evolve on Lie groups, that is why Lie group integrators are essential for numerically
solving differential equations. A comprehensive overview on Lie group integrators
is provided by Brynjulf Owren. The algebraic, geometric, and computational
aspects relevant to numerical integration methods, such as Lie–Butcher series and
word series algorithms, are described extensively in the following chapters by
Munthe-Kaas and Føllesdal, Murua and Sanz-Serna, Ebrahimi-Fard and Mencattini,
and Casas. The contribution by Duffaut Espinosa, Ebrahimi-Fard, and Gray
explores interconnections of nonlinear systems with a view towards discretisation.
The following chapters by Bogfjellmo, Dahmen, and Schmeding, Barbero Liñán
and Martín de Diego, Vermeeren, and Verdier are shorter and address more specific
research questions, with the exception of the paper by Bogfjellmo et al., which also
includes a timely overview of Lie theoretic and Hopf algebraic aspects relevant to
geometric numerical integration. Indeed, a common thread underlying those works
is the fruitful use of modern algebraic and combinatorial structures common to
those topics.

The contributions are written in a self-contained style to make the volume
accessible to a broader audience, including in particular researchers and graduate
students interested in theoretical and applied aspects in geometric integration
theory, nonlinear control theory, and discrete mechanics.
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These chapters are based on extended lectures and research talks presented at the
international “Brainstorming Workshop on New Developments in Discrete
Mechanics, Geometric Integration and Lie–Butcher Series”. The event took place at
the Instituto de Ciencias Matemáticas (ICMAT) in Madrid, Spain, and was one
of the main activities organised by the Norwegian–Spanish NILS–ABEL
2014–2015 research project “Discrete Mechanics, Geometric Integration and Lie–
Butcher Series”. The two partners of the NILS–ABEL project (Bergen–Madrid)
were very eager to consult with experts (Elena Celledoni and Brynjulf Owren) from
the Norwegian University of Science and Technology (NTNU) in Trondheim. In
fact, we were convinced that combining the expertise from researchers from these
three institutions and including other invited participants would certainly lead to a
substantial boost of the perspectives of this mathematics research project. This was
one of the main motivations to organise this brainstorming workshop back in 2015.
The meeting brought together senior experts as well as young researchers, from
Germany, Norway, Spain, and the USA. Its central aim was to provide a platform
for discussing theoretical and applied aspects of computational solutions of dif-
ferential equations describing dynamical systems in natural sciences and technology
as well as nonlinear control systems. We particularly appreciate Profs. Iserles and
Quispel for their valuable contribution to this volume. Although they could not join
us in the workshop, they were very enthusiastic in preparing the introductory
chapter.

Last but not least, this volume would not have been possible without the
commitment of all the speakers in the workshop. They prepared excellent exposi-
tions which made this event rather successful. The event received funding from the
EEA grant provided by Norway, Iceland, Liechtenstein, and Spain (NILS), as well
as from the Fundación BBVA, the ICMAT Severo Ochoa Excellence Programme,
and Universidad Carlos III de Madrid. We also thank the referees for helping us in
preparing this volume and the ICMAT for providing the facilities and the human
resources to make the event a success.

Trondheim, Norway Kurusch Ebrahimi-Fard
Madrid, Spain María Barbero Liñán
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Why Geometric Numerical Integration?

Arieh Iserles and G. R. W. Quispel

Abstract Geometric numerical integration (GNI) is a relatively recent discipline,
concerned with the computation of differential equations while retaining their geo-
metric and structural features exactly. In this paper we review the rationale for GNI
and review a broad range of its themes: from symplectic integration to Lie-group
methods, conservation of volume and preservation of energy and first integrals.
We expand further on four recent activities in GNI: highly oscillatory Hamilto-
nian systems, W. Kahan’s ‘unconventional’ method, applications of GNI to celestial
mechanics and the solution of dispersive equations of quantum mechanics by sym-
metric Zassenhaus splittings. This brief survey concludes with three themes in which
GNI joined forces with other disciplines to shed light on the mathematical universe:
abstract algebraic approaches to numerical methods for differential equations, highly
oscillatory quadrature and preservation of structure in linear algebra computations.

Keywords Symplectic methods · Lie-group methods · Splittings · Exponential
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1 The Purpose of GNI

Geometric numerical integration (GNI) emerged as a major thread in numerical
mathematics some 25 years ago. Although it has had antecedents, in particular the
concerted effort of the late Feng Kang and his group in Beijing to design structure-
preserving methods, the importance of GNI has been recognised and its scope delin-
eated only in the 1990s.

But we are racing ahead of ourselves. At the beginning, like always in mathemat-
ics, there is the definition and the rationale of GNI. The rationale is that all-too-often
mathematicians concernedwith differential equations split into three groups that have
little in common. Firstly, there are the applied mathematicians, the model builders,
who formulate differential equations to describe physical reality. Secondly, there are
those pure mathematicians investigating differential equations and unravelling their
qualitative features. Finally, the numerical analysts who flesh out the numbers and the
graphics on the bones of mathematical formulation. Such groups tended to operate
in mostly separate spheres and, in particular, this has been true with regards to com-
putation. Discretisation methods were designed (with huge creativity and insight) to
produce rapidly and robustly numerical solutions that can be relied to carry overall
small error. Yet, such methods have often carried no guarantee whatsoever to respect
qualitative features of the underlying system, the very same features that had been
obtained with such effort by pure and applied mathematicians.

Qualitative features come basically in two flavours, the dynamical and the geo-
metric. Dynamical features—sensitivity with respect to initial conditions and other
parameters, as well as the asymptotic behaviour—have been recognised as impor-
tant by numerical analysts for a long time, not least because they tend to impinge
directly on accuracy. Thus, sensitivity with respect to initial conditions and pertur-
bations comes under ‘conditioning’ and the recovery of correct asymptotics under
‘stability’, both subject to many decades of successful enquiry. Geometric attributes
are invariants, constants of the flow. They are often formulated in the language of
differential geometry (hence the name!) and mostly come in three varieties: conser-
vation laws, e.g. Hamiltonian energy or angular momentum, which geometrically
mean that the solution, rather than evolving in some large space R

d , is restricted
to a lower-dimensional manifold M, Lie point symmetries, e.g. scaling invariance,
which restrict the solution to the tangent bundle of some manifold, and quantities
like symplecticity and volume, conservation laws for the derivative of the flow. The
design and implementation of numerical methods that respect geometric invariants
is the business of GNI.

Since its emergence, GNI has become the new paradigm in numerical solution of
ODEs, while making significant inroads into numerical PDEs. As often, yesterday’s
revolutionaries became the new establishment. This is an excellent moment to pause
and take stock. Have all the major challenges been achieved, all peaks scaled, leaving
just a tidying-up operation? Is there still any point to GNI as a separate activity or
should it be considered as a victim of its own success and its practitioners depart to
fields anew—including new areas of activity that have been fostered or enabled by
GNI?
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These are difficult questions and we claim no special authority to answer them in
an emphatic fashion. Yet, these are questions which, we believe, must be addressed.
This short article is an attempt to foster a discussion. We commence with a brief
survey of the main themes of GNI circa 2015. This is followed by a review of recent
and ongoing developments, as well as of some new research directions that have
emerged from GNI but have acquired a life of their own.

2 The Story So Far

2.1 Symplectic Integration

The early story of GNI is mostly the story of symplectic methods. A Hamiltonian
system

ṗ = −∂ H( p, q)

∂q
, q̇ = ∂ H( p, q)

∂ p
, (2.1)

where H : R2d → R is aHamiltonian energy, plays a fundamental role in mechanics
and is known to possess a long list of structural invariants, e.g. the conservation of
the Hamiltonian energy. Yet, arguably its most important feature is the conserva-
tion of the symplectic form

∑d
k=1 d pk ∧ dqk because symplecticity is equivalent to

Hamiltonicity—in other words, every solution of a Hamiltonian system is a sym-
plectic flow and every symplectic flow is locally Hamiltonian with respect to an
appropriate Hamiltonian energy [33].

The solution of Hamiltonian problems using symplectic methods has a long his-
tory, beautifully reviewed in [32], but modern efforts can be traced to the work of
Feng and his collaborators at the Chinese Academy of Sciences, who have used
generating-function methods to solve Hamiltonian systems [21]. And then, virtually
simultaneously, [46, 77, 83] proved that certain Runge–Kutta methods, including the
well-knownGauss–Legendre methods, preserve symplecticity and they presented an
easy criterion for the symplecticity of Runge–Kutta methods. GNI came of age!

Symplectic methods readily found numerous uses, from particle accelerator
physics [23] and celestial mechanics [47] to molecular dynamics [49] and beyond.

Subsequent research into symplectic Runge–Kutta methods had branched out
into a number of directions, each with its own important ramifications outside the
Hamiltonian world:

• Backward error analysis. The idea of backward error analysis (BEA) can be traced
to Wilkinson’s research into linear algebra algorithms in the 1950ties. Instead of
asking “what is the numerical error for our problem”, Wilkinson asked “which
nearby problem is solved exactly by our method?”. The difference between the
original and the nearby problem can tell us a great deal about the nature of the
error in a numerical algorithm.
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A generalisation of BEA to the field of differential equations is fraught with diffi-
culties. Perhaps the first successful attempt to analyse Hamiltonian ODEs in this
setting was by [70] and it was followed by many, too numerous to list: an excellent
exposition (like for many things GNI) is the monograph of [33]. A major technical
tool is the B-series, an expansion of composite functions in terms of forests of
rooted trees, originally pioneered by [7]. (We mention in passing that the Hopf
algebra structure of this Butcher group has been recently exploited by mathemati-
cal physicists to understand the renormalisation group [15]—as the authors write,
“We regard Butcher’s work on the classification of numerical integration meth-
ods as an impressive example that concrete problem-oriented work can lead to
far-reaching conceptual results”.) It is possible to prove that, subject to very gen-
erous conditions, the solution of a Hamiltonian problem by a symplectic method,
implemented with constant step size, is exponentially near to the exact solution of
a nearby Hamiltonian problem for an exponentially long time. This leads to con-
siderably greater numerical precision, as well as to the conservation on average
(in a strict ergodic sense) of Hamiltonian energy.
B-series fall short in a highly oscillatory and multiscale setting, encountered fre-
quently in practical Hamiltonian systems. The alternative in the BEA context is
an expansion into modulated Fourier series [29], as well as expansions into word
series [68], to which we return in Sect. 4.1.

• Composition and splitting.
Many Hamiltonians of interest can be partitioned into a sum of kinetic and poten-
tial energy, H( p, q) = p�M p + V (q). It is often useful to take advantage of this
in the design of symplectic methods.While conventional symplectic Runge–Kutta
methods are implicit, hence expensive, partitioned Runge–Kutta methods, advanc-
ing separately in p and q, can be explicit and are in general much cheaper. While
perhaps the most important method, the Störmer–Verlet scheme, has been known
for many years, modern theory has led to an entire menagerie of composite and
partitioned methods [79].
Splitting methods1 have been used in the numerical solution of PDEs since 1950s.
Thus, given the equation ut = L1(u) + L2(u), where the Lks are (perhaps nonlin-
ear) operators, the idea is to approximate the solution in the form

u(t + h) ≈ eα1hL1eβ1hL2eα2hL1 · · · eαs hL1eβsL2u(t), (2.2)

where v(t0 + h) =: ehL1v(t0) and w(t0 + h) =: ehL2w(t0) are, formally, the solu-
tions of v̇ = L1(v) and ẇ = L2(w) respectively, with suitable boundary condi-
tions. The underlying assumption is that the solutions of the latter two equations
are either available explicitly or are easy to approximate, while the original equa-
tion is more difficult.
A pride of place belongs to palindromic compositions of the form

eα1hL1eβ1hL2eα2hL1 · · · eαq hL1eβq hL2eαq hL1 · · · eα2hL1eβ1hL2eα1hL1 , (2.3)

1Occasionally known in the PDE literature as alternate direction methods.
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invariant with respect to a reversal of the terms. They constitute a time-symmetric
map, and this has a number of auspicious consequences. Firstly, they are always
of an even order. Secondly—and this is crucial in the GNI context—they respect
both structural invariants whose integrators are closed under composition, i.e.
form a group (for example integrators preserving volume, symmetries, or first
integrals), as well as invariants whose integrators are closed under symmetric
composition, i.e. form a symmetric space (for example integrators that are self-
adjoint, or preserve reversing symmetries). A basic example of (2.3) is the second-
order Strang composition

e
1
2 hL1ehL2e

1
2 hL1 = eh(L1+L2) + O

(
h3) .

Its order—and, for that matter, the order of any time-symmetric method—can be
boosted by the Yoshida device [88]. (Cf. also [85].) Let � be a time-symmetric
approximation to etL of order 2P , say. Then

�((1 + α)h)�(−(1 + 2α)h)�((1 + α)h), where α = 21/(2P+1) − 1

2 − 21/(2P+1)

is also time symmetric and of order 2P + 2. Successive applications of theYoshida
device allow to increase arbitrarily the order of the Strang composition, while
retaining its structure-preserving features. This is but a single example of the huge
world of splitting and composition methods, reviewed in [4, 57].

• Exponential integrators.
Many ‘difficult’ ODEs can bewritten in the form ẏ = A y + b( y)where thematrix
A is ‘larger’ (in some sense) than b( y)—for example, A may be the Jacobian
of an ODE (which may vary from step to step). Thus, it is to be expected that
the ‘nastiness’ of the ODE under scrutiny—be it stiffness, Hamiltonicity or high
oscillation—is somehow ‘hardwired’ into the matrix A. The exact solution of the
ODE can be written in terms of the variation-of-constants formula,

y(t + h) = eh A y(t) +
∫ h

0
e(h−ξ)Ab( y(t + ξ)) dξ, (2.4)

except that, of course, the right-hand side includes the unknown function y. Given
the availability of very effectivemethods to compute thematrix exponential,we can
exploit this to construct exponential integrators, explicit methods that often exhibit
favourable stability and structure-preservation features. The simplest example, the
exponential Euler method, freezes y within the integral in (2.4) at its known value
at t , the outcome being the first-order method

yn+1 = eh A yn + A−1(eh A − I )b( yn).

The order can be boosted by observing that (in a loose sense which can be made
much more precise) the integral above is discretised by the Euler method, which
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is a one-stage explicit Runge–Kutta scheme, discretising it instead by multistage
schemes of this kind leads to higher-order methods [35].

Many Hamiltonian systems of interest can be formulated as second-order systems
of the form ÿ + �2 y = g( y). Such systems feature prominently in the case of
highly oscillatory mechanical systems, where � is positive definite and has some
large eigenvalues. The variation of constants formula (2.4) now reads

[
y(t + h)

ẏ(t + h)

]

=
[

cos(h�) �−1 sin(h�)

−� sin(h�) cos(h�)

] [
y(t)
ẏ(t)

]

+
∫ t+h

t

[
cos((h − ξ)�) �−1 sin((h − ξ)�)

−� sin((h − ξ)�) cos((h − ξ)�)

][
0

g( y(t + ξ))

]

dξ

and we can use either standard exponential integrators or exponential integra-
tors designed directly for second-order systems and using Runge–Kutta–Nyström
methods on the nonlinear part [87].
An important family of exponential integrators for second-order systems are
Gautschi-type methods

yn+1 − 2 yn + yn−1 = h2�(h�)(gn − �2 yn), (2.5)

which are of second order. Here�(x) = 2(1 − cos x)/x while, in Gautschi’s orig-
inal method, gn = g( yn) [35]. Unfortunately, this choice results in resonances
and a better one is gn = g(�(h�) yn), where the filter � eliminates resonances:
�(0) = I and �(kπ) = 0 for k ∈ N. We refer to [35] for further discussion of
such methods in the context of symplectic integration.

• Variational integrators. Lagrangian formulation recasts a large number of differen-
tial equations as extrema of nonlinear functionals. Thus, for example, instead of the
Hamiltonian problem M q̈ + ∇V (q) = 0, where the matrix M is positive definite,
wemay consider the equivalent variational formulation of extremising the positive-
definite nonlinear functional L(q, q̇) = 1

2 q̇
�M q̇ − V (q). With greater generality,

Hamiltonian and Lagrangian formulations are connected via the familiar Euler–
Lagrange equations and, given the functional L , the corresponding second-order
system is

∂L(q, q̇)

∂q
− d

dt

[
∂L(q, q̇)

∂ q̇

]

= 0.

The rationale of variational integrators parallels that of theRitz method in the theory
of finite elements. We first reformulate the Hamiltonian problem as a Lagrangian
one, project it to a finite-dimensional space, solve it there and transform back.
The original symplectic structure is replaced by a finite-dimensional symplectic
structure, hence the approach is by design symplectic [64]. Marsden andWest [54]
review the implementation of variational integrators.
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2.2 Lie-Group Methods

LetG be aLie group andM a differentiablemanifold.We say that
 : G × M → M
is a group action if

a. 
(ι, y) = y for all y ∈ M (where ι is the identity of G) and
b. 
(p,
(q, y)) = 
(p · q, y) for all p, q ∈ G and y ∈ M.

If, in addition, for every x, y ∈ M there exists p ∈ G such that y = 
(p, x), the
action is said to be transitive and M is a homogeneous space, acted upon by G.

Every Lie group acts upon itself, while the orthogonal group O(n) acts on the
(n − 1)-sphere by multiplication, 
(p, y) = py. The orthogonal group also acts on
the isospectral manifold of all symmetric matrices similar to a specific symmetric
matrix by similarity, 
(p, y) = pyp�. Given 1 ≤ m ≤ n, the Grassmann manifold
G(n, m) of all m-dimensional subspaces of Rn is a homogeneous space acted upon
by SO(m) × SO(n − m), where SO(m) is the special orthogonal group—more pre-
cisely, G(n, m) = SO(n)/(SO(m) × SO(n − m)).

Faced with a differential equation evolving in a homogeneous space, we can
identify its flow with a group action: Given an initial condition y0 ∈ M, instead of
asking “what is the value of y at time t > 0” we might pose the equivalent question
“what is the group action that takes the solution from y0 to y(t)?”. This is often a
considerably more helpful formulation because a group action can be further related
to an algebra action.Letg be the Lie algebra corresponding to thematrix groupG, i.e.
the tangent space at ι ∈ G, and denote byX(M) the set of all Lipschitz vector fields
overM. Let λ : g → X(M) and a : R+ × M → g be both Lipschitz. In particular,
we might consider

λ(a, y) = d

ds

(ρ(s, y), y)

s=0
,

where 
 is a group action and ρ : R+ → G, ρ(s, y(s)) = ι + a(s, y(s))s + O
(
s2

)

for small |s|. The equation ẏ = λ(a(t, y), y), y(0) = y0 ∈ M represents algebra
action and its solution evolves inM. Moreover,

y(t) = 
(v(t), y0) where v̇ = a(t,
(v, y0))v, v(0) = ι ∈ G (2.6)

is a Lie-group equation. Instead of solving the original ODE onM, it is possible to
solve (2.6) and use the group action 
 to advance the solution to the next step: this
is the organising principle of most Lie-group methods [42]. It works because a Lie-
group equation can be solved in the underlying Lie algebra, which is a linear space.
Consider an ODE2 ẏ = f (y), y(0) ∈ M, such that f : M → X—the solution y(t)
evolves on the manifold. While conventional numerical methods are highly unlikely
to stay inM, this is not the case for Lie-groupmethods.We can travel safely between
M and G using a group action. The traffic between G and g is slightly more compli-
cated and we need to define a trivialisation, i.e. an invertible map taking smoothly a

2Or, for that matter, a PDE, except that formalities are somewhat more complicated.
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neighbourhood of 0 ∈ g to a neighbourhood of ι ∈ G and taking zero to identity. The
most ubiquitous example of trivialisation is the exponential map, which represents
the solution of (2.6) as v(t) = eω(t), where ω is the solution of the dexpinv equation

ω̇ =
∞∑

m=0

Bm

m! ad
m
a(t,eω)ω, ω(0) = 0 ∈ g (2.7)

[42]. Here the Bms are Bernoulli numbers, while adm
b is the adjoint operator in g,

ad0bc = c, adm
b c = [b, adm−1

b c], m ∈ N, b, c ∈ g.

Because g is closed under linear operations and commutation, solving (2.7) while
respecting Lie-algebraic structure is straightforward. Mapping back, first to G and
finally toM, we keep the numerical solution of ẏ = f (t) on the manifold.

Particularly effective is the use of explicit Runge–Kutta methods for (2.7), the so-
called Runge–Kutta–Munthe-Kaas (RKMK) methods [65]. To help us distinguish
between conventional Runge–Kutta methods and RKMK, consider the three-stage,
third-order method with the Butcher tableau3

0
1
2

1
2

1 −1 2
1
6

2
3

1
6

. (2.8)

Applied to the ODE ẏ = f (t, y), y(tn) = yn ∈ M, evolving on the manifold M ⊂
R

d , it becomes

k1 = f (tn, yn),

k2 = f (tn+ 1
2
, yn + 1

2hk1),

k3 = f (tn+1, yn − hk1 + 2hk2),

� = h( 16k1 + 2
3k2 + 1

6k3),

yn+1 = yn + �.

Since we operate inRd , there is absolutely no reason for yn+1 to live inM. However,
once we implement (2.8) at an algebra level (truncating first the dexpinv equation
(2.7)),

3For traditional concepts such as Butcher tableaux, Runge-Kutta methods and B-series, the reader
is referred to [34].
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k1 = a(tn, ι),

k2 = a(tn+ 1
2
, ehk1/2),

k3 = a(tn+1, e
−hk1+2hk2),

� = h( 16k1 + 2
3k2 + 1

6k3),

ωn+1 = � + 1
6h[�, k1]

yn+1 = 
(eωn+1 , yn),

the solution is guaranteed to stay inM.
An important special case of a Lie-group equation is the linear ODE v̇ = a(t)v,

where a : R+ → g. Although RKMK works perfectly well in a linear case, special
methods do even better. Perhaps the most important is the Magnus expansion [53],
v(t) = eω(t)v(0), where

ω(t) =
∫ t

0
a(ξ) dξ − 1

2

∫ t

0

∫ ξ1

0
[a(ξ2), a(ξ1)] dξ2 dξ1

+ 1

4

∫ t

0

∫ ξ1

0

∫ ξ2

0
[[a(ξ3), a(ξ2)], a(ξ1)] dξ3 dξ2 dξ1 (2.9)

+ 1

12

∫ t

0

∫ ξ1

0

∫ ξ2

0
[a(ξ3), [a(ξ2), a(ξ1)]] dξ3 dξ2 dξ1 + · · · .

Werefer to [6, 40, 42] for explicitmeans to derive expansion terms, efficient computa-
tion of multivariate integrals that arise in this context andmany other implementation
details. Magnus expansions are important in a number of settings when preservation
of structure is not an issue, not least in the solution of linear stochastic ODEs [51].

There are alternative means to expand the solution of (2.7) in a linear case, not
least the Fer expansion [22, 38], that has found recently an important application in
the computation of Sturm–Liouville spectra [76].

Another approach toLie-group equations uses canonical coordinates of the second
kind [72].

2.3 Conservation of Volume

An ODE ẋ = f (x) is divergence-free if ∇ · f (x) = 0. The flows of divergence-
free ODEs are volume-preserving (VP). Volume is important to preserve, as it leads
to KAM-tori, incompressibility, and, most importantly, is a crucial ingredient for
ergodicity. Unlike symplecticity, however, phase space volume can generically not
be preserved by Runge–Kutta methods, or even by their generalisations, B-series
methods. This was proved independently in [13] and in [43]. Since B-series methods
cannot preserve volume, we need to look to other methods.
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There are essentially two known numerical integration methods that preserve
phase space volume. The first volume-preserving method is based on splitting [20].
As an example, consider a 3D volume preserving vector field:

ẋ = u(x, y, z)

ẏ = v(x, y, z) (2.10)

ż = w(x, y, z)

with
ux + vy + wz = 0.

We split this 3D VP vector field into two 2D VP vector fields as follows

ẋ = u(x, y, z), ẋ = 0,

ẏ = −
∫

ux (x, y, z) dy, ẏ = v(x, y, z) +
∫

ux (x, y, z) dy,

ż = 0; ż = w(x, y, z).

(2.11)

The vector field on the left is divergence-free by construction, and since both vector
fields add up to (2.1), it follows that the vector field on the right is also volume-
preserving.

Having split the original vector field into 2D VP vector fields, we need to find
VP integrators for each of these 2D VP vector fields. But that is easy, because in 2D
volume-preserving and symplectic vector fields are the same—this, of course, holds
also for symplectic Runge–Kutta methods.

The above splitting method is easily generalised to n dimensions, where one splits
into n − 1 2D VP vector fields, and integrates each using a symplectic Runge–Kutta
method.

An alternative VP integration method was discovered independently by Shang
and by Quispel [74, 80]. We again illustrate this method in 3D.

We will look for an integrator of the form

x1 = g1(x ′
1, x2, x3)

x ′
2 = g2(x ′

1, x2, x3) (2.12)

x ′
3 = g1(x ′

1, x ′
2, x3)

where (here and below) xi = xi (nh), and x ′
i = xi ((n + 1)h). The reason the form

(2.12) is convenient, is because any such map is VP iff

∂x1
∂x ′

1

= ∂x ′
2

∂x2

∂x ′
3

∂x3
. (2.13)

To see how to construct a VP integrator of the form (2.12), consider as an example
the ODE
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ẋ1 = x2 + x2
1 + x3

3

ẋ2 = x3 + x1x2 + x4
1 (2.14)

ẋ3 = x1 − 3x1x3 + x5
2

It is easy to check that it is divergence-free.

Now consistency requires that any integrator for (2.14) should satisfy

x ′
1 = x1 + h(x2 + x2

1 + x3
3) + O

(
h2)

x ′
2 = x2 + h(x3 + x1x2 + x4

1) + O
(
h2

)
(2.15)

x ′
3 = x3 + h(x1 − 3x1x3 + x5

2) + O
(
h2)

and therefore

x1 = x ′
1 − h(x2 + x ′2

1 + x3
3) + O

(
h2

)
(2.16)

x ′
2 = x2 + h(x3 + x ′

1x2 + x ′4
1 ) + O

(
h2

)
(2.17)

x ′
3 = x3 + h(x ′

1 − 3x ′
1x3 + x ′5

2 ) + O
(
h2

)
(2.18)

Since we are free to choose any consistent g2 and g3 in (2.12), provided g1 satisfies
(2.13), we choose the terms designated byO

(
h2

)
in (2.15) and (2.16) to be identically

zero. Equation (2.13) then yields

∂x1
∂x ′

1

= (1 + hx ′
1)(1 − 3hx ′

1). (2.19)

This can easily be integrated to give

x1 = x ′
1 − hx ′2

1 − h2x ′3
1 + k(x2, x3; h). (2.20)

where the function k denotes an integration constant thatwe can choose appropriately.
The simplest VP integrator satisfying both (2.14) and (2.20) is therefore:

x1 = x ′
1 − h(x2 + x ′2

1 + x3
3) − h2x ′3

1

x ′
2 = x2 + h(x3 + x ′

1x2 + x ′4
1 ) (2.21)

x ′
3 = x3 + h(x ′

1 − 3x ′
1x3 + x ′5

2 )

A nice aspect of the integrator (2.21) (and (2.12)) is that it is essentially only implicit
in one variable. Once x ′

1 is computed from the first (implicit) equation, the other two
equations are essentially explicit.

Of course the method just described also generalises to any divergence-free ODE
in any dimension.
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2.4 Preserving Energy and Other First Integrals

As mentioned, Hamiltonian systems exhibit two important geometric properties
simultaneously, they conserve both the symplectic form and the energy. A famous
no-go theorem by Ge andMarsden [25] has shown that it is generically impossible to
construct a geometric integrator that preserves both properties at once. One therefore
must choose which one of these two to preserve in any given application. Particularly
in low dimensions and if the energy surface is compact, there are often advantages
in preserving the energy.

An energy-preserving B-series method was discovered in [75] cf. also [59].
For any ODE ẋ = f (x), this so-called average vector field method is given by

x′ − x
h

=
∫ 1

0
f (ξ x′ + (1 − ξ)x) dξ. (2.22)

If the vector field f is Hamiltonian, i.e. if there exists a Hamiltonian function H(x)

and a constant skew-symmetric matrix S such that f (x) = S∇H(x), then it follows
from (2.22) that energy is preserved, i.e. H(x′) = H(x).

While the B-series method (2.22) can generically preserve all types of Hamilto-
nians H , it can be shown that no Runge–Kutta method is energy-preserving for all
H . (In other words, this can only be done using B-series methods that are not RK
methods.) For a given polynomial H however, Runge–Kutta methods preserving that
H do exist [37]. This can be seen as follows.

Note that the integral in (2.22) is one-dimensional. This means that e.g. for cubic
vector fields (and hence for quartic Hamiltonians) an equivalent method is obtained
by replacing the integral in (2.22) using Simpson’s rule:

∫ 1

0
g(ξ) dξ ≈ 1

6

[
g(0) + 4g( 12 ) + g(1)

]
. (2.23)

yielding the Runge–Kutta method

x′ − x
h

= 1

6

[

f (x) + 4 f
(
x + x′

2

)

+ f (x′)
]

, (2.24)

preserving all quartic Hamiltonians.
We note that (2.22) has second order accuracy. Higher order generalisations have

been given in [27].We note that the average vector fieldmethod has also been applied
to a slew of semi-discretised PDEs in [9].

While energy is one of the most important constants of the motion in applications,
many other types of first integrals do occur. We note here that all B-series methods
preserve all linear first integrals, and that all symplectic B-series methods preserve
all quadratic first integrals. So, for example, the implicit midpoint rule
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x′ − x
h

= f
(
x + x′

2

)

(which is symplectic) preserves all linear and quadratic first integrals. There are
however many cases not covered by any of the above.

How does one preserve a cubic first integral that is not energy? And what about
Hamiltonian systems whose symplectic structure is not constant? It turns out that
generically, any ODE ẋ = f (x) that preserves an integral I (x), can be written in
the form

ẋ = S(x)∇ I (x), (2.25)

where S(x) is a skew-symmetric matrix.4

An integral-preserving discretisation of (2.25) is given by

x′ − x
h

= S̄(x, x′)∇̄ I (x, x′), (2.26)

where S̄(x, x′) is any consistent approximation to S(x) (e.g. S̄(x, x′) = S(x)), and
the discrete gradient ∇̄ I is defined by

(x′ − x) · ∇̄ I (x, x′) = I (x′) − I (x) (2.27)

and
lim
x′→x

∇̄ I (x, x′) = ∇ I (x). (2.28)

There are many different discrete gradients that satisfy (2.27) and (2.28). A partic-
ularly simple one is given by the Itoh–Abe discrete gradient, which for example in
3D reads

∇̄ I (x, x′) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

I (x ′
1, x2, x3) − I (x1, x2, x3)

x ′
1 − x1

I (x ′
1, x ′

2, x3) − I (x ′
1, x2, x3)

x ′
2 − x2

I (x ′
1, x ′

2, x ′
3) − I (x ′

1, x ′
2, x3)

x ′
3 − x3

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (2.29)

Other examples of discrete gradients, as well as constructions of the skew-symmetric
matrix S(x) for a given vector field f and integral I may be found in [59].

We note that the discrete gradient method can also be used for systems with any
number of integrals. For example an ODE ẋ = f (x) possessing two integrals I (x)

and J (x) can be written

ẋi = Si jk(x)
∂ I (x)

∂x j

∂ J (x)

∂xk
, (2.30)

4Note that in general S(x) need not satisfy the so-called Jacobi identity.
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where the summation convention is assumed over repeated indices and S(x) is a
completely antisymmetric tensor. A discretisation of (2.30) which preserves both I
and J is given by

x ′
i − xi

h
= S̄i jk(x, x′)∇̄ I (x, x′)

j
∇̄ J (x, x′)

k
(2.31)

with S̄ any completely skew approximation of S and ∇̄ I and ∇̄ J discrete gradi-
ents as defined above. Discrete gradient methods have recently found an intriguing
application in variational image regularisation [26].

3 Four Recent Stories of GNI

The purpose of this section is not to present a totality of recent research into GNI, a
subject that would have called for a substantially longer paper. Instead, we wish to
highlight a small number of developments with which the authors are familiar and
which provide a flavour of the very wide range of issues on the current GNI agenda.

3.1 Highly Oscillatory Hamiltonian Systems

High oscillation occurs in many Hamiltonian systems. Sometimes, e.g. in the inte-
gration of equations of celestial mechanics, the source of the problem is that we wish
to compute the solution across a very large number of periods and the oscillation is an
artefact of the time scale in which the solution has physical relevance. In other cases
oscillation is implicit in the multiscale structure of the underlying problem. A case in
point are the (modified) Fermi–Pasta–Ulam (FPU) equations, describing a mechan-
ical system consisting of alternating stiff harmonic and soft nonlinear springs. The
soft springs impart fast oscillation, while the hard springs generate slow transfer of
energy across the system: good numerical integration must capture both!

A good point to start (which includes modified FPU as a special case) is the
second-order ODE

q̈ + �2q = g(q), t ≥ 0, q(0) = u0, q̇(0) = v0, (3.1)

where g(q) = −∇U (q) and

� =
[

O O
O ωI

]

, ω  1, q =
[
q0
q1

]

, q0 ∈ R
n0 , q1 ∈ R

n1 .

An important aspect of systems of the form (3.1) is that the exact solution, in addition
to preserving the total Hamiltonian energy
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H( p, q) = 1

2
(‖ p1‖2 + ω2‖q1‖2) + 1

2
‖ p0‖2 + U (q0, q1), (3.2)

where q̇ = p, also preserves the oscillatory energy

I ( p, q) = 1

2
‖ p1‖2 + ω2

2
‖q1‖2 (3.3)

for intervals of length O
(
ωN

)
for any N ≥ 1. This has been proved using the mod-

ulated Fourier expansions

q(t) =
∞∑

m=−∞
eimωt zm(t).

The solution of (3.1) exhibits oscillations at frequencyO (ω) and this inhibits the
efficiency of many symplectic methods, requiring step size of O

(
ω−1

)
, a situation

akin to stiffness in more conventional ODEs. However, by their very structure, expo-
nential integrators (and in particular Gautschi-type methods (2.5)) are particularly
effective in integrating the linear part, which gives rise to high oscillation. The prob-
lem with Gautschi-type methods, though, might be the occurrence of resonances and
we need to be careful to avoid them, both in the choice of the right filter (cf. the
discussion in Sect. 2.1) and step size h.

Of course, one would like geometric numerical integrators applied to (3.1) to
exhibit favourable preservation properties with respect to both total energy (3.2) and
oscillatory energy (3.3). Applying modulated Fourier expansions to trigonometric
and modified trigonometric integrators, this is indeed the case provided that the step
size obeys the non-resonance condition with respect to the frequency ω,

| sin( 12mhω)| ≥ ch1/2, m = 1, . . . , N , N ≥ 2,

cf. Hairer and Lubich [30].
All this has been generalised to systemswithmultiple frequencies,with theHamil-

tonian function

H( p, q) =

oscillatory
︷ ︸︸ ︷

1

2

s∑

j=1

(‖ p j‖2 + ω2
j‖q j‖2

) +
slow

︷ ︸︸ ︷
1

2
‖ p0‖2 + U (q),

where

p =

⎡

⎢
⎢
⎢
⎣

p0
p1
...

ps

⎤

⎥
⎥
⎥
⎦

, q =

⎡

⎢
⎢
⎢
⎣

q0
q1
...

qs

⎤

⎥
⎥
⎥
⎦

, 0 < min
j=1,...,s

ω j , 1 � max
j=1,...,s

ω j
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for both the exact solution [24] and for discretisations obtained using trigonometric
and modified trigonometric integrators [14].

Further achievements and open problem in the challenging area of marrying sym-
plectic integration and high oscillation are beautifully described in [28] and [31].

3.2 Kahan’s ‘Unconventional’ Method

Anovel discretisationmethod for quadratic ODEswas introduced and studied in [44,
45] and analysed first from the GNI standpoint in [78]. This new method discretised
the vector field

ẋi =
∑

j,k

ai jk x j xk +
∑

j

bi j x j + ci (3.4)

as follows,

x ′
i − xi

h
=

∑

j,k

ai jk

(
x j x ′

k + x ′
j xk

2

)

+
∑

j

bi j

(
x j + x ′

j

2

)

+ ci . (3.5)

Kahan called the method (3.5) ‘unconventional’, because it treats the quadratic terms
different from the linear terms. He also noted some nice features of (3.5), e.g. that it
often seemed to be able to integrate through singularities.

Properties of Kahan’s method:

1. Kahan’s method is (the reduction of) a Runge–Kutta method.
Celledoni et al. [12] showed that (3.5) is the reduction to quadratic vector fields
of the Runge–Kutta method

x′ − x
h

= 2 f
(
x + x′

2

)

− 1

2
f (x) − 1

2
f (x′) (3.6)

The RK method (3.6) (which is defined for all vector fields f ), once applied to
quadratic vector fields, coincides with Kahan’s method (which is only defined
in the quadratic case).
This explains inter alia why Kahan’s method preserves all linear first integrals.

2. Kahan’s method preserves a modified energy and measure.
For any Hamiltonian vector field of the form

ẋ = f (x) = S∇H(x), (3.7)

with cubic Hamiltonian H(x) and constant symplectic (or Poisson) structure
S, Kahan’s method preserves a modified energy as well as a modified measure
exactly [12].
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The modified volume is
dx1 ∧ · · · ∧ dxn

det
(
I − 1

2h f ′(x)
) , (3.8)

while the modified energy is

H̃(x) := H(x) + 1

3
h∇H(x)�

(

I − 1

2
h f ′(x)

)−1

f (x). (3.9)

3. Kahan’s method preserves the integrability of many integrable systems of
quadratic ODEs.
Beginning with the work of Hirota and Kimura, subsequently extended by Suris
and collaborators [73], and by Quispel and collaborators [10, 12, 86], it was
shown that Kahan’s method preserves the complete integrability of a surpris-
ingly large number of quadratic ODEs. In most cases this means that, in n
dimensions, Kahan’s method preserves a (modified) volume form, as well as
n − 1 (modified) first integrals.

Here we list some 2D vector fields whose integrability is preserved by Kahan’s
method:

• Quadratic Hamiltonian systems in 2D:
The 9-parameter family

[
ẋ
ẏ

]

=
[

bx2 + 2cxy + dy2 + f x + gy + i
−ax2 − 2bxy − cy2 − ex − f y − h

]

; (3.10)

• Suslov systems in 2D:
The 9-parameter family

[
ẋ
ẏ

]

= l(x, y)

[
0 1

−1 0

]

∇H(x, y), (3.11)

where l(x, y) = ax + by + c; H(x, y) = dx2 + exy + f y2 + gx + hy + i ;

• Reduced Nahm equations in 2D:
Octahedral symmetry: [

ẋ
ẏ

]

=
[
2x2 − 12y2

−6x2 − 4y2

]

; (3.12)

Icosahedral symmetry: [
ẋ
ẏ

]

=
[

2x2 − y2

−10xy + y2

]

. (3.13)
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The modified energy and measure for the Kahan discretisations of these 2D systems,
as well as of many other (higher-dimensional) integrable quadratic vector fields are
given in [10, 12, 73].

Generalisations to higher degree polynomial equations using polarisation are pre-
sented in [11].

3.3 Applications to Celestial Mechanics

GNI methods particularly come into their own when the integration time is large
compared to typical periods of the system. Thus long-term integrations of e.g. solar-
type systems and of particle accelerators typically need symplectic methods. In this
subsection we focus on the former.5

In those studies where dissipation can be neglected, a common approach to solar
system type dynamics is to split the N -body Hamiltonian H in the form

H = H1 + εH2, (3.14)

where H1, representing the Keplerian motion of the N − 1 planets, is integrable, H2

represents the interaction between the planets and ε > 0 is a small parameter. In this
manner, special methods for near-integrable Hamiltonian dynamics can and have
been used, cf. e.g. [56].

One of the first symplectic integrations of the solar systemwas done in [84] where
it was confirmed that the solar system has a positive Lyapunov exponent, and hence
exhibits chaotic behaviour cf [47].

More recently these methods have been improved and extended [5, 17, 48]. Sev-
eral symplectic integrators of high order were tested in [19], in order to determine
the best splitting scheme for long-term studies of the solar system.

These variousmethods have resulted in the fact that numerical algorithms for solar
system dynamics are now so accurate that they can be used to define the geologic
time scales in terms of the initial conditions and parameters of solar system models
(or vice versa). For related work cf [82].

3.4 Symmetric Zassenhaus Splitting and the Equations
of Quantum Mechanics

Equations of quantum mechanics in the semiclassical regime represent a double
challenge of structure conservation and high oscillation. A good starting point is the
linear Schrödinger equation

5A very readable early review of integrators for solar system dynamics is [63], cf also [62].
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∂u

∂t
= iε

∂2u

∂x2
− iε−1V (x)u (3.15)

(for simplicity we restrict our discourse to a single space dimension), given in [−1, 1]
with periodic boundary conditions. Here V is the potential energy of a quantum sys-
tem, |u(x, t)|2 is a position density of a particle and 0 < ε � 1 represents the differ-
ence in mass between an electron and nuclei. It is imperative to preserve the unitarity
of the solution operator (otherwise |u( · , t)|2 is no longer a probability function),
but also deal with oscillation at a frequency of O

(
ε−1

)
. A conventional approach

advances the solution using a palindromic splitting (2.3), but this is suboptimal for
a number of reasons. Firstly, the number of splittings increases exponentially with
order. Secondly, error constants are exceedingly large. Thirdly, quantifying the qual-
ity of approximation in terms of the step-size h is misleading, because there are three
small quantities at play: the step size h, N−1 where N is the number of degrees of
freedom in space discretisation (typically either a spectral method or spectral collo-
cation) and, finally, ε > 0 which, originating in physics rather than being a numerical
artefact, is the most important. We henceforth let N = O

(
ε−1

)
(to resolve the high-

frequency oscillations) and h = O (εσ ) for some σ > 0—obviously, the smaller σ ,
the larger the time step.

Bader et al. [1] have recently proposed an alternative approach to the splitting of
(3.15), of the form

eih(ε∂2
x −ε−1V ) ≈ eR0eR1 · · · eRseTs+1eRs · · · eR1eR0 (3.16)

such that Rk = O (εαk ), Ts+1 = O (εαs+1), where α0 ≤ α1 < α2 < α3 < · · ·—the
symmetric Zassenhaus splitting. Here ∂x = ∂/∂x .

The splitting (3.16) is derived at the level of differential operators (i.e., prior to
space discretisation), applying the symmetric Baker–Campbell–Hausdorff formula
to elements in the free Lie algebra spanned by ∂2

x and V . For σ = 1, for example,
this yields

R0 = − 1
2τε−1V = O (1) ,

R1 = 1
2τε∂2

x = O (1) ,

R2 = 1
24τ

3ε−1(∂x V )2 + 1
12τ

3ε{(∂2
x V )∂2

x + ∂2
x [(∂2

x V ) · ]} = O
(
ε2

)
,

R3 = − 1
120τ

5ε−1(∂2
x V )(∂x V )2 − 1

24τ
3ε(∂4

x V ) + 1
240τ

5ε
(
7{(∂2

x V )2∂2
x

+ ∂2
x [(∂2

x V )2 · ] + {(∂3
x V )(∂x V )∂2

x + ∂2
x [(∂3

x V )(∂x V ) · ]})

+ 1
120τ

5ε−3{(∂4
x V )∂4

x + ∂4
x [(∂4

x V ) · ]} = O
(
ε4

)
,

where τ = ih. Note that all the commutators, ubiquitous in the BCH formula, have
disappeared: in general, the commutators in this free Lie algebra can be replaced by
linear combinations of derivatives, with the remarkable property of height reduction:
each commutator ‘kills’ one derivative, e.g.
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[V, ∂2x ] = −(∂2x V ) − 2(∂x V )∂x , [[V, ∂2x ], ∂2x ] = (∂4x V ) + 4(∂3x V )∂x + 4(∂2x V )∂2x .

Once we discretise with spectral collocation, R0 becomes a diagonal matrix and
its exponential is trivial, while eR1v can be computed in two FFTs for any vector v

becauseR1 is a Toeplitz circulantmatrix. NeitherR2 norR3 possess useful structure,
except that they are small! Therefore we can approximate eRk v using the Krylov–
Arnoldi process in just 3 and 2 iterations for k = 2 and k = 3, respectively, to attain
an error of O

(
ε6

)
[1].

All this has been generalised to time-dependent potentials and is applicable to a
wider range of quantum mechanics equations in the semiclassical regime [2].

4 Beyond GNI

Ideas in one area ofmathematical endeavour often inspirework in another area.This is
true not just because newmathematical research equips us with a range of innovative
tools but because it provides insight that casts new light not just on the subject in
question but elsewhere in the mathematical universe. GNI has thus contributed not
just toward its own goal, better understanding of structure-preserving discretisation
methods for differential equations, but in other, often unexpected, directions.

4.1 GNI Meets Abstract Algebra

The traditional treatment of discretisation methods for differential equations was
wholly analytic, using tools of functional analysis and approximation theory. (Lately,
also tools from algebraic topology.) GNI has added an emphasis on geometry and
this leads in a natural manner into concepts and tools from abstract algebra. As
often in such mathematical dialogues, while GNI borrowed much of its conceptual
background from abstract algebra, it has also contributed to the latter, not just with
new applications but also new ideas.

• B-series and beyond. Consider numerical integration methods that associate to
each vector field f a map ψh( f ). A method ψh is called g-covariant6 if the
following diagram commutes,

6Also called equivariant.
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x̃ = ψh( f )(x) � ỹ = ψh( f̃ )( y)

� �

ẋ = f (x) � ẏ = f̃ ( y)

x = g( y)

x = g( y)

It follows that if g is a symmetry of the vector field f andψ is g-covariant, thenψ

preserves the symmetry g. It seems that this concept of covariance for integration
methods was first introduced in [55, 60].
It is not hard to check that all B-series methods are covariant with respect to the
group of affine transformations. A natural question to ask then, was “are B-series
methods the only numerical integration methods that preserve the affine group?”.
This question was open for many years, until it was answered in the negative by
[66], who introduced a more general class of integration methods dubbed “aro-
matic Butcher series”, and showed that (under mild assumptions) this is the most
general class of methods preserving affine covariance. Expansions of methods in
this new class contain both rooted trees (as in B-series), as well as products of
rooted trees and so-called k-loops [43].
Whereas it may be said that to date the importance of aromatic B-series has been
at the formal rather than at the constructive level, these methods may hold the
promise of the construction of affine-covariant volume-preserving integrators, cf
also [58].

• Word expansions. Classical B-series can be significantly generalised by expanding
in word series [69]. This introduced an overarching framework for Taylor expan-
sions, Fourier expansions, modulated Fourier expansions and splitting methods.
We consider an ODE of the form

ẋ =
∑

a∈A
λa(t) f a(x), x(0) = x0, (4.1)

where A is a given alphabet. The solution of (4.1) can be formally expanded in
the form

x(t) =
∞∑

n=0

∑

w∈Wn

αw(t) fw(x0),

where Wn is the set of all words with n letters from A. The coefficients αw and
functions f w can be obtained recursively from the λas and f as in a manner similar
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to B-series. Needless to say, exactly like with B-series, word series can be inter-
preted using an algebra over rooted trees.
The concept of word series is fairly new in numerical mathematics but it exhibits
an early promise to provide a powerful algebraic tool for the analysis of dynamical
systems and their discretisation.

• Extension of Magnus expansions.LetW be aRota–Baxter algebra, a commutative
unital algebra equipped with a linear map R such that

R(x)R(y) = R(R(x)y + x R(y) + θxy), x, y ∈ W,

where θ is a parameter. The inverse ∂ of R obeys

∂(xy) = ∂(x)y + x∂(y) + θ∂(x)∂(y)

and is hence a generalisation of a derivation operator: a neat example, with clear
numerical implications, is the backward difference ∂(x) = [x(t) − x(t − θ)]/θ .
[18] generalised Magnus expansions to this and similar settings, e.g. dendriform
algebras. Their work uses the approach in [40], representing individual ‘Magnus
terms’ as rooted trees, but generalises it a great deal.

• The algebra of the Zassenhaus splitting. The success of the Zassenhaus splitting
(3.16) rests upon two features. Firstly, the replacement of commutators by simpler,
more tractable expressions and, secondly, height reduction of derivatives under
commutation. Singh [81] has derived an algebraic structure J which, encoding
these two features, allows for a far-reaching generalisation of the Zassenhaus
framework. The elements of J are operators of the form 〈 f 〉k = f ◦ ∂k

x + ∂k
x ◦ f ,

where k ∈ Z+ and f resides in a suitable function space. J can be endowed with a
Lie-algebraic structure and, while bearing similarities with the Weyl algebra and
the Heisenberg group, is a new and intriguing algebraic concept.

4.2 Highly Oscillatory Quadrature

Magnus expansions (2.9) are particularly effective when the matrix A(t) oscillates
rapidly. This might seem paradoxical—we are all conditioned to expect high oscil-
lation to be ‘difficult’—but actually makes a great deal of sense. Standard numer-
ical methods are based on Taylor expansions, hence on differentiation, and their
error typically scales as a high derivative of the solution. Once a function oscillates
rapidly, differentiation roughly corresponds to multiplying amplitude by frequency,
high derivatives become large and so does the error. However, theMagnus expansion
does not differentiate, it integrates! This has an opposite effect: the more we inte-
grate, the smaller the amplitude and the series (2.9) converges more rapidly. Indeed,
often it pays to render a linear system highly oscillatory by a change of variables,
in a manner described in [39], and then solve it considerably faster and cheaper.
Yet, once we contemplate the discretisation of (2.9) for a highly oscillatory matrix
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function A(t), we soon come up another problem, usually considered difficult, if not
insurmountable: computing multivariate integrals of highly oscillatory functions.

In a long list ofmethods for highly oscillatory quadrature (HOQ) circa 2002, rang-
ing from the useless to the dubious, one method stood out: [50] proposed to calculate
univariate integrals by converting the problem to an ODE and using collocation. This
was the only effective method around, yet incompletely understood.

The demands of GNI gave the initial spur to the emergence in the last ten years to
a broad swath of newmethods for HOQ: Filon-type methods, which replace the non-
oscillatory portion of the integrand by an interpolating polynomial [41], improved
Levin-type methods [71] and the method of numerical stationary phase of [36]. The
common characteristic of all these methods is that they are based on asymptotic
expansions. This means that high oscillation is no longer the enemy—indeed, the
faster the oscillation, the smaller the error!

Highly oscillatory integrals occur in numerous applications, from electromagnetic
and acoustic scattering to fluid dynamics, quantummechanics and beyond. Their role
in GNI is minor. However, their modern numerical theory was originally motivated
by a problem in GNI [16]. This is typical to how scholarship progresses and it is only
natural that HOQ has severed its GNI moorings and has become an independent area
on its own.

4.3 Structured Linear Algebra

GNI computations often lead to specialised problems in numerical linear algebra.
However, structure preservation has wider impact in linear algebraic computations.
Often amatrix in an algebraic problembelongs to an algebraic structure, e.g. a specific
Lie algebra or a symmetric space, and it is important to retain this in computation—
the sobriquet “Geometric Numerical Algebra” might be appropriate! Moreover, as in
GNI so in GNA, respecting structure often leads to better, more accurate and cheaper
numerical methods. Finally, structured algebraic computation is often critical to GNI
computations.

• Matrix factorization is the lifeblood of numerical algebra, the basis of the most
effective algorithms for the solution of linear systems, computation of eigenvalues
and solution of least-squares problems. A major question in GNA is “Suppose
that A ∈ A, where A is a set of matrices of given structure. Given a factorization
A = BC according to some set of rules, what can we say about the structure
of B or C?”. [52] addressed three such ‘factorization rules’: the matrix square
root, B = C , the matrix sign, where the elements of B are ±1, and the polar
decomposition, with unitary B and positive semidefinite C . They focussed on sets
A generated by a sesquilinear form 〈 · , · 〉. Such sets conveniently fit into three
classes:
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(a) Automorphisms G, such that 〈Gx, G y〉 = 〈x, y〉, generate a Lie group;
(b) Self-adjointmatrices S, such that 〈Sx, y〉 = 〈x, S y〉, generate a Jordan algebra;

and
(c) Skew-adjoint matrices H such that 〈H x, y〉 = −〈x, H y〉, generate a Lie

algebra.

It is natural to expect that conservation of structure under factorization would
depend on the nature of the underlying inner product. The surprising outcome of
[52] is that, for current purposes, it is sufficient to split sesquilinear forms into just
two classes, unitary and orthosymmetric, each exhibiting similar behaviour.

• Many algebraic eigenvalue problems are structured, the simplest example being
that the eigenvalues of a symmetric matrix are real and of a skew-symmetric are
pure imaginary: all standard methods for the computation of eigenvalues respect
this. However, many other problems might have more elaborate structure, and this
is the case in particular for nonlinear eigenvalue problems. An important example,
with significant applications in mechanics, is

(λ2M + λG + K )x = 0, (4.2)

where both M and K are symmetric, while G is skew symmetric. The eigenvalues
λ of (4.2) exhibit Hamiltonian pattern: if λ is in the spectrum then so are −λ, λ̄

and −λ̄.7 As often in numerical algebra, (4.2) is particularly relevant when the
underlying matrices are large and sparse.
Numerical experiments demonstrate that standard methods for the computation
of a quadratic eigenvalue problem may fail to retain the Hamiltonian structure of
the spectrum but this can be obtained by bespoke algorithms, using a symplectic
version of the familiar Lanczos algorithm, cf. [3].
This is just one example of the growing field of structured eigenvalue and inverse
eigenvalue problems.

• The exponential from an algebra to a group: Recall Lie-group methods from
Sect. 2.2: a critical step, e.g. in the RKMK methods, is the exponential map from
a Lie algebra to a Lie group. Numerical analysis knows numerous effective ways
to approximate the matrix exponential [61], yet most of them fail to map a matrix
from a Lie algebra to a Lie group! There is little point to expand intellectual and
computational effort to preserve structure, only to abandon the latter in the ultimate
step, and this explains the interest in the computation of the matrix exponential
which is assured to map A in a Lie algebra to an element in the corresponding Lie
group.
While early methods have used structure constants and, for maximal sparsity, Lie-
algebraic bases given by space-root decomposition [8], the latest generation of
algorithms is based upon generalised polar decomposition [67].

7To connect this to the GNI narrative, such a pattern is displayed by matrices in the symplectic Lie
algebra sp(2n).
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Lie Group Integrators

Brynjulf Owren

Abstract In this survey we discuss a wide variety of aspects related to Lie group
integrators. These numerical integration schemes for differential equations on man-
ifolds have been studied in a general and systematic manner since the 1990s and the
activity has since then branched out in several different subareas, focussing both on
theoretical and practical issues. From two alternative setups, using either frames or
Lie group actions on a manifold, we here introduce the most important classes of
schemes used to integrate nonlinear ordinary differential equations on Lie groups and
manifolds. We describe a number of different applications where there is a natural
action by a Lie group on a manifold such that our integrators can be implemented.
An issue which is not well understood is the role of isotropy and how it affects the
behaviour of the numerical methods. The order theory of numerical Lie group inte-
grators has become an advanced subtopic in its own right, and here we give a brief
introduction on a somewhat elementary level. Finally, we shall discuss Lie group
integrators having the property that they preserve a symplectic structure or a first
integral.
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1 Introduction

Leonhard Euler is undoubtedly one of the most accomplished mathematicians of
all times, and the modern theme Numerical methods for Lie groups can be traced
back to Euler in more than one sense. Indeed, the simplest and possibly mostly
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used numerical approximation method for ordinary differential equations was first
described in Euler’s work (Institutionum Calculi Integralis (1768), Volumen Primum,
Ch VII) and bears the name Euler’s method. And undoubtedly, themost used test case
for Lie group integrators is the Euler’s free rigid body system, which was derived in
his amazing treatise on Mechanics in 1736.

In the literature on structural mechanics, Lie group integrators have been around
for a long time, but general, systematic studies of numerical integrators for differential
equations on Lie groups and homogeneous manifolds began as recent as the 1990s.
Some notable early contributionswere those of Crouch andGrossman [25] andLewis
and Simo [41]. A series of papers by Munthe-Kaas [53–55] caused an increased
activity from the late nineties when a large number of papers appeared over a short
period of time. Many of these early results were summarised in a survey paper by
Iserles et al. [35]. The work on Lie group integrators has been inspired by many
subfields of mathematics. Notably, the study of order conditions and backward error
analysis uses results from algebraic combinatorics, Hopf algebras, and has more
recently been connected to post Lie algebras by Munthe-Kaas and coauthors, see
e.g. [56]. In connection with the search for inexpensive coordinate representations of
Lie groups as well as their tangent maps, the classical theory of Lie algebras has been
put to use inmanydifferentways. The theory of freeLie algebras [68] has been used to
find optimal truncations of commutator expansions for general Lie algebras, see e.g.
[57]. For coordinate maps taking advantage of properties of a particular Lie algebra,
tools such as root space decomposition [66] and generalised polar decompositions
[38] have been applied.Also there is of course a strong connection between numerical
methods for Lie groups and the area of Geometric Mechanics. This connection is
often used in the setup or formulation of differential equations in Lie groups or
homogeneous manifolds where it provides a natural way of choosing a group action,
and in order to construct Lie group integrators which are symplectic or conserve a
particular first integral.

In this paper we shall discuss several aspects of Lie group integrators, we shall
however not attempt to be complete. Important subjects related to Lie group integra-
tors not covered here include the case of linear differential equations inLie groups and
the methods based on Magnus expansions, Fer expansions, and Zassenhaus splitting
schemes. These are methods that could fit well into a survey on Lie group integrators,
but for information on these topics we refer the reader to excellent expositions such
as [4, 34]. Another topic we leave out here is that of stochastic Lie group integra-
tors, see e.g. [43]. We shall also focus on the methods and the theory behind them
rather than particular applications, of which there are many. The interested reader
may check out the Refs. [10, 11, 20, 36, 71, 73].

In the next section we shall define a compact notation for differential equations
on differential manifolds with a Lie group action. Then in Sect. 3, we discuss some
of the most important classes of Lie group integrators and give a few examples of
methods. Section4 briefly treats a selection of group actions which are interesting
in applications. Then in Sect. 5 we shall address the issue of isotropy in Lie group
integrators, in particular how the freedom offered by the isotropy group can either
be used to reduce the computational cost of the integrator or be used to improve the
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quality of the solution. We take our own look at order theory and expansions in terms
of a generalised form of B-series in Sect. 6. Finally, in Sects. 7 and 8 we consider
Lie group integrators which preserve a symplectic form or a first integral.

2 The Setup

Let M be a differentiable manifold of dimension d <∞ and let the set of smooth
vector fields on M be denoted X (M). Nearly everything we do in this paper is
concerned with the approximation of the h-flow of a vector field F ∈X (M) for
some small parameter h usually called the stepsize. In other words, we approximate
the solution to the differential equation

ẏ = d

dt
y = F |y , F ∈X (M). (1)

Crouch and Grossman [25] used a set of smooth frame vector fields E1, . . . , Eν ,
ν ≥ d on M , assuming

span(E1|x , E2|x , . . . , Eν |x) = Tx M, for each x ∈ M.

It can be assumed that the frame vector fields are linearly independent as derivations
of the ringF (M) of smooth functions on M , and we denote their R-span by V . Any
smooth vector field F ∈X (M) can be represented by ν functions fi ∈ F (M)

F |x =
ν∑

i=1
fi (x)Ei |x (2)

where the fi are not necessarily unique. We then have a natural affine connection

∇F G =
∑

i

F(gi )Ei

which is flat with constant torsion τ(
∑

j f j E j ,
∑

i gi Ei ) =∑
i, j f j gi [Ei , E j ]. For

later, we shall need the notion of a frozen vector field relative to the frame. The freeze
operator Fr : M ×X (M)→ V is defined as

Fr(x, F) := Fx =
∑

i

fi (x)Ei

We note that the torsion can be defined by freezing the vector fields and then take
the Lie-Jacobi bracket, i.e.

τ(F, G)|x = [Fr(x, F),Fr(x, G)]
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Another setup is obtained by using a Lie group G acting transitively from the
left on M [55]. The Lie algebra of G is denoted g. Any vector field F can now be
represented via a map f : M → g and the infinitesimal action ρ : g→X (M)

F |x = ρ ◦ f (x)|x , ρ : g→X (M), ρ(ξ)|x = d

dt

∣∣∣∣
t=0

exp(tξ) · x (3)

We note that the map f is not necessarily unique.

3 Types of Schemes

There is now a large variety of numerical integration schemes available, typically
formulated with either of the setups of the previous section. In what follows, we
assume that a finite dimensional Lie group G acts transitively on a manifold M and
the Lie algebra of G is denoted g.

3.1 Schemes of Munthe-Kaas Type

Using the second setup, a powerful way of deriving numerical integrators devised
by Munthe-Kaas [55] follows these steps:

1. In a neighborhood U ⊂ g of 0 introduce a local diffeomorphism ψ : U → G,
such that

ψ(0) = 1 ∈ G, T0ψ = Idg

2. Observe that the map λy0(v) = ψ(v) · y0 is surjective on a neighborhood of the
initial value y0 ∈ M .

3. Compute the pullback of the vector field F = ρ ◦ f along λy0 .
4. Apply one step of a standard numerical integrator to the resulting problem on

U .
5. Map the obtained approximation back to M by λy0 .

Even though the idea is very simple, there are several difficulties that need to be
resolved in order to obtain fast and accurate integration schemes from this procedure.

Observe that the derivative of ψ can be trivialised by right multiplication of the
Lie group, such that

Tuψ = T Rψ(u) ◦ dψu, dψu : g→ g.

With this in mind we set out to characterise the vector field onU ⊂ g, this is a simple
generalisation of a result in [55].
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Lemma 1 Let M be a smooth manifold with a left Lie group action Λ : G × M →
M and let g be the Lie algebra of G. Let ψ : g→ G be a smooth map, ψ(0) = 1.
Fix a point m ∈ M, and set Λm = Λ(·, m) so that

ρ(ξ)|m = T1Λm(ξ)

Suppose F ∈X (M) is of the form

F |m = ρ(ξ(m))|m, for some ξ : M → g.

Define λm(u) = Λ(ψ(u), m). Then there is an open set U ⊆ g containing 0 such
that the vector field η ∈X (U ) defined as

η|u = dψ−1
u (ξ ◦ λm(u))

is λm-related to F.

The original proof in [55] whereψ = expwas adapted to general coordinatemaps
in [66]. One step of a Lie group integrator is obtained just by applying a classical
integrator, such as aRunge–Kuttamethod, to the corresponding locally defined vector
field η on g. A Runge–Kutta method with coefficients (A, b) applied to the problem
ẏ = η(y) in a linear space is of the following form

Yr = y0 + h
s∑

j=1
ar j k j , r = 1, . . . , s,

kr = η|Yr
, r = 1, . . . , s,

y1 = y0 + h
s∑

r=1
br kr

Here y0 is the initial value, h is the step size, and y1 ≈ y(t0 + h) is the approximate
solution at time t0 + h. The parameter s ≥ 1 is called the number of stages of the
method. If the matrix A = (ar j ) is strictly lower triangular, then the method is called
explicit. The application of such amethod to the transformed vector field of Lemma 1
can be written out as follows

ur = h
s∑

j=1
ai j k̃ j , kr = ξ ◦ λy0(ur ), k̃r = dψ−1

ur
(kr ), r = 1, . . . , s, (4)

v = h
s∑

r=1
br k̃r y1 = λy0(v). (5)

A major advantage of this approach compared to other types of Lie group schemes is
its interpretation as a smooth change of variables which causes the convergence order
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to be (at least) preserved from the underlying classical integrator. As we shall see
later, one generally needs to take into account additional order conditions to account
for the fact that the phase space is not a linear space.

3.1.1 Choosing the Exponential Map as Coordinates, ψ = exp

The first papers by Munthe-Kaas on Lie group integrators [53–55] all used ψ = exp
as coordinates on the Lie group. In this case, there are several difficulties that need to
be addressed in order to obtain efficient implementations of the methods. One is the
computation of the exponentialmap itself. Formatrix groups, there are a large number
of algorithms that can be applied, see e.g. [50, 51]. In [17, 18] the authors developed
approximations to the exponential which exactly mapmatrix Lie subalgebras to their
corresponding Lie subgroups. Another issue to be dealt with is the differential of the
exponential map

dexpu := Texp(−u) Rexp(−u) ◦ Tu exp

Lemma 2 (Tangent map of exp : g→ G) Let u ∈ g, v ∈ Tug � g. Then

Tu exp(v) = d

ds

∣∣∣∣
s=0

exp(u + sv) = T Rexp(u) ◦ dexpu v = dexpu(v) · exp(u)

where

dexpu(v) =
∫ 1

0
exp(r adu)(v) dr = ez − 1

z

∣∣∣∣
z=adu

(v)

Proof Let ys(t) = exp(t (u + sv)) such that

Tu exp(v) = d

ds

∣∣∣∣
s=0

ys(1)

But for now we differentiate with respect to t to obtain

ẏs := d

dt
ys(t) = (u + sv)ys(t) (6)

We also note that ys(t) = exp(tu)+ O(s) as s → 0. From (6) we then get

ẏ − uys = svetu + O(s2)

and the integrating factor e−tu yields

d

dt

(
e−tu ys

) = se−tuvetu + O(s2)
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Integrating, and using that ys(0) = Id, we get

ys(t) = etu + s
∫ t

0
eruve−ruetu dr + O(s2)

and so
d

ds

∣∣∣∣
s=0

ys(1) =
∫ 1

0
eruve−ru dr eu =

∫ 1

0
er adu (v) dr eu

where we have used the well-known identity Adexp(u) = exp(adu) in the last equality.
Formally, we can write

∫ 1

0
er adu (v) dr =

∫ 1

0
erz|z=adu (v) dr = ez − 1

z

∣∣∣∣
z=adu

(v)

It is often useful to consider the dexp-map as an infinite series of nested commu-
tators

dexpu(v) =
(

I + 1

2! adu + 1

3! ad
2
u + · · ·

)
(v) = v + 1

2
[u, v] + 1

6
[u, [u, v]] + · · ·

In (4) it is the inverse of dexp which is needed. Note that the function

φ1(z) = ez − 1

z

is entire, this means that its reciprocal

z

ez − 1

is analytic whenever φ1(z) �= 0. In particular this means that 1
φ1(z)

has a converging
Taylor series about z = 0 in the open disk |z| < 2π . This series expansion is

z

ez − 1
= 1− z

2
+

∞∑

k=1

B2k

(2k)! z
2k

where B2k are the Bernoulli numbers, the first few of them are: B2 = 1
6 , B4 = − 1

30 ,
B6 = 1

42 , B8 = − 1
30 , B10 = 5

66 . The map

v = dexp−1u (w) (whenever w = dexpu(v))
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is given precisely as

dexp−1u (w) = z

ez − 1

∣∣∣∣
z=adu

(w) = w − 1

2
[u, w] + B2

2! [u, [u, w]] + · · · (7)

We observe from (4) that one needs to compute dexp−1ur
(kr ) and that each ur = O(h).

This means that one may approximate the series in (7) by a finite sum,

dexpinv(u, w, m) = w − 1

2
[u, w] +

m∑

k=1

B2k

(2k)! ad
2k
u (w).

One has dexpinv(u, w, m) ∈ g for every m ≥ 0 and furthermore

dexp−1ur
(kr )− dexpinv(ur , kr , m) = O(h2m+1)

As long as the classical integrator has order p ≤ 2m + 1, the resulting Munthe-Kaas
scheme will also have order p. There exists however a clever way to substantially
reduce the number of commutators that need to be computed in each step. Munthe-
Kaas and Owren [57] realised that one could form linear combinations of the stage
derivatives k̃r in (4) such that

Qr =
r∑

j=1
σr, j k̃ j = O(hqr )

for qr as large as possible for each r . Then these new quantities Qr were each given
the grade qr and one considered the graded free Lie algebra based on this set. The
result was a significant reduction in the number of commutators needed. Also Casas
and Owren [15] provided a way to organise the commutator calculations to reduce
even further the computational cost. Here is a Runge–Kutta Munthe–Kaas method
of order four with four stages and minimal set of commutators

k1 = h f (y0),

k2 = h f (exp( 12k1) · y0),

k3 = h f (exp( 12k2 − 1
8 [k1, k2]) · y0),

k4 = h f (exp(k3) · y0),

y1 = exp( 16 (k1 + 2k2 + 2k3 + k4 − 1
2 [k1, k4])) · y0.

For later reference, we also give the Lie-Euler method, a first order Lie group inte-
grator generalising the classical Euler method

y1 = exp(h f (y0)) · y0 (8)
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3.1.2 Canonical Coordinates of the Second Kind

The exponential map is generally expensive to compute exactly. For matrix Lie
algebras g ⊆ gl(n, F) where F is either R or C, standard software for computing exp
numerically has a computational cost of n3 to the leading order, and the constant in
front of n3 may be as large as 20–30. Another, yet completely general alternative to
the exponential function is constructed as follows: Fix a basis for g, say e1, . . . , ed

and consider the map

ψ : v1e1 + · · · + vded �→ exp(v1e1) · exp(v2e2) · · · exp(vded) (9)

Although it might seem unnatural to replace one exponential by many, one needs
to keep in mind that if the basis can be chosen such that its exponential can be
computed explicitly, it may still be an efficient method. For instance, in the general
linear matrix Lie algebra gl(m, F) one may take the basis to be ei j = eieT

j where ei

is the i th canonical unit vector in R
n . Then

exp(αei j ) = 1+ αei j , i �= j, exp(αeii ) = 1+ (eα − 1)eii

So computing (9) takes approximately nd operations which is much cheaper than
computing the exponential of a general matrix.

The difficulty lies however in computing the map dψ−1
u in an efficient manner.

A method for this was developed in [66]. The methodology is slightly different for
solvable and semisimple Lie algebras. We here outline the main idea, for details we
refer to the original paper [66]. Differentiate (9) to obtain

dψu(v) = v1e1 +
d∑

i=2
vi Adeu1e1 ◦ · · · ◦ Adeui−1ei−1 (ei )

The main idea is to find an equivalent expression which is a composition of cheaply
invertible operators. For this, we introduce a projector onto the span of the last d − k
basis vectors as follows

Pk :
d∑

i=1
vi ei �→

d∑

i=k+1
vi ei

wherewe let P0 and Pd equal the identity operator and zero operator on g respectively.
We may now define a modified version of the Ad-operator, for any u =∑

ui ei ∈ g,
let

Âdeuk ek = (Id − Pk)+ Adeuk ek Pk

This is a linear operator which acts as the identity operator on basis vectors ei , i ≤ k,
and on basis vectors ei , i ≥ k it coincides with Adeuk ek .
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Definition 1 An ordered basis (e1, . . . , ed) is called an admissible ordered basis
(AOB) if, for each u =∑

u j e j ∈ g and for each i = 1, . . . , d − 1, we have

Adeu1e1 ◦ · · · ◦ Adeui ei Pi = Âdeu1e1 ◦ · · · ◦ Âdeui ei Pi (10)

This definition is exactly what is needed to write dψu as a composition of operators.

Proposition 1 If the basis (e1, . . . , ed) is an AOB, then

dψu = Âdeu1e1 ◦ · · · ◦ Âdeud ed

Another important simplification can be obtained if an abelian subalgebra h of dimen-
sion d − d∗ can be identified. In this case the ordered basis can be chosen such that
h = span(ed∗+1, . . . , ed). Then Adeui ei |h for i > d∗ is the identity operator and there-
fore Âdeui ei is the identity operator on all of g. Summarizing, we have the following
expression

dψ−1
u = Âd

−1
eud∗ ed∗ ◦ · · · ◦ Âd−1eu1e1

Choosing typically a basis consisting of ad-nilpotent elements, the inversion of each
Âdeui ei can be done cheaply by making use of the formula

Adeui ei = 1+
K∑

k=1

uk
i

k! adek , adK+1
ei

= 0.

For choosing the basis one may, for semisimple Lie algebras, use a basis known as
the Chevalley basis. This arises from the root space decomposition of the Lie algebra

g = h⊕
∐

α∈Φ

gα. (11)

HereΦ is the set of roots, and gα is the one-dimensional subspace of g corresponding
to the root α ∈ h∗, see e.g. Humphreys [33]. h is the maximal toral subalgebra of g
and it is abelian. In the previous notation, the number of roots is d∗ and the dimension
of h is d − d∗. The following result whose proof can be found in [66] provides a tool
for determining whether an ordered Chevalley basis is an AOB.

Theorem 1 Let {β1, . . . , βd∗ }, d∗ = d − �, be the set of roots Φ for a semisimple
Lie algebra g. Suppose that a Chevalley basis is ordered as

(eβ1 , . . . , eβd∗ , h1, . . . , h�)

where eβi ∈ gβi , and (h1, . . . , h�) is a basis for h. Such an ordered basis is an AOB
if
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kβi + βs = βm, m < i < s ≤ d∗, k ∈ N ⇒ βm + βn /∈ Φ, m < n ≤ i − 1.
(12)

Here Φ = Φ ∪ {0}.
Example 1 As an example, we consider A� = sl(�+ 1, C), commonly realized as
the set of (�+ 1)× (�+ 1)-matrices with vanishing trace. The maximal toral sub-
algebra is then the set of diagonal matrices in sl(�+ 1, C). The positive roots are
denoted

{βi, j , 1 ≤ i ≤ j ≤ �}.

Letting ei be the i th canonical unit vector in C
�+1, the root space corresponding to

βi, j has a basis vector
eieT

j+1 ∈ gβi, j , 1 ≤ i ≤ j ≤ �

whereas the negative roots are associated to the basis vectors

e j+1eiT ∈ g−βi, j .

As a basis for h, one may choose the matrices eieT
i − ei+1eT

i+1, 1 ≤ i ≤ �. The
remaining difficulty now is to choose an ordering of the basis so that an AOB
results. As indicated earlier, the basis for h may be ordered as the last ones, i.e.
with indices ranging from d∗ + 1 = �2 + �+ 1 to d = �2 + 2�. With the convention
eβ ∈ gβ, β ∈ Φ, h = span(eh1 , . . . , eh�

), let

B = (eβi1 , j1
, . . . , eβim , jm

, e−βi1 , j1
, . . . , e−βim , jm

, eh1 , . . . , eh�
),

where i1 ≤ i2 ≤ · · · ≤ im and m = �(�+ 1)/2. One can then prove by using
Theorem 1 that B is an AOB.

Similar details as for A� were also given for the other classical Lie algebras,
B�, C�, D� and the exceptional case G2 in [66]. Also the case of solvable Lie algebras
was considered.

3.1.3 Other Coordinate Maps and Retractions

We have discussed two ways to choose coordinates on a Lie group as an ingredient
in the Lie group integrators, these are canonical coordinates of the first and second
kind. These choices are generic in the sense that they can be used for any finite
dimensional Lie group with a corresponding Lie algebra. But if one allows for maps
Ψ : g→ G thatmay onlywork for particular Lie groups theremight bemore options.
Considering subgroups of the general linear group, a common type are those that can
be embedded in GL(n, R) via quadratic constraints, i.e. matrix groups of the form

G = {A ∈ GL(n, R) : AT J A = J },



40 B. Owren

for some n × n-matrix J . If J = Id, the identitymatrix, thenG = SO(n, R)whereas
if J equals the constant Poisson structure matrix, then we recover the symplectic
group S P(2d, R). The Lie algebra of such a group consists of matrices

g = {a ∈ gl(n, R) : aT J + Ja = 0}.

As an alternative to the exponential map, while still keeping a map of the form A =
χ(a)where χ(z) is analytic in a neighborhood of z = 0 is the Cayley transformation

χ(z) = 1+ z/2

1− z/2
.

In fact, for any function χ(z) such that χ(−z)χ(z) = 1 one has

aT J + Ja = 0 ⇒ χ(a)T Jχ(a) = J.

General software for computing χ(a) for an n × n-matrix has a computational cost
of O(n3), but the constant in front of n3 is much smaller than what is required for
the exponential map. The computation of the (inverse) differential of the Cayley
transformation is also relatively inexpensive to compute, the right trivialised version
is

dχy(u) = (1− y

2
)−1u(I + y

2
)−1, dχ−1y (v) = (I − y

2
)v(I + y

2
).

Retractions

In cases of Lie group integrators where the Lie group has much higher dimension
than the manifold it acts upon the computational cost may become too high for doing
arbitrary calculations in the Lie algebra which is the way the Munthe-Kaas methods
work. An option is then to replace the Lie algebra by a retraction which is a map
retracting the tangent bundle T M of the manifold into M

φ : T M → M.

We let φx be the restriction of φ to Tx M and denote by 0x the zero-vector in Tx M .
Following [1] we impose the following conditions on φ

1. φx is smooth and defined in an open ball Brx (0x ) ⊂ Tx M of radius rx around 0x .
2. φx (v) = x if and only if v = 0x .
3. T0x φx = 1Tx M .

Thus, φx is a diffeomorphism from some neighborhood U of 0x to its image W =
φx (U ) ⊂ M .

In a similar way as for the Munthe-Kaas type methods, the idea is now to make a
local change of coordinates, setting for a starting point y0,

y(t) = φy0(σ (t)), σ (0) = 0.
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This implies
ẏ = Tσφy0 σ̇ = F ◦ φy0(σ ).

In some neighborhood of 0y0 ∈ Ty0 M we have

σ̇ = (Tσφy0)
−1F ◦ φy0(σ ). (13)

The ODE on the vector space Ty0 M can be solved by a standard integrator, and the
resulting approximation over one step σ1 to (13) is mapped back to y1 = φy0(σ1) and
the succeeding step is taken in coordinates from the tangent space Ty1 M etc. This
way of introducing local coordinates for computation is in principle very simple,
though it does not take into account the representation of the vector field as is the
case with the Munthe-Kaas and Crouch–Grossman frameworks. Several examples
of computationally efficient retractions can be found in [21], for instance in the
orthogonal group by means of (reduced) matrix factorisations.

Retractions on Riemannian Manifolds

Geodesics can be used to construct geodesics on a Riemannian manifold. We define

φx (v) = expx (c) = γv(1),

where γv(t) is the geodesic emanating from x with γ̇ (0) = v. Themap expx is defined
and of maximal rank in a neighborhood of 0x ∈ Tx M . The derivative of φx is related
to the Jacobi field satisfying the Jacobi equation, see e.g. [24, p. 70–82]. Let∇ be the
Levi–Civita connection with respect to the metric on M and let R be the curvature
tensor. Consider the vector field Y defined along the geodesic γ , γ (0) = x, γ̇ (0) = v
satisfying the boundary value problem

∇2
t Y + R(γ̇ , Y )γ̇ = 0, Y (0) = 0, Y (1) = w.

Then
(Tvφx )

−1(w) = (∇t Y )(0).

Of particular interest in many applications is the case when there is a natural embed-
ding of the Riemannian manifold into Euclidean space, say V = R

n . In this case,
one has for every x ∈ M a decomposition of V = Tx M ⊕ Nx M , where Nx M is the
orthogonal complement of Tx M in V . We may define a retraction

φx (v) = x + v + nx (v),

where nx (v) is defined in such away that φx (v) ∈ M for every v belonging to a
sufficiently small neighborhood of 0x ∈ Tx M . The derivative can be computed as

W := Tvφx (w) = w + Tvnx (w), Tvnx (w) ⊥ Tx M
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so the image of the derivative in Tφx (v)M is naturally split into components in Tx M
and Nx M . Now we can just apply the orthogonal projector PTx M onto Tx M on each
side to obtain

w = (Tvφx )
−1W = PTx M W.

3.2 Integrators Based on Compositions of Flows

3.2.1 Crouch–Grossman Methods

What characterises theMunthe-Kaas type schemes is that they can be represented via
a change of variables. But there are also Lie group integrators which do not have this
property. Crouch and Grossman [25] suggested method formats generalising both
Runge–Kutta methods and linear multistep methods which they expressed in terms
of frame vector fields, E1, . . . , Eν as follows. Using the notation of [65] we present
here the Runge–Kutta version of Crouch–Grossman methods.

Yr = exp(har,s Fs) ◦ · · · ◦ exp(har,1F1) y0, (14)

Fr = Fr(Yr , F) =
ν∑

i=1
fi (Yr )Ei , (15)

y1 = exp(hbs Fs) ◦ exp(hbs−1Fs−1) ◦ · · · ◦ exp(hb1F1)y0, (16)

where we have assumed that the vector field on M has been written in the form
(2). Here, the method coefficients ar, j and b j correspond to the usual coefficients of
Runge–Kutta methods. In fact, whenever the frame is chosen to be the standard basis
ofR

n , the method reduces to the familiar Runge–Kutta methods. Note that regardless
of the ordering of exponentials in (14, 15) the method will reduce to the samemethod
whenever the flows are commuting. But in general a reordering of flows will alter the
behaviour from order h3 on, this indicates that it is not sufficient to enforce only the
standard order conditions for Runge–Kutta methods on the ar, j and br coefficients.
For classical explicit Runge–Kutta methods it is possible to obtain methods of order
p with s = p stages for p = 1, 2, 3, 4, but for order p ≥ 5 it is necessary that s > p.
For Crouch–Grossman methods one can obtain p = s for p = 1, 2, 3, but for p = 4
it is necessary to have at least five stages. Crouch and Grossman [25] devised Runge–
Kutta generalisations of methods of orders up to three, and Owren and Marthinsen
[65] gave also and example of an explicit method of order four. We here give a third
order method with three stages

Y1 = y0, F1 = Fr(Y1, F),

Y2 = exp( 34hF1) y0, F2 = Fr(Y2, F),

Y3 = exp( 17
108hF2) exp( 119216hF1) y0, F3 = Fr(Y3, F),

y1 = exp( 2417hF3) exp(− 2
3hF2) exp( 1351hF1) y0.
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3.2.2 Commutator-Free Lie Group Integrators

A disadvantage of the Crouch–Grossman methods is that they use a high number of
exponentials or flow calculations which is usually among the most costly operations
of the method. In fact, for an explicit method with s stages one needs to compute
(s + 1)s/2 exponentials. To improve this situation, Celledoni et al. [19] proposed
a generalisation of the Crouch–Grossman Runge–Kutta style method which they
called commutator-free methods

Yr = exp

(
∑

k

αk
r,Jr

hFk

)
· · · exp

(
∑

k

αk
r,1Fk

)
, Fr = Fr(Yr , F), (17)

y1 = exp

(
∑

k

βk
J hFk

)
· · · exp

(
∑

k

βk
1 Fk

)
. (18)

The intention here was to choose the number of flow calculations as small as possible
by minimising the Jr , J . One may also here conveniently define

ak
r =

Jr∑

j=1
αk

r, j , bk =
J∑

j=1
βk

j , (19)

which will be the corresponding classical Runge–Kutta coefficients used when M is
Euclidean space. There are actually commutator-freemethods of order four with four
stages which need the calculation of only five exponentials in total per step. In fact,
the fourth order method presented in [19] needs effectively only four exponentials,
because it reuses one exponential from a previous stage. Writing as before Fr =
Fr(Yr , F) the method reads

Y1 = y0,

Y2 = exp( 12hF1) · y0,

Y3 = exp( 12hF2) · y0

Y4 = exp(hF3 − 1
2hF1) · Y2, (20)

y 1
2
= exp( 1

12h(3F1 + 2F2 + 2F3 − F4)) · y0,

y1 = exp( 1
12h(−F1 + 2F2 + 2F3 + 3F4)) · y 1

2
.

Note in particular in this example how the expression for Y4 involves Y2 and
thereby one exponential calculation has been saved. Details on order conditions
for commutator-free schemes can be found in [64].
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4 Choice of Lie Group Actions

The choice of frames or Lie group action is not unique and may have significant
impact on the properties of the resulting Lie group integrator. It is not obvious which
action is the best or suits the purpose in the problem at hand. Most examples we
know from the literature are using matrix Lie groups G ⊆ GL(n), but the choice of
group action depends on the problem and the objectives of the simulation. We give
here some examples of situations where Lie group integrators can be used. Some
more details are given in [20].

4.1 Lie Group Acting on Itself by Multiplication

In the case M = G, it is natural to use either left or right multiplication

Lg(m) = g · m or Rg(m) = m · g−1, g, m ∈ G.

are both left Lie group actions by G on G. The corresponding maps ρL and ρR

defined in (3) are

ρL(ξ)|m = T1Rm(ξ) = ξ · m, ρR(ξ)|m = −T1Lm(ξ) = −m · ξ

For a vector field F ∈X (G)weuse functions f or f̃ , M → g. Usingmatrix notation
we have F |g = f (g) · g or F |g = −g · f̃ (g). Note that f̃ (g) is related to f (g)

through the adjoint representation of G, Ad : G → Aut(g),

f (g) = −Adg f̃ (g), Adg = T1Lg ◦ T1R−1g .

4.2 The Affine Group and Its Use in Semilinear PDE
Methods

Consider the semilinear partial differential equation

ut = Lu + N (u), (21)

where L is a linear differential operator and N (u) is some nonlinear map, typically
containing derivatives of lower order than L . Discretising (21) we obtain a system of
nd ODEs, for some large nd , L becomes an nd × nd -matrix, and N : R

nd → R
nd a

nonlinear function. We follow [55] and introduce a Lie group action on R
nd by some

subgroup of the affine group represented as the semidirect product G = GL(nd) �

R
nd . The group product, identity 1G , and inverse are given as
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(A1, b1) · (A2, b2) = (A1A2, A1b2 + b1), 1G = (1GL , 0), (A, b)−1 = (A−1,−A−1b).

where 1GL is the nd × nd identity matrix, and 0 ∈ R
nd . The action on R

nd is

(A, b) · x = Ax + b, (A, b) ∈ G, x ∈ R
nd ,

and the Lie algebra and commutator are given as

g = (ξ, c), ξ ∈ gl(nd), c ∈ R
nd , [(ξ1, c1), (ξ2, c2)] = ([ξ1, ξ2], ξ1c2 − ξ2c1 + c1).

In many interesting PDEs, the operator L is constant, so it makes sense to consider
the nd + 1-dimensional subalgebra gL of g consisting of elements (αL , c) where
α ∈ R, c ∈ R

nd , so that the map f : R
nd → gL is given as

f (u) = (L , N (u)).

One parameter subgroups are obtained through the exponential map as follows

exp(t (L , b)) = (exp(t L), φ(t L)tb).

Here the entire function φ(z) = (exp(z)− 1)/z familiar from the theory of expo-
nential integrators appears. As an example, one could now consider the Lie–Euler
method (8) in this setting, which coincides with the exponential Euler method

u1 = exp(h(L , N (u0)) · u0 = exp(hL)u0 + hφ(hL)N (u0).

There is a large body of literature on exponential integrators, going almost half a
century back in time, see [32] and the references therein for an extensive account.
A rather general framework for exponential integrators were defined and studied in
terms of order conditions in [3].

4.3 The Coadjoint Action and Lie–Poisson Systems

Lie group integrators for this interesting case were studied by Engø and Faltinsen
[29]. Suppose G is a Lie group and the manifold under consideration is the dual
space g∗ of its Lie algebra g. The coadjoint action by G on g∗ is denoted Ad∗g defined
for any g ∈ G as

〈Ad∗g μ, ξ 〉 = 〈μ,Adg ξ 〉, ∀ξ ∈ g, μ ∈ g∗, (22)

for a duality pairing 〈·, ·〉 between g∗ and g. It is well known (see e.g. Sect. 13.4 in
[46]) that mechanical systems formulated on the cotangent bundle T ∗G with a left
or right invariant Hamiltonian can be reduced to a system on g∗ given as
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μ̇ = ± ad∗∂ H
∂μ

μ,

where the negative sign is used in case of right invariance. The solution to this system
preserves coadjoint orbits, which makes it natural to suggest the group action

g · μ = Ad∗g−1 μ,

so that the resulting Lie group integrator also respects this invariant. For Euler’s
equations for the free rigid body, the Hamiltonian is left invariant and the coadjoint
orbits are spheres in g∗ ∼= R

3.

4.4 Homogeneous Spaces and the Stiefel and Grassmann
Manifolds

The situation when G acts on itself by left of right multiplication is a special case of a
homogeneous space [60], where the assumption is only that G acts freely, transitively
and continuously on some manifold M . Homogeneous spaces are isomorphic to the
quotient G/Gx where Gx is the isotropy group for the action at an arbitrarily chosen
point x ∈ M

Gx = {h ∈ G | h · x = x}.

Note that if x and z are two points on M , then by transitivity of the action, z = g · x
for some g ∈ G. Therefore, whenever h ∈ Gz it follows that g−1 · h · g ∈ Gx so
isotropy groups are isomorphic by conjugation [12]. Therefore the choice of x ∈ M
is not important for the construction of the quotient. For a readable introduction to
this type of construction, see [12], in particular Lecture 3.

A much encountered example is the hypersphere M = Sd−1 corresponding to the
left action by G = SO(d), the Lie group of orthogonal d × d matrices with unit
determinant. One has Sd−1 = SO(d)/SO(d − 1).

The Stiefel manifold St(d, k) can be represented by the set of d × k-matrices
with orthonormal columns. An action on this set is obtained by left multiplication
by G = SO(d). Lie group integrators for Stiefel manifolds are extensively studied
in the literature, see e.g. [22, 37]. An important subclass of the homogeneous spaces
is the symmetric spaces, also obtained through a transitive action by a Lie group
G, where M = G/Gx , but here one requires in addition that the isotropy subgroup
is an open subgroup of the fixed point set of an involution of G [61]. A prominent
example of a symmetric space in applications is the Grassmann manifold, obtained
as SO(d)/(SO(k)× SO(d − k)), which can alternatively be interpreted as the set of
k-dimensional subspaces of a d-dimensional linear space.
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4.5 Isospectral Flows

In isospectral integration one considers dynamical systems evolving on the manifold
of d × d-matrices sharing the same Jordan canonical form. Considering the case of
symmetric matrices, one can use the transitive group action by SO(d) given as

g · m = gmgT .

This action is transitive, since any symmetric matrix can be diagonalised by an
appropriately chosen orthogonal matrix. If the eigenvalues are distinct, then the
isotropy group is discrete and consists of all matrices in SO(d) which are diagonal.

Lie group integrators for isospectral flows have been extensively studied, see for
example [13, 14]. See also [16] for an application to the KdV equation.

4.6 Tangent and Cotangent Bundles

For mechanical systems the natural phase space will often be the tangent bundle T M
as in the Lagrangian framework or the cotangent bundle T ∗M in the Hamiltonian
framework. The application of Lie group integrators in this setting is often done by
using a prolongation of a group action on M to an action on T M or T ∗M . The seminal
paper by Lewis and Simo [41] discusses several Lie group integrators for mechanical
systems on cotangent bundles, deriving methods which are symplectic, energy and
momentum preserving. Engø [28] suggested a way to generalise the Runge–Kutta–
Munthe-Kaasmethods into a partitioned versionwhen M is a Lie group.Marsden and
collaborators have developed the theory of Lie group integrators from the variational
viewpoint over the last two decades. See [47] for an overview. For more recent work
pertaining to Lie groups in particular, see [8, 39, 70].

5 Isotropy

In Sect. 2 it was pointed out that when using frames to express the vector field F ∈
X (M), the functions fi : M → M in the expression F |x =∑

i fi (x)Ei |x were not
necessarily unique. Similarly, using amap f : M → g in the group action framework
to write F = ρ ◦ f where ρ is the infinitesimal action, we also remarked that f is not
generally unique. In fact, taking any other map z : M → g satisfying ρ(z(x))|x = 0,
then F |x = ρ( f (x))|x = ρ( f (x)+ z(x))|x hence f + z represents the same vector
field as f . So even though adding the map z to f does not alter the vector field F ,
it does generally alter any numerical Lie group integrator. A typical situation with
isotropy was described in Sect. 4.4 with homogeneous manifolds.
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An interesting example is the two-sphere S2 � SO(3)/SO(2). If we represent
elements of so(3) as vectors in R

3 and points on the sphere as three-vectors of unit
length, we may express (3) by using the cross-product in R

3

F |y = f (y)× y = ( f (y)+ α(y)y)× y

where α : S2 → R is any smooth function. The Lie–Euler method (8) with initial
value y(0) = y would read for the first step

y1 = exp(h( f (y)+ α(y)y))y

We may assume that ( f (y), y) = 0 for all y ∈ S2 with the Euclidean inner product.
Then, by using Rodrigues formula [69] for the exponential and simplifying, we can
write

y1 =
(
1− h2 1− cos θ

θ2

)
y + h

sin θ

θ
f (y)× y + h2 1− cos θ

θ2
α(y) f (y)

where θ = h
√‖ f (y)‖2 + |α(y)|2. For small values of the step size h this can be

approximated by

y1 ≈ (1− 1

2
h2)y + h f (y)× y + 1

2
h2α(y) f (y)

so we see that by choosing α = 0 one moves from y in the direction of the vector
field f (y)× y whereas any nonzero α will give a contribution to the increment in
the tangent plane orthogonal to the vector field. Lewis and Olver [40] pursue this
analysis much further and show how the isotropy parameter α(y) can be used to
minimise the orbital error by requiring that the curvatures of the exact and numerical
solution agree.

Another situation in which special care should be taken in choosing the freedom
left by isotropy is the case when M is a homogeneous manifold and the acting
group G has much higher dimension than that of M as may be the case for instance
with Stiefel and Grassmann manifolds discussed in Sect. 4.4. Typically, a naive
implementation of a Lie group integrators has a computational cost of order d3

whenever G is represented as a subgroup of GL(d, R). But it is then useful to
choose the map f : M → g ⊂ gl(d, R) in such a way that the resulting Lie algebra
element has the lowest possible rank as a matrix. In [22] this idea was applied
to Stiefel manifolds St(d, k) � SO(d)/SO(d − k) and it was shown that a clever
choice of isotropy component in f (y) results in rank f (y) = 2k, and then it was
shown that the complexity of the Lie group integrator could be reduced from O(d3)

to O(dk2). Krogstad [37] suggested a similar approach which also leads to O(dk2)

complexity algorithms. Recently Munthe-Kaas and Verdier [58] considered isotropy
in the context of equivariance.
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6 Order Theory for Lie Group Integrators

Order theory is concerned with the convergence order in terms of the step size for
numerical integrators. In the setting ofmanifolds one can define the concept precisely
as follows: Let Φh,F : M → M be a numerical flow map applied to F ∈X (M) in
the sense that the numerical method is defined through yn+1 = Φh,F (yn). We shall
say that this method has order p if, for any F ∈X (M), ψ ∈ F (M), and y ∈ M it
holds that

ψ(exp(hF)y)− ψ(Φh(y)) = O(h p+1)

where here and in what follows write simply Φh for Φh,F . The order theory amounts
to writing the exact and numerical solutions to the problem in powers of the step-
size h and comparing these term by term. A systematic development of the order
theory for Crouch–Grossman and commutator-free Lie group was done in [64, 65]
respectively, but the theory is now well established and founded on an advanced
algebraic machinery much thanks to Munthe-Kaas and coauthors [27, 42, 56, 59]
and Murua [62, 63]. We skip most of the details here, and remind the reader that
what we refer to as “Munthe-Kaas like” schemes in Sect. 3.1 are relatively easy to
deal with in practice since they can be seen as the application of a standard “vector
space” Runge–Kutta schemes under a local change of variables. The schemes based
on compositions of flows are less straightforward, one here needs to use the theory of
ordered rooted trees. A key formula is the series giving the pullback of an arbitrary
function ψ ∈ F (M) along the flow of a vector field

exp(hF)∗ψ = ψ ◦ exp(hF) = ψ + hF(ψ)+ h2

2! F2(ψ)+ · · ·

Note also that by Leibniz’ rule

F2 = Fr(·, F)2 +∇F (F) =
∑

i, j

( f j fi E j Ei + f j E j ( fi )Ei )

The two terms can be associated to ordered rooted trees, each having three nodes.

r

ij

, r

i

j

,

The reader may find it unnatural to include the fictitious root node r , the alternative is
to represent the terms by means of ordered forests of rooted trees, but we shall stick
with this notation, used for instance by Grossman and Larson [31], since it simplifies
parts of the presentation.
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Similarly, one can compute F3

F3 =
∑

i, j,k

( fk f j fi Ek E j Ei + fk f j Ek( fi )E j Ei + fk Ek( f j ) fi E j Ei

+ fk f j E j ( fi )Ek Ei + fk f j Ek E j ( fi )Ei + fk Ek( f j )E j ( fi )Ei (23)

where each term is associated to ordered trees as follows

r

ijk

, r

i

k

j

, r

ij

k

, r

i

j

k

, r

i

jk

, r

i

j

k

. (24)

Going from F2 to F3 amounts to the following in our drawing convention: For every
tree in F2 run through all of its nodes and add a new node with a new label (k) as a
new ‘leftmost’ child. Assuming the labels are ordered, say i < j < k, each labelled,
monotonically ordered tree appears exactly once. In the convention used above the
children of any node will have increasing labels from right to left. Also they must
necessarily increase from parent to child. With this convention, it is transparent that
the only difference between the second and the fourth term is that the summation
indices j and k have been interchanged so these two terms are the same. In general, we
have an equivalence relation on the set of labelled ordered trees. Let the set of q + 1
labelled nodes with a total order on the labels be denoted Aq+1. To an ordered tree
with q + 1 nodes, we associate a child-to-parent map t : Aq+1\{r} → Aq+1. Now
we define two labelled forests with child-to-parent maps u and v to be equivalent if
there exists a permutation σ : Aq+1 → Aq+1 such that

1. σ(r) = r
2. u ◦ σ = σ ◦ v on Aq+1\{r}
3. For all z1, z2 ∈ Aq+1\{r} such that u(z1) = u(z2) one has

σ(z1) < σ(z2)⇒ z1 < z2

The ordered rooted trees are from now on taken to be equivalence classes of their
labelled counterparts.

Notation summary.

TO is the set of ordered rooted trees.
FO is the set of ordered forests, i.e. an ordered set of trees, t1, t2, . . . , tμ, each

ti ∈ TO .
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|t | is the total number of nodes in a tree (resp. forest).
T̄O is the set TO augmented by the ‘empty tree’, ∅ where |∅| = 0, similarly

F̄O = FO ∪ ∅, i.e. FO augmented with the empty forest.
B+ is a map that takes any ordered forest into a tree by joining the roots of

each tree to a new common node, |B+(t1, . . . , tμ)| = 1+ |t1, . . . , tμ|, we
also let B+(∅) = .

B− is a map B− : TO → F̄O that removes the root of a tree and leaves the
forest of subtrees. B+ ◦ B− is the identity map on TO .

TO The R-linear space having the elements of TO as basis.

Wemay now define α(t) to be the number of elements in the equivalence class which
contains the labelled ordered tree t . A formula for α(t) for ordered rooted trees was
found in [65].

Proposition 2 Set α( ) = 1. For any t = B+(t1, t2, . . . , tμ) ∈ TO

α(t) =
μ∏

�=1

(∑�
i=1 |ti | − 1
|t�| − 1

)
α(t�)

where |t | is the total number of nodes in the tree t .

Example 2 We can work out the coefficient for a couple of examples. For instance

α( ) = α(B+( )) =
(
0
0

)
α( ) = 1

For the tree we get

α( ) =
(
0
0

) (
2
1

)
α( )α( ) = 1 · 2 · 1 · 1 = 2,

whereas

α( ) =
(
1
1

)(
2
0

)
α( )α( ) = 1 · 1 · 1 · 1 = 1.

For any tree t = B+(t1, . . . , tμ), |t | > 1, and vector field F wecan associate operators
F(t) acting on functions of M , defined in a recursive manner, setting

F( ) = 1,

F(t) =
∑

i1...iμ

F(t1)( fi1) · · ·F(tμ)( fiμ)Ei1 . . . Eiμ



52 B. Owren

Note in particular that according to the definition

F( ) =
∑

i

fi Ei = F.

Similarly, there is a counterpart to the frozen vector fields relative to a point x ∈ M

Fx (t) =
∑

i1...iμ

F(t1)( fi1)|x · · ·F(tμ)( fiμ)|x Ei1 . . . Eiμ

The formal Taylor expansion of the flow of the vector field F is

ψ ◦ exp(hF)y =
∞∑

k=0

hk

k! Fk(ψ)
∣∣

y , ψ ∈ F (M)

and in view of the above discussion we can therefore write the formal expansion

ψ ◦ exp(hF)y =
∑

t∈TO

h|t |−1

(|t | − 1)! α(t)F(t)(ψ)|y (25)

This infinite series is in fact a special instance of what we may call a Lie-Butcher
series, in which the coefficient α(t)/|t |! is replaced by a general map a : FO → R.
We define the operator series

B(a, x) =
∑

t∈TO

h|t |−1a(t)Fx (t) (26)

At this point it is convenient to consider the freeR-vector spaceTO over the set of
ordered rooted trees TO and to extend the map F to a linear map betweenTO and the
space of higher order derivations indicated above. The algebraic structures on TO

are by now well-known from the literature, see e.g. [2, 42, 56], and they originate
from the algebra on higher order derivations under composition by requiring F to be
a algebra homomorphism. We will not pursue further these issues here, but instead
consider briefly how the commutator-free methods of Sect. 3.2.2 can be expanded
in a series with the same type of terms as the exact flow, the details can be found in
[64]. We introduce the concatenation product on TO which is linear in both factors
and on single trees u and v defined as

u · v = B+(u1u2 . . . uμv1 . . . vν), u = B+(u1u2 . . . uμ), v = B+(v1v2 . . . vν)

(27)
This is a morphism under Fx since obviously Fx (u) ◦ Fx (v) = Fx (u · v).



Lie Group Integrators 53

6.1 Order Conditions for Commutator-Free Lie Group
Integrators

We now provide a few simple tools which we formulate through some lemmas with
easy proofs which we omit, consult [64] for details.

Lemma 3 Suppose φa and φb are maps of M with B-series B(a, ·) and B(b, ·)
respectively, such that a( ) = b( ) = 1. This means that formally, for any smooth
function ψ

ψ(φa(y)) = B(a, y)(ψ)|y, ψ(φb(y)) = B(b, y)(ψ)|y
The composition of maps φa ◦ φb has a B-series B(ab, y) with coefficients

ab( ) = 1,

and for t = t1t2 . . . tμ

ab(t) =
∑

u·v=t

a(v)b(u) =
μ∑

k=0
a(tk+1 . . . tμ)b(t1 . . . tk).

Lemma 4 Suppose a = φa(x) has a B-series B(a, x). Then the frozen vector field
Fa =∑

i fi (a)Ei ∈ V has the B-series hFa = B(Fa, x) where

Fa( ) = 0

Fa(B+(t1 . . . tμ)) = 0, μ ≥ 2

Fa(B+(t)) = a(t), ∀t ∈ TO

Lemma 5 Let G ∈ V be any vector field with B-series of the form

hG =
∑

t∈TO

h|t |−1G(t)Fx (B+(t)), G( ) = 0.

Then its h-flow exp(hG) has again a B-series B(g, x) where

g(∅) = 1,

g(B+(t1 . . . tμ)) = 1

μ!G(t1) · · ·G(tμ)

To obtain a systematic development of the order conditions for the commutator-free
schemes of Sect. 3.2.2, consider the definition (17)–(18), and define
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Yr,0 = x ∈ M and Yr, j = exp

(
∑

k

αk
r, j Fk

)
Yr, j−1, j = 1, . . . , Jr ,

in this way Yr,Jr = Yr in (17). For the occasion, we unify the notation by setting
αk

s+1, j := βk
j for 1 ≤ k ≤ s and 1 ≤ j ≤ J . Then we may also write Ys+1 for y1 in

(18) and we can write down the order conditions for the commutator free Lie group
methods.

Theorem 2 With the above definitions, the quantities Yr, j , 1 ≤ r ≤ s + 1, 1 ≤ j ≤
Jr all have B-series B(Yr, j , x) defined through the following formulas

Yr, j ( ) = 1,

Yr,0(t) = 0, ∀t : |t | > 1,

Yr, j (B+(t1 . . . tμ)) =
μ∑

k=0
Yr, j−1(B+(t1 . . . tk)) · br, j (B+(tk+1 . . . tμ)),

br, j ( ) = 1, 1 ≤ r ≤ s + 1, 1 ≤ j ≤ Jr ,

br, j (B+(t1 . . . tμ)) = 1

μ!Gr, j (t1) · · ·Gr, j (tμ),

Gr, j (t) =
s∑

k=1
αk

r, jYk,Jr (t)

We now have a B-series for the numerical solution, and the B-series of the exact
solution is given by (25), so it follows that

Corollary 1 A commutator-free Lie group method has order of consistency q if and
only if

Ys+1,J (t) = α(t)

(|t | − 1)! , ∀t : |t | ≤ q + 1.

Here Ys+1,J is found from Theorem 2 and α(t) is given in Proposition 2.

A usual strategy for deriving methods of a given order of consistency is to first
consider the classical order conditions forRunge–Kuttamethods since these of course
must be satisfied for the classical Runge–Kutta coefficients defined in (19). Since
the computation of flows (exponential) is usually the most expensive operation, one
next seeks the smallest possible number of exponentials per step, i.e. let each Jr be
as small as possible while leaving enough free parameters to solve the remaining
non-classical conditions αk

r, j and βk
j .
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6.2 Selecting a Minimal Set of Conditions

The conditions arising from each ordered rooted tree are not independent. The B-
series (26) we consider here are representing objects of different kinds, such as maps
and vector fields. This means that the series representing these objects are subsets
of TO and we briefly characterise these subsets here in a purely algebraic fashion.
Then we can better understand how to select a minimal set of conditions to solve.

Let A− = {t ∈ TO : t = B+(u), u ∈ TO} and set A = A− ∪ { }. Any tree t =
B+(t1 . . . tμ) can be considered as a word of the alphabet A in the sense that it
is formed by the finite sequence B+(t1), . . . , B+(tμ). With the concatenation prod-
uct (27) we get all of TO as the free monoid over the set A with identity element .
This structure is then extended to TO as an associative R-algebra. The elements of
TO are the formal series on TO and we denote by (P, t) ∈ R the coefficient of the
tree t in the series P . The product of two series S and T is defined to be the series
with coefficient

(ST, t) =
∑

t=u·v
(S, u)(T, v).

Next, notice that the commutator-free methods considered here are derived by com-
posing flows of linear combinations of frozen vector fields. From Lemma 4 we see
that these linear combinations (scaled by h) have expansions whose coefficients van-
ish on trees not belonging to A−. On the other hand, the composition of exponentials
can be written as a single exponential of a series via the Baker–Campbell–Hausdorff
formula, and the resulting series belongs to the free Lie algebra on the set A− ⊂ TO .

There are three important subsets of TO

• the subspace g ∈ TO which is the free Lie algebra on the set A
• V ⊂ g is the subspace of g consisting of series S such that

(S, t) = 0 whenever t /∈ A−

• G is the group of formal exponential series T = exp(S), S ∈ g. These series are
such that (T, ) = 1.

The combinatorial properties of ordered rooted trees and free Lie algebras are by now
well understood, and many results hinge on the Poincare-Birkhoff-Witt theorem, see
e.g. [33, Chap. 5]. The space TO has a natural grading arising from the number of
nodes in each ordered rooted tree, and we can define

T q
O = span{t : |t | = q + 1} thusTO =

∐

n≥0
T n

O ,

and similarly
g =

∐

n≥0
gn, gn = g ∪T n

O .
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The dimension of T n
O is the Catalan number

dimT n
O =

1

n + 1

(
2n
n

)
.

The next result is well-known, and its proof can be found for instance in [64].

Theorem 3

dim gn = νn = 1

2n

∑

d|n
μ(d)

(
2n/d

n/d

)

where μ(d) is the Möbius function defined for any positive integer as μ(1) = 1,
μ(d) = (−1)p when d is the product of p distinct primes, and μ(d) = 0 otherwise.
The sum is over all positive integers which divide n, including 1 and n.

We present a table over the numbersT n
O , gn and cn , the last one being the dimensions

of the graded components of the unordered trees, that count the number of order
conditions for classical RK methods

n 1 2 3 4 5 6 7
T n

O 1 2 5 14 42 132 429
gn 1 1 3 8 25 75 245
cn 1 1 2 4 9 20 48

So in fact, the numbers gn give the number of order conditions to be considered
for each order for commutator-free methods and a possible strategy would be to
pick gn independent conditions out of the T n

O found from Theorem 2. It should be
observed that the dependency between conditions corresponding to ordered rooted

trees arise amongst trees that share the same (unordered) set of subtrees, such as

and , in fact the condition corresponding to precisely one of these two trees can be
discarded given that conditions of lower order are included. Using classical theory
of free Lie algebras, one may characterize this dependency by a generalized Witt
formula counting, for a given tree t, the dimension of the subspace of g spanned by
the set of trees obtained from permuting the subtrees of t . Consider the equivalence
class [t] characterized by a set of ν distinct subtrees, ti ∈ TO , i = 1, . . . , ν, where
there are exactly κi occurrences of ti . The dimension of the subspace spanned by
trees in [t] can be derived from a formula in Bourbaki [9].

c(κ) = 1

|κ|
∑

d|κ
μ(d)

(|κ|/d)!
(κ/d)! ,

in other words, the dimensions depends only on the number of copies of each subtree
and not on the subtrees themselves. For convenience, we give a few examples
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c(n) = 0, n > 1
c(n, 1) = 1, n > 0,
c(n, 1, 1) = n + 1, n > 0,
c(n, 2) = � n+1

2 � n > 0.
c(1, . . . , 1) = (r − 1)!, (r distinct subtrees)

(28)

A detailed analysis of howmethods of orders up to four are constructed can be found
in [64]. Schemes of order 4 with 4 stages can be constructed with two exponentials in
the fourth stage and the update stage as in (20). In this example, there is also a clever
reuse of an exponential such that the total number of flow calculation is effectively
5. Yet another result from [64] shows that in the case of two exponentials, i.e. Jr = 2
the coefficients of stage r is only involved linearly in the order conditions.

As far as we know, no explicit commutator-free method of order five or higher
has been derived at this point. A complication is then that one needs to have stages
(including the final update) with at least three exponentials, and no simplification of
the order conditions similar to the Jr = 2-case has been found.

7 Symplectic Lie Group Integrators

It is not clear whether there exist Lie group integrators of Munthe-Kaas or
commutator-free type which are symplectic for an arbitrary symplectic manifold.
Recently, McLachlan et al. [48] found an elegant adaptation to the classical mid-
point rule to make it a symplectic integrator on product of 2-spheres. It is however
relatively easy to find symplectic integrators on cotangent bundles of manifolds, an
by looking at the special case where M = T ∗G for a Lie group G one can obtain
symplectic integrators which are rather similar in form to partitioned Munthe-Kaas
methods as defined by Engø in [28]. The approach we described here was intro-
duced by Celledoni et al. [20] and by using ideas from Bou-Rabee and Marsden
[8], Bogfjellmo and Marthinsen [7] extended it to high order partitioned symplectic
Lie group integrators both in the Munthe-Kaas and Crouch–Grossman formats. We
briefly describe the setting for these symplectic integrators.

The first step is to replace T ∗G by G := G � g∗ via right trivialisation, meaning
that any pg ∈ T ∗g G is represented as the tuple (g, μ) where μ = R∗g pg . We use the
notation Rg∗v = T Rgv for any v ∈ T G and similarly R∗g for the adjoint operator
such that 〈R∗g p, v〉 = 〈p, Rg∗v〉 for any p ∈ T ∗G, v ∈ T G. Next, we lift the group
structure from G to G through

(g1, μ1) · (g2, μ2) = (g1 · g2, μ1 + Ad∗
g−11

μ2), 1G = (1G, 0g∗),

where Ad∗g is defined in (22). Similarly, the tangent map of right multiplication
extends as
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T R(g,μ)(Rh∗ ζ, ν) = (Rhg∗ ζ, ν − ad∗ζ Ad∗h−1 μ), g, h ∈ G, ζ ∈ g, μ, ν ∈ g∗.

Of particular interest is the restriction of T R(g,μ) to T1G ∼= g× g∗,

T1R(g,μ)(ζ, ν) = (Rg∗ζ, ν − ad∗ζ μ).

The natural symplectic form on T ∗G is defined as

Ω(g,pg)((δv1, δπ1), (δv2, δπ2)) = 〈δπ2, δv1〉 − 〈δπ1, δv2〉,

and by right trivialisation it may be pulled back to G and then takes the form

ω(g,μ)((Rg∗ξ1, δν1), (Rg∗ξ2, δν2)) = 〈δν2, ξ1〉 − 〈δν1, ξ2〉 − 〈μ, [ξ1, ξ2]〉, (29)

where ξ1, ξ2 ∈ g. The presentation of differential equations on T ∗G as in (3) is
now achieved via the action by left multiplication, meaning that any vector field
F ∈X (G) is expressed by means of a map f : G→ T1G,

F(g, μ) = T1R(g,μ) f (g, μ) = (Rg∗ f1, f2 − ad∗f1 μ), (30)

where f1 = f1(g, μ) ∈ g, f2 = f2(g, μ) ∈ g∗ are the two components of f . We are
particularly interested in the case that F is a Hamiltonian vector field which means
that F satisfies the relation

F ⌟ ω = dH, (31)

for some Hamiltonian function H : T ∗G → R and ⌟ is the interior product defined
as F ⌟ ω(X) := ω(F, X) for any vector field X . From now on we let H : G→ R

denote the trivialised Hamiltonian. A simple calculation using (29), (30) and (31)
shows that the corresponding map f for such a Hamiltonian vector field is

f (g, μ) =
(

∂ H

∂μ
(g, μ),−R∗g

∂ H

∂g
(g, μ)

)
. (32)

7.1 Variational Integrators on Lie Groups

Apopular way to derive symplectic integrators in general is through the discretisation
of a variational principle, thiswas first done byVeselov in [72] andMoser andVeselov
[52], and further developed for Lie groups in [5, 6, 44, 45] For an extensive early
review of variational integrators, see Marsden and West [47]. The exact solution to
the mechanical system is the function g(t) which minimises the action

S[g] =
∫ t1

t0

L(g, ġ) dt. (33)
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The function L : T M → R is called the Lagrangian. Taking the variation of this
integral yields the Euler–Lagrange equations

d

dt

∂L

∂ ġ
= ∂L

∂g
.

It is usually more conventient to trivialise L by defining �(g, ξ) = L(g, Rg∗ξ), � :
G � g→ R. In this case it is an easy exercise to derive the corresponding version
of the Euler–Lagrange equations as

d

dt

∂�

∂ξ
= R∗g

∂�

∂g
− ad∗ξ

∂�

∂ξ
.

At this point it is customary to introduce the Legendre transformation, defining

μ = ∂�

∂ξ
(g, ξ) ∈ g∗ ⇒ ξ = ι(g, μ) where ι : G × g∗ → g, (34)

assuming that the left equation can be solved for ξ . The corresponding differential
equations for g and μ would be

ġ = Rg∗ι(g, μ), μ̇ = R∗g
∂�

∂g
(g, ι(g, μ))− ad∗ι(g,μ) μ,

which agrees with the formulation (30) with

f1(g, μ) = ι(g, μ) and f2(g, μ) = R∗g
∂�

∂g
(g, ι(g, μ)). (35)

Variational integrators are derived by extremising an approximation to (33),

Sd
({gk}N−1k=0

) = h
N−1∑

k=0
Ld(gk, gk+1),

with respect to the discrete trajectory of points gk ≈ g(tk). The function Ld(x, y) is
called the discrete Lagrangian. We compute the variation

δSd = h
N−1∑

k=1
〈D1Ld(gk, gk+1)+ D2Ld(gk−1, gk), δgk〉

+ h〈D1Ld(g0, g1), δg0〉 + h〈D2Ld(gN−1, gN ), δgN 〉.

Leaving the end points fixed amounts to setting δg0 = δgN = 0 and this leads to the
discrete version of the Euler–Lagrange equations (DEL)
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D1Ld(gk, gk+1)+ D2Ld(gk−1, gk) = 0, k = 1, . . . , N − 1.

We now present an example of how Ld(gk, gk+1) can be defined. Let ξ−1 : g→ G
be a map which satisfies

1. ξ−1 is a local diffeomorphism
2. ξ−1(0) = 1
3. T0ξ

−1 = Idg.

For any η ∈ g define the curve g(t) = ξ−1(tη)gk on the Lie group. Clearly, we get
g(0) = gk and by choosing

η = ξ(gk+1g−1k ) = ξ(Δk), Δk := gk+1g−1k ,

we get g(1) = gk+1. As for the second argument of the continuous Lagrangian, we
compute ġ(t) = Rgk∗ ◦ Ttηξ

−1 ◦ η. Taking ġ(0) as an approximation to the argument
ġ of L , we find by 3. the approximation ġ(0) = Rgk∗ξ(gk+1g−1k ) = Rgk∗ξ(Δk) :=
Rgk∗ξk . So a possible approximation Ld(gk, gk+1) could be

Ld(gk, gk+1) = L(gk, Rgk∗ξk) := �(gk, ξk).

We can compute the variation of the action sum

δSd = h
N−1∑

k=0

(
〈 ∂�

∂g
(gk, ξk)− R∗

g−1k
Ad∗Δk

dξ ∗Δk

∂�

∂ξ
(gk, ξk), δgk〉

+ 〈R∗
g−1k+1

dξ ∗Δk

∂�

∂ξ
(gk, ξk), δgk+1〉

)
.

The DEL equations are thus

R∗gk

∂�

∂g
(gk , ξk)− Ad∗Δk

dξ∗Δk

∂�

∂ξ
(gk , ξk)+ dξ∗Δk−1

∂�

∂ξ
(gk−1, ξk−1) = 0, 1 ≤ k ≤ N − 1.

The trivialised discrete Legendre transformations can be seen as maps FL±d : G ×
G → G × g∗.

FL+d (g, g′) = (g′, R∗g′D2Ld (g, g′)) = (g′, dξ∗Δ
∂�

∂ξ
(g, ξ(Δ))), (36)

FL−d (g, g′) = (g,−R∗g D1Ld (g, g′)) = (g,−R∗g
∂�

∂g
(g, ξ(Δ))+ Ad∗Δ dξ∗Δ

∂�

∂ξ
(g, ξ(Δ))),

(37)

Δ = g′g−1. (38)

One way of interpreting a method on the trivialised cotangent bundle G � g∗ is the
following
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1. Assume that (gk, μk) is known. Then compute gk+1 by solving the equation

FL−d (gk, gk+1) = μk .

2. Next solve for μk+1 explicitly by

μk+1 = FL+d (gk, gk+1).

What we would like is to replace the occurrences of the Lagrangian �(g, ξ) by the
functions used in the RKMK formulation (30), (32). A plausible start is to define the
variable μ̄k by

μ̄k := ∂�

∂ξ
(gk, ξ(gk+1g−1k )).

The continuous Legendre transformation (34) yields

ξ(gk+1g−1k ) = ξ(Δk) = ι(gk, μ̄k) = f1(gk, μ̄k),

thus
gk+1 = ξ−1(ι(gk, μ̄k)) · gk .

To find an equation for μ̄k we need to consider FL−d (gk, gk+1) as described in point
1 above. Note, again from (35) that

R∗gk

∂�

∂g
(gk, ξ(Δk)) = f2(gk, μ̄k).

From (37) with g = gk and g′ = gk+1 we get

μk = − f2(gk, μ̄k)+ Ad∗Δk
dξ ∗Δk

μ̄k .

Finally, we need only use (36) to get μk+1. All equations for one step can be sum-
marized as

gk+1 = ξ−1( f1(gk, μ̄k)) · gk,

μk = − f2(gk, μ̄k)+ Ad∗Δk
dξ ∗Δk

μ̄k,

μk+1 = dξ ∗Δk
μ̄k,

where as before Δk = gk+1g−1k . We could use the map τ = ξ−1 instead, recalling
that for u = ξ(g) one has dξg = (dξ−1u )−1. One way of writing the resulting method
would be

gk+1 = τ( f1(gk, dτ
∗
ξk
μk+1)) · gk,

μk+1 = Ad∗
Δ−1k

(μk + f2(gk, dτ
∗
ξk
μk+1)),

(39)
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where ξk = ξ(Δk), i.e. Δk = τ(ξk). It is already well-known that a scheme derived
from such a variational principle leads to a symplectic method, see e.g. Marsden
and West [47]. By replacing the discrete Lagrangian and action sum by other more
advanced approximations, one can obtain various different variants of symplectic
integrators on Lie groups, see e.g. [7, 20].

8 Preservation of First Integrals

There has been a significant interest over the last decades in constructing integrators
which preserve one or more first integrals, such as energy or momentum. The reader
who is interested in this topic should consult the pioneering paper by Gonzalez [30],
but also McLachlan et al. [49] and the more recent work [67] and for preserving
multiple first integrals simultaneously, see [26]. A key concept in integral preserving
methods is that of discrete gradients, and in [23] these concepts were extended to
Lie groups and retraction manifolds.

We shall begin by considering the case of a Lie group G and define a first integral
to be any differentiable function H : G → R which is invariant on solutions

d

dt
H(y(t)) = 〈dH, F〉 = 0,

wherewe have introduced a duality pairing 〈·, ·〉 between vector fields and one-forms.
To any differential equation on a Lie group having a first integral H , there exists a
bivector (dual two-form) ω such that

ẏ = F(y) = ω(dH, ·) = dH ⌟ ω. (40)

An explicit formula forω can be given in the case when M is a Riemannianmanifold.
The gradient vector field is defined at the point x through the relation 〈dH, v〉x =
(grad H |x , v)x for every v ∈ Tx M where (·, ·) is the Riemannian inner product. An
example of a bivector to be used in (40) is then given by

ω = grad H ∧ F

‖ grad H‖2 .

One should note that the bivector ω used to express the differential equation is not
unique for a given ODE vector field F , but the choice of bivector will affect the
resulting numerical method. The formulation (40) can easily be generalised to the
case of k invariants, H1, . . . , Hk . In this case we replace the bivector by a (k + 1)-
vector and write the equation as

ẏ = F(y) = ω(dH1, . . . , dHk, ·),
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and again, for Riemannian manifolds, we can define ω as

ω = ω0 ∧ F

ω0(dH1, . . . , dHk)
where ω0 = grad H1 ∧ · · · ∧ grad Hk .

Integral preserving schemes on Lie groups

Let G be a Lie group with Lie algebra g, and define for each g ∈ G, the right
multiplication operator Rg : G → G by Rg(h) = h · g.

Definition 2 Let H ∈ F (G). We define the trivialised discrete differential d̄H :
G × G → g∗ as any map that satisfies the conditions

H(v)− H(u) = 〈d̄H(u, v), log(v · u−1)〉,
d̄H(g, g) = R∗gdHg, ∀g ∈ G.

We also need a trivialised approximation to the bivector ω in (40). For every pair
of points (u, v) ∈ G × G, we define an exterior 2-form on the linear space g∗, ω̄ :
G × G → Λ2(g∗), satisfying the consistency condition

ω̄(g, g)(R∗gα, R∗gβ) = ωg(α, β), ∀g ∈ G, ∀α, β ∈ T ∗g G.

For practical purposes, ω̄ needs only to be defined in some suitable neighborhood
of the diagonal subset {(g, g) : g ∈ G}. We can now write the numerical integral
preserving method as

gi+1 = exp(hζ(gi , gi+1)) · gi , ζ(gi , gi+1) = d̄H(gi , gi+1) ⌟ ω̄(gi , gi+1).

That the integral H is exactly preserved is seen through the simple calculation

H(gi+1)− H(gi ) = 〈d̄H(gi , gi+1), log(gi+1(gi )−1)〉 = h〈d̄H(gi , gi+1), ζ(gi , gi+1)〉
= ω̄(gi , gi+1)(d̄H(gi , gi+1), d̄H(gi , gi+1)) = 0.

Examples of trivialised discrete differentials

The first example has a counterpart on Euclidean space sometimes referred to as the
Averaged Vector Field (AVF) gradient. It is defined as

d̄H(u, v) =
∫ 1

0
R∗�(ξ)dH�(ξ) dξ, �(ξ) = exp(ξ log(v · u−1)). (41)

Note that d̄H(u, v) = d̄H(v, u). This trivialised discrete differential has the disad-
vantage that it can rarely be computed exactly a priori for general groups, although
when G is Euclidean space it reduces to the standard AVF discrete gradient which
has a wide range of applications.
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Gonzalez [30] introduced a discrete gradient for Euclidean spaces which is often
referred to as the midpoint discrete gradient. In the setting we use here, we need to
introduce an inner product (·, ·) on the Lie algebra to generalise it to arbitrary Lie
groups. We apply “index lowering” to any element η ∈ g by defining η� ∈ g∗ to be
the unique element satisfying 〈η�, ζ 〉 = (η, ζ ) for all ζ ∈ g. We let

d̄H(u, v) = R∗cdH |c + H(v)− H(u)− 〈R∗cdH |c, η〉
(η, η)

η�, η = log(v · u−1),
(42)

where c ∈ G, is some point typically near u and v. One may for instance choose
c = exp(η/2) · u, which implies symmetry, i.e. d̄H(u, v) = d̄H(v, u).

Integral preserving schemes on a manifold with a retraction

What we present here is a basic and straightforward approach introduced in [23], but
clearly there are other strategies that can be used.We use retractions as introduced on
page xxx. Recall that the retraction restricted to the tangent space Tx M is denoted φx

and is a diffeomorphism from some neighborhoodUx of 0x ∈ Tx M into a subsetWx

of M containing x . We tacitly assume the necessary restrictions on the integration
step size h to ensure that both the initial and terminal points are contained inWx for
each time step. We also assume to have at our disposal a map c defined on some open
subset of M × M containing all diagonal points (x, x), for which c(x, y) ∈ M . The
differential equation is written in terms of a bivector ω and a first integral H as in
(40). We introduce an approximate bivector ω̄(x, y) such that

ω̄(x, x)(v, w) = ω|x , ∀x ∈ M.

Contrary to the Lie group case we no longer assume a global trivialisation, so we
introduce the discrete differential of a function H . To any pair of points (x, y) ∈
M × M we associate the covector d̄H(x, y) ∈ T ∗c(x,y)M satisfying the relations

H(y)− H(x) = 〈dH(x, y), φ−1c (y)− φ−1c (x)〉,
d̄H(x, x) = dH |x , ∀x ∈ M.

where c = c(x, y) is the map introduced above. The integrator on M is now defined
as

yn+1 = φc(W (yn, yn+1)), W (yn, yn+1) = φ−1c (yn)+ h d̄H(yn, yn+1) ⌟ ω̄(yn, yn+1).

One can easily see that this method is symmetric if the following three conditions
are satisfied:

1. The map c is symmetric, i.e. c(x, y) = c(y, x) for all x and y.
2. The discrete differential is symmetric in the sense that d̄H(x, y) = d̄H(y, x).
3. The bivector ω̄ is symmetric in x and y: ω̄(x, y) = ω̄(y, x).
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The condition 1 can be achieved by solving the equation

φ−1c (x)+ φ−1c (y) = 0, (43)

with respect to c.
Both of the trivialised discrete differentials (41) and (42) have corresponding

versions with retractions, in the former case, we write γξ = (1− ξ)v + ξw where
x = φc(v), y = φc(w). Then

d̄H(x, y) =
∫ 1

0
φ∗c dH |φc(γξ )

dξ. (44)

Similarly, assuming that M is Riemannian, we can define the following counterpart
to the Gonzalez midpoint discrete gradient

d̄H(x, y) = dH |c + H(y)− H(x)− 〈dH |c, η〉
(η, η)c

η�, η = φ−1c (y)− φ−1c (x) ∈ Tc M,

(45)
where we may require that c(x, y) satisfies (43) for the method to be symmetric. For
clarity, we include an example taken from [23].

Example 3 We consider the sphere M = Sn−1 where we represent its points as vec-
tors in R

n of unit length, ‖x‖2 = 1. The tangent space at x is then identified with
the set of vectors in R

n orthogonal to x with respect to the Euclidean inner product
(·, ·). A retraction is

φx (vx ) = x + vx

‖x + vx‖ , (46)

its inverse is defined in the cone {y : (x, y) > 0} where

φ−1x (y) = y

(x, y)
− x .

A symmetric map c(x, y) satisfying (43) is simply

c(x, y) = x + y

‖x + y‖2 , (47)

the geodesic midpoint between x and y in terms of the standard Riemannian metric
on Sn−1. We compute the tangent map of the retraction to be

Tuφc = 1

‖c + u‖2
(

I − (c + u)⊗ (c + u)

‖c + u‖22

)
.

As a toy problem, let us consider a mechanical system on S2. Since the angular
momentum in body coordinates for the free rigid body is of constant length, we may
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assume (x, x) = 1 for all x and we can model the problem as a dynamical system
on the sphere. But in addition to this, the energy of the body is preserved, i.e.

H(x) = 1

2
(x, I

−1x) = 1

2

(
x2
1

I1
+ x2

2

I2
+ x2

3

I3

)
,

which we may take as the first integral to be preserved. Here the inertia tensor is
I = diag(I1, I2, I3). The system of differential equations can be written as follows

dx

dt
= (dH ⌟ ω)|x = x × I

−1x,

ω|x (α, β) = (x, α × β),

where the righthand side in both equations refers to the representation in R
3. A

symmetric consistent approximation to ω would be

ω̄(x, y)(α, β) =
(

x + y

2
, α × β

)
.

We write �ξ = c + γξ with the notation in (44), this is a linear function of the scalar
argument ξ , and thus, φc(γξ ) = �ξ/‖�ξ‖ from (46). We therefore derive for the AVF
discrete gradient

d̄H(x, y) =
∫ 1

0

1

‖�ξ‖
(
I
−1φc(γξ )− (φc(γξ ), I

−1φc(γξ ))φc(γξ )
)
dξ.

This integral is somewhat complicated to solve analytically. Instead,wemay consider
the discrete gradient (45)wherewe take asRiemannianmetric the standardEuclidean
inner product restricted to the tangent bundle of S2. We obtain the following version
of the discrete differential in the chosen representation

d̄H(x, y) = 1

‖m‖
(

I
−1m + ‖m‖

2 − 1

‖y − x‖2 (H(y)− H(x))(y − x)

)
, m = x + y

2
.

The corresponding method is symmetric, thus of second order.
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Lie–Butcher Series, Geometry, Algebra
and Computation

Hans Z. Munthe-Kaas and Kristoffer K. Føllesdal

Abstract Lie–Butcher (LB) series are formal power series expressed in terms of
trees and forests. On the geometric side LB-series generalizes classical B-series
from Euclidean spaces to Lie groups and homogeneous manifolds. On the algebraic
side, B-series are based on pre-Lie algebras and the Butcher-Connes-Kreimer Hopf
algebra. The LB-series are instead based on post-Lie algebras and their enveloping
algebras. Over the last decade the algebraic theory of LB-series has matured. The
purpose of this paper is twofold. First, we aim at presenting the algebraic structures
underlying LB series in a concise and self contained manner. Secondly, we review a
number of algebraic operations on LB-series found in the literature, and reformulate
these as recursive formulae. This is part of an ongoing effort to create an extensive
software library for computations in LB-series and B-series in the programming
language Haskell.

Keywords B-series · Lie–Butcher series · Post-Lie algebra · Pre-Lie algebra
MSC 16T05 · 17B99 · 17D99 · 65D30

1 Introduction

Classical B-series are formal power series expressed in terms of rooted trees (con-
nected graphs without any cycle and a designated node called the root). The theory
has its origins back to the work of Arthur Cayley [5] in the 1850s, where he realized
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that trees could be used to encode information about differential operators. Being
forgotten for a century, the theory was revived through the efforts of understanding
numerical integration algorithms by John Butcher in the 1960s and ’70s [2, 3]. Ernst
Hairer and GerhardWanner [14] coined the termB-series for an infinite formal series
of the form

B f (α, y, t) := y +
∑

τ∈T

t |τ |

σ(τ)
〈a, τ 〉F f (τ )(y),

where y ∈ R
n is a ‘base’ point, f : R

n → R
n is a given vector field,

T = { , , , , . . .} is the set of rooted trees, |τ | is the number of nodes in the
tree, α : T → R are the coefficients of a given series and 〈α, τ 〉 ∈ R denotes eval-
uation of α at τ . The bracket hints that we later want to consider 〈α, ·〉 as a linear
functional on the vector space spanned by T . The animalF f (τ ) : Rn → R

n denotes
special vector fields, called elementary differentials, which can be expressed in terms
of partial derivatives of f . The coefficient σ(τ) ∈ N is counting the number of sym-
metries in a given tree. This symmetry factor could have been subsumed into α, but is
explicitly taken into the series due to the underlying algebraic structures, where this
factor comes naturally. The B-series t �→ B f (α, y, t) can be interpreted as a curve
starting in y. By choosing different functions α, one may encode both the analyt-
ical solution of a differential equation y′(t) = f (y(t)) and also various numerical
approximations of the solution.

During the 1980s and 1990s B-series evolved into an indispensable tool in anal-
ysis of numerical integration for differential equations evolving on R

n . In the mid-
1990s interest rose in the construction of numerical integration on Lie groups and
manifolds [15, 17], and from this a need to interpret B-series type expansions in a
differential geometric context, giving birth to Lie–Butcher series (LB-series), which
combines B-series with Lie series on manifolds. It is necessary to make some modi-
fications to the definition of the series to be interpreted geometrically on manifolds:

• We cannot add a point and a tangent vector as in y + F f (τ ). Furthermore, it turns
out to be very useful to regard the series as a Taylor-type series for the mapping
f �→ B f , rather than a series development of a curve t �→ B f (a, y, t). The target
space of f �→ B f is differential operators, and we can remove explicit reference
to the base point y from the series.

• The mapping f �→ B f inputs a vector field and outputs a series which may repre-
sent either a vector field or a solution operator (flowmap). Flowmaps are expressed
as a series in higher order differential operators. We will see that trees encode first
order differential operators. Higher order differential operators are encoded by
products of trees, called forests. We want to also consider series in linear combi-
nations of forests.

• We will in the sequel see that the elementary differential map τ �→ F f (τ ) is a
universal arrow in a particular type of algebras. The existence of such a uniquely
defined map expresses the fact that the vector space spanned by trees (with certain
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algebraic operations) is a universal object in this category of algebras. Thus the
trees encode faithfully the given algebraic structure. We will see that the algebra
comes naturally from the geometric properties of a given connection (covariant
derivation) on the manifold. For Lie groups the algebra of the natural connection is
encoded by ordered rooted trees, where the ordering of the branches is important.
The ordering is related to a non-vanishing torsion of the connection.

• The symmetry factor σ(τ) in the classical B-series is related to the fact that several
different ordered trees correspond to the same unordered tree. This factor is absent
in the Lie–Butcher series.

• The time parameter t is not essential for the algebraic properties of the series.
SinceFt f (τ ) = t |τ |F f (τ ), we can recover the time factor through the substitution
f �→ t f .

We arrive at the definition of an abstract Lie–Butcher series simply as

∑

ω∈OF
〈α,ω〉ω, (1)

where

OF = {I, , , , , , , , . . . , , , . . .}

denotes the set of all ordered forests of ordered trees, I is the empty forest, and
α : OF → R are the coefficients of the series. This abstract series can be mapped
down to a concrete algebra (e.g. an algebra of differential operators on a manifold)
by a universal mapping ω �→ F f (ω).

We can identify the function α : OF → R with its series (1) and say that a Lie–
Butcher series α is an element of the completion of the free vector space spanned
by the forests of ordered rooted trees. However, to make sense of this statement,
we have to attach algebraic and geometric meaning to the vector space of ordered
forests. This is precisely explained in the sequel, where we see that the fundamental
algebraic structures of this space arise because it is the universal enveloping algebra
of a free post-Lie algebra. Hence we arrive at the precise definition:

An abstract Lie–Butcher series is an element of the completion of the enveloping
algebra of the free post-Lie algebra.

We will in this paper present the basic geometric and algebraic structures behind
LB-series in a self contained manner. Furthermore, an important goal for this work
is to prepare a software package for computations on these structures. For this pur-
pose we have chosen to present all the algebraic operations by recursive formulae,
ideally suited for implementation in a functional programming language. We are in
the process of implementing this package in the Haskell programming language.
The implementation is still at a quite early stage, so a detailed presentation of the
implementation will be reported later.
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2 Geometry of Lie–Butcher Series

B-series and LB-series can both be viewed as series expansions in a connection on
a fibre bundle, where B-series are derived from the canonical (flat and torsion free)
connection on R

n and LB-series from a flat connection with constant torsion on a
fibre bundle. Rather than pursuing this idea in an abstract general form, we will
provide insight through the discussion of concrete and important examples.

2.1 Parallel Transport

Let M be a manifold,F (M) the set of smooth R-valued scalar functions and X(M)

the set of real vector fields on M . For t ∈ R and f ∈ X(M) let Ψt, f : M → M
denote the solution operator such that the differential equation γ ′(t) = f (γ (t)),
γ (0) = p ∈ M has solution γ (t) = Ψt, f (p). For φ ∈ F (M) we define pullback
along the flow Ψ ∗

t, f : F (M) → F (M) as

Ψ ∗
t, f φ = φ ◦ Ψt, f .

The directional derivative f (φ) ∈ F (M) is defined as

f (φ) = d

dt

∣∣∣∣
t=0

Ψ ∗
t, f φ.

Through this, we identify X(M) with the first order derivations of F (M), and we
obtain higher order derivations by iterating, i.e. f ∗ f is the second order derivation
f ∗ f (φ) := f ( f (φ)). With Iφ = φ being the 0-order identity operator, the set of
all higher order differential operators on F (M) is called the universal enveloping
algebra U (X(M)). This is an algebra with an associative product ∗. The pullback
satisfies

d

dt
Ψ ∗

t, f φ = Ψ ∗
t, f f (φ).

By iteration we find that dn

dtn

∣∣
t=0

Ψ ∗
t, f φ = f ( f (· · · f (φ))) = f ∗n(φ) and hence the

Taylor expansion of the pullback is

Ψ ∗
t, f φ = φ + t f (φ) + t2

2! f ∗ f (φ) + · · · = exp∗(t f )(φ), (2)

where we define the exponential as

exp∗(t f ) :=
∞∑

j=0

t j

j ! f ∗ j .
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This exponential is an element of U (X(M)), or more correctly, since it is an infinite
series, in the completion of this algebra. We can recover the flow Ψt, f from exp∗(t f )

by letting φ be the coordinate maps. However, some caution must be exercised,
since pullbacks compose contravariantly

(
Ψt, f ◦ Ψs,g

)∗ = Ψ ∗
s,g ◦ Ψ ∗

t, f , we have that
exp∗(sg) ∗ exp∗(t f ) corresponds to the diffeomorphism Ψt, f ◦ Ψs,g .

Numerical integrators are constructed by sampling a vector field in points near a
base point. To understand this process, we need to transport vector fields. Pullback
of vector fields is, however, less canonical than of scalar functions. The differential
geometric concept of parallel transport of vectors is defined in terms of a connection.
An affine connection is aZ-bilinear mapping� : X(M) × X(M) → X(M) such that

(φ f ) � g = φ( f � g)

f � (φg) = f (φ)g + φ( f � g)

for all f, g ∈ X(M) and φ ∈ F (M). Note that the standard notation for a connection
in differential geometry is is ∇ f g ≡ f � g. Our notation is chosen to emphasise the
operation as a binary product on the set of vector fields. The triangle notation looks
nicer when we iterate, such as in (3) below. Furthermore, the triangle notation is also
standard in much of the algebraic literature on pre-Lie algebras, as well as in several
recent works on post-Lie algebras.

There is an intimate relationship between connections and the concept of parallel
transport. For a curve γ (t) ∈ M , let Γ (γ )t

s denote parallel transport along γ (t),
meaning that

• Γ (γ )t
s : T Mγ (s) → T Mγ (t) is a linear isomorphism of the tangent spaces.

• Γ (γ )s
s = Id, the identity map.

• Γ (γ )u
t ◦ Γ (γ )t

s = Γ (γ )u
s .

• Γ depends smoothly on s, t and γ .

From Γ , let us consider the action of parallel transport pullback of vector fields, for
t ∈ R and f ∈ X(M) we denote Ψ ∗

t, f : X(M) → X(M) the operation

Ψ ∗
t, f g(p) := Γ (γ )0t g(γ (t)), for the curve γ (t) = Ψt, f (p).

Any connection can be obtained from a parallel transport as the rate of change of the
parallel transport pullback. For a given Γ we can define a corresponding connection
as

f � g := d

dt

∣∣∣∣
t=0

Ψ ∗
t, f g.

Conversely, we can recover Γ from � by solving a differential equation. We seek a
power series expansion of the parallel transport pullback. Just like the case of scalars,
it holds also for pullback of vector fields that

∂

∂t
Ψ ∗

t, f g = Ψ ∗
t, f f � g,
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hence we obtain the following Taylor series of the pullback

Ψ ∗
t, f g = g + t f � g + t2

2
f � ( f � g) + t3

3! f � ( f � ( f � g)) + · · · . (3)

Recall that in the case of pullback of a scalar function, we used f (g(φ)) =
( f ∗ g)(φ) to express the pull-back in terms of exp∗(t f ). Whether or not we can
do similarly for vector fields depends on geometric properties of the connection.
We would like to extend � from X(M) to U (X(M)) such that f � (g � h) =
( f ∗ g) � h and hence (3) becomes Ψ ∗

t, f g = exp∗(t f ) � g. However, this requires
that f � (g � h) − g � ( f � h) = � f, g� � h,where � f, g� := f ∗ g − g ∗ f is the
Jacobi bracket of vector fields. The curvature tensor of the connection R : X(M) ∧
X(M) → End(X(M)) is defined as

R( f, g)h := f � (g � h) − g � ( f � h) − � f, g� � h.

Thus, we only expect to find a suitable extension of � to U (X(M)) if � is flat, i.e.
when R = 0.

In addition to the curvature, the other important tensor related to a connection is
the torsion. Given �, we define an F (M)-bilinear mapping · : X(M) × X(M) →
U (X(M)) as

f · g := f ∗ g − f � g. (4)

The skew-symmetrisation of this product called the torsion

T ( f, g) := g · f − f · g ∈ X(M),

and if f · g = g · f we say that � is torsion free.
The standard connection on R

n is flat and torsion free. In this case the algebra
{X(M),�} forms a pre-Lie algebra (defined below). This gives rise to classical
B-series. More generally, transport by left or right multiplication on a Lie group
yields a flat connection where the product · is associative, but not commutative. The
resulting algebra is called post-Lie and the series are called Lie–Butcher series. A
third important example is the Levi–Civita connection on a symmetric space, where ·
is a Jordan product, T = 0 and R is constant, non-zero. This third case is the subject
of forthcoming papers, but will not be discussed here.

2.2 The Flat Cartan Connection on a Lie Group

LetG be a Lie groupwith Lie algebra g. For V ∈ g and p ∈ G we let V p := T RpV ∈
TpG. There is a 1–1 correspondence between functions f ∈ C∞(G, g) and vector
fields ξ f ∈ X(G) given as ξ f (p) = f (p)p. Left multiplication with q ∈ G gives rise
to a parallel transport
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Γq : TpG → TqpG : V p �→ V qp.

This transport is independent of the path between p and qp and hence gives rise to
a flat connection. We express the corresponding parallel transport pullback on the
space C∞(G, g) as

(Γ ∗
q f )(p) = f (qp)

which yields the flat connection

( f � g)(q) = d

dt

∣∣∣∣
t=0

g(exp(t f (q))q).

The torsion is given as [21]

T ( f, g)(p) = −[ f (p), g(p)]g.

The two operations f � g and [ f, g] := −T ( f, g) turn C∞(G, g) into a post-Lie
algebra, see Definition 3 below. This is the foundation of Lie–Butcher series.

We can alternatively express the connection and torsion onX(G) via a basis {E j }
for g. Let ∂ j ∈ X(G) be the right invariant vector field ∂ j (p) = E j p. For F, G ∈
X(G), where F = f i∂i , G = g j∂ j

1 and f i , g j ∈ F (G), we have

F � G = f i∂i (g
j )∂ j

F · G = f i g j∂i∂ j

T (F, G) = f i g j (∂i∂ j − ∂ j∂i ).

We return to � defined on C∞(G, g). Let U (g) be the span of the basis
{E j1 E j2 · · · E jk }, where E j1 E j2 · · · E jk ∈ U (g) corresponds to the right invariant k-th
order differential operator ∂ jk · · · ∂ j2∂ j1 ∈ U (X(G)). On U (g) we have two different
associative products, the composition of differential operators f ∗ g and the ‘con-
catenation product’ f · g = f ∗ g − f � g which is computed as the concatenation
of the basis, f i Ei · g j E j = f i g j Ei E j . The general relationship between these two
products and � extended to U (g) is given in (28)–(31) below. In particular we have

f � (g � h) = ( f ∗ g) � h,

which yields the exponential form of the parallel transport

Ψ ∗
t, f g = exp∗(t f ) � g,

where exp∗(t f ) is giving us the exact flow of f .

1Einstein summation convention.
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We can also form the exponential with respect to the other product,

exp·(t f ) = I + t f + t2

2
f · f + t3

3! f · f · f + · · · .

What is the geometric meaning of this? We say that a vector field g is parallel
along f if the parallel transport pullback of g along the flow of f is constant, and
we say that g is absolutely parallel if it is constant under any parallel transport.
Infinitesimally we have that g is parallel along f if f � g = 0 and g is absolutely
parallel if f � g = 0 for all f . In C∞(G, g) the absolutely parallel functions are
constants g(p) = V , which correspond to right invariant vector fields ξg ∈ X(G)

given as ξg(p) = V p. The flow of parallel vector fields are the geodesics of the
connection. If g is absolutely parallel, we have g ∗ g = g · g + g � g = g · g, and
more generally gn∗ = gn·, hence exp∗(g) = exp·(g). If f (p) = g(p) at a point p ∈
G, then they define the same tangent at the point.Hence f n·(p) = gn·(p) for all n, and
we conclude that exp·( f )(p) = exp·(g)(p) = exp∗(g)(p). Thus, the concatenation
exponential exp·( f ) of a general vector field f produces the flow which in a given
point follows the geodesic tangent to f at the given point.

On a Lie group, we have for two arbitrary vector fields represented by general
functions f, g ∈ C∞(G, g) that

(exp·(t f ) � g)(p) = g (exp(t f (p))p) . (5)

2.3 Numerical Integration

Lie–Butcher series and its cousins are general mathematical tools with applications
in numerics, stochastics and renormalisation. The problem of numerical integra-
tion on manifolds is a particular application which has been an important source of
inspiration. We discuss a simple illustrative example.

Example 1 (Lie–trapezoidal method) Consider the classical trapezoidal method. For
a differential equation y′(t) = f (y(t)), y(0) = y0 on Rn a step from t = 0 to t = h
is given as

K = h

2
( f (y0) + f (y1))

y1 = y0 + K .

Consider a curve y(t) ∈ G evolving on a Lie group such that y′(t) = f (y(t))y(t),
where f ∈ C∞(G, g) and y(0) = y0. In the Lie-trapezoidal integrator a step from
y0 to y1 ≈ y(h) is given as
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K = h

2
( f (y0) + f (y1))

y1 = expg(K )y0,

where expg : g → G is the classical Lie group exponential. We can write the method
as a mapping Φtrap : X(M) → Diff(G) from vector fields to diffeomorphisms on
G, given in terms of parallel transport on X(M) as

K = 1

2
( f + exp·(K ) � f ) (6)

Φtrap( f ) := exp·(K ). (7)

To simplify, we have removed the timestep h, but this can be recovered by the
substitution f �→ h f . Note that we present this as a process in U (X(M)), without a
reference to a given base point y0. Themethod computes a diffeomorphismΦtrap( f ),
which can be evaluated on a given base point y0. This absence of an explicit base point
facilitates an interpretation of the method as a process in the enveloping algebra of a
free post-Lie algebra, an abstract model of U (X(M)) to be discussed in the sequel.

A basic problem of numerical integration is to understand in what sense a numer-
ical method Φ(t f ) approximates the exact flow exp∗(t f ). The order of the approxi-
mation is computed by comparing the LB-series expansion of Φ(t f ) and exp∗(t f ),
and comparing to which order in t the two series agree.

The backward error of the method is defined as a modified vector field f̃h such
that the exact flow of f̃h interpolates the numerical solution at integer times.2 The
combinatorial definition of the backward error is

exp∗( f̃h) = Φ(h f ).

The backward error is an important tool which yields important structural infor-
mation of the numerical flow operator f �→ Φ(h f ). The backward error analysis is
fundamental in the study of geometric properties of numerical integration algorithms
[8, 13].

Yet another problem is the numerical technique of processing a vector field, i.e.
we seek a modified vector field f̃h such that Φ( f̃h) = exp∗( f ). An important tool
in the analysis of this technique is the characterization of a substitution law. What
happens to the series expansion of Φ(h f ) if f is replaced by a modified vector field
f̃h expressed in terms of a series expansion involving f ?
The purpose of this essay is not to pursue a detailed discussion of numerical

analysis of integration schemes. Instead wewant to introduce the algebraic structures
needed to formalize the structure of the series expansions. In particular we will
present recursive formulas for the basic algebraic operations suitable for computer
implementations.

2Technical issues about divergence of the backward error vector field is discussed in [1].
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We finally remark that numerical integrators are typically defined as families of
mappings, given in terms of unspecified coefficients. For example the Runge–Kutta
family of integrators can be defined in terms of real coefficients {ai, j }s

i, j=1 and {b j }s
j=1

as

Ki = exp·(
s∑

j=1

ai, j K j ) � f, for i = 1, . . . , s

ΦRK( f ) = exp·(
s∑

j=1

b j K j ).

In a computer package for computing with LB-series we want the possibility of
computing series expansions of such parametrized families without specifying the
coefficients. This is accomplished by defining the algebraic structures not over the
concrete field of real numbers R, but instead allowing this to be replaced by an
abstract commutativ ring with unit, such as e.g. the ring of all real polynomials in
the indeterminates {ai, j }s

i, j=1 and {b j }s
j=1.

3 Algebraic Structures of Lie–Butcher Theory

We give a concise summary of the basic algebraic structures behind Lie–Butcher
series.

3.1 Algebras

All vector spaces we consider are over a field3 k of characteristic 0, e.g. k ∈ {R,C}.
Definition 1 (Algebra) An algebra {A , ∗} is a vector space A with a k-bilinear
operation ∗: A × A → A .A is called unital if it has a unit I such that x ∗ I = I ∗ x
for all x ∈ A . The (minus-)associator of the product is defined as

a∗(x, y, z) := x ∗ (y ∗ z) − (x ∗ y) ∗ z.

If the associator is 0, the algebra is called associative.

3In the computer implementationswe are relaxing this to allowkmore generally to be a commutative
ring, such as e.g. polynomials in a set of indeterminates. In this latter case the k-vector space should
instead be called a free k-module. We will not pursue this detail in this exposition.
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Definition 2 (Lie algebra) A Lie-algebra is an algebra {g, [·, ·]} such that

[x, y] = −[y, x]
[[x, y], z] + [[y, z], x] + [[z, x], y] = 0.

The bracket [·, ·] is called the commutator or Lie bracket. An associative algebra
{A , ∗} give rise to a Lie algebra Lie(A ), where [x, y] = x ∗ y − y ∗ x .

A connection on a fibre bundle which is flat and with constant torsion satisfies the
algebraic conditions of a post-Lie algebra [21]. This algebraic structure first appeared
in a purely operadic setting in [27].

Definition 3 (Post-Lie algebra) A post-Lie algebra {P, [·, ·],�} is a Lie algebra
{P, [·, ·]} together with a bilinear operation � : P × P → P such that

x � [y, z] = [x � y, z] + [x, y � z] (8)

[x, y] � z = a�(x, y, z) − a�(y, x, z). (9)

A post-Lie algebra defines a relationship between two Lie algebras [21].

Lemma 1 For a post-Lie algebra P the bi-linear operation

�x, y� = x � y − y � x + [x, y] (10)

defines another Lie bracket.

Thus, we have two Lie algebras g = {P, [·, ·]} and g = {P, �·, ·�} related by �.

Definition 4 (Pre-Lie algebra) A pre-Lie algebra {L ,�} is a post-Lie algebra
where [·, ·] ≡ 0, in other words an algebra such that

a�(x, y, z) = a�(y, x, z).

Pre- and post-Lie algebras appear naturally in differential geometry where post-
Lie algebras are intimately linked with the differential geometry of Lie groups and
pre-Lie algebras with Abelian Lie groups (Euclidean spaces).

3.2 Morphisms and Free Objects

All algebras of a given type form a category, which can be thought of as a directed
graph where each node (object) represents an algebra of the given type and the
arrows (edges) represent morphisms. Any composition of morphisms is again a
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morphism.Morphisms aremappings preserving the given algebraic structure. E.g. an
algebramorphismφ : A → A ′ is a k-linearmap satisfyingφ(x ∗ y) = φ(x) ∗ φ(y).
A post-Lie morphism is, similarly, a linear mapping φ : P → P ′ satisfying both
φ([x, y]) = [φ(x), φ(y)] and φ(x � y) = φ(x) � φ(y).

In a given category a free object over a set C can informally be thought of as a
generic algebraic structure. The only equations that hold between elements of the
free object are those that follow from the defining axioms of the algebraic structure.
Furthermore the free object is not larger than strictly necessary to be generic. Each
of the elements of C correspond to generators of the free object. In software a free
object can be thought of as a symbolic computing engine; formulas, identities and
algebraic simplifications derived within the free object can be applied to any other
object in the category. Thus, a detailed understanding of the free objects is crucial
for the computer implementation of a given algebraic structure.

Definition 5 (Free object over a set C) In a given category we define4 the free object
over a set C as an object Free(C) together with a map inj : C ↪→ Free(C), called
the canonical injection, such that for any object B in the category and any mapping
φ : C → B there exists a unique morphism ! : Free(C) → B such that the diagram
commutes

C Free(C)

B

inj

φ
! . (11)

We will often consider C ⊂ Free(C) without mentioning the map inj.

Note 1 In category theory a free functor is intimately related to a monad, a concept
which is central in the programming language Haskell. In Haskell the function “inj”
is called “return” and the application of ! on x ∈ Free(C) is written x >== φ.

A free object can be implemented in different ways, but different implementations
are always algebraically isomorphic.

Example 2 Free k-vector space k(C): ConsiderC = {1, 2, 3, . . .} and let inj( j) = ej

represent a basis for k(C). Then k(C) consists of all finite R-linear combinations of the
basis vectors. Equivalently, we can consider k(C) as the set of all functions C → k
with finite support. The uniquemorphism property states that a linearmap is uniquely
specified from its values on a set of basis vectors in its domain.

Example 3 Free (associative and unital) algebra k〈C〉: Think of C as an alphabet
(collection of letters) C = {a, b, c, . . .}. Let C∗ denote all words over the alphabet,
including the empty word I,

4This definition is not strictly categorical, since the mappings inj and φ are not morphisms inside a
category, but mappings from a set to an object of another category. A proper categorical definition
of a free object, found in any book on category theory, is based on a forgetful functor mapping the
given category into the category of sets. The free functor is the left adjoint of the forgetful functor.
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C∗ = {I, a, b, c, . . . , aa, ab, ac, . . . ba, bb, bc, . . .}.

Then k〈C〉 = {k(C∗), ·}, is the vector space containing finite linear combinations of
empty and non-empty words, equipped with a product · which on words is concate-
nation. Example aba · cus = abacus, I · abba = abba · I = abba. This extends by
linearity to k(C∗) and yields an associative unital algebra. This is also called the
non-commutative polynomial ring over C .

Example 4 Free Lie algebra Lie(C): Again, think of C = {a, b, c, d, . . .} as an
alphabet. Lie(C) ⊂ k〈C〉 is the linear sub space generated by C under the Lie
bracket [w1, w2] = w1 · w2 − w2 · w1 induced from the product in k〈C〉, thus c ∈
C ⇒ c ∈ Lie(C) and x, y ∈ Lie(C) ⇒ x · y − y · x ∈ Lie(C). A basis for Lie(C)

is given by the set of Lyndon words [26]. E.g. for C = {a, b} the first Lyndon words
a, b, ab, aab, abb (up to length 3) represent the commutators

{a, b, [a, b], [a, [a, b]], [[a, b], b], . . .}.

Computations in a free Lie algebra are important inmany applications [20]. Relations
such as [[a, b], c] + [[b, c], a] = [[a, c], b] can be computed in Lie(C) and applied
(evaluated) on concrete data in any Lie algebra g via the Lie algebra morphism
Fφ : Lie(C) → g, whenever an association of the letters with data in the concrete
Lie algebra is provided through a map φ : C → g.

Example 5 Free pre-Lie algebra preLie(C): Consider C = { , , . . .} as a set of
coloured nodes. In many applications C = { }, just a single color, and in that case we
omit mentioningC . A coloured rooted tree is a finite connected directed graph where
each node (from C) has exactly one outgoing edge, except the ‘root’ node which has
no edge out. We illustrate a tree with the root on the bottom and the direction of the
edges being down towards the root. Let TC denote the set of all coloured rooted trees,
e.g.

T ≡ T{ } = { , , , , , , , , . . .}
T{ , } = { , , , , , , , , , , , , . . .}

The trees are just graphs without considering an ordering of the branches, so

= and = . Let TC = k(TC ). The free pre-Lie algebra over C is [6,
9] preLie(C) = {TC ,�}, where � : TC × TC denotes the grafting product. For
τ1, τ2 ∈ TC , the product τ1 � τ2 is the sum of all possible attachments of the root
of τ1 to one of the nodes of τ2 as shown in this example:

� = + 2
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The grafting extends by linearity to all of TC .

Example 6 Free magma Magma(C) ∼= OTC : The algebraic definition of a magma
is a set C = { , , . . .} with a binary operation × without any algebraic relations
imposed. The free magma overC consists of all possible ways to parenthesize binary
operations on C , such as ( × ( × )) × ( × ). There are many isomorphic ways
to represent the free magma. For our purpose it is convenient to represent the free
magma as ordered (planar5) trees with coloured nodes. We let C denote a set of
coloured nodes and let OTC be the set of all ordered rooted trees with nodes chosen
from C . On the trees we interpret × as the Butcher product [3]: τ1 × τ2 = τ is a tree
where the root of the tree τ2 is attached to the right part of the root of the tree τ1, e.g.:

× = = ( × ( × )) × ( × ).

If C = { } has only one element, we write OT := OT{ }. The first few elements of
OT are:

OT =

⎧
⎪⎪⎨

⎪⎪⎩
, , , , , , , , , . . .

⎫
⎪⎪⎬

⎪⎪⎭
.

Example 7 The free post-Lie algebra, postLie(C), is given as

postLie(C) = {Lie(Magma(C)),�}, (12)

where the product� is defined on k(Magma(C)) as a derivation of themagmatic product

τ � c = c × τ for c ∈ C , (13)

τ � (τ1 × τ2) = (τ � τ1) × τ2 + τ1 × (τ � τ2), (14)

and it is extended by linearity and Eqs. (8)–(9) to all of Lie(Magma(C)).
Under the identification Magma(C) ∼= OTC , the product � : k(OTC ) × k(OTC ) →

k(OTC ) is given by left grafting. For τ1, τ2 ∈ OTC , the product τ1 � τ2 is the sum of
all possible attachments of the root of τ1 to the left side of each node of τ2 as shown
in this example:

� = + + .

A Lyndon basis for postLie(C) is given in [19].

5Trees with different orderings of the branches are considered different, as embedded in the plane.
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3.3 Enveloping Algebras

Lie algebras, pre- and post-Lie algebras are associated with algebras of first order
differential operators (vector fields). Differential operators of higher order are
obtained by compositions of these.Algebraically this is described through enveloping
algebras.

3.3.1 Lie Enveloping Algebras

Recall that Lie(·) is a functor sending an associative algebra A to a Lie algebra
Lie(A ), where [x, y] = x · y − y · x , and it sends associative algebra homomor-
phisms to Lie algebra homomorphisms. The universal enveloping algebra of a Lie
algebra is defined via a functor U from Lie algebras to associative algebras being
the left adjoint of Lie. This means the following:

Definition 6 (Lie universal enveloping algebra U (g)) The universal enveloping
algebra of a Lie algebra g is a unital associative algebra {U (g), ·, I} together with
a Lie algebra morphism inj : g → Lie(U (g)) such that for any associative algebra
A and any Lie algebra morphism φ : g → Lie(A ) there exists a unique associative
algebra morphism ! : U (g) → A such that φ = Lie(!) ◦ inj.

g Lie(U (g)) U (g)

Lie(A ) A

inj

φ
Lie(!) ! (15)

The Poincaré–Birkhoff–Witt Theorem states that for any Lie algebra gwith a basis
{e j }, with some total ordering e j < ek , one gets a basis for U (g) by taking the set of
all canonical monomials defined as the non-decreasing products of the basis elements
{e j }

PBWbasis(U (g)) = {e j1 · e j2 · · · e jr : e j1 ≤ e j2 ≤ · · · ≤ e jr , r ∈ N},

where we have identified g ⊂ U (g) using inj. From this it follows that U (g) is a
filtered algebra, splitting in a direct sum

U (g) = ⊕∞
j=0U j (g),

where U j (g) is the span of the canonical monomials of length j , U0 = span(I) and
U1(g) ∼= g. Furthermore,U (g) is connected, meaning thatU0

∼= k, and it is generated
by U1, meaning that U (g) has no proper subalgebra containing U1.
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3.3.2 Hopf Algebras

Recall that a bi-algebra is a unital associative algebra {B, ·, I} together with a co-
associative co-algebra structure6 {H,Δ, ε}, where Δ : B → B ⊗ B is the coproduct
and ε : B → k is the co-unit. The product and coproduct must satisfy the compati-
bility condition

Δ(x · y) = Δ(x) · Δ(y), (16)

where the product on the right is componentwise in the tensor product.

Definition 7 (Hopf algebra) A Hopf algebra {H, ·, I,Δ, ε, S} is a bi-algebra with
an antipode S : H → H such that the diagram below commutes.

H ⊗ H H ⊗ H

H k H

H ⊗ H H ⊗ H

S⊗id
·

ε

Δ

Δ

I

id⊗S

·
(17)

Example 8 The concatenation de-shuffle Hopf algebra U (g): The enveloping
algebraU (g) has the structure of aHopf algebra, where the coproductΔ�� : U (g) →
U (g) ⊗ U (g) is defined as

Δ�� (I) = I ⊗ I (18)

Δ�� (x) = I ⊗ x + x ⊗ I, for all x ∈ g (19)

Δ�� (x · y) = Δ�� (x) · Δ�� (y), for all x, y ∈ U (g). (20)

We call this the de-shuffle coproduct, since it is the dual of the shuffle product. The
co-unit is defined as

ε(I) = 1 (21)

ε(x) = 0, x ∈ U j (g), j > 0, (22)

and the antipode S : U (g) → U (g) as

S(x1 · x2 · · · x j ) = (−1) j x j · · · x2 · x1 for all x1, . . . , x j ∈ g. (23)

This turns U (g) into a filtered, connected, co-commutative Hopf algebra. Connected
means that U0

∼= k and co-commutative that Δ�� satisfies the diagrams of a com-

6An associative algebra can be defined by commutative diagrams. The co-algebra structure is
obtained by reversing all arrows.
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mutative product, with the arrows reversed. The dual of a commutative product is
co-commutative.

The primitive elements of a Hopf algebra H , defined as

Prim(H) = {x ∈ H : Δ(x) = x ⊗ I + I ⊗ x}

form a Lie algebra with [x, y] = x · y − y · x . The Cartier–Milnor–Moore theorem
(CMM) states that if H is a connected, filtered, co-commutative Hopf algebra, then
U (Prim(H)) is isomorphic to H as a Hopf algebra. A consequence of CMM is that
the enveloping algebra of a free Lie algebra over a set C is given as

U (Lie(C)) = k〈C〉, (24)

the non-commutative polynomials in C . Thus, a basis for U (Lie(C)) is given by
non-commutative monomials (the empty and non-empty words in C∗).

3.3.3 Post-Lie Enveloping Algebras

Enveloping algebras of pre- and post-Lie algebras are discussed by several authors
[12, 21–23]. In our opinion the algebraic structure of the enveloping algebras are eas-
iest to motivate by discussing the post-Lie case, and obtaining the pre-Lie enveloping
algebra as a special case. For Lie algebras the enveloping algebras are associative
algebras. The corresponding algebraic structure of a post-Lie enveloping algebra is
called a D-algebra (D for derivation) [21, 22]:

Definition 8 (D-algebra) Let A be a unital associative algebra with a bilinear opera-
tion � : A ⊗ A → A. Write Der(A) for the set of all u ∈ A such that v �→ u � v is a
derivation: Der(A) = {u ∈ A : u � (vw) = (u � v)w + v(u � w) for all v, w ∈ A}.
We call A a D-algebra if for any u ∈ Der(A) and any v, w ∈ A we have

I � v = v (25)

v � u ∈ Der(A) (26)

(uv) � w = a�(u, v, w) ≡ u � (v � w) − (u � v) � w. (27)

In [21] it is shown:

Proposition 1 For any D-algebra A the set of derivations forms a post-Lie algebra

postLie(A) := {Der(A), [·, ·],�},

where [x, y] = xy − yx.

Thus, postLie(·) is a functor from the category of D-algebras to the category of post-
Lie algebras. There is a functor U (·) from post-Lie algebras to D-algebras, which is
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the left adjoint of postLie(·). We can define post-Lie enveloping algebras similarly
to Definition 6. A direct construction of the post-Lie enveloping algebra is obtained
by extending � to the Lie enveloping algebra of the post-Lie algebra [21]:

Definition 9 (Post-Lie enveloping algebra U (P)) Let {P, [·, ·],�} be post-Lie, let
{UL , ·} = U ({P, [·, ·]}) be the Lie enveloping algebra and identify P ⊂ UL . The
post-Lie enveloping algebra U (P) = {UL , ·,�} is defined by extending � fromP
to UL according to

I � v = v (28)

v � I = 0 (29)

u � (vw) = (u � v)w + v(u � w) (30)

(uv) � w = a�(u, v, w) := u � (v � w) − (u � v) � w (31)

for all u ∈ P and v, w ∈ UL . This construction yields U (·) : postLie → D-algebra
as a left adjoint functor of postLie(·).

Amore detailed understanding ofU (P) is obtained by considering its Hopf alge-
bra structures. A Lie enveloping algebra is naturally also a Hopf algebra with the
de-shuffle coproductΔ�� . With this coproductU (P) becomes a graded, connected,
co-commutative Hopf algebra where Der(U (P)) = Prim(U (P)) = P . Further-
more, the coproduct is compatible with � in the following sense [12]:

A � I = ε(A)

ε(A � B) = ε(A)ε(B)

Δ�� (A � B) =
∑

Δ�� (A),Δ�� (B)

(A(1) � B(1)) ⊗ (A(2) � B(2))

for all A, B ∈ U (P). Here and in the sequel we employ Sweedler’s notation for
coproducts,

Δ(A) =:
∑

Δ(A)

A(1) ⊗ A(2).

7Sometimes we need a repeated use of a coproduct. Let Δω = ∑
ω(1) ⊗ ω(2). We

continue by using Δ to split either ω(1) or ω(2). Since the coproduct is co-associative
this yields the same result Δ2ω = ∑

ω(1) ⊗ ω(2) ⊗ ω(3), and n applications are
denoted

Δn(A) =:
∑

Δn(A)

A(1) ⊗ A(2) ⊗ · · · ⊗ A(n+1).

Just as a post-Lie algebra always has two Lie algebras g and g, the post-Lie
enveloping algebraU (P) has two associative products x, y �→ xy from the envelop-
ing algebra U (g) and x, y �→ x ∗ y from U (g). Both of these products define Hopf

7Splitting with regard to the coproduct Δ.
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algebras with the same unit I, co-unit ε and de-shuffle coproduct Δ�� , but with
different antipodes.

Proposition 2 [12] On U (P) the product

A ∗ B :=
∑

Δ�� (A)

A(1)(A(2) � B) (32)

is associative. Furthermore {U (P), ∗,Δ�� } ∼= U (g) are isomorphic as Hopf alge-
bras.

The following result is crucial for handling the non-commutativity and non-
associativity of �:

Proposition 3 [12, 22] For all A, B, C ∈ U (P) we have

A � (B � C) = (A ∗ B) � C. (33)

The free enveloping post-Lie algebra.

Finally we introduce the enveloping algebra of the free post-Lie algebra
U (postLie(C)). Due to CMM, we know that it is constructed from the Hopf algebra

U (postLie(C)) = U (Lie(OTC)) = k〈OTC 〉,

i.e. finite linear combinations of words of ordered trees, henceforth called (ordered)
forests OFC . If C contains only one element, we call the forests OF:

OF = {I, , , , , , , , . . .}

The Hopf algebra has concatenation of forests as product and coproduct Δ��
being de-shuffle of forests. Upon this we define � as left grafting on ordered trees,
extended to forests by (28)–(31), where I is the empty forest, u is an ordered tree and
v, w are ordered forests. The left grafting of a forest on another is combinatorially
the sum of all possible left attachments of the roots of trees in the left forest to the
nodes of the right forest, maintaining order when attaching to the same node, as in
this example

� = + + + + + + + +

Four Hopf algebras on ordered forests.

On k〈OFC 〉 we have two associative products ∗ and the concatenation product,
denoted ·. Both these form Hopf algebras with the de-shuffle coproduct Δ�� and
antipodes S· and S∗, where
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S·(τ1 · τ2 · · · τk) = (−1)kτk · · · τ2 · τ1, for τ1 · τ2 · · · τk ∈ OTC

and S∗ given in (71). With their duals, we have the following four Hopf algebras:

H· = {k〈OFC 〉,Δ�� , ·, S·}
H∗ = {k〈OFC 〉,Δ�� , ∗, S∗}
H ′

· = {k〈OFC 〉,Δ·, �� , S·}
H ′

∗ = {k〈OFC 〉,Δ∗, �� , S∗}.

The four share the same unit I : k → H : 1 �→ I and the same co-unit ε : H →
k, where ε(I) = 1 and ε(ω) = 0 for all ω ∈ OFC\{I}. All four Hopf algebras are
connected and graded with |ω| counting the number of nodes in a forest. H· and
H ′· are also connected and graded with the word length as a grading, although this
grading is of less importance for our applications.

3.3.4 Lie–Butcher Series

The vector space k〈OTC 〉 consists of finite linear combinations of forests. In order
to be able to symbolically represent flow maps and backward error analysis, we
do, however, need to extend the space to infinite sums. For a (non-commutative)
polynomial ring k〈C〉, we denote k〈〈C〉〉 the set of infinite (formal) power series. Let
〈·, ·〉 : k〈C〉 × k〈C〉 → k denote the inner product where the monomials (words in
C∗) form an orthonormal basis. This extends to a dual pairing

〈·, ·〉 : k〈〈C〉〉 × k〈C〉 → k, (34)

which identifies k〈〈C〉〉 = k〈C〉∗ as the linar dual space. Any α ∈ k〈〈C〉〉 is uniquely
determined by its evaluation on the finite polynomials, and we may write α as a
formal infinite sum

α =
∑

w∈C∗
〈α, w〉w.

Any k-linearmap f : k〈〈C〉〉 → k〈〈C〉〉 can be computed from its dual f ∗ : k〈C〉 →
k〈C〉 as 〈 f (α), w〉 = 〈α, f ∗(w)〉for all w ∈ C∗.

Definition 10 (Lie–Butcher series LB(C)) The Lie–Butcher series over a set C is
defined as the completion

LB(C) := U (postLie(C))∗.

This is the vector space k〈〈OTC 〉〉 (infinite linear combinations of ordered forests).
All the operations we consider on this space are defined by their duals acting upon
k〈OTC 〉, see Sect. 4.1.

The space LB(C) has two important subsets, the primitive elements and the group
like elements.
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Definition 11 (Primitive elements gLB) The primitive elements of LB(C), denoted
gLB are given as

gLB = {α ∈ LB(C) : Δ�� (α) = α ⊗ I + I ⊗ α}, (35)

where Δ�� is the graded completion of the de-shuffle coproduct. This forms a post-
Lie algebra which is the graded completion of the free post-Lie algebra postLie(C).

Definition 12 (The Lie–Butcher group GLB) The group like elements of LB(C),
denoted GLB are given as

GLB = {α ∈ LB(C) : Δ�� (α) = α ⊗ α}, (36)

where Δ�� is the graded completion of the de-shuffle coproduct.

The Lie–Butcher group is a group both with respect to the concatenation product
and the product ∗ in (32). There are also two exponential maps with respect to the
two associative products sending primitive elements to group-like elements

exp, exp∗ : gLB → GLB.

Both these are 1–1 mappings with inverses given by the corresponding logarithms

log, log∗ : GLB → gLB.

4 Computing with Lie–Butcher Series

In this section, we will list important operations on Lie–Butcher series. A focus will
be given on recursive formulations which are suited for computer implementations.

4.1 Operations on Infinite Series Computed by Dualisation

Lie–Butcher series are infinite series, and in principle the only computation we
consider on an infinite series is the evaluation of the dual pairing (34). All operations
on infinite Lie–Butcher series, α ∈ LB(C), are computed by dualisation, throwing
the operation over to the finite right hand part of the dual pairing. By recursions, the
dual computation on the right hand side is moving towards terms with a lower grade,
and finally terminates. Somemodern programming languages, such asHaskell, allow
for lazy evaluation, meaning that terms are not computed before they are needed to
produce a result. This way it is possible to implement proper infinite series.
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Example 9 The computation of the de-shuffle coproduct of infinite series can be
computed as

〈Δ�� (α), ω1 ⊗ ω2〉 = 〈α,ω1 ��ω2〉, (37)

where the pairing on the left is defined componentwise in the tensor product,

〈α1 ⊗ α2, ω1 ⊗ ω2〉 = 〈α1, ω1〉 · 〈α2, ω2〉

and shuffle product ω �� ω̃ of two words in an alphabet is the sum over all permu-
tations of ωω̃ which are not changing the internal order of the letters coming from
each part, e.g.

ab �� cd = abcd + acbd + cabd + acdb + cadb + cdab.

A recursive formula for the shuffle product is given below.

Any linear operation whose dual sends polynomials in k〈OTC 〉 to polynomials (or
tensor products of these) is well defined on infinite LB-series by such dualisation.

Linear algebraic operations.

+: LB(C) × LB(C) → LB(C) (addition)

· : k×LB(C) → LB(C) (scalar multiplication).

These are computed as 〈α + β, w〉 = 〈α, w〉 + 〈β, w〉 and 〈c · α, w〉 = c · 〈α, w〉.
Note that gLB ⊂ LB(C) is a linear subspace closed under these operations, GLB ⊂
LB(C) is not a linear subspace.

4.2 Operations on Forests Computed by Recursions
in a Magma

Similar to the case of trees, Sect. 3.2, many recursion formulas for forests are suitably
formulated in terms of magmatic products on forests. Let B− : OTC → OFC denote
the removal of the root, sending a tree to the forest containing the branches of the
root, and for every c ∈ C define B+

c : OFC → OTC as the addition of a root of colour
c to a forest, producing a tree, example

B−( ) = , B+
( )

= .

Definition 13 (Magmatic products on OFC ) For every c ∈ C , define a product
×c : OFC × OFC → OFC as

ω1 ×c ω2 := ω1B+
c (ω2). (38)
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In the special case where C = { } contains just one element, then B+ : OF → OT
is 1–1, sending the above product on forests to the Butcher product on trees;
B+(ω1 × ω2) = B+(ω1) × B+(ω2). Thus, in this case {OF,× } ∼= {OT,×} ∼=
Magma({ }).

For a general C we have that any ω ∈ OFC\I has a unique decomposition

ω = ωL ×c ωR, c ∈ C, ωL , ωR ∈ OFC . (39)

The set of forests OFC is freely generated from I by these products, e.g.

= (I × ((I × I) × I)) × (I × I).

Thus, there is a 1–1 correspondence between OFC and binary trees where the internal
nodes are colouredwithC .Wemay take the binary tree representation as thedefinition
of OFC and express any computation in terms of this.

Definition 14 (Magmatic definition of OFC ) Given a set C , the ordered forests OFC

are defined recursively as

I ∈ OFC (40)

ω = ωL ×C ωR ∈ OFC for evey ωL , ωR ∈ OFC and c ∈ C . (41)

OFC has the following operations:

isEmpty : OFC → bool, defined by isEmpty(I) = ‘true’, otherwise ‘false’.
Left : OFC → OFC , defined by Left(ωL ×c ωR) = ωL .
Right : OFC → OFC , defined by Right(ωL ×c ωR) = ωR .
Root : OFC → C , defined by Root(ωL ×c ωR) = c.

Left(I), Right(I) and Root(I) are undefined.

Any operation on forests can be expressed in terms of these.We can define ordered
trees as the subset OTC ⊂ OFC

OTC := {τ ∈ OFC : Left(τ ) = I} ,

and in particular the nodes C ⊂ OFC are identified as C ∼= {I ×c I}. From this we
define B− : OTC → OFC and B+

c : OFC → OTC as

B−(τ ) = Right(τ ) (42)

B+
c (ω) = I ×c ω. (43)

The Butcher product of two trees τ, τ ′ ∈ OTC , where c = Root(τ ), c′ = Root(τ ′) is

τ × τ ′ := B+
c (B−(τ ) ×c′ B−(τ ′)).
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4.3 Combinatorial Functions on Ordered Forests

The order of ω ∈ OFC , denoted |ω| ∈ N, counts the number of nodes in the forest.
It is computed by the recursion

|I| = 0 (44)

|ωL × ωR| = |ωL | + |ωR| + 1. (45)

This counts the number of nodes in ω.
The ordered forest factorial, denoted ω¡ ∈ N is defined by the recursion

I¡ = 1 (46)

ω¡ = (ωL × ωR)¡ = |ω| · ωL ¡ · ωR¡. (47)

We will see that the ordered factorial is important for characterising the flow map
(exact solution) of a differential equation. This is a generalisation of the more well-
known tree factorial function for un-ordered trees, which is denoted τ ! and defined
by the recursion

! = 1

τ ! = |τ | · τ1! · τ2! · · · τp!

for τ = B+(τ1τ2 · · · τp).
The relationship between the classical (unordered) and the ordered tree factorial

functions is

σ(τ)
∑

τ ′∼τ

1

τ ′¡
= 1

τ ! ,

where the sum runs over all ordered trees that are equivalent under permutation of
the branches and σ(τ) is the symmetry factor of the tree. This identity can be derived
from the relationship between classical B-series and LB-series discussed in Sect. 4.1
of [22], by comparing the exact flow maps exp∗( ) in the two cases. We omit details.

Example 10

1/ ¡ + 1/ ¡ = 1

12
+ 1

24
= 1

8
= 1/ !

and

2

⎛

⎝1/ ¡ + 1/ ¡ + 1/ ¡

⎞

⎠ = 2

(
1

40
+ 1

60
+ 1

120

)
= 1

10
= 1/ !.
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Table 1 Ordered forest factorial for all forest up to and including order 5
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For the tall tree τ = I × (I × (I × (· · · × (I × I)))) we have τ ¡ = τ ! = |τ |!.
Table 1 on p. 25 contains the ordered forest factorial for all ordered forests up to and
including order 5.

4.4 Concatenation and De-concatenation

Concatenation and de-concatenation

· : k〈OTC 〉 ⊗ k〈OTC 〉 → k〈OTC 〉
Δ· : k〈OTC 〉 → k〈OTC 〉 ⊗ k〈OTC 〉

form a pair of dual operations, just like �� andΔ�� in (37). Onmonomialsω ∈ OFC

these are given by

ω · ω′ = ωω′

Δ·(ω) =
∑

ω1 ,ω2∈OFC
ω1·ω2=ω

ω1 ⊗ ω2,

thus for ω = τ1τ2 · · · τk , τ1, . . . , τk ∈ OTC we have

Δ·(ω) = ω ⊗ I + I ⊗ ω +
k∑

j=1

τ1 · · · τ j ⊗ τ j+1 · · · τk .

Recursive formulas, where ω̃ ∈ OFC , ω = ωL ×c ωR are

ω̃ · I = ω̃ (48)

ω̃ · ω = (ω̃ · ωL) ×c ωR (49)

and

Δ·(I) = I ⊗ I (50)

Δ·(ω) = Δ·(ωL) · (I ⊗ (I ×c ωR)) + ω ⊗ I. (51)

See Table 28 on p. 27 for deconcatenation of all ordered forests up to and including
order 4.

8Note that the number under the terms are the coefficients to the terms.
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Table 2 Deconcatenation and deshuffle for ordered forest up to and including order 4. Note that
the numbers under the terms are the coefficients to the terms
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Fig. 1 See Table 2 on p. 27 for more examples on deshuffle

The concatenation antipode S·, defined in (23), is computed by the recursion

S·(I) = I (52)

S·(ωL ×c ωR) = −B+
c (ωR) · S·(ωL). (53)

S· reverse the order of the trees in the forest and negate if there is a odd number of
trees in the the forest. See Table 2 on p. 27.

4.5 Shuffle and De-shuffle

The duality of Δ�� and �� is given in (37). A recursive formula for ω �� ω̃ where
ω, ω̃ ∈ OFC is obtained from the decomposition ω = ωL ×c ωR , ω̃ = ω̃L ×c̃ ω̃R as

I�� ω = ω �� I = ω (54)

ω �� ω̃ = (ωL �� ω̃) ×c ωR + (ω �� ω̃L) ×c̃ ω̃R, (55)

while (18)–(20) yields the recursion

Δ�� (I) = I ⊗ I (56)

Δ�� (ω) = Δ�� (ωL) · ((I ×c ωR) ⊗ I + I ⊗ (I ×c ωR))) . (57)

The shuffle product �� of two forests is the summation over all permutations of the
trees in the forests while preserving the ordering of the trees in each of the initial
forests (Fig. 1).

4.6 Grafting, Pruning, GL Product and GL Coproduct

These are four closely related operations. Grafting is defined in (13)–(14) for trees
and (28)–(31) for forests (here u is a tree). Grafting can also be expressed directly
through the magmatic definition of OFC . First we need to decompose ω ∈ OFC\I as
a concatenation of a tree on the left with a forest on the right, ω = τ ′ · ω′. We define



Lie–Butcher Series, Geometry, Algebra and Computation 99

Fig. 2 See Table 3 on p. 30 and Table 4 on p. 31 for more examples

Fig. 3 See also Table 4 on p. 31

the decomposition τ ′ = LeftTree(ω), ω′ = RightForest(ω) through the following
recursions, where τ ∈ OTC and ω = ωL ×c ωR :

LeftTree(τ ) = τ (58)

LeftTree(ω) = LeftTree(ωL) (59)

RightForest(τ ) = I (60)

RightForest(ω) = RightForest(ωL) ×c ωR . (61)

The general recursion for grafting of forests becomes

I � ω = ω (62)

τ � I = 0 (63)

τ � (ωL ×c ωR) = (τ � ωL) ×c ωR + ωL ×c (τ · ωR + τ � ωR) (64)

(τ · ω) � ω̃ = τ � (ω � ω̃) − (τ � ω) � ω̃, (65)

for all τ ∈ OTC , ω, ω̃, ωL , ωR ∈ OFC , c ∈ C . See Table 3 on p. 30 for examples.
The associative product ∗ defined in (32) is, in the context of polynomials of

ordered trees k〈OTC 〉, called the (ordered) Grossman–Larsson product [22], GL
product for short. On k〈OTC 〉 (and even on LB(C)), we can compute ∗ from grafting
as

ω1 ∗ ω2 = B−(ω1 � B+(ω2)).

The colour of the added root is irrelevant, since this root is later removed by B−. See
Table 3 on p. 30 for examples (Figs. 2 and 3).

The dual of ∗, the GL coproduct Δ∗ : k〈OFC 〉 → k〈OFC 〉 ⊗ k〈OFC 〉 has several
different characterisations, in terms of left admissible cuts of trees and by recur-
sion [22]. For ω = ωL ×c ωR the recursion is

Δ∗(I) = I ⊗ I (66)

Δ∗(ω) = ω ⊗ I + Δ∗(ωL)�� ×c Δ∗(ωR), (67)
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Table 3 Grafting and Grossman-Larsson product for all combinations of non-empty trees with
total order up to and including order 4. Note that the numbers under the terms are the coefficients
to the terms



Lie–Butcher Series, Geometry, Algebra and Computation 101

Table 4 Pruning and dual Grossman-Larsson coproduct for all forests up to and including order
4. Note that the numbers under the terms are the coefficients to the terms



102 H. Z. Munthe-Kaas and K. K. Føllesdal

where ��×c : k〈OTC 〉 ⊗ k〈OTC 〉 ⊗ k〈OTC 〉 ⊗ k〈OTC 〉 → k〈OTC 〉 ⊗ k〈OTC 〉
denotes

(α ⊗ α̃)�� ×c (ω ⊗ ω̃) := (α ��ω) ⊗ (̃α ×c ω̃).

The grafting operation � : k〈OTC 〉 × k〈OTC 〉 → k〈OTC 〉 has a right sided dual
we call pruning, Δ� : k〈OTC 〉 → k〈OTC 〉 × k〈OTC 〉, dual in the usual sense

〈α � β, ω〉 = 〈α ⊗ β,Δ�(ω)〉.

The pruning is characterised by admissible cuts in [16], or it can be computed by the
following recursion involving both itself and the GL coproduct,

Δ�(I) = I ⊗ I (68)

Δ�(ωL ×c ωR) = Δ�(ωL)�� ×c Δ∗(ωR). (69)

The Lie–Butcher group and the antipode S∗.
The product in the Lie-Butcher group GLB is the GL product α, β �→ α ∗ β. The
inverse is given by the antipode (with respect to ∗-product), an endomorphism S∗ ∈
End(k〈OTC 〉) such that

〈α∗−1, ω〉 = 〈α, S∗(ω)〉. (70)

A recursive formula for S∗ is found in [22]. In our magmatic representation of forests
we have

S∗(ωL ×c ωR) = −�� ((S∗ ⊗ I )(Δ∗(ωL)�� ×c Δ∗(ωR))) . (71)

Table 5 on p. 33 contain the the result of applying S∗ to all ordered forests up to
and including order 4.

4.7 Substitution, Co-substitution, Scaling and Derivation

A LB-series is an infinite series of forests built from nodes. The substitution law [4,
7, 16, 25] expresses the operation of replacing each node with an entire LB series.
Since a node represents a primitive element, it is necessary to require that the LB-
series in the substitution must be an element of gLB. The universal property of the
free enveloping algebra U (postLie(C)) implies that for any mapping a : C → P
from C into a post-Lie algebra P , there exists a unique D-algebra morphism
! : U (postLie(C)) → U (P) such that the diagram commutes



Lie–Butcher Series, Geometry, Algebra and Computation 103

Table 5 Concatenation and Grossman-Larsson antipode map for all forests up to and including
order 4. Note that the numbers under the terms are the coefficients to the terms
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C U (postLie(C))

P U (P)

inj

a !
inj

(72)

In particular this holds if P = postLie(C), and it also holds if U (postLie(C)) is
replaced with its graded completion LB(C). From this we obtain the algebraic defi-
nition of substitution:

Definition 15 (Substitution) Given a mapping a : C → gLB there exists a unique
D-algebra automorphism a� : LB(C) → LB(C) such that the diagram commutes

C LB(C)

gLB LB(C).

inj

a a�

inj

(73)

This morphism is called substitution.

The automorphism property implies that it enjoys many identities such as

a � I = I (74)

a � (ωω′) = (a � ω)(a � ω′) (75)

a � (ω � ω′) = (a � ω) � (a � ω′) (76)

a � (ω ∗ ω′) = (a � ω) ∗ (a � ω′) (77)

(a � ⊗a�)(Δ�� (ω)) = Δ�� (a � ω). (78)

For more details, see [16].
As explained earlier, computations with LB-series are done by considering the

series together with a pairing on the space of finite series and computations are
performed by deriving how the given operation is expressed as an operation on finite
series, via the dual. Thus, to compute substitution of infinite series, we need to
characterise the dual map, called co-substitution.

Definition 16 (Co-substitution) Given a substitution a� : LB(C) → LB(C), the co-
substitution aT

� is a k-linear map aT
� : k〈OTC 〉 → k〈OTC 〉 such that

〈a � β, x〉 = 〈β, aT
� (x)〉

for all β ∈ LB(C) and x ∈ k〈OTC 〉.
A recursive formula for the co-substitution is derived in [16] in the case where

C = { }. A general formula for arbitrary finite C is given here, the proof of this
formula is similar to the proof in [16] but we omit it. The general formula for aT

� (ω)

is based on decomposing ω with the de-concatenation coproduct Δ· and thereafter
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decomposing the second component with the pruning coproduct Δ�. To clarify the
notation, the decomposition is as follows

(I ⊗ Δ�) ◦ Δ·(ω) =
∑

Δ.(ω)

∑

Δ�(ω(2))

ω(1) ⊗ ω(2)(1) ⊗ ω(2)(2).

With this decomposition, a recursion for aT
� is given as aT

� (I) = I and forω ∈ OFC\I

aT
� (ω) =

∑

c∈C

∑

Δ.(ω)

∑

Δ�(ω(2))

(
aT

� (ω(1)) ×c aT
� (ω(2)(1))

) 〈a(c), ω(2)(2)〉. (79)

The recursion is written more compactly as

aT
� =

∑

c∈C

μ· ◦ (μ×c ⊗ I ) ◦ (aT
� ⊗ aT

� ⊗ a(c)) ◦ (I ⊗ Δ�) ◦ Δ· ,

where μ·(ω ⊗ ω′) := ω · ω′, μ×c(ω ⊗ ω′) := ω ×c ω′ and a(c) : k〈OTC 〉 → k
denotes ω �→ 〈a(c), ω〉.

See Table 6 on p. 36 where cosubstitution is calculated for all forests up to and
including order 4, assuming a is a infinitesimal character.

Since a� is compatible withΔ�� in the sense of (78), it follows that aT
� is a shuffle

homomorphism (a character) satisfying

aT
� (ω �� ω′) = aT

� (ω)�� aT
� (ω′).

Definition 17 (Scaling) For t ∈ k define the map t (c) = tc : C → gLB. The corre-
sponding substitution α �→ t � α is called scaling by t . For a fixed alpha t �→ t � α

defines a curve in LB(C)

Note that t � ω = t |ω|ω and hence 〈t � α, ω〉 = t |ω|〈α,ω〉 for all ω ∈ OFC .

Definition 18 (Derivation) The derivative of a LB-series α, denoted Dα is defined
as

〈Dα,ω〉 = |ω|〈α,ω〉.

Note that if k = R we have Dα = d
dt

∣∣
t=1

(t � α).

4.8 Exponentials and Logarithms

We have three types of exponential type mappings exp·, exp∗, evol : gLB → GLB.
These are all 1–1 mappings with an inverse being a kind of logarithm. In the inter-
pretation of vector fields on Lie groups, exp· defines the geodesics of the connection
and exp∗ computes the exact flow of a vector field. The third of these, evol, computes
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Table 6 Cosubstitution for an infinitesimal character α for all forest up to and including order 4



Lie–Butcher Series, Geometry, Algebra and Computation 107

a curve in a Lie group from its development in the Lie algebra i.e. solves an equation
of Lie type y′(t) = y(t)γ (t) where γ (t) = y−1(t)y′(t) is the development of y(t)
(left logarithmic derivative). We will have a closer look at these three maps and their
inverses.

Definition 19 (Concatenation exponential) The concatenation exponential
exp· : gLB → GLB is defined as

exp·(α) = I + α + 1

2
αα + 1

6
ααα + · · · =

∞∑

j=0

1

j !α
· j . (80)

In the algebra U (postLie(C)), with the grading given by PBW, U0 = k I, U1 =
postLie(C) and U� is generated from U1 by �-fold shuffle products. Since
〈exp·(α), x �� y〉 = 〈exp·(α), x〉〈exp·(α), y〉 we have the following result.

Lemma 2 For α ∈ gLB, the concatenation exponential exp·(α) is the unique element
of GLB such that 〈exp·(α), x〉 = 〈α, x〉 for all x ∈ postLie(C).

The GL-exponential is similarly defined from the GL product ∗:
Definition 20 (GL-exponential) The GL-exponential exp∗ : gLB → GLB is defined
as

exp∗(α) = I + α + 1

2
α ∗ α + 1

6
α ∗ α ∗ α + · · · =

∞∑

j=0

1

j !α
∗ j . (81)

Recursive formulas for the coefficients of exp∗( ) are found in [18, 24]. Here we
derive a remarkably simple recursion formula based on the magmatic decomposition
of OF, to our knowledge not found elsewhere:

Lemma 3 For ω = ωL × ωR we have

〈exp∗( ), I〉 = 1 (82)

〈exp∗( ), ω〉 = 1

|ω| · 〈exp∗( ), ωL〉 · 〈exp∗( ), ωR〉, (83)

or equivalently

〈exp∗( ), ω〉 = 1

ω¡
, (84)

where ω¡ denotes the ordered forest exponential.

Proof The derivation D exp∗( ) satisfies 〈D exp∗( ), ω〉 = |ω|〈exp∗( ), ω〉. On the
other hand, since the t-scaling of the exponential is t � exp∗( ) = exp∗(t ) we find

D exp∗( ) = d

dt

∣∣∣∣
t=1

exp∗(t ) = exp∗(t ) ∗ ∣∣
t=1 = exp∗( ) ∗ = exp∗( )(exp∗( ) � ),
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where we in the rightmost equality use (32) and Δ�� (exp∗( )) = exp∗( ) ⊗ exp∗( ),
since exp∗( ) ∈ GLB. Since ωL × ωR = ωL(ωR � ) we find

〈exp∗( ), ω〉 = 1

|ω| · 〈D exp∗( ), ω〉 = 1

|ω| · 〈exp∗( )(exp∗( ) � ), ωL(ωR � )〉

= 1

|ω| · 〈exp∗( ), ωL〉 · 〈exp∗( ), ωR〉.

�

The exponential is thus given as

exp∗( ) =
∑

ω∈OF

ω

ω¡
, (85)

which justifies the naming of ¡ as a factorial function.
The computation of exp∗(α) for an arbitrary α ∈ gLB can be done by the substi-

tution: If a( ) = α then

〈exp∗ α,ω〉 = 〈exp∗ a( ), ω〉 = 〈exp∗(a � ), ω〉
= 〈a � exp∗( ), ω〉 = 〈exp∗( ), at

�(ω)〉 = 1

at
�(ω)¡

,

where the forest exponential ¡ is extended to polynomials by linearity.

Backward error.
Whereas exp∗ : gLB → GLB computes the exact flow operator, the inverse log∗ :
GLB → gLB inputs a flow map, and computes the vector field generating this flow.
In numerical analysis this is called the backward error analysis operator and is an
important tool for analysing numerical integrators. The GL-logarithm log∗ is defined
for α ∈ GLB as

log∗ α =
∞∑

n=1

(−1)n−1

n
(α − δ)∗n,

where δ ∈ GLB is the identity in the Lie–Butcher group, given as 〈δ, I〉 = 1 and
〈δ, ω〉 = 0 for ω ∈ OFC\{I}. The GL-logarithm can be computed via its dual oper-
ation, the eulerian idempotent e ∈ End(k〈OFC 〉) such that

〈log∗(α), ω〉 = 〈α, e(ω)〉.

To compute e, we introduce the augmented GL-coproduct defined as

Δ∗(ω) := Δ∗(ω) − ω ⊗ I − I ⊗ ω.
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The recursion for Δ∗(ω) (66)–(67) yields the following recursion for Δ∗(ω):

Δ∗(I) = −I ⊗ I (86)

Δ∗(ωL ×c ωR) = (Δ∗(ωL) + ωL ⊗ I)�� ×c (Δ∗(ωR) + ωR ⊗ I). (87)

The eulerian idempotent is computed as

e(ω) =
∑

n≥1

(−1)n−1

n
�� nΔ

n−1
∗ (ω),

where �� n is the shuffle of n arguments and Δ
n
∗ is the n-fold repeated application of

the augmented GL coproduct. See Table 7 on p. 40 for calculations of the eulerian
idempotent for all forests up to and including order 4.

Since α is a character, we obtain the following formula for the backward error

〈log∗(α), ω〉 =
∑

n≥1

(−1)n−1

n

∑

Δ
n−1
∗ (ω)

〈α,ω(1)〉 · 〈α,ω(2)〉 · · · 〈α,ω(n)〉. (88)

The development.
For a curve y(t) on a Lie group G, the development is a curve γ (t) ∈ g such that
y′(t) = γ (t)y(t), thus γ (t) = y′(t)y(t)−1 is given by the logarithmic derivative.
There is a corresponding9 combinatorial operation on GLB, given by a linear map
L : k〈OTC 〉 → k〈OTC 〉 called the Dynkin operator, such that

〈α·−1 · Dα,ω〉 = 〈α, L(ω)〉 for every α ∈ GLB. (89)

Lemma 4 The Dynkin operator L is computed as a convolution of endomorphisms,
L , S·, D ∈ End(H ′· ),

L = S. ∗ D := �� (S· ⊗ D)Δ·,

where H ′· is the Hopf algebra on k〈OTC 〉 with shuffle �� as product,
de-concatenation Δ· coproduct and antipode S·, and with grading |ω| counting nodes
in the forest. Explicitly we have

L(ω) =
∑

Δ·(ω)

S·(ω(1))�� ω(2)|ω(2)|. (90)

9Since the action of differentiation operators composes contravariantly, the order of right and left
is swapped in the mapping from LB-series to differential equations on manifolds.
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Table 7 Dynkin map L and Eulerian idempotent e for all forest up to and including order 4. Note
that the numbers under the terms are the coefficients to the terms
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Proof

〈α·−1 · Dα,ω〉 = 〈α·−1 ⊗ Dα,Δ·ω〉 =
∑

Δ·(ω)

〈α, S·(ω(1))〉〈α, D(ω(2))〉

= 〈α, S·(ω(1))�� Dω(2)〉 = 〈α, (S· ∗ D)(ω)〉.

�

Table 7 on p. 40 contain the Dynkin map applied to all ordered forests up to and
including order 4.

The inverse of the Dynkin map, denoted evol : gLB → GLB, yields a formal LB-
series solution to equations of Lie type, y′(t) = γ (t)y(t), for y(t) ∈ G, where γ (t) ∈
g is given by a LB-series. In [10] it is proven that

evol(α) = I +
∑

n≥1

∑

n1+···+nk =n

n j >0

αn1 ∗ αn2 ∗ · · · ∗ αnk

n1(n1 + n2) · · · (n1 + n2 + · · · + nk)
,

where α = ∑
k≥1 αk and |αk | = k and ∗ is the convolution inH ′· . For ω ∈ OFC\{I}

this yields

〈evol(α), ω〉 =
∑

n≥1

∑

Δn−1· (ω)

〈α,ω(1)〉 · 〈α, ω(2)〉 · · · 〈α, ω(n)〉
|ω(1)| · (|ω(1)| + |ω(2)|

) · · · (|ω(1)| + |ω(2)| + · · · + |ω(n)|
) ,

and from this we find the recursion formulae

〈evol(α), I〉 = 1 (91)

〈evol(α), ω〉 = 1

|ω|
∑

Δ·(ω)

〈evol(α), ω(1)〉 · 〈α,ω(2)〉 for ω ∈ OFC\{I}. (92)

5 Concluding Remarks

In this paper we have summarized the algebraic structures behind Lie–Butcher series.
For the purpose of computer implementations, we have derived recursive formulae
for all the basic operations on Lie–Butcher series that have appeared in the literature
over the last decade. The simplicity of the recursive formulae are surprising to us.
The GL-coproduct, the GL-exponential, the backward error and the inverse Dynkin
map are in our opinion significantly simpler in their recursive formulations than the
direct.
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5.1 Programming in Haskell

We are in the process of making a software library for computations with post-Lie
algebras and Lie-Butcher series. Aswe have seen in this paper, many of the structures
and operations have nice recursive definitions. Functional programming languages
are well suited for this type of implementation. Haskell is one of the most popular
functional programming languages, it is named after the logician Haskell B. Curry.
The development of Haskell started in 1987 after a meeting at the conference on
Functional Programming Languages and Computer Architecture (FPCA 87), where
the need for common language for research in functional programming languages
was recognized. Haskell has since grown into a mature programming language, not
only used in functional programming research but also in the industry.

Not only do Haskell encourage recursive definitions of functions, it also has
algebraic data types which give us the opportunity to define recursive data types.

Functional programming language will usually result in shorter and more precise
code compared to imperative languages. Mathematical ideas are often straightfor-
ward to translate into a functional language.

A feature of Haskell that come in handy when working with infinite structures
is lazy evaluation, meaning that an expression will not be computed before it is
needed. This is an excellent feature for working with Lie-Butcher series, since these
are infinite series. The infinite series can only be evaluated on finite data, and when
such a computation is requested the system performs the necessary intermediate
computations.

Mathematical ideas such as functors and monads are very important concept in
Haskell, for example IO in Haskell is implemented as a monad. Another example is
the vector space constructor in Haskell is a monad, which makes it very easy to linear
extend a function on basis element to a linear function between vector spaces. Two
other examples of monads are the free functor and the universal enveloping functor.
The elementary differential map of B-series and Lie–Butcher series fits also nicely
into this picture.

Finally, we remark that the proof assistant Coq can output Haskell code, so for
critical parts of the software one can prove correctness of the implementation in Coq
and then output this as verified Haskell code.
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Averaging and Computing Normal
Forms with Word Series Algorithms

Ander Murua and Jesús M. Sanz-Serna

Abstract In the first part of the present work we consider periodically or quasiperi-
odically forced systems of the form (d/dt)x = ε f (x, tω), where ε � 1, ω ∈ R

d

is a nonresonant vector of frequencies and f (x, θ) is 2π -periodic in each of the
d components of θ (i.e. θ ∈ T

d ). We describe in detail a technique for explicitly
finding a change of variables x = u(X, θ; ε) and an (autonomous) averaged system
(d/dt)X = εF(X; ε) so that, formally, the solutions of the given system may be
expressed in terms of the solutions of the averaged system by means of the rela-
tion x(t) = u(X (t), tω; ε). Here u and F are found as series whose terms consist
of vector-valued maps weighted by suitable scalar coefficients. The maps are easily
written downby combining theFourier coefficients of f and the coefficients are found
with the help of simple recursions. Furthermore these coefficients are universal in the
sense that they do not depend on the particular f under consideration. In the second
part of the contribution, we study problems of the form (d/dt)x = g(x) + f (x),
where one knows how to integrate the ‘unperturbed’ problem (d/dt)x = g(x) and
f is a perturbation satisfying appropriate hypotheses. It is shown how to explicitly
rewrite the system in the ‘normal form’ (d/dt)x = ḡ(x) + f̄ (x), where ḡ and f̄
are commuting vector fields and the flow of (d/dt)x = ḡ(x) is conjugate to that of
the unperturbed (d/dt)x = g(x). In Hamiltonian problems the normal form directly
leads to the explicit construction of formal invariants of motion. Again, ḡ, f̄ and the
invariants are written as series consisting of known vector-valued maps and universal
scalar coefficients that may be found recursively.
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1 Introduction

In this article we illustrate how to use word series to manipulate systems of dif-
ferential equations. Specifically we deal with the questions of high-order averaging
of periodically or quasiperiodically forced systems and reduction to normal form
of perturbations of integrable systems. The manipulations require operations with
complex numbers rather than with vector fields.

Word series are patterned after B-series [10], a well-known tool to analyse numer-
ical integrators (see [18] for a summary of the uses of formal series in the numerical
analysis of differential equations). While B-series are parameterized by rooted trees,
word series [14] possess one term for each word w that may be composed with the
letters of a suitable alphabet A [15]. Each term δw fw of a word series is the product
of a scalar coefficient δw and a vector field fw. The vector fields fw may be imme-
diately constructed and depend on the differential system under consideration. The
coefficients δw are universal, in the sense that they do not change with the particular
differential system being studied. Series of differential operators parameterized by
words (Chen–Fliess series) are very common, e.g. in control theory [9] and dynam-
ical systems [7] and have also been used in numerical analysis (see [11] among
others). As discussed in [14], word series are mathematically equivalent to Chen–
Fliess series, but being series of functions they are handled in a way very similar to
the way numerical analysts handle B-series. In the present work, as in [3–5, 13], the
formal series techniques originally introduced to analyze numerical integrators are
applied to the study of dynamical systems.

The structure of this article is as follows. The use of word series is briefly reviewed
in Sect. 2. Section 3 addresses the problem of averaging periodically or quasiperiod-
ically forced systems.We find a change of variables that formally reduces the system
to time-independent (averaged) form. Both the change of variables and the averaged
system are expressed by means of word series with universal coefficients that may
be computed by means of simple recursions. The averaged system obtained in this
way has favourable geometric properties. It is equivariant with respect to arbitrary
changes of variables, i.e., the operations of changing variables and averaging com-
mute. In addition averaging a Hamiltonian/divergence free/… system results in a
system that is also Hamiltonian/divergence free/…. Sections 4 and 5 are devoted to
the reduction to normal form of general classes of perturbed problems.

Let us discuss the relation between this article and our earlier contributions. The
problems envisaged here have been considered in [4]. However the treatment in [4]
makes heavy use of B-series; word series results are derived, by means of the Hopf



Averaging and Computing Normal Forms … 117

algebra techniques of [11], as a byproduct of B-series results. Here the circuitous
derivations of [4] are avoided by working throughout with word series, without any
reference to B-series. One of our aims when writing this article has been to provide
potential users ofword series techniques in application problemswith amore focused,
brief and clear guide than [4] provides. In addition, the class of perturbed problems
considered in Sects. 4 and 5 below is much wider than that considered in [4]. In [13]
we have recently addressed the reduction of perturbed problems to normal forms. The
treatment in [13] is based on the application of successive changes of variables; here
the normal form is directly obtained in the originally given variables. An application
of word series techniques to stochastic problems is provided in [1]. The article [12]
presents an application of the high-order averaging described here to a problem
arising in vibrational resonance.

All the developments in the article use formal series of smoothmaps. To streamline
the presentation the words ‘formal’ and ‘smooth’ are often omitted. By truncating the
formal expansions obtained in this article it is possible to obtain nonformal results,
as in [5] or [6], but we shall not be concerned with such a task.

2 Word Series

We begin by presenting the most important rules for handling word series. For proofs
and additional properties of word series, the reader is referred to [14].

2.1 Defining Word Series

Assume that A is a finite or infinite countable set of indices (the alphabet) and that
for each element (letter) � ∈ A, f�(y) is a map f� : Cd → C

d . Associated with each
nonempty word �1 · · · �n constructed with letters from the alphabet, there is a word
basis function. These are defined recursively by

f�1···�n (y) = f ′
�2···�n

(y) f�1(y), n > 1,

where f ′
�2···�n

(y) is the Jacobian matrix of f�2···�n (y). For the empty word, the corre-
sponding basis function is the identity map y �→ y. The set of all words (including
the empty word ∅) will be denoted by W and the symbol CW will be used to refer
to the vector space of all mappings δ : W → C. For δ ∈ C

W and w ∈ W , δw is the
complex number that δ associates with w. To each δ ∈ C

W there corresponds a word
series (relative to the mappings f�); this is the formal series

Wδ(y) =
∑

δ∈W
δw fw(y).
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The numbers δw, w ∈ W , are the coefficients of the series.
Let us present an example. If for each letter � ∈ A,λ�(t) is a scalar-valued function

of the real variable t , the solution of initial value problem

d

dt
y =

∑

�∈A

λ�(t) f�(y), y(t0) = y0 ∈ C
D (1)

has a formal expansion in terms of word series given by

y(t) = Wα(t;t0)(y0), (2)

where, for each t , t0, the coefficients αw(t; t0) are the iterated integrals

α�1···�n(t; t0) =
t∫

t0

dtn λ�n(tn)

tn∫

t0

dtn−1 λ�n−1(tn−1) · · ·
t2∫

t0

dt1 λ�1(t1). (3)

This series representation, whose standard derivation may be seen in e.g. [5] or [14],
is essentially the Chen series used in control theory. (An alternative derivation is
presented below.) Ofmuch importance in what follows is the fact that the coefficients
αw(t; t0) depend only on the λ�(t) in (1) and do not change with the vector fields
f�(y); on the contrary, the word basis functions fw(y) depend on the f�(y) and do
not change with the λ�(t).

2.2 The Convolution Product

The convolution product δ 
 δ′ ∈ C
W of two elements δ, δ′ ∈ C

W is defined by

(δ 
 δ′)�1···�n = δ∅δ′
�1···�n

+
n−1∑

j=1

δ�1···� j δ
′
� j+1···�n

+ δ�1···�n δ
′
∅, n ≥ 1

((δ 
 δ′)∅ = δ∅δ′
∅). The operation 
 is not commutative, but it is associative and has

a unit (the element 11 ∈ C
W with 11 ∅ = 1 and 11 w = 0 for w 	= ∅).

If w and w′ are words, their shuffle product will be denoted by w 

 w′; this is the
formal sum of all words that may be formed by interleaving the letters ofw with those
of w′ without altering the order in which those letters appear within w or w′ (e.g.,
�m 

 n = �mn + �nm + n�m). The set G consists of those γ ∈ C

W that satisfy the
following shuffle relations: γ∅ = 1 and, for each w, w′ ∈ W ,

γwγw′ =
N∑

j=1

γw j if w 

 w′ =
N∑

j=1

w j .
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This set is a group for the operation 
. For each t and t0 the element α(t; t0) ∈ C
W

in (3) belongs to the group G .
For γ ∈ G , δ ∈ C

W ,
Wδ

(
Wγ (x)

) = Wγ 
δ(x). (4)

In words: the substitution of Wγ (x) in an arbitrary word series Wδ(x) gives rise to a
new word series whose coefficients are given by the convolution product γ 
 δ. We
emphasize that this result does not hold for arbitrary γ ∈ C

W , the hypothesis γ ∈ G
is essential.

Another property of the word series Wγ (y) with γ ∈ G is its equivariance [18]
with respect to arbitrary changes of variables y = C(ȳ). If f̄�(ȳ) is the result (pull-
back) of changing variables in the field f�(y), i.e.,

f̄�(ȳ) = C ′(ȳ)−1 f�(C(ȳ)),

and W̄γ (ȳ) denotes the word series with coefficients γw constructed from the fields
f̄�(ȳ), then

C
(
W̄γ (ȳ)

) = Wγ (C(ȳ)).

We denote by g the vector subspace of CW consisting of those β that satisfy the
following shuffle relations: β∅ = 0 and for each pair of nonempty words w, w′,

N∑

j=1

βw j = 0 if w 

 w′ =
N∑

j=1

w j .

It is easily proved that the elements β ∈ g are precisely the velocities (d/dt)γ (0)
at t = 0 of the smooth curves t �→ γ (t) ∈ G with γ (0) = 11 , i.e., if G is formally
viewed as a Lie group, then g is the corresponding Lie algebra. In fact, G and g are
the group of characters and the Lie algebra of infinitesimal characters of the shuffle
Hopf algebra (see [14] for details).

2.3 Universal Formulations

Let us consider once more the differential system (1). Define, for fixed t , β(t) ∈ g ⊂
C

W by β�(t) = λ�(t), for each � ∈ A, and βw(t) = 0 if the word w is empty or has
≥2 letters. Then the right hand-side of (1) is simply the word series Wβ(t)(y). We
look for the solution y(t) in the word series form (2), with undetermined coefficients
αw(t; t0) that have to be determined and have to belong to the group G . By using the
formula (4), we may write
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∂

∂t
Wα(t;t0)(y0) = Wβ(t)

(
Wα(t;t0)(y0)

) = Wα(t;t0)
β(t)(y0),

Wα(t0,t0)(y0) = y0 = W 11 (y0),

and these equations will be satisfied if

∂

∂t
α(t; t0) = α(t; t0) 
 β(t), α(t0, t0) = 11 . (5)

This is an initial value problem for the curve t �→ α(t; t0) in the group G (t0 is
a parameter) and may be uniquely solved by successively determining the values
αw(t; t0) for words of increasing length. In fact, for the empty word, the requirement
α(t; t0) ∈ G implies α∅(t; t0) = 1. For words with one letter � ∈ A, using β∅(t) = 0
and the definition of the convolution product 
, we have the conditions

∂

∂t
α�(t; t0) = β�(t)α∅(t; t0) = λ�(t), α�(t0, t0) = 0,

that lead to

α�(t; t0) =
t∫

t0

dt1λ�(t1).

This proceduremaybe continued (see [14] for details) to determine uniquelyαw(t; t0)
for all words w ∈ W . In addition, for each t and t0, the element α(t; t0) ∈ C

W found
in this way belongs to G , as it was desired. Of course this element coincides with
that defined in (3).

In going from (1) to (5) we move from an initial value problem for the vector-
valued function y(t) to a seemingly more complicated initial value problem for the
function α(t)with values inG . However the abstract problem inG is linear and easily
solvable. Of equal importance to us is the fact that (5) is universal in the sense that,
once it has been integrated, one readily writes, by changing the word basis functions,
the solution (2) of each problem obtained by replacing in (1) the mappings f�(y) by
other choices. In particular the universal character of the formulation implies that (5)
is independent of the dimension D of (1).

3 Averaging of Quasiperiodically Forced Systems

In this section, we consider the oscillatory initial value problem

d

dt
y = ε f (y, tω), y(t0) = y0 ∈ C

D, (6)
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in a long interval t0 ≤ t ≤ t0 + L/ε. The vector field f (y, θ) is 2π -periodic in each of
the scalar components (angles) θ1,…, θd of θ (i.e., θ ∈ T

d ) andω is a constant vector
of frequencies ω1, …, ωd . These are assumed to be nonresonant i.e. k · ω 	= 0 for
each multiindex k ∈ Z

d , k 	= 0; resonant problems may be rewritten in nonresonant
formby reducing the number of frequencies. Thus the forcing in (6) is quasiperiodic if
d > 1 and periodic if d = 1. Our aim is to find a time-dependent change of variables
y = U (Y, tω; ε) that formally brings the differential system (6) into autonomous
form [16]. Our approach is based on a universal formulation, analogous to the one
we used above to deal with (1).

3.1 The Solution of the Oscillatory Problem

After Fourier expanding

f (y, θ) =
∑

k∈Zd

exp(ik · θ) f̂k(y),

the problem (6) becomes a particular case of (1); each letter � is a multiindex k ∈ Z
d ,

f�(y) = fk(y) = ε f̂k(y), and

λ�(t) = exp(ik · ωt). (7)

Each word basis function fw(y) contains the factor εn if w has length n. The first
few coefficients (iterated integrals) αw(t; t0) in (3) are easily computed; here are a
few instances

α∅(t; t0) = 1,

α0(t; t0) = t − t0,

αk(t; t0) = i
(
exp(ik · ωt0) − exp(ik · ωt)

)

k · ω
, k 	= 0,

α00(t; t0) = (t − t0)2

2
,

αkl(t; t0) = i(t − t0)

k · ω
+ 1 − exp(ik · ωt) exp(−ik · ωt0)

(k · ω)2
, k 	= 0, l = −k. (8)

Note the oscillatory components present in some of the coefficients.
The following result shows how the coefficientsαw(t; t0) can be determined recur-

sively without explicitly carrying out the integrations in (3).

Proposition 1 The coefficients (3) with the λ�(t) given by (7) are uniquely deter-
mined by the recursive formulas
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αk(t; t0) = i
(
exp(ik · ωt0) − exp(ik · ωt)

)

k · ω
,

α0r (t; t0) = (t − t0)
r/r !,

α0r k(t; t0) = i

k · ω
(α0r−1k(t; t0) − α0r (t; t0)e

ik·ωt ),

αkl1···ls (t; t0) = i

k · ω
(eik·ωt0αl1···ls (t; t0) − α(k+l1)l2···ls (t; t0)),

α0r kl1···ls (t; t0) = i

k · ω
(α0r−1kl1···ls (t; t0) − α0r (k+l1)l2···ls (t; t0)), (9)

where r ≥ 1, k ∈ Z
d\{0}, and l1, . . . , ls ∈ Z

d .

Proof It is useful to point out that the formulas (9) are found by evaluating the
innermost integral in (3). To prove the proposition we show that the coefficients
αk1···kn (t; t0) uniquely determined by (9) coincide with those in (3). The latter satisfy,
for all words w = k1 · · · kn ,

d

dt
αk1···kn (t; t0) = exp(ikn · ωt)αk1···kn−1(t; t0), αk1···kn (t0; t0) = 0. (10)

We prove by induction on n that the coefficients in (9) also satisfy (10). One can
trivially check the case n = 1. For each word w = k1 · · · kn with n > 1, one arrives
at (10) by differentiating with respect to t both sides of the equality in (9) that
determines αk1···kn (t; t0) and applying the induction hypothesis. �

3.2 The Transport Equation

It follows from Proposition 1 that each αw(t; t0) is of the form

αw(t; t0) = Γw(t − t0, ωt;ωt0), (11)

where Γw(τ, θ; θ0) is a suitable scalar-valued function, which is, as a function of
τ ∈ R, a polynomial and as a function of θ ∈ T

d (or of θ0 ∈ T
d ) a trigonometric

polynomial. For instance, for k 	= 0, l = −k, (see (8)),

Γkl(τ, θ; θ0) = iτ

k · ω
+ 1 − exp(ik · θ) exp(−ik · θ0)

(k · ω)2
.

Of course the Γw can be found recursively by mimicking (9). The following result
summarizes this discussion.

Theorem 1 Define, for each w ∈ W , Γw(τ, θ; θ0) by means of the following recur-
sions. Γ∅(τ, θ; θ0) = 1, and given r ≥ 1, k ∈ Z

d − {0}, and l1, . . . , ls ∈ Z
d ,
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Γk(τ, θ; θ0) = i

k · ω
(eik·θ0 − eik·θ ),

Γ0r (τ, θ; θ0) = τ r/r !,
Γ0r k(τ, θ; θ0) = i

k · ω
(Γ0r−1k(τ, θ; θ0) − Γ0r (τ, θ; θ0)e

ik·θ ),

Γkl1···ls (τ, θ; θ0) = i

k · ω
(eik·θ0Γl1···ls (τ, θ; θ0) − Γ(k+l1)l2···ls (τ, θ; θ0)),

Γ0r kl1···ls (τ, θ; θ0) = i

k · ω
(Γ0r−1kl1···ls (τ, θ; θ0) − Γ0r (k+l1)l2···ls (τ, θ; θ0)). (12)

Then, for each w ∈ W , Γw(τ, θ; θ0) is a polynomial in τ and a trigonometric poly-
nomial in θ and in θ0 and the coefficient αw(t; t0) of the oscillatory solution satisfies
(11).

Substituting (11) in the initial value problem (5) that characterizes α(t; t0), we
find, after using the chain rule,

∂

∂τ
Γ (t − t0, tω; t0ω) + ω · ∇θΓ (t − t0, tω; t0ω) = Γ (t − t0, tω; t0ω) 
 B(tω),

Γ (0, t0ω; t0ω) = 11 ,

where B(θ) ∈ g is defined as Bk(θ) = exp(ik · θ), k ∈ Z
d , and Bw(θ) = 0 if the

length of w is not 1. We thus have that for all (τ, θ; θ0) of the form (t − t0, tω; t0ω),
the following equation is valid:

∂

∂τ
Γ (τ, θ; θ0) + ω · ∇θΓ (τ, θ; θ0) = Γ (τ, θ; θ0) 
 B(θ), Γ (0, θ0; θ0) = 11 .

(13)

Actually, it can be proved, by mimicking the proof of Proposition 1 (with d/dt
replaced by the operator ∂/∂τ + ω · ∇θ ), that (13) holds for arbitrary (τ, θ; θ0) ∈
R × T

d × T
d .

We have thus found a transport equation forΓ as a function of τ and θ (θ0 plays the
role of a parameter).1 For this partial differential equation, a standard initial condition
would prescribe the value ofΓ (0, θ; θ0) as a function of θ ∈ T

d (and of the parameter
θ0); in (13), Γ (0, θ; θ0) is only given at the single point θ = θ0. Therefore (13) may
be expected to have many solutions; only one of them is such that, for each w ∈ W ,
Γw(τ, θ; θ0) depends polynomially on τ as we shall establish in Proposition 2. We
shall use an auxiliary result whose simple proof will be ommitted (cf. Lemma 2.4 in
[4]):

1The presence of this parameter is linked to the fact that the transport equation is nonautonomous
in the variable θ .
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Lemma 1 Let the vector ω ∈ R
d be nonresonant. If a smooth function z : R × T

d →
C satisfies

∂

∂τ
z(τ, θ) + ω · ∇θ z(τ, θ) = 0, z(0, θ0) = 0,

and z(τ, θ) is polynomial in τ , then z(τ, θ) is identically zero.

Proposition 2 The function Γ (τ, θ; θ0) given in Theorem 1 is the unique solution
of problem (13) such that each Γw(τ, θ; θ0)), w ∈ W , is smooth in θ and polynomial
in τ .

Proof Let δ(τ, θ; θ0) denote the difference of two solutions of (13). Then, for each
w ∈ W , δw(0, θ0; θ0) = 0 and

∂

∂τ
δw(τ, θ; θ0) + ω · ∇θ δw(τ, θ; θ0)

vanishes provided that the value of δ(τ, θ; θ0) at words with less letters thanw vanish
identically. Lemma 1 then allows us to prove, by induction on the number of letters,
that δw(τ, θ; θ0) ≡ 0 for all w ∈ W . See [4], Sect. 2.4 for a similar proof. �

The transport problem is used in the proof of the following two theorems, which
in turn play an important role in averaging.

Theorem 2 For each τ ∈ R, θ ∈ T
d , θ0 ∈ T

d , the element Γ (τ, θ; θ0) ∈ C
W

belongs to G .

Proof The proof is very similar to the proof given in Sect. 6.1.4 of [14] for nonau-
tonomous ordinary linear differential equations in G . We have to prove that

∑

j

Γw j (τ, θ; θ0) = Γw(τ, θ; θ0)Γw′(τ, θ; θ0) (14)

for w, w′ ∈ W , with w 

 w′ = ∑
j w j . This is established by induction on the sum

of the number of letters of w and w′. Proceeding as in [14], by application of the
induction hypothesis one arrives at

(
∂

∂τ
+ ω · ∇θ )

⎛

⎝
∑

j

Γw j (τ, θ; θ0) − Γw(τ, θ; θ0)Γw′(τ, θ; θ0)

⎞

⎠ = 0.

Since (14) holds at (τ, θ) = (0, θ0), Lemma 1 implies that it does so for each
value of (τ, θ) ∈ R × T

d . �

Theorem 3 For arbitrary τ1, τ2 ∈ R and θ0, θ1, θ2 ∈ T
d ,

Γ (τ1, θ1; θ0) 
 Γ (τ2, θ2; θ1) = Γ (τ1 + τ2, θ2; θ0).
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Proof One can check that both γ (τ, θ) = Γ (τ1, θ1; θ0) 
 Γ (τ − τ1, θ; θ1) and
γ (τ, θ) = Γ (τ, θ; θ0) satisfy the following three conditions:

• for each w ∈ W , γw(τ, θ) is smooth in θ and depends polynomially on τ ,
• γ (τ1, θ1) = Γ (τ1, θ1; θ0), and
• for all τ ∈ R and all θ ∈ T

d ,

∂

∂τ
γ (τ, θ) + ω · ∇θγ (τ, θ) = γ (τ, θ) 
 B(θ).

Proceeding as in the proof of Proposition 2, one concludes that there is a unique
γ (τ, θ) satisfying the three conditions above. The required result is thus obtained by
setting τ = τ1 + τ2 and θ = θ2. �

In particular

Γ (τ1, θ0; θ0) 
 Γ (τ2, θ0; θ0) = Γ (τ1 + τ2, θ0; θ0),

Γ (0, θ1; θ0) 
 Γ (0, θ2; θ1) = Γ (0, θ2; θ0),

for arbitrary τ1, τ2 ∈ R, θ0, θ1, θ2 ∈ T
d . The first of these identities shows that, as

τ varies with θ0 fixed, the elements Γ (τ, θ0; θ0) form a one-parameter subgroup
of G . The second identity is similar to what is sometimes called two-parameter
group property of the solution operator of nonautonomous differential equations. Of
course these identities reflect the fact that the transport equation is autonomous in τ

and nonautonomous in θ .

3.3 The Averaged System and the Change of Variables

Before we average the oscillatory problem (6), we shall do so with the corresponding
universal problem (5) in G , whose solution α has been represented in (11) by means
of the auxiliary function Γ (τ, θ; θ0). Note that the oscillatory nature of α is caused
by the second argument in Γ (each Γw, w ∈ W , is a polynomial τ ). Consider then
the G -valued function of t defined by

ᾱ(t; t0) = Γ (t − t0, t0ω; t0ω), (15)

where the second argument in Γ has been frozen at its initial value. This satisfies
ᾱ(t0; t0) = Γ (0, t0ω; t0ω), or, fromProposition 2, ᾱ(t0; t0) = 11 so that ᾱ(t; t0) coin-
cides with α(t; t0) at the initial time t = t0. Furthermore, due to the trigonometric
dependence on θ , if d = 1 (periodic case), ᾱ(t; t0) = Γ (t − t0, t0ω; t0ω) coincides
with α(t; t0) = Γ (t − t0, tω; t0ω) at all times of the form t = t0 + 2kπ/ω, k integer.
If d > 1 (quasiperiodic case), as t varies, the point tω ∈ T

d never returns to the initial
position t0ω; however it returns infinitely often to the neighborhood of t0ω. To sum
up, the nonoscillatory ᾱ(t; t0) is a good description of the long-term evolution of
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α(t; t0) and, in fact, we shall presently arrange things in such a way that ᾱ(t; t0) is
the solution of the averaged version of the problem (5).

Having identified the averaged solution, let us find the averaged problem. From
Theorem 3, for each τ1 and τ2,

ᾱ(t0 + τ1 + τ2; t0) = ᾱ(t0 + τ1; t0) 
 ᾱ(t0 + τ2; t0)

so that, as τ varies, the elements ᾱ(t0 + τ ; t0) form a (commutative) one-parameter
group ⊂ G . Therefore ᾱ(t; t0) is the solution of the autonomous problem

d

dt
ᾱ(t; t0) = ᾱ(t; t0) 
 β̄(t0), ᾱ(t0; t0) = 11 , (16)

with

β̄(t0) = d

dt
ᾱ(t; t0)

∣∣∣∣
t=t0

. (17)

For completeness we include here a proof of this fact, which is well known in the
theory of differential equations,

d

dt ′
ᾱ(t ′; t0) = d

dt
ᾱ(t ′ + t − t0; t0)

∣∣∣∣
t=t0

= d

dt
ᾱ(t ′; t0) 
 ᾱ(t; t0)

∣∣∣∣
t=t0

= ᾱ(t ′; t0) 
 β̄(t0).

Note that (17) implies that β̄(t0) ∈ g.
After having found the averaged problem (16), we invoke once more Theorem 3

and write

α(t; t0) = Γ (t − t0, tω; t0ω)

= Γ (t − t0, t0ω; t0ω) 
 Γ (0, tω; t0ω)

= ᾱ(t; t0) 
 Γ (0, tω; t0ω).

Thus, if we define
κ(θ; t0) = Γ (0, θ; t0ω), (18)

then κ depends periodically on the components of θ and κ(tω; t0) relates the averaged
solution ᾱ and the oscillatory solution α in the following way:

α(t; t0) = ᾱ(t; t0) 
 κ(tω; t0). (19)

To sum up, we have proved:

Theorem 4 For θ ∈ T
d define κ(θ; t0) ∈ G by (18). Then the solution of the problem

(5) has the representation (19), where ᾱ(t; t0) satisfies the autonomous (averaged)
initial value problem (16)–(17) with β̄(t0) ∈ g. Furthermore ᾱ(t; t0) may be found
by means of (15).
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By inserting the word basis functions to obtain the corresponding series and
recalling that the operation 
 for the coefficients represents the composition of the
series, we conclude:

Theorem 5 With the notation of the preceding theorem, the solution of (6) may be
represented as

y(t) = Wκ(tω;t0)(Y (t))

where Y (t) = Wᾱ(t;t0)(y0) solves the autonomous (averaged) initial value problem

d

dt
Y = Wβ̄(t0)(Y ), Y (t0) = y0.

3.4 Geometric Properties

Since β̄(t0) is in the Lie algebra g, the Dynkin–Specht–Wever theorem [8], implies
that the word series for the averaged vector field may be rewritten in terms of iterated
Lie-Jacobi brackets

Wβ̄(t0)(y) =
∞∑

r=1

∑

k1,...,kr ∈Zd

εr

r
βk1···kr (t0) [[· · · [[ fk1 , fk2 ], fk3 ] · · · ], fkr ](y). (20)

(The bracket is defined by [ f, g](y) = g′(x) f (y) − f ′(y)g(y).)
It follows from (20) that if all the fk belong to a given Lie subalgebra of the Lie

algebra of all vector fields (e.g., if they are all Hamiltonian or all divergence free),
then the averaged vector field will also lie in that subalgebra (i.e., will be Hamiltonian
or divergence free).

Additionally, the averaging procedure described above is equivariantwith respect
to arbitrary changes of variables: changing variables y = C(ȳ) in the oscillatory
problem, followed by averaging, yields the same result as changing variables in the
averaged system. This is a consequence of the equivariance of word series with
coefficients in G .

3.5 Finding the Coefficients

From (15), (respectively (18)) the quantities ᾱw(t; t0) (respectively κw(θ; t0)), w ∈
W , may be found recursively by setting τ = t − t0, θ = θ0 = t0ω (respectively τ =
0, θ0 = t0ω) in the formulas for Γw(τ, θ; θ0) provided in Theorem 1. The following
recurrences for β̄(t0) are easily found via (17).
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Theorem 6 Given r ≥ 1, k ∈ Z
d\{0}, and l1, . . . , ls ∈ Z

d ,

β̄k(t0) = 0,

β̄0(t0) = 1,

β̄0r+1(t0) = 0,

β̄0r k(t0) = i

k · ω
(β̄0r−1k(t0) − β̄0r (t0)e

ik·ωt0),

β̄kl1···ls (t0) = i

k · ω
(eik·ωt0 β̄l1···ls (t0) − β̄(k+l1)l2···ls (t0)),

β̄0r kl1···ls (t0) = i

k · ω
(β̄0r−1kl1···ls (t0) − β̄0r (k+l1)l2···ls (t0)).

In the particular case t0 = 0, after computing the coefficients β̄w(0) for words
with ≤3 letters by means of the formulas in the theorem, we obtain, with the help
of the Jacobi identity for the bracket and the shuffle relations, the following explicit
formula for the averaged system:

d

dt
Y = ε f0 + ε2F2 + ε3F3 + O(ε4),

where

F2 =
∑

k>−k

i

k · ω
([ fk − f−k, f0] + [ f−k, fk]),

F3 =
∑

k 	=0

1

(k · ω)2

(
[ f0, [ f0, fk]] + [ fk, [ fk, f−k]] − 1

2
[ fk, [ fk, f−2k]] + [ f−k, [ fk, f0]]

)

+
∑

0 	=m 	=−l 	=0

−1

(l · ω)((m + l) · ω)
[ fm, [ fl, f0]]

+
∑

−l>k<l, k 	=0

1

(k · ω)(l · ω)
[ f−l, [ fl, fk]]

+
∑

m>k<−k
m+k 	=0

−1

(k · ω)(m · ω)
[ fm, [ f−k, fk]]

+
∑

0 	=m 	=±l 	=0
m>−m−l<l

−1

(m · ω)((m + l) · ω)
[ fm, [ fl, f−m−l]].

In these formulas < is some total ordering in the set of multi-indices Zd such that
k > 0 for k 	= 0.
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3.6 Changing the Initial Time

There would have been no loss of generality if in (6) we had taken the initial time
t0 to be 0, as the general case may be reduced to the case where t0 = 0 by a change
of variables t → t ′ + t0. Here we give formulas that express Γ (τ, θ; θ0) in terms of
Γ (τ, θ − θ0; 0) and therefore allows one to express the coefficients α(t; t0), β̄(t0),
…in terms of the coefficients α(t; 0), β̄(0), …

We introduce, for each θ ∈ T
d , the linear map Ξθ : CW → C

W defined as fol-
lows: given δ ∈ C

W , (Ξθδ)∅ = δ∅, and for each word w = k1 · · · kn with n > 0
letters,

(Ξθδ)k1···kn = ei(k1+···+kn)·θ δk1···kn .

Note that Ξθ is actually an algebra automorphism, as it preserves the convolution
product: Ξθ(δ 
 δ′) = (Ξθδ) 
 (Ξθδ

′), if δ, δ′ ∈ C
W . In addition it maps G into G .

The following result may be proved by induction on the number of letters using
the recursive formulas (12), or, alternatively, by using the transport equation.

Proposition 3 For each τ ∈ R and θ, θ0 ∈ T
d ,

Γ (τ, θ; θ0) = Ξθ0Γ (τ, θ − θ0; 0).

As a consequence we have (cf. Theorem 3):

Corollary 1 For arbitrary τ1, τ2 ∈ R and θ1, θ2 ∈ T
d ,

Γ (τ1, θ1; 0) 
 Ξθ1Γ (τ2, θ2; 0) = Γ (τ1 + τ2, θ1 + θ2; 0).

4 Autonomous Problems

In this section consider a general class of perturbed autonomous problems. By build-
ing on the foundations laid down above we provide a method for reducing them to
normal form.

4.1 Perturbed Problems

We now study initial value problems

d

dt
x = g(x) + f (x), x(0) = x0, (21)

where f, g : CD → C
D . In the situations we have in mind, this system is seen as

a perturbation of the system (d/dt)x = g(x) whose solutions are known. In what
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follows we denote by g j , j = 1, . . . , d, a family of linearly independent vector fields
that commute with each other (i.e. [g j , gk] = 0) and, for each u = [u1, · · · , ud ] ∈
C

d , we set

gu =
d∑

j=1

u j g j . (22)

We always work under the following hypotheses:

• f may be decomposed as
f (x) =

∑

�∈A

f�(x) (23)

for a set of indices A, referred to as the alphabet as in the preceding sections.
• For each j = 1, . . . , d and each � ∈ A, there is ν j,� ∈ C such that

[g j , f�] = ν j,� f�. (24)

• There is v ∈ C
d such that g = gv.

• The alphabet A is an additive monoid with neutral element 0,2 such that, for each
j = 1, . . . , d and �, �′ ∈ A, ν j,�+�′ = ν j,� + ν j,�′ . In particular, ν j,0 = 0 for all j .

• The vector v = (v1, . . . , vd) ∈ C
d is non-resonant, in the sense that, given � ∈ A,

v1ν1,� + · · · + vdνd,� = 0 if and only if � = 0.

The following proposition, whose proof may be seen in [13], shows that (24) may
be reformulated in terms of the flows ϕu at time t = 1 of the vector fields gu , u ∈ C

d .
Here and later, we use the notation

νu
� = u1ν1,� + · · · + udνd,�.

Proposition 4 Equation (24) is equivalent to the requirement that for each x ∈ R
D,

u ∈ C
d , � ∈ A,

ϕ′
u(x)−1 f�(ϕu(x)) = exp(νu

� ) f�(x). (25)

Before providing examples of systems that satisfy the hypotheses above, we shall
obtain a word series representation of the solution of (21). Use the ansatz x(t) =
ϕtv(z(t)) and invoke (25), to find that z(t) must be the solution of

d

dt
z =

∑

�∈A

exp(tνv
� ) f�(z), z(0) = x0.

Since this problem is of the form (1) with

λ�(t) = exp(t νv
� ), � ∈ A, (26)

2Recall that this means that A possesses a binary operation + that is commutative and associative
and such that 0 + � = � for each � ∈ A.
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we find that z(t) = Wα(t;0)(x0), where the coefficients α(t; 0) ∈ G are given by (3).
In what follows, we will simply write α(t) = α(t; 0). Thus the solution of (21) has
the representation

x(t) = ϕtv(Wα(t)(x0)). (27)

Note that the coefficientsαw(t)depend on v and the ν j,� but are otherwise independent
of g and f�, � ∈ A.

Systems that satisfy the assumptions include the following (additional examples
and further discussion may be seen in [13]):

Example 1 Consider systems of the form

d

dt
x = Lx + f (x), (28)

where L is a diagonalizable D × D matrix and each component of f (x) is a power
series in the components of x . Letμ1, …,μd denote the distinct nonzero eigenvalues
of L , so that L may be uniquely decomposed as

L = μ1L1 + · · · + μd Ld ,

where the D × D matrices L1, . . . , Ld are projectors (L2
j = L j ) with L j Lk = 0

if j 	= k. Thus (22) holds for g j (x) = L j x , v j = μ j . Furthermore (see [13] for
details) f may be decomposed as f = ∑

k fk, where the ‘letters’ k are elements
of Zd , k = [k1, . . . , kd ], and, for each j and k, [L j , fk] = k j fk. Analytic systems
of differential equations having an equilibrium at the origin are of the form (28),
provided that the linearization at the origin is diagonalizable; the perturbation f then
contains terms of degree >1 in the components of x .

As we shall point out later, Theorem 11 addresses the well-known problem, which
goes back to Poincaré and Birkhoff [2], of reducing (28) to normal form.

Example 2 Consider next real systems of the form

d

dt

[
y
θ

]
=

[
0
ω

]
+ f (y, θ), (29)

where y ∈ R
D−d , 0 < d ≤ D, ω ∈ R

d is a vector of frequencies ω j 	= 0, j =
1, . . . , d, and θ comprises d angles, so that f (y, θ) is 2π -periodic in each com-
ponent of θ with Fourier expansion

f (y, θ) =
∑

k∈Zd

exp(ik · θ) f̂k(y).
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After introducing the functions

fk(y, θ) = exp(ik · θ) f̂k(y), y ∈ R
D−d , θ ∈ R

d ,

the system takes the form (21) with x = (y, θ) and

g(y, θ) =
[
0
ω

]
.

The decomposition (23) holds for the monoid A = Z
d , and, if each g j (x) is taken

to be a constant unit vector, then g = gv, v j = ω j ( j = 1, . . . , d). In addition, (24)
is satisfied with ν j,k = i k j , for each j = 1, . . . , d and each k = (k1, . . . , kd) ∈ A.
Thus the nonresonance condition above (i.e., v1ν1,� + · · · + vdνd,� = 0 if and only if
� = 0) now becomes the well-known requirement that k1ω1 + · · · + kdωd = 0 with
integer k j , j = 1, . . . , d, only if all k j vanish.

In the particular case where the last d components of f vanish identically, the
differential equations for θ yield θ = ωt + θ0, and (29) becomes a nonautonomous
system for y of the form (6). Thus, the format (21) is a wide generalization of the
format studied in the preceding section.

4.2 The Transport Equation. Normal Forms

All the results obtained in Sect. 3.2 can be generalized to the case at hand. We shall
omit the proofs of the results that follow when they may be obtained by adapting the
corresponding proofs in Sect. 3.

We first provide recurrences to find the coefficients required in (27).

Theorem 7 Given τ ∈ R, u ∈ C
d , define, for each w ∈ W ,γw(τ, u) ∈ Cby means of

the following recursions. γ∅(τ, u) = 1, and for r ≥ 1, �0 ∈ A\{0}, and �1, . . . , �n ∈
A,

γ�0(τ, u) = 1

νv
�0

(exp(νu
�0

) − 1),

γ0r (τ, u) = τ r/r !,
γ0r �0(τ, u) = γ0r (τ, u) exp(νu

�0
) − γ0r−1�0(τ, u)

νv
�0

,

γ�0�1···�n (τ, u) = γ(�0+�1)�2···�n (τ, u) − γ�1···�n (τ, u)

νv
�0

,

γ0r �0�1···�n (τ, u) = γ0r (�0+�1)�2···�n (τ, u) − γ0r−1�0�1···�n (τ, u)

νv
�0

.

(30)

Then, for each w ∈ W ,
αw(t) = γw(t, tv).
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The transport problem (cf. (13)) is:

∂

∂τ
γ (τ, u) + v · ∇uγ (τ, u) = γ (τ, u) 
 B(u), γ (0, 0) = 11 . (31)

where B(u) ∈ g is defined as B�(u) = exp(νu
� ), � ∈ A, and Bw(u) = 0 if the length

of w ∈ W is not 1.
Lemma 1 needs some adaptation to the present circumstances. We say that a

complex-valued function is polynomially smooth if it is a linear combination of
terms of the form τ k exp(νu

� ), j = 1, 2, 3, . . ., � ∈ A. For each w ∈ W , the function
γw : R × C

d → C in Theorem 7 is clearly polynomially smooth.

Lemma 2 Let the vector v ∈ C
d be nonresonant. If a polynomially smooth function

z : R × C
d → C satisfies

∂

∂τ
z(τ, u) + v · ∇uz(τ, u) = 0, z(0, 0) = 0,

then z(τ, u) is identically zero.

Instead of Proposition 2 and Theorem 2, we now have the following result.

Theorem 8 The function γ (τ, u) given in Theorem 7 is the unique solution of prob-
lem (31) such that each γw : R × C

d → C, w ∈ W , is polynomially smooth. Fur-
thermore, for each τ ∈ R, u ∈ C

d , the element γ (τ, u) ∈ C
W belongs to G .

Our next aim is to derive a result similar to Theorem 3. We need to introduce, for
each u ∈ C

d , the algebra map Ξu : CW → C
W defined as follows: Given δ ∈ C

W ,
(Ξuδ)∅ = δ∅, and for each word w = �1 · · · �n with n ≥ 1 letters,

(Ξuδ)�1···�n = exp(νu
�1+···+�n

)δ�1···�n .

This generalizes the map Ξθ we used in Sect. 3.

Theorem 9 For arbitrary τ1, τ2 ∈ R and u1, u2 ∈ C
d ,

γ (τ, u) 
 (Ξuγ (τ ′, u′)) = γ (τ + τ ′, u + u′).

Let us provide an interpretation of the last result in terms of maps in C
D (rather

than in terms of elements of G ). In [13], it is proved that, for arbitrary δ ∈ G and
u ∈ C

d

Wδ(ϕu(x)) = ϕu(WΞuδ(x)). (32)

If we denote, for each (τ, u) ∈ R × C
d ,

Φτ,u(x) = ϕu(Wγ (τ,u)(x)),

then, for arbitrary τ, τ ′ ∈ R and u, u′ ∈ C
d ,
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Φτ,u(Φτ ′,u′(x)) = ϕu(Wγ (τ,u)(ϕu′(Wγ (τ ′,u′)(x))))

= ϕu(ϕu′(WΞuγ (τ,u)(Wγ (τ ′,u′)(x))))

= ϕu+u′(Wγ (τ+τ ′,u+u′)(x))

= Φτ+τ ′,u+u′(x).

We have successively used the definition of Φ, Eq. (32), Theorem 9, Eq. (4), and,
again, the definition of Φ. To sum up, we have proved the following result, which
generalizes Proposition 5.3 in [4].

Theorem 10 For arbitrary τ, τ ′ ∈ R and u, u′ ∈ C
d ,

Φτ,u ◦ Φτ ′,u′ = Φτ+τ ′,u+u′

Since, in view of (27), the solution x(t) may be written as x(t) = Φt,tv(x0), the
theorem implies the representations

x(t) = Φ0,tv(Φt,0(x0)) = Φt,0(Φ0,tv(x0)). (33)

The group property Φt,0 ◦ Φt ′,0 = Φt+t ′,0 implies that Φt,0(x) = Wγ (t,0)(x) is the
t-flow of the autonomous system

d

dt
X = Wβ̄ (X),

where β̄ ∈ g is given by

β̄ = d

dt
γ (t, 0)

∣∣∣∣
t=0

. (34)

Similarly,Φ0,tu ◦ Φ0,t ′u = Φ0,(t+t ′)u , implies that, for each fixed u ∈ C
d ,Φ0,tu(x)

= ϕtu(Wγ (0,tu)(x)) is the t-flow of an autonomous system

d

dt
x = g̃u(x);

differentiation with respect to t of the flow at t = 0 reveals that

g̃u(x) = gu(x) + Wρ(u)(x), (35)

where ρ(u) ∈ g is given by

ρ(u) = d

dt
γ (0, tu)

∣∣∣∣
t=0

.
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Since, from Theorem 10, the flowsΦt,0,Φ0,tu(x),Φ0,tu′(x), u, u′ ∈ C
d , commute

with one another, so do the corresponding vector fields Wβ̄ (X), g̃u(x), g̃u′
(x). After

invoking (33), we summarize our findings as follows.

Theorem 11 The system in the initial value problem (21) may be rewritten in the
form

d

dt
x = g(x) + f (x) = g̃v(x) + Wβ̄ (x),

where g̃v(x) and β̄ are respectively given by (35) and (34). The vector fields g̃v(x)

and Wβ̄ (x) commute with each other, with g(x) + f (x) and with g̃u(x) for arbitrary
u ∈ C

d .

Note that the recursions defining γ (t, u) in Theorem 7 give rise to similar recur-
sions that allows us to conveniently compute the coefficients β̄, ρ(u) ∈ g.

In the particular case where A = Z
d and the eigenvalues ν j,� lie on the imaginary

axis, Theorem 11 essentially coincideswith Theorem 5.5 of [4]. The techniques in [4]
are similar to those used here, but use B-series rather than word series. The general
case of Theorem 11 was obtained by means of extended words series (see Sect.
5) in [13], where in addition it is shown that the vector fields g̃u(x) are conjugate
to gu(x) by a map of the form x �→ Wδ(x), where δ ∈ G . The decomposition in
Theorem 11 may be regarded as providing a normal form, where the original vector
field is written as a vector field g̃v(x) that is conjugate to gv(x) perturbed by a vector
field Wβ̄ (x) that commutes with g̃v(x).

Remark 1 ForHamiltonian problems, the commutation results in Theorem11 allows
us to write down explicitly integrals of motion of the given problem. Details may be
seen in [4, 13].

5 Further Extensions

In this section we study generalizations of the perturbed system in (21). Extended
word series, introduced in [14], are a convenient auxiliary tool to study those gener-
alizations.

5.1 Extended Word Series

Just as the study of systems of the form (1) leads to the introduction of word series via
the representation (2), the expression (27) suggests the introduction of extended word
series. Given the commuting vector fields g j , j = 1, . . . , d and the vector fields f�,
� ∈ A in the preceding section, to each (v, δ) ∈ C

d × C
W we associate its extended

word series [13, 14]:
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W (v,δ)(x) = ϕv(Wδ(x)).

With this terminology, the solution of (21) in (27) may be written as x(t) =
W (tv,α(t))(x0).

The symbol G denotes the set Cd × G . Thus, for each t , the solution coefficients
(tv, α(t))provide an example of element ofG . For (u, γ ) ∈ G and (v, δ) ∈ C

d × C
W

we set
(u, γ )�(v, δ) = (v + δ∅u, γ 
 Ξuδ) ∈ C

d × C
W .

For this operation G is a noncommutative group, with unit 11 = (0, 11 ); (Cd , 11 )

and (0,G ) are subgroups of G . (In fact G is an outer semidirect product of G and
the additive group C

d , as discussed in Sect. 3.2 of [14].)
By using (4) and (32), it is a simple exercise to check that the product � has the

following implication for the composition of the corresponding extended word series

W (v,δ)
(
W (u,γ )(x)

) = W (u,γ )�(v,δ)(x), γ,∈ G , δ ∈ C
W , u, v ∈ C

d .

5.2 More General Perturbed Problems

We now generalize the problem (21), and allow a more general perturbation:

d

dt
x = g(x) + Wβ(x), x(0) = x0,

where β ∈ g. Clearly, the original problem (21) corresponds to the particular case
where β� = 1 for each � ∈ A, and βw = 0 if the length of the word w is not 1. Other
choices of β are of interest [14] when analyzing numerical integrators by means of
the method of modified equations [17].

Proceeding as in the derivation of (27), we find that the flow of (21) is given by

x(t) = W (tv,α(t))(x(0)),

where α(t) ∈ G is the solution of

d

dt
α(t) = α(t) 
 Ξtvβ, α(0) = 11 .

Moreover, α(t) = γ (t, tv), where γ (τ, u) is the unique polynomially smooth solu-
tion of the transport problem

∂

∂τ
γ (τ, u) + v · ∇γ (τ, u) = γ (τ, u) 
 Ξuβ, γ (0, 0) = 11 ,

which clearly generalizes (31). For each (τ, u) ∈ R × C
d , the element γ (τ, u)

belongs to the group G . Note that the recursions (30) are not valid for general β.
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In analogy with Theorem 9, we have that, for arbitrary τ, τ ′ ∈ R and u, u′ ∈ Cd ,

(u, γ (τ, u))�(τ ′, γ (τ ′, u′)) = (u + u′, γ (τ + τ ′, u + u′)).

Theorems 10 and 11 hold true for general β ∈ g.

Acknowledgements A. Murua and J. M. Sanz-Serna have been supported by projects MTM2013-
46553-C3-2-P and MTM2013-46553-C3-1-P from Ministerio de Economía y Comercio, Spain.
Additionally A. Murua has been partially supported by the Basque Government (Consolidated
Research Group IT649-13).

References

1. Alamo, A., Sanz-Serna, J.M.: A technique for studying strong and weak local errors of splitting
stochastic integrators. SIAM J. Numer. Anal. 54, 3239–3257 (2016)

2. Arnold, V.I.: Geometrical Methods in the Theory of Ordinary Differential Equations, 2nd edn.
Springer, New York (1988)

3. Chartier, P., Murua, A., Sanz-Serna, J.M.: Higher-order averaging, formal series and numerical
integration I: B-series. Found. Comput. Math. 10, 695–727 (2010)

4. Chartier, P., Murua, A., Sanz-Serna, J.M.: Higher-order averaging, formal series and numerical
integration II: the quasi-periodic case. Found. Comput. Math. 12, 471–508 (2012)

5. Chartier, P., Murua, A., Sanz-Serna, J.M.: A formal series approach to averaging: exponentially
small error estimates. DCDS A 32, 3009–3027 (2012)

6. Chartier, P., Murua, A., Sanz-Serna, J.M.: Higher-order averaging, formal series and numerical
integration III: error bounds. Found. Comput. Math. 15, 591–612 (2015)

7. Fauvet, F.,Menous, F.: Ecalle’s arborification-coarborification transforms andConnes-Kreimer
Hopf algebra. Ann. Sci. Ec. Nom. Sup. 50, 39–83 (2017)

8. Jacobson, N.: Lie Algebras. Dover, New York (1979)
9. Kawski,M., Sussmann, H.J.: Nonommutative power series and formal Lie algebraic techniques

in nonlinear control theory. In: Helmke, U., Pratzel-Wolters, D., Zerz, E. (eds.) Operators,
Systems, and Linear Algebra, pp. 111–118. Teubner, Stuttgart (1997)

10. Hairer, E., Wanner, G.: On the Butcher group and general multi-value methods. Computing 13,
1–15 (1974)

11. Murua, A.: The Hopf algebra of rooted trees, free Lie algebras and Lie series. Found. Comput.
Math. 6, 387–426 (2006)

12. Murua, A., Sanz-Serna, J.M.: Vibrational resonance: a study with high-order word-series aver-
aging. Appl. Math. Nonlinear Sci. 1, 146–239 (2016)

13. Murua, A., Sanz-Serna, J.M.: Computing normal forms and formal invariants of dynamical
systems by means of word series. Nonlinear Anal. 138, 326–345 (2016)

14. Murua, A., Sanz-Serna, J.M.: Word series for dynamical systems and their numerical integra-
tors. Found. Comput. Math. 17, 675–712 (2017)

15. Reutenauer, C.: Free Lie Algebras. Clarendon Press, Oxford (1993)
16. Sanders, J.A., Verhulst, F., Murdock, J.: Averaging Methods in Nonlinear Dynamical Systems,

2nd edn. Springer, New York (2007)
17. Sanz-Serna, J.M., Calvo, M.P.: Numerical Hamiltonian Problems. Chapman and Hall, London

(1994)
18. Sanz-Serna, J.M., Murua, A.: Formal series and numerical integrators: some history and some

new techniques. In: Lei, G., Zhi, M. (eds.) Proceedings of the 8th International Congress
on Industrial and Applied Mathematics (ICIAM 2015). Higher Education Press, Beijing, pp.
311–331 (2015)



Combinatorial Hopf Algebras for
Interconnected Nonlinear Input-Output
Systems with a View Towards
Discretization

Luis A. Duffaut Espinosa, Kurusch Ebrahimi-Fard and W. Steven Gray

Abstract A detailed expose of the Hopf algebra approach to interconnected input-
output systems in nonlinear control theory is presented. The focus is on input-output
systems that can be represented in terms of Chen–Fliess functional expansions or
Fliess operators. This provides a starting point for a discrete-time version of this
theory. In particular, the notion of a discrete-time Fliess operator is given and a class
of parallel interconnections is described in terms of the quasi-shuffle algebra.

Keywords Nonlinear control systems · Chen–Fliess series
Combinatorial Hopf algebras

AMS Subject Classification 93C10 · 93B25 · 16T05 · 16T30

L. A. Duffaut Espinosa
Department of Electrical and Biomedical Engineering, University of Vermont,
Burlington, VT 05405, USA
e-mail: lduffaut@uvm.edu

K. Ebrahimi-Fard
Department of Mathematical Sciences, Norwegian University of Science
and Technology – NTNU, NO-7491 Trondheim, Norway
e-mail: kurusch.ebrahimi-fard@ntnu.noaaaa
URL: https://folk.ntnu.no/kurusche/

W. S. Gray (B)
Department of Electrical and Computer Engineering, Old Dominion University,
Norfolk, VA 23529, USA
e-mail: sgray@odu.edu

© Springer Nature Switzerland AG 2018
K. Ebrahimi-Fard and M. Barbero Liñán (eds.), Discrete Mechanics,
Geometric Integration and Lie–Butcher Series, Springer Proceedings
in Mathematics & Statistics 267, https://doi.org/10.1007/978-3-030-01397-4_5

139

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-01397-4_5&domain=pdf
mailto:lduffaut@uvm.edu
mailto:kurusch.ebrahimi-fard@ntnu.no
mailto:sgray@odu.edu
https://doi.org/10.1007/978-3-030-01397-4_5


140 L. A. Duffaut Espinosa et al.

1 Introduction

A central problem in control theory is understanding how dynamical systems behave
when they are interconnected. In a typical design problem, one is given a fixed system
representing the plant, say a robotic manipulator or a spacecraft. The objective is to
find a second system, usually called the controller, which when interconnected with
the first will make the output track a pre-specified trajectory. When the component
systems are nonlinear, these problems are difficult to address by purely analytical
means. The prevailing methodologies are geometric in nature and based largely on
state variable analysis [43, 47, 53, 60]. A complementary approach, however, has
begun to emerge where the input-output map of each component system is rep-
resented in terms of a Chen–Fliess functional expansion or Fliess operator. In this
setting, concepts from combinatorics and algebra are employed to produce an explicit
description of the interconnected system. The genesis of this method can be found
in the work of Fliess [24, 25] and Ferfera [19, 20], who described key elements of
the underlying algebras in terms of noncommutative formal power series. In par-
ticular, they identified the central role played by the shuffle algebra in this theory.
The method was further developed by Gray et al. [38–40, 65] and Wang [66] who
addressed basic analytical questions such as what inputs guarantee convergence of
the component series, when are the interconnections well defined, and what is the
nature of the output functions? A fundamental open problem on the algebraic side
until 2011 was how to explicitly compute the generating series of two feedback inter-
connected Fliess operators. Largely inspired by interactions at the 2010 Trimester
in Combinatorics and Control (COCO2010) in Madrid with researchers in the area
of quantum field theory (see, for example, [21]), the problem was eventually solved
by identifying a new combinatorial Hopf algebra underlying the calculation. The
evolution of this structure took several distinct steps. The single-input, single-output
(SISO) case was first addressed by Gray and Duffaut Espinosa in [28] via a certain
graded Hopf algebra of combinatorial type. Foissy then introduced a new grading in
[26] which rendered a connected version of this combinatorial Hopf algebra. This
naturally provided a fully recursive formula for the antipode, which is central to the
feedback calculation [31]. The multivariable, i.e., multi-input, multi-output (MIMO)
case, was then treated in [32]. Next, a full combinatorial treatment, including a Zim-
mermann type forest formula for the antipode [2], was presented in [14]. This last
result, based on an equivalent combinatorial Hopf algebra of decorated rooted cir-
cle trees, greatly reduces the number of computations involved by eliminating the
inter-term cancellations that are intrinsic in the usual antipode calculation. Practical
problems would be largely intractable without this innovation. The final and most
recent development method is a description of this Hopf algebra based entirely on
(co)derivation(-type)maps applied to the (co)product. Thismethodwasfirst observed
to be implicit in the work of Devlin on the classical Poincaré center problem [12,
16]. In a state space setting, it can be related to computing iterated Lie derivatives to
determine series coefficients [43]. Control applications ranging from guidance and
chemical engineering to systems biology can be found in [15, 30, 32–34, 37].
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This article has two general goals. First, an introduction to the method of combi-
natorial Hopf algebras in the context of feedback control theory is given in its most
complete and up-to-date form. The idea is to integrate all of the advances described
above into a single uniform treatment. This results in a new and distinct presentation
of these ideas. In particular, the full solution to the problem of computing the gen-
erating series for a multivariable continuous-time dynamic output feedback system
will be described. The origins of the forest formula related to this calculation will
also be outlined. Then the focus is shifted to the second objective, which is largely
an open problem in this field, namely how to recast this theory in a discrete-time
setting. One approach suggested by Fliess in [23] is to describe the generating series
of a discrete-time input-output map in terms of a complete tensor algebra defined
on an algebra of polynomials over a noncommutative alphabet. While this is a very
general approach and can be related to the notion of a Volterra series as described by
Sontag in [61], to date it has not lead to any particularly useful algebraic structures in
the context of system interconnections. Another approach developed by the authors
in the context of numerical approximation is to define the notion of a discrete-time
Fliess operator in terms of a series of iterated sums over a noncommutative alphabet
[35, 36]. While not the most general set up, it has been shown to be related to a class
of state affine rational input discrete-time systems in the case where the generating
series is rational. Furthermore, this class of so called rational discrete-time Fliess
operators is guaranteed to always converge. So this will be the approach taken here.
As the main interest in this paper is interconnection theory, the analysis begins with
the simplest type of interconnections, the parallel sum and parallel product connec-
tions. The former is completely trivial, but the latter induces the quasi-shuffle algebra
of Hoffman (see [41]) on the vector space of generating series. Of particular interest
is whether rationality is preserved under the quasi-shuffle product. It is well known
to be the case for the shuffle product [24].

The paper is organized as follows. In Sect. 2, some preliminaries on Fliess oper-
ators and graded connected Hopf algebras are given to set the notation and provide
some background. The subsequent section is devoted to describing the combinato-
rial algebras that are naturally induced by the interconnection of Fliess operators. In
Sect. 4, the Hopf algebra of coordinate functions for the output feedback Hopf alge-
bra is described in detail. The final section addresses elements of the discrete-time
version of this theory.

2 Preliminaries

A finite nonempty set of noncommuting symbols X = {x0, x1, . . . , xm} is called an
alphabet. Each element of X is called a letter, and any finite sequence of letters from
X , η = xi1 · · · xik , is called a word over X . The length of the word η, denoted |η|,
is given by the number of letters it contains. The set of all words with length k is
denoted by Xk . The set of all words including the empty word, ∅, is designated by
X∗, while X+ := X∗ − {∅}. The set X∗ forms a monoid under catenation. The set
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ηX∗ is comprised of all words with the prefix η ∈ X∗. For any fixed integer � ≥ 1,
a mapping c : X∗ → R

� is called a formal power series. The value of c at η ∈ X∗
is written as (c, η) ∈ R

� and called the coefficient of the word η in c. Typically, c
is represented as the formal sum c = ∑

η∈X∗(c, η)η. If the constant term (c,∅) = 0
then c is said to be proper. The support of c, supp(c), is the set of all words having
nonzero coefficients in c. The order of c, ord(c), is the length of the shortest word in
its support (ord(0) := ∞).1 The R-vector space of all formal power series over X∗
with coefficients inR� is denoted byR�〈〈X〉〉.2 It forms a unital associativeR-algebra
under the catenation product. Specifically, for c, d ∈ R

�〈〈X〉〉 the catenation product
is given by cd = ∑

η∈X∗(cd, η) η, where

(cd, η) =
∑

η=ξν

(c, ξ)(d, ν), ∀η ∈ X∗,

and the product on R
� is defined componentwise. The unit in this case is 1 := 1∅.

R
�〈〈X〉〉 is also a unital, commutative and associative R-algebra under the shuffle

product, denoted here by the shuffle symbol �� . The shuffle product of two words is
defined inductively by

(xiη) �� (x jξ) = xi (η �� (x jξ)) + x j ((xiη) �� ξ) (1)

with η �� ∅ = ∅ �� η = η given any words η, ξ ∈ X∗ and letters xi , x j ∈ X [24, 56,
57]. For instance, xi �� x j = xi x j + x j xi and

xi1 xi2 �� xi3 xi4 = xi1 xi2 xi3 xi4 + xi3 xi4 xi1 xi2 + xi1 xi3(xi2 �� xi4) + xi3 xi1(xi2 �� xi4).

The definition of the shuffle product is extended linearly to any two series c, d ∈
R

�〈〈X〉〉 by letting
c �� d =

∑

η,ξ∈X∗
(c, η)(d, ξ) η �� ξ, (2)

where again the product on R� is defined componentwise. For a fixed word ν ∈ X∗,
the coefficient

(η �� ξ, ν) = 0 if |η| + |ξ | �= |ν|.

Hence, the infinite sum in (2) is always well defined since the family of polynomials
{η �� ξ}η,ξ∈X∗ is locally finite. The unit for this product is 1.

Some standard concepts regarding rational formal power series, which are used in
Sect. 5, are provided next [3]. A series c ∈ R〈〈X〉〉 is called invertible if there exists
a series c−1 ∈ R〈〈X〉〉 such that cc−1 = c−1c = 1. In the event that c is not proper,
it is always possible to write

1For notational convenience, p = (p,∅)∅ ∈ R〈X〉 is often abbreviated as p = (p,∅).
2The superscript � will be dropped when � = 1.



Combinatorial Hopf Algebras for Interconnected Nonlinear Input-Output Systems … 143

c = (c,∅)(1 − c′),

where (c,∅) is nonzero, and c′ ∈ R〈〈X〉〉 is proper. It then follows that

c−1 = 1

(c,∅)
(1 − c′)−1 = 1

(c,∅)
(c′)∗, (3)

where

(c′)∗ :=
∞∑

i=0

(c′)i .

In fact, c is invertible if and only if c is not proper. Now let S be a subalgebra of
the R-algebra R〈〈X〉〉 with the catenation product. S is said to be rationally closed
when every invertible c ∈ S has c−1 ∈ S (or equivalently, every proper c′ ∈ S has
(c′)∗ ∈ S). The rational closure of any subset E ⊂ R〈〈X〉〉 is the smallest rationally
closed subalgebra of R〈〈X〉〉 containing E .

Definition 1 [3] A series c ∈ R〈〈X〉〉 is rational if it belongs to the rational closure
of R〈X〉. The subset of all rational series in R〈〈X〉〉 is denoted by Rrat 〈〈X〉〉.

From Definition 1 it is clear that any given series in Rrat 〈〈X〉〉 is generated by a
finite number of rational operations (scalar multiplication, addition, catenation, and
inversion) applied to a finite set of polynomials over X . In the casewhere the alphabet
X has an infinite number of letters, such a series can only involve a finite subset of
X . Therefore, it is rational in exactly the sense described above when restricted to
this sub-alphabet. This will be the notion of rationality employed in this manuscript
whenever X is infinite. But the reader is cautioned that other notions of rationality
for infinite alphabets appear in the literature, see, for example, [54].

It turns out that an entirely different characterization of a rational series is possible
using a monoid structure on the set of n × n matrices over R, denoted R

n×n , where
the product is conventional matrix multiplication, and the unit is the n × n identity
matrix I .

Definition 2 [3] A linear representation of a series c ∈ R〈〈X〉〉 is any triple
(μ, γ, λ), where

μ : X∗ → R
n×n

is a monoid morphism, and γ, λT ∈ R
n×1 are such that

(c, η) = λμ(η)γ, ∀η ∈ X∗. (4)

The integer n > 0 is the dimension of the representation.

Definition 3 [3] A series c ∈ R〈〈X〉〉 is called recognizable if it has a linear repre-
sentation.
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Theorem 1 [59] A formal power series is rational if and only if it is recognizable.

A third characterization of rationality is given by the notion of stability. Define
for any letter xi ∈ X and word η = x jη

′ ∈ X∗ the left-shift operator

x−1
i (η) = δi jη

′, (5)

where δi j is the standard Kronecker delta. Higher order shifts are defined inductively
via (xiξ)−1(·) = ξ−1x−1

i (·), where ξ ∈ X∗. The left-shift operator is assumed to act
linearly on R〈〈X〉〉.
Definition 4 [3] A subset V ⊂ R〈〈X〉〉 is called stable when ξ−1(c) ∈ V for all
c ∈ V and ξ ∈ X∗.

Theorem 2 [3] A series c ∈ R〈〈X〉〉 is rational if and only if there exists a stable
finite dimensional R-vector subspace of R〈〈X〉〉 containing c.

2.1 Chen–Fliess Series and Fliess Operators

One can associate with any formal power series c ∈ R
�〈〈X〉〉 a functional series, Fc,

known a Chen–Fliess series. Let p ≥ 1 and t0 < t1 be given. For a Lebesgue mea-
surable function u : [t0, t1] → R

m , define ‖u‖p = max{‖ui‖p : 1 ≤ i ≤ m}, where
‖ui‖p is the usual Lp-norm for a measurable real-valued function, ui , defined on
[t0, t1]. Let Lm

p [t0, t1] denote the set of all measurable functions defined on [t0, t1]
having a finite ‖·‖p norm and Bm

p (R)[t0, t1] := {u ∈ Lm
p [t0, t1] : ‖u‖p ≤ R}. Assume

C[t0, t1] is the subset of continuous functions in Lm
1 [t0, t1]. Define inductively for

each word η ∈ X∗ the map Eη : Lm
1 [t0, t1] → C[t0, t1] by setting E∅[u] = 1 and

letting

Exi1 η̄
[u](t, t0) :=

∫ t

t0

ui1(τ1)Eη̄[u](τ1, t0) dτ1

=
∫


n
[t,t0 ]

ui1(τ1)ui2(τ2) · · · uin (τn)dτn · · · dτ2dτ1,

where
n
[t,t0] := {(τ1, . . . , τn), t ≥ τ1 ≥ · · · ≥ τn ≥ t0}, η = xi1 · · · xin = xi1 η̄ ∈ X∗,

and u0 := 1. For instance, the words xi and xi1 xi2 correspond to the integrals

Exi [u](t, t0) =
∫ t

t0

ui (τ )dτ, Exi1 xi2
[u](t, t0) =

∫ t

t0

ui1(τ1)

∫ τ1

t0

ui2(τ2)dτ2dτ1.

The Chen–Fliess series corresponding to c ∈ R
�〈〈X〉〉 is defined to be

Fc[u](t) =
∑

η∈X∗
(c, η) Eη[u](t, t0). (6)
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In the event that there exist real numbers Kc, Mc > 0 such that

|(c, η)| ≤ Kc M |η|
c |η|!, ∀η ∈ X∗, (7)

then Fc constitutes a well defined causal operator from Bm
p (R)[t0, t0 + T ] into

B�
q(S)[t0, t0 + T ] for some S > 0 provided R̄ := max{R, T } < 1/Mc(m + 1), and

the numbers p, q ∈ [1,∞] are conjugate exponents, i.e., 1/p + 1/q = 1 [40]. (Here,
|z| := maxi |zi | when z ∈ R

�.) In this case, Fc is called a Fliess operator and said to
be locally convergent (LC). The set of all series satisfying (7) is denoted byR�

LC 〈〈X〉〉.
When c satisfies the more stringent growth condition

|(c, η)| ≤ Kc M |η|
c , ∀η ∈ X∗, (8)

the series (6) defines a Fliess operator from the extended space Lm
p,e(t0) intoC[t0,∞),

where

Lm
p,e(t0) := {u : [t0,∞) → R

m : u[t0,t1] ∈ Lm
p [t0, t1], ∀t1 ∈ (t0,∞)},

and u[t0,t1] denotes the restriction of u to the interval [t0, t1] [40]. In this case, the
operator is said to be globally convergent (GC), and the set of all series satisfying
(8) is designated by R�

GC 〈〈X〉〉.
Most of the work regarding nonlinear input-output systems in control theory prior

to the work of Fliess was based on Volterra series, see, for example, [4, 48, 58]. In
many ways this earlier work set the stage for the introduction of the noncommutative
algebraic framework championed byFliess.AsFliess operators are series ofweighted
iterated integrals of control functions, they are also related to the work of K. T. Chen,
who revealed that iterated integrals come with a natural algebraic structure [9–11].
Indeed, products of iterated integrals can again be written as linear combinations
of iterated integrals. This is implied by the classical integration by parts rule for
indefinite Riemann integrals, which yields for instance that

Exi1
[u](t, t0)Exi2

[u](t, t0) = Exi1 xi2
[u](t, t0) + Exi2 xi1

[u](t, t0).

Linearity allows one to relate this to the shuffle product (1)

Exi1
[u](t, t0)Exi2

[u](t, t0) = Fxi1 xi2+xi2 xi1
[u](t) = Fxi1 �� xi2

[u](t).

This generalizes naturally to the shuffle product for iterated integrals with respect to
words η, ν ∈ X∗

Eη[u](t, t0)Eν[u](t, t0) = Fη �� ν[u](t), (9)

which in turn implies for Fliess operators corresponding to c, d ∈ R
�〈〈X〉〉 that



146 L. A. Duffaut Espinosa et al.

Fc[u](t)Fd [u](t) = Fc �� d [u](t). (10)

A Fliess operator Fc defined on Bm
p (R)[t0, t0 + T ] is said to be realizable when

there exists a state space model consisting of n ordinary differential equations and �

output functions

ż(t) = g0(z(t)) +
m∑

i=1

gi (z(t)) ui (t), z(t0) = z0 (11a)

y j (t) = h j (z(t)), j = 1, 2, . . . , �, (11b)

where each gi is an analytic vector field expressed in local coordinates on some
neighborhood W of z0, and each output function h j is an analytic function on W

such that (11a) has a well defined solution z(t), t ∈ [t0, t0 + T ] for any given input
u ∈ Bm

p (R)[t0, t0 + T ], and y j (t) = Fc j [u](t) = h j (z(t)), t ∈ [t0, t0 + T ], j =
1, 2, . . . , �. It can be shown that for any word η = xik · · · xi1 ∈ X∗

(c j , η) = Lgη
h j (z0) := Lgi1

· · · Lgik
h j (z0), (12)

where Lgi h j is the Lie derivative of h j with respect to gi . For any c ∈ R
�〈〈X〉〉,

the R-linear mapping Hc : R〈X〉 → R
�〈〈X〉〉 uniquely specified by (Hc(η), ξ) =

(c, ξη), ξ, η ∈ X∗ is called the Hankel mapping of c. The series c is said to have
finite Lie rank ρL(c) when the range of Hc restricted to the R-vector space of Lie
polynomials over X , i.e., the free Lie algebra L(X) ⊂ R〈X〉, has dimension ρL(c).
It is well known that Fc is realizable if and only if c ∈ R

�
LC 〈〈X〉〉 has finite Lie rank

[24, 25, 43–46, 62, 63]. In which case, all minimal realization have dimension ρL(c)
and are unique up to a diffeomorphism. In the event that Hc has finite rank on the
entire vector space R〈X〉, usually referred to as the Hankel rank ρH (c) of c, and
c ∈ R

�
GC 〈〈X〉〉 then Fc has a minimal bilinear state space realization

ż(t) = A0z(t) +
m∑

i=1

Ai z(t)ui (t), z(t0) = z0

y j (t) = C j z(t), j = 1, 2, . . . , �

of dimension ρH (c) ≥ ρL(c), where Ai and C j are real matrices of appropriate
dimensions [24, 25, 43].Here the state z(t) iswell definedon any interval [t0, t0 + T ],
T > 0,when u ∈ Lm

1,e(t0), and the operator Fc always converges globally. In addition,
(12) simplifies to

(c j , xik · · · xi1) = C j Aik · · · Ai1 z0. (13)

In light of (4), it is not hard to see that c is recognizable in the SISO case if and only
if Fc has a bilinear realization with Ai = μ(xi ) for i = 0, 1 and z0 = γ , and C = λ.
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2.2 Graded Connected Hopf Algebras

All algebraic structures here are considered over the base field K of characteristic
zero, for instance, C or R. Multiplication in K is denoted by mK : K ⊗ K → K.

2.2.1 Algebra

A K-algebra is denoted by the triple (A, m A, ηA) where A is a K-vector space
carrying an associative product m A : A ⊗ A → A, i.e., m A ◦ (m A ⊗ idA) = m A ◦
(idA ⊗ m A) : A ⊗ A ⊗ A → A, and a unit map ηA : K → A. The algebra unit cor-
responding to the latter is denote by 1A. A K-subalgebra of the K-algebra A is a K-
vector subspace B ⊆ A such that m A(b ⊗ b′) ∈ B for all b, b′ ∈ B. AK-subalgebra
I ⊆ A is called a (right-) left-ideal if for any elements i ∈ I and a ∈ A the product
(m A(i ⊗ a)) m A(a ⊗ i) is in I . An ideal I ⊆ A is both a left- and right-ideal.

In order to motivate the concept of aK-coalgebra, the definition of aK-algebra A
is rephrased in terms of commutative diagrams. Associativity of the K-vector space
morphism m A : A ⊗ A → A translates into commutativity of the diagram

A ⊗ A ⊗ A
m A⊗idA

idA⊗m A

A ⊗ A

m A

A ⊗ A
m A

A

(14)

The K-algebra A is unital if the K-vector space map ηA : K → A satisfies the com-
mutative diagram

K ⊗ A
ηA⊗idA

αl

A ⊗ A

m A

A ⊗ K
idA⊗ηA

αr

A

(15)

Here αl and αr are the isomorphisms sending k ⊗ a respectively a ⊗ k to ka for k ∈
K, a ∈ A. Let τ := τA,A : A ⊗ A → A ⊗ A be the flip map, τA,A(x ⊗ y) := y ⊗ x .
The K-algebra A is commutative if the next diagram commutes

A ⊗ A

m A

τ
A ⊗ A

m A

A

(16)

An important observation is that nonassociative K-algebras play a key role in the
context of Hopf algebras, in particular, for those of combinatorial type. Recall that the
Lie algebra L(A) associated with a K-algebra A follows from anti-symmetrization
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of the algebra product m A. Algebras that give Lie algebras in this way are called
Lie admissible. Another class of Lie admissible algebras are pre-Lie K-algebras. A
left pre-Lie algebra [5, 8, 51] is a vector space V equipped with a bilinear product
�: V ⊗ V → V such that the (left) pre-Lie identity,

a � (b � c) − (a � b) � c = b � (a � c) − (b � a) � c, (17)

holds for a, b, c ∈ V . This identity rewrites as L [a,b] = [La, Lb], where La : V → V
is defined by Lab := a � b. The bracket on the left-hand side is defined by [a, b] :=
a � b − b � a and satisfies the Jacobi identity. Right pre-Lie algebras are defined
analogously. Note that the (left) pre-Lie identity (17) can be understood as a relation
between associators, i.e., let α� : V ⊗ V ⊗ V → V be defined by

α�(a, b, c) := a � (b � c) − (a � b) � c,

then (17) simply says that α�(a, b, c) = α�(b, a, c). From this it is easy to see that
any associative algebra is pre-Lie.

Example 1 [5] Let A be a commutativeK-algebra endowed with commuting deriva-
tives D := {∂1, . . . , ∂n}. For a ∈ A define a∂i : A → A by (a∂i )(b) := a∂i b and
V (n) := {∑n

i=1 ai∂i : ai ∈ A, ∂i ∈ D
}
. The algebra (V (n),�), where

∑n
i=1 ai∂i �∑n

j=1 a j∂ j := ∑n
j,i=1 a j (∂ j ai )∂i , is a right pre-Lie algebra called the pre-Lie Witt

algebra.

Example 2 [5, 8, 51] The next example of a pre-Lie algebra is of a geometric nature
and similar to the one above. Let M be a differentiable manifold endowed with a flat
and torsion-free connection. The corresponding covariant derivation operator ∇ on
the space χ(M) of vector fields on M provides it with a left pre-Lie algebra structure,
which is defined via a � b := ∇ab by virtue of the two equalities ∇ab − ∇ba =
[a, b] and ∇[a,b] = [∇a,∇b]. They express the vanishing of torsion and curvature
respectively. Let M = R

n with its standard flat connection. For a = ∑n
i=1 ai∂i and

b = ∑n
i=1 bi∂i it follows that

a � b =
n∑

i=1

⎛

⎝
n∑

j=1

a j (∂ j bi )

⎞

⎠ ∂i .

Example 3 [5] Denote by W the space of all words over the alphabet {a, b}. Define
for words v and w = w1 · · · wn in W the product w ◦ v := ∑n

i=0 ε(i)w �i v, where
w �i v denotes inserting the word v between letters wi and wi+1 of w, i.e., w �i v =
w1 · · · wi vwi+1 · · · wn and
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ε(i) :=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

−1, wi = a, wi+1 = b

+1, wi = b, wi+1 = a or ∅
+1, wi = ∅, wi+1 = a

0, otherwise.

The algebra (W, ◦) is right pre-Lie. For example,

a ◦ a = aa, a ◦ ab = aba, ab ◦ a = aab − aab + aba = aba, ba ◦ ab = baba.

2.2.2 Coalgebra

The definition of a K-coalgebra is most easily obtained by reversing the arrows in
diagrams (14) and (15). Thus, a K-coalgebra is a triple (C,
C , εC ), where C is
a K-vector space carrying a coassociative coproduct map 
C : C → C ⊗ C , i.e.,
(
C ⊗ idC) ◦ 
C = (idC ⊗ 
C) ◦ 
C : C → C ⊗ C ⊗ C , and εC : C → K is the
counit map which satisfies (εC ⊗ idC) ◦ 
C = idC = (idC ⊗ εC) ◦ 
C . Its kernel
ker(εC) ⊂ C is called the augmentation ideal.

A simple example of a coalgebra is the field K itself with the coproduct 
K :
K → K ⊗ K, c �→ c ⊗ 1K and εK := idK : K → K.

Using Sweedler’s notation for the coproduct of an element x ∈ C , 
C(x) =∑
(x) x (1) ⊗ x (2), provides a simple description of coassociativity

∑

(x)

( ∑

(x (1))

x (1)(1) ⊗ x (1)(2)

)

⊗ x(2) =
∑

(x)

x (1) ⊗
( ∑

(x (2))

x (2)(1) ⊗ x (2)(2)

)

.

It permits the use of a transparent notation for iterated coproducts: 

(n)
C : C →

C⊗n+1, where 
(0) := idC , 

(1)
C := 
C , and



(n)
C := (idC ⊗ 


(n−1)
C ) ◦ 
C = (


(n−1)
C ⊗ idC) ◦ 
C .

For example,



(2)
C (x) := (idC ⊗ 
C) ◦ 
C(x) = (
C ⊗ idC) ◦ 
C(x) =

∑

(x)

x (1) ⊗ x (2) ⊗ x (3).

A cocommutative coalgebra satisfies τ ◦ 
C = 
C , which amounts to reversing the
arrows in diagram (16). An element x in a coalgebra (C,
C , εC) is called primitive
if 
C(x) = x ⊗ 1C + 1C ⊗ x . It is called group-like if 
C(x) = x ⊗ x . The set of
primitive elements in C is denoted by P(C). A subspace I ⊆ C of a K-coalgebra
(C,
C , εC ) is a subcoalgebra if
C(I ) ⊆ I ⊗ I . A subspace I ⊆ C is called a (left-,
right-) coideal if (
C(I ) ⊆ I ⊗ C , 
C(I ) ⊆ C ⊗ I ) 
C(I ) ⊆ I ⊗ C + C ⊗ I .
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2.2.3 Bialgebra

A K-bialgebra consists of a K-algebra and a K-coalgebra which are compatible [1,
21, 50, 55, 64]. More precisely, a K-bialgebra is a quintuple (B, m B, ηB,
B, εB),
where (B, m B, ηB) is a K-algebra, and (B,
B, εB) is a K-coalgebra, such that m B

and ηB are morphisms of K-coalgebras with the natural coalgebra structure on the
space B ⊗ B. Commutativity of the following diagrams encodes the compatibilities

B ⊗ B
m B

τ2(
B⊗
B )

B


B

B ⊗ B ⊗ B ⊗ B
m B⊗m B

B ⊗ B

B ⊗ B
εB ⊗εB

m B

K ⊗ K

mK

B
εB

K

(18)

K
ηB


K

B


B

K ⊗ K
ηB ⊗ηB

B ⊗ B

K
ηB

idK

B

εB

K

, (19)

where τ2 := (idB ⊗ τ ⊗ idB). Equivalently,
B and εB aremorphisms ofK-algebras
with the natural algebra structure on the space B ⊗ B. By a slight abuse of notation
onewrites
B(m B(b ⊗ b′)) = 
B(b)
B(b′) for b, b′ ∈ B, saying that the coproduct
of the product is the product of the coproduct. The identity element in B will be
denoted by 1B , and all algebra morphisms are required to be unital. Note that if
x1, x2 are primitive in B, then [x1, x2] := m B(x1 ⊗ x2) − m B(x2 ⊗ x1) is primitive
as well, i.e., the set P(B) of primitive elements of a bialgebra B is a Lie subalgebra
of the Lie algebra L(B).

A bialgebra B is called graded if there are K-vector spaces Bn , n ≥ 0, such that

1. B = ⊕
n≥0 Bn,

2. m B(Bn ⊗ Bm) ⊆ Bn+m,

3. 
B(Bn) ⊆ ⊕
p+q=n Bp ⊗ Bq .

Elements x ∈ Bn are given a degree deg(x) = n. For a connected graded bialgebra
B, the degree zero part is B0 = K1B . Note that 1B is group-like. A graded bialgebra
B = ⊕

n≥0 Bn is said to be of finite type if its homogeneous components Bn are
K-vector spaces of finite dimension.

Let B be a connected graded K-bialgebra. One can show [50] that the coproduct
of any element x ∈ Bn is given by


B(x) = x ⊗ 1B + 1B ⊗ x +
∑′

(x)

x ′ ⊗ x ′′,

where

′(x) :=

∑′

(x)

x ′ ⊗ x ′′ ∈
⊕

p+q=n
p>0, q>0

Bp ⊗ Bq
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is the reduced coproduct,which is coassociative on the augmentation ideal ker(εB) :=
B+ := ⊕

n>0 Bn . Elements in the kernel of 
′
B are primitive elements of B.

Example 4 Divided powers (D, m D, ηD,
D, εD) are a graded bialgebra, where
D = ⊕∞

n=0 Dn , Dn := Kdn . The product is given by m D(dm ⊗ dn) = (m+n
m

)
dm+n ,

and the unital map is ηD : K → D, 1K �→ d0 := 1D . The coproduct 
D : D →
D ⊗ D maps dn �→ ∑n

k=0 dk ⊗ dn−k , and εD : D → K, dn �→ δ0,n1K, where δ0,n
is the usual Kronecker delta.

For a K-algebra A and a K-coalgebra C , the convolution product of two lin-
ear maps f, g ∈ L(C, A) := HomK(C, A) is defined to be the linear map f � g ∈
L(C, A) given for a ∈ C by

( f � g)(a) := m A ◦ ( f ⊗ g) ◦ 
C(a) =
∑

(a)

f (a(1)) g(a(2)). (20)

In other words
C


C−→ C ⊗ C
f ⊗g−−→ A ⊗ A

m A−→ A.

It is easy to see that associativity of A and coassociativity of C imply the following.

Theorem 3 [1, 21, 50, 55, 64] L(C, A) with the convolution product (20) is a unital
associative K-algebra with unit η := ηA ◦ εC .

The algebra A can be replaced by the base fieldK. For a bialgebra B the theorem
describes the convolution algebra structure on L(B, B) with unit η := ηB ◦ εB .

For the maps fi ∈ L(C, A), i = 1, . . . , n, n > 1, multiple convolution products
are defined by

f1 � f2 � · · · � fn := m A ◦ ( f1 ⊗ f2 ⊗ · · · ⊗ fn) ◦ 

(n−1)
C . (21)

Recall that 
(0)
C := idC , and for n > 0, 
(n)

C := (

(n−1)
C ⊗ idC) ◦ 
C .

2.2.4 Hopf Algebra

Definition 5 [1, 55, 64] A Hopf algebra is aK-bialgebra (H, m H , ηH ,
H , εH , S)

together with a particular K-linear map S : H → H called the antipode, which
satisfies the Hopf algebra axioms [1, 55, 64]. The algebra unit in H is denoted by
1H .

The antipode map has the property of being an antihomomorphism for both the
algebra and the coalgebra structures, i.e., S(m H (x ⊗ y)) = m H (S(y) ⊗ S(x)) and

H ◦ S = (S ⊗ S) ◦ τ ◦ 
H . The necessarily unique antipode S ∈ L(H, H) is the
inverse of the identity map idH : H → H with respect to the convolution product

S � idH = m H ◦ (S ⊗ idH ) ◦ 
H = ηH ◦ εH = m H ◦ (idH ⊗ S) ◦ 
H = idH � S.

(22)
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If the Hopf algebra H is commutative or cocommutative, then S ◦ S = idH .
Recall that the universal enveloping algebraU(L) of a Lie algebraL has the struc-

ture of a Hopf algebra [57] and provides a natural example. An important observation
is contained in the next result.

Proposition 1 [21] Any connected graded bialgebra H = ⊕
n≥0 Hn is a connected

graded Hopf algebra. The antipode is defined by the geometric series S := id�(−1)
H =

(
ηH ◦ εH − (ηH ◦ εH − idH )

)�(−1)
.

See [21] for a proof and more details. Hence, for any x ∈ Hn the antipode is
computed by

S(x) =
∑

k≥0

(
ηH ◦ εH − idH

)�k
(x). (23)

It is well-defined as the sum on the right-hand side terminates at deg(x) = n due
to the fact that the projector P := idH − ηH ◦ εH maps H to its augmentation ideal
ker(εH ). Note that the antipode preserves the grading, i.e., S(Hn) ⊆ Hn .

Corollary 1 [21] The antipode S for a connected graded Hopf algebra H =⊕
n≥0 Hn may be defined recursively in terms of either of the two formulae

S(x) = −S � P(x) = −x −
∑′

(x)

S(x ′)x ′′, (24a)

S(x) = −P � S(x) = −x −
∑′

(x)

x ′S(x ′′) (24b)

for x ∈ ker(εH ) = ⊕
n>0 Hn, which follow readily from (22) and S(1H ) = 1H .

These recursionsmake sense due to the fact that on the right-hand side the antipode
is calculated on elements x ′ or x ′′,which are of strictly smaller degree than the element
x . Let A be aK-algebra and H a Hopf algebra. An element φ ∈ L(H, A) is called a
character if φ is a unital algebra morphism, that is, φ(1H ) = 1A and

φ
(
m H (x ⊗ y)

) = m A
(
φ(x) ⊗ φ(y)

)
. (25)

An infinitesimal character with values in A is a linear map ξ ∈ L(H, A) such that for
x, y ∈ ker(εH ), ξ(m H (x ⊗ y)) = 0, which implies ξ(1H ) = 0. An equivalent way
to characterize infinitesimal characters is as derivations, i.e.,

ξ
(
m H (x ⊗ y)

) = m A
(
ηA ◦ εH (x) ⊗ ξ(y)

) + m A
(
ξ(x) ⊗ ηA ◦ εH (y)

)
(26)

for any x, y ∈ H . The set of characters (respectively infinitesimal characters) is
denoted by G A ⊂ L(H, A) (respectively gA ⊂ L(H, A)).

Let A be a commutative K-algebra. The linear space of infinitesimal characters,
gA, forms a Lie algebra with respect to the Lie bracket defined on L(H, A) in terms
of the convolution product
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[α, β] := α � β − β � α.

Moreover, A-valued characters, G A, form a group. The inverse is given by composi-
tion with the antipode S of H . Since α(1H ) = 0 for α ∈ gA, the exponential defined
by its power series with respect to convolution, exp�(α)(x) := ∑

j≥0
1
j !α

� j (x), is a
finite sum terminating at j = n for any x ∈ Hn .

Proposition 2 [21, 50] exp� restricts to a bijection from gA onto G A.

The compositional inverse of exp� is given by the logarithm defined with respect
to the convolution product, log�(ηA ◦ εH + γ )(x) = ∑

k≥1
(−1)k−1

k γ �k(x), where γ ∈
gA. Again the sum terminates at k = n for any x ∈ Hn as γ (1H ) = 0. For details and
proofs of these well-known facts the reader is referred to [21, 50].

Remark 1 An important result which is due to Milnor and Moore [52] concerns the
structure of cocommutative connected graded Hopf algebras of finite type. It states
that any such Hopf algebra H is isomorphic to the universal enveloping algebra of
its primitive elements, i.e., H ∼= U(P(H)). See also [22].

Remark 2 An observation concerning the relationship between the group G A ⊂
L(H, A) and theHopf algebra H will be important in the analysis which follows. The
reader is referred to the paper of Frabetti andManchon [27] for details and additional
references. By definition, elements in G A map all of H into the commutative unital
algebra A. However, an element x ∈ H can also be seen as an A-valued function on
G A. Indeed, let Φ ∈ G A, then x(Φ) := Φ(x) ∈ A, and the usual pointwise product
of functions (xy)(Φ) = x(Φ)y(Φ) follows from (25) since Φ ∈ G A. The definition
of the convolution product (20) in terms of the coproduct of H implies a natural
coproduct on functions x ∈ H , that is, 
(x)(Φ,Ψ ) := (Φ � Ψ )(x) ∈ A. Similarly,
the inverse of G A as well as its unit correspond naturally to the antipode and counit
map on H , respectively. This reversed perspective on the relationship between H
and its group of characters G A allows one to interpret H as the (Hopf) algebra of
coordinate functions of the group G A. More precisely, H contains the representative
functions over G A. The reader is directed to Cartier’s work [7] for a comprehensive
reviewof this topic. In the context of input-output systems in nonlinear control theory,
a particular group of unital Fliess operators is central. Its product, unit and inverse
are used to identify its Hopf algebra of coordinate functions.

Example 5 Three examples of Hopf algebra are presented: the unshuffle, shuffle [3]
and quasi-shuffle Hopf algebras [41].

1. Let X := {x1, x2, x3, . . . , xm} be an alphabet with m letters. As before, X∗ is
the set of words with letters in X . The length of a word η = xi1 · · · xin in X∗
is defined by the number of letters it contains, i.e., |η| := n. The empty word
1 ∈ X∗ has length zero. The vector space K〈X〉, which is freely generated by
X∗ and graded by length, becomes a noncommutative, unital, connected, graded
algebra by concatenating words, i.e., for η = xi1 · · · xin and η′ = x j1 · · · x jl , η ·
η′ := xi1 · · · xin x j1 · · · x jl , and |η · η′| = n + l. The unshuffle coproduct is defined
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by declaring the elements in X to be primitive, i.e., 
�� (xi ) := xi ⊗ 1 + 1 ⊗ xi

for all xi ∈ X , and by extending it multiplicatively. In this case, K〈X〉 is turned
into the cocommutative unshuffle Hopf algebra Hconc. For instance, for the letters
xi1 , xi2 ∈ X the coproduct of the length two word η = xi1 xi2 is


�� (η) = 
�� (xi1)

�� (xi2) = xi1 xi2 ⊗ 1 + 1 ⊗ xi1 xi2 + xi1 ⊗ xi2 + xi2 ⊗ xi1 .

The general form of 
�� for an arbitrary word η = xi1 · · · xil ∈ X∗ is given by


�� (η) =
l∏

j=1


�� (xi j ) =
∑

α,β∈X∗
〈α �� β, η〉α ⊗ β. (27)

The coefficient in the sum over words α, β ∈ X∗ on the right-hand side is defined
through the linearly extended bracket 〈α, ν〉 := 1 if α = ν, and zero otherwise.
The product �� displayed in (27) is the shuffle product of words (1) introduced
above. The antipode of Hconc turns out to be

S(xi1 · · · xil ) = (−1)l xil · · · xi1 . (28)

It is interesting to check that (28) satisfies the recursions (24a, 24b).
2. The same space K〈X〉 can be turned into a unital, connected, graded, commuta-

tive, noncocommutative Hopf algebra, H �� , known as shuffle Hopf algebra, by
defining its algebra structure in terms of the shuffle product on words (1), and its
coproduct by deconcatenation. The latter is defined onwords η = xi1 · · · xil ∈ X∗
as follows


(η) = η ⊗ 1 + 1 ⊗ η +
l−1∑

k=1

xi1 · · · xik ⊗ xik+1 · · · xil . (29)

It is easy to show—and left to the reader—that this gives a coassociative coproduct
which is compatible with the shuffle product. The antipode of H �� is the same
as that of Hconc, i.e., S(xi1 · · · xil ) := (−1)l xil · · · xi1 . Again, it is interesting to
verify that it satisfies both recursions (24a, 24b).

3. The last example of a connected graded Hopf algebra is defined on the countable
alphabet A. Here A∗ denotes themonoid of wordsw = ai1 · · · ail generated by the
letters from A with concatenation as product. The degree of an element ai ∈ A
is defined to be deg(ai ). It is extended to words additively, i.e., deg(ai1 · · · ail ) =
deg(ai1) + · · · + deg(ail ). The empty word 1 ∈ A∗ is of degree zero. Moreover,
it is assumed that A itself is a graded commutative semigroup with bilinear
product [− −]: A × A → A. The degree deg([ai a j ]) := deg(ai ) + deg(a j ).
Commutativity and associativity of [− −] allow for a notational simplification,
i.e., [ai1 · · · ain ] := [ai1 [· · · [ain−1 ain ]] · · · ]. The free noncommutative algebra of
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words w = ai1 · · · ail over the alphabet A is denotedK〈A〉. The commutative and
associative quasi-shuffle product on words w, v ∈ K〈A〉 is defined by

(i) 1 � v := v � 1 := v,
(ii) ai v � a j w := ai (v � a j w) + a j (ai v � w) + [ai a j ](v � w),

where ai , a j are letters in A. For instance,

ai1 � ai2 = ai1ai2 + ai2ai1 + [ai1 ai2 ]
ai1 � ai2ai3 = ai1ai2ai3 + ai2ai1ai3 + ai2ai3ai1 + [ai1 ai2 ]ai3 + ai2 [ai1ai3 ].

Hoffman [41] showed that the quasi-shuffle algebra H� is a Hopf algebra with
respect to the deconcatenation coproduct (29). The antipode S : H� → H� is
deduced from the recursion (24a), e.g.,

S(ai1 · · · ain ) = −(S � P)(ai1 · · · ain )

= ( − idH�
− m� ◦ (S ⊗ idH�

) ◦ 
′)(ai1 · · · ain ) (30)

= −ai1 · · · ain −
n−1∑

l=1

S(ai1 · · · ail ) � ail+1 · · · ain , (31)

where the projector P := idH�
− ηH�

◦ εH�
maps H� to its augmentation ideal

ker(εH�
). For example, the antipode for the letter ai and the word ai a j are respec-

tively
S(ai ) = −ai , S(ai a j ) = −ai a j + ai � a j = a j ai + [ai a j ].

If [ai a j ] = 0 for any letters ai , a j ∈ A, then the quasi-shuffle product reduces to
the ordinary shuffle product (1) on words, and H� reduces to H �� .

In Sect. 4 another example of a connected graded Hopf algebra is presented, one
which plays a key role in the context of the output feedback interconnection. In
Sect. 5 the quasi-shuffle product is employed in the context of products of discrete-
time Fliess operators.

3 Algebras Induced by the Interconnection of Fliess
Operators

In engineering applications, where input-output systems are represented in terms
of Fliess operators, it is natural to interconnect systems to create models of more
complex systems. It is known that all the basic interconnection types, such as the
parallel, cascade and feedback connections, are well-posed. For example, under suit-
able assumptions, the output of a given Fliess operator generates an admissible input
for another Fliess operator in the cascade connection. In each case it is also known
that the aggregate system has a Fliess operator representation. Therefore, a family
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of formal power series products is naturally induced whereby the generating series
of an aggregate system can be computed in terms of the generating series of its sub-
systems. Of particular interest here are the cascade and feedback interconnections,
as their respective products define a semi-group and group that are central in control
theory. In this section, these algebraic structures are described in detail.

3.1 Cascade Interconnections

Consider the cascade interconnections of two Fliess operators shown in Figure 1. The
first is a simple cascade interconnection corresponding to a direct composition of the
operators Fc and Fd , namely, Fc ◦ Fd . The other involves a direct feed term passing
from the input u to the input v so that Fc ◦ (I + Fd), where I denotes the identity
operator. This direct feed term is a common feature found in some control systems and
is particularly important in feedback systems aswill be discussed shortly. Theprimary
claim is that each cascade interconnection induces a locally finite product on the level
of formal power series, which unambiguously describes the interconnected system as
generating series of Fliess operators are known to be unique [25, 66]. Specifically, the
composition product satisfies Fc ◦ Fd = Fc◦d , and the modified composition product
satisfies Fc ◦ (I + Fd) = Fc ◦̃ d . Each product is defined in terms of a certain algebra
homomorphism. The morphism for the modified composition product ultimately
defines a pre-Lie product, which is at the root of all the underlying combinatorial
structures at play.

For a fixed d ∈ R
m〈〈X〉〉 and alphabet X = {x0, x1, . . . , xm}, let ψd be the con-

tinuous (in the ultrametric sense) algebra homomorphism mapping R〈〈X〉〉 to the
set of vector space endomorphisms End(R〈〈X〉〉) uniquely specified by ψd(xiη) =
ψd(xi ) ◦ ψd(η) for xi ∈ X , η ∈ X∗ with

ψd(xi )(e) = x0(di �� e),

Fig. 1 Fliess operator cascades yielding the composition product (top) and modified composition
product (bottom)
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i = 0, 1, . . . , m and any e ∈ R〈〈X〉〉, and where di is the i-th component series of
d ∈ R

m〈〈X〉〉 (d0 := ∅). By definition, ψd(∅) is the identity map on R〈〈X〉〉. The
following theorem describes the generating series for the direct cascade connection
of two Fliess operators.

Theorem 4 [19, 20, 38, 65] Given any c ∈ R
�
LC 〈〈X〉〉 and d ∈ R

m
LC 〈〈X〉〉, the com-

position Fc ◦ Fd = Fc◦d , where the composition product of c and d is given by

c ◦ d =
∑

η∈X∗
(c, η) ψd(η)(1),

and c ◦ d ∈ R
�
LC 〈〈X〉〉.

It is not difficult to show that this composition product is locally finite (and there-
fore summable), associative and R-linear in its left argument. As this product lacks
an identity, it defines a semi-group on Rm〈〈X〉〉. In addition, this product distributes
to the left over the shuffle product, which reflects the fact that in general

F(c �� d)◦e = (Fc Fd) ◦ Fe = Fc[Fe]Fd [Fe] = F(c◦e) �� (d◦e).

Finally, it is known that the composition product defines an ultrametric contraction
on Rm〈〈X〉〉.
Example 6 In the case of two linear time-invariant systems with analytic kernels
hc(t) = ∑

i≥0(c, xi
0x1)t i/ i ! and hd(t) = ∑

i≥0(d, xi
0x1)t i/ i !, respectively, a direct

calculation gives the kernel for the composition

(hc ∗ hd)(t) :=
∫ t

0
hc(t − τ)hd(τ ) dτ =

∞∑

k=1

⎡

⎣
k−1∑

j=0

(c, xk− j−1
0 x1)(d, x j

0 x1)

⎤

⎦ t k

k!

=
∞∑

k=1

(c ◦ d, xk
0 x1)

t k

k! =: hc◦d(t).

The introduction of a direct feed term in the composition interconnection requires
amodification to the set up, namely, the new algebra homomorphismφd fromR〈〈X〉〉
to End(R〈〈X〉〉) where φd(xiη) = φd(xi ) ◦ φd(η) for xi ∈ X , η ∈ X∗ with

φd(xi )(e) = xi e + x0(di �� e),

i = 0, 1, . . . , m and any e ∈ R〈〈X〉〉, and where d0 := 0. Again, φd(∅) is the identity
map on R〈〈X〉〉. The direct feed term is encoded in the new term xi e shown above.
This yields the desired formal power series product as described next.

Theorem 5 [38, 49] Given any c ∈ R
�
LC 〈〈X〉〉 and d ∈ R

m
LC 〈〈X〉〉, the composition

Fc ◦ (I + Fd) = Fc ◦̃ d , where the modified composition product of c and d is given
by
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Table 1 Composition products involving c, d, cδ = δ + c, dδ = δ + d when X = {x0, x1, . . . , xm}

Name Symbol Map Operator Identity Remarks

Composition c ◦ d R
�〈〈X〉〉 ×

R
m〈〈X〉〉 → R

�〈〈X〉〉
Fc ◦ Fd = Fc◦d Associative

Modified
composition

c ◦̃ d R
�〈〈X〉〉 ×

R
m〈〈X〉〉 → R

�〈〈X〉〉
Fc ◦ (I + Fd ) Nonassociative

Mixed
composition

c ◦ dδ R
�〈〈X〉〉 ×

R
m〈〈Xδ〉〉 → R

�〈〈X〉〉
Fc ◦ Fdδ = Fc◦dδ c ◦ dδ = c ◦̃ d

Group
composition

c � d R
m〈〈X〉〉 ×

R
m〈〈X〉〉 → R

m〈〈X〉〉
(I + Fc) ◦ (I +
Fd ) = I + Fc�d

c � d = d + c ◦̃ d

Group product cδ ◦ dδ R
m〈〈Xδ〉〉 ×

R
m〈〈Xδ〉〉 → R

m〈〈Xδ〉〉
Fcδ ◦ Fdδ = Fcδ◦dδ cδ ◦ dδ = δ + c � d

c ◦̃ d =
∑

η∈X∗
(c, η) φd(η)(1),

and c ◦̃ d ∈ R
�
LC 〈〈X〉〉.

This product is also always summable, but it is not associative, in fact, in general

(c ◦̃ d) ◦̃ e = c ◦̃ (d ◦̃ e + e) (32)

[49]. The following lemma describes some other elementary properties of the mod-
ified composition product.

Lemma 1 [32, 38] The modified composition product

(1) is left R-linear;
(2) satisfies c ◦̃ 0 = c;
(3) satisfies c ◦̃ d = k ∈ R

� for any fixed d if and only if c = k;
(4) satisfies (x0c) ◦̃ d = x0(c ◦̃ d) and (xi c) ◦̃ d = xi (c ◦̃ d) + x0(di �� (c ◦̃ d));
(5) distributes to the left over the shuffle product.

It is also known that themodified composition product is an ultrametric contraction
on R

m〈〈X〉〉. A summary description of the composition and modified composition
product is given in Table 1 along with other types of composition products which
will be presented shortly.

3.2 Output Feedback

A central object of study in control theory is the output feedback interconnection as
shown in Figure 2. As with the cascade systems discussed above, this class of inter-
connections is also closed in the sense that the mapping u �→ y always has a Fliess
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Fig. 2 Output feedback
connection

operator representation. The computation of the corresponding generating series,
however, is much more involved. To see the source of the difficulty, consider the
following calculation assuming c, d ∈ R

m
LC 〈〈X〉〉 (for the most general case, which

requires two alphabets, see [32]). Clearly the function v in Figure 2 must satisfy the
identity

v = u + Fd◦c[v].

Therefore, from (I + F−d◦c)[v] = u one deduces that

v = (
I + F(−d◦c)

)−1 [u] =: (I + F(−d◦c)−1

) [u],

where I is the identity operator, and the superscript “−1" denotes the composition
inverse in both the operator sense and in terms of formal power series. Thus, the
generating series for the closed-loop system, denoted by the output feedback product
c@d, is

Fc@d [u] = Fc[v] = Fc ◦̃ (−d◦c)−1 [u]. (33)

The crux of the problem is how to compute the generating series (−d ◦ c)−1 of the
inverse operator (I + F(−d◦c))

−1. The approach described next is based on identifying
an underlying combinatorial Hopf algebra whose antipode acts on a certain character
group in such a way as to explicitly produce this inverse generating series. This
requires that one first identifies the relevant group structures.

Consider the set of unital Fliess operators Fδ := {I + Fc : c ∈ R
m
LC 〈〈X〉〉}. It

is convenient to introduce the symbol δ as the (fictitious) generating series for the
identity map. That is, Fδ := I such that I + Fc := Fδ+c = Fcδ

with cδ := δ + c. The
set of all such generating series for Fδ will be denoted by R

m
LC 〈〈Xδ〉〉. The central

idea is that (Fδ, ◦, I ) forms a group under operator composition

Fcδ
◦ Fdδ

= (I + Fc) ◦ (I + Fd) = I + Fd + Fc ◦ (I + Fd)

= I + Fd + Fc ◦̃ d =: Fcδ◦dδ
,

where
cδ ◦ dδ := δ + d + c ◦̃ d =: δ + c � d. (34)
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(The series c � d is clearly locally convergent since all the operations employed in
its definition preserve local convergence.) This group will be referred to as the output
feedback group of unital Fliess operators. It is natural to think of this group as acting
on an arbitrary Fliess operator, say Fc, to produce another Fliess operator, as is evident
in (33), by defining the right action Fc ◦ Fdδ

= Fc◦dδ
with c ◦ dδ := c ◦̃ d. This prod-

uct will be referred to as the mixed composition product on R
�〈〈X〉〉 × R

m〈〈Xδ〉〉.3
The following lemma gives the basic properties of the composition product on
R

m〈〈Xδ〉〉.
Lemma 2 [29] The composition product (34) on R

m〈〈Xδ〉〉
(1) satisfies δ ◦ cδ = cδ ◦ δ = cδ;
(2) satisfies (c ◦ dδ) ◦ eδ = c ◦ (dδ ◦ eδ) (mixed associativity);
(3) is associative.

Proof (1) This claim follows from the definition of this composition product.
(2) In light of item (1) in Lemma 1 it is sufficient to prove the claim only for

c = η ∈ Xk , k ≥ 0. The cases k = 0 and k = 1 are trivial. Assume the claim holds
up to some fixed k ≥ 0. Then via item (4) in Lemma 1 and the induction hypothesis
it follows that

((x0η) ◦ dδ) ◦ eδ = (x0(η ◦ dδ)) ◦ eδ = x0((η ◦ dδ) ◦ eδ) = x0(η ◦ (dδ ◦ eδ))

= (x0η) ◦ (dδ ◦ eδ).

In a similar fashion, apply the properties (1), (4), and (5) in Lemma 1 to get

((xiη) ◦ dδ) ◦ eδ = [xi (η ◦ dδ) + x0(di �� (η ◦ dδ))] ◦ eδ

= [xi (η ◦ dδ)] ◦ eδ + [x0(di �� (η ◦ dδ))] ◦ eδ

= xi [(η ◦ dδ) ◦ eδ] + x0[ei �� ((η ◦ dδ) ◦ eδ)]+
x0[(di ◦ eδ) �� ((η ◦ dδ) ◦ eδ)].

Now employ the induction hypothesis so that

((xiη) ◦ dδ) ◦ eδ = xi [η ◦ (dδ ◦ eδ)] + x0[ei �� (η ◦ (dδ ◦ eδ))]+
x0[(di ◦ eδ) �� (η ◦ (dδ ◦ eδ))]

= xi [η ◦ (dδ ◦ eδ)] + x0[(ei + (di ◦ eδ)) �� (η ◦ (dδ ◦ eδ))]
= xi [η ◦ (dδ ◦ eδ)] + x0[(dδ ◦ eδ)i �� (η ◦ (dδ ◦ eδ))]
= (xiη) ◦ (dδ ◦ eδ).

3The same symbol will be used for composition onRm〈〈X〉〉,Rm〈〈Xδ〉〉, andR�〈〈X〉〉 × R
m〈〈Xδ〉〉.

It will always be clear which product is being used since the arguments of these products have a
distinct notation, namely, c versus cδ .
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Therefore, the claim holds for all η ∈ X∗, and the identity is proved.
(3) Applying item (1) in Lemma 1 and the previous result it follows

(cδ ◦ dδ) ◦ eδ = δ + e + (c � d) ◦ eδ

= δ + e + (d + c ◦ dδ) ◦ eδ

= δ + e + d ◦ eδ + (c ◦ dδ) ◦ eδ

= δ + d � e + c ◦ (dδ ◦ eδ)

= cδ ◦ (dδ ◦ eδ).

Given the uniqueness of generating series of Fliess operators, their set of gener-
ating series forms the group (Rm

LC 〈〈Xδ〉〉, ◦, δ). In fact, it is a subgroup of the group
described next since it can be shown that the composition inverse preserves local
convergence [32].

Theorem 6 [32] The triple (Rm〈〈Xδ〉〉, ◦, δ) is a group.

Proof From Lemma 2, item (1), δ is the identity element of the group. Associativity
of the group product was also established in this lemma. For a fixed cδ ∈ R

m〈〈Xδ〉〉,
the composition inverse, c−1

δ = δ + c−1, must satisfy cδ ◦ c−1
δ = δ and c−1

δ ◦ cδ = δ,
which reduce, respectively, to

c−1 = (−c) ◦̃ c−1 (35a)

c = (−c−1) ◦̃ c. (35b)

It was shown in [38] that e �→ (−c) ◦̃ e is always a contraction on R
m〈〈X〉〉 when

viewed as an (complete) ultrametric space and thus has a unique fixed point, c−1. So
it follows directly that c−1

δ is a right inverse of cδ , i.e., satisfies (35a). To see that this
same series is also a left inverse, first observe that (35a) is equivalent to

c−1 ◦̃ 0 + c ◦̃ c−1 = 0, (36)

using Lemma 1, items (1) and (2). Substituting (36) back into itself where zero
appears and applying (32) gives

c−1 ◦̃ (c ◦̃ c−1 + c−1) + c ◦̃ c−1 = 0

(c−1 ◦̃ c) ◦̃ c−1 + c ◦̃ c−1 = 0.

Again from left linearity of the modified composition product it follows that

(c−1 ◦̃ c + c) ◦̃ c−1 = 0.

Finally, Lemma 1, item (3) implies that c−1 ◦̃ c + c = 0, which is equivalent to (35b).
This concludes the proof.
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In light of the identities c ◦ δ = c andLemma 2, item (2), it is therefore established
that Rm〈〈Xδ〉〉 acts as a right transformation group on R

m〈〈X〉〉. In which case, the
feedback product c@d = c ◦̃ (−d ◦ c)−1 = c ◦ (−d ◦ c)−1

δ can be viewed as specific
example of such a right action.

4 The Hopf Algebra of Coordinate Functions

In this section the Hopf algebra of coordinate functions for the group R
m〈〈Xδ〉〉 is

described. This provides an explicit computational framework for computing group
inverses, and thus, to calculate the feedback product as described in the previous
section. The strategy is to first introduce a connected graded commutative algebra
and then a compatible noncocommutative coalgebra, resulting in a connected graded
commutative noncocommutative bialgebra. The connectedness property ensures then
that this bialgebra is a connected graded Hopf algebra. The section ends by providing
a purely inductive formula for the antipode of this Hopf algebra.

4.1 Multivariable Hopf Algebra of Output Feedback

Let X = {x0, x1, x2, . . . , xm} be a finite alphabet with m + 1 letters. As usual the
monoid of words is denoted by X∗ and includes the empty word e = ∅. The degree
of a word η = xi1 · · · xin ∈ X∗ of length |η| := n, where xil ∈ X , is defined by

‖η‖ := 2|η|0 + |η|1. (37)

Here |η|0 denotes the number of times the letter x0 ∈ X appears in η, and |η|1 is the
number letters x j �=0 ∈ X appearing in the word η. Note that |e| = 0 = ‖e‖.

Recall Remark 2 above. For any word η ∈ X∗ and i = 1, . . . , m, the coordinate
function ai

η is defined to be the element of the dual space R∗〈〈Xδ〉〉 giving the coef-
ficient of the i-th component series for the word η ∈ X∗, namely,

ai
η(c) := (ci , η).

In this context, ai
δ denotes the coordinate function with respect to δ, where ai

δ(δ) =
1 and zero otherwise. Consider the vector space V generated by the coordinate
functions ai

η, where η ∈ X∗ and 1 ≤ i ≤ m. It is turned into a polynomial algebra H
with unit denoted by 1. By defining the degree of elements in H as deg(1) := 0 and
for k > 0, η ∈ X∗

deg(ak
η) := 1 + ‖η‖, (38)
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deg(ak
ηal

κ) := deg(ak
η) + deg(al

κ), H becomes a graded connected algebra, H :=
⊕

n≥0 Hn . Note, in particular, that deg(ak
e ) := 1.

The left- and right-shift maps, θ j : H → H respectively θ̃ j : H → H are defined
by

θ j a
k
η := ak

x j η
, θ̃ j a

k
η := ak

ηx j

for x j ∈ X , and θ j1 = θ̃ j1 = 0. On products these maps act by definition as deriva-
tions

θ j a
k
ηal

μ := (θ j a
k
η)a

l
μ + ak

η(θ j a
l
μ),

and analogously for θ̃ j . For a word η = xi1 · · · xin ∈ X∗

θη := θi1 ◦ · · · ◦ θin , θ̃η := θ̃in ◦ · · · ◦ θ̃i1 .

Hence, any element ai
η, η ∈ X∗ can be written

ai
η = θηai

e = θ̃ηai
e.

Both maps can be used to define a particular coproduct 
 : H → H ⊗ H . In
this approach, the right-shift map is considered first. Later it will be shown that the
left-shift map gives rise to the same coproduct. The coordinate function with respect
to the empty word, al

e, 1 ≤ l ≤ m, is defined to be primitive


al
e := al

e ⊗ 1 + 1 ⊗ al
e. (39)

The next step is to define
 inductively on any ai
η, |η| > 0, by specifying intertwining

relations between the map θ̃η and the coproduct


 ◦ θ̃i :=
(
θ̃i ⊗ id + id ⊗ θ̃i + δ0i

m∑

j=1

θ̃ j ⊗ A( j)
e

)
◦ 
, (40)

where δ0i is the usual Kronecker delta. The map A( j)
e for 0 < j ≤ m is defined by

A( j)
e ai

η := ai
ηa j

e . (41)
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The following notation is used, 
 ◦ θ̃i = Θ̃i ◦ 
, where

Θ̃i := θ̃i ⊗ id + id ⊗ θ̃i + δ0i

m∑

j=1

θ̃ j ⊗ A( j)
e , (42)

and Θ̃η := Θ̃in ◦ · · · ◦ Θ̃i1 for η = xi1 · · · xin ∈ X∗. The functions al
x j
for 0 < l, j ≤

m are primitive since


al
x j

= (
θ̃ j ⊗ id + id ⊗ θ̃ j ) ◦ 
al

e = (
θ̃ j ⊗ id + id ⊗ θ̃ j )(a

l
e ⊗ 1 + 1 ⊗ al

e)

= al
x j

⊗ 1 + 1 ⊗ al
x j

,

which follows from θ̃ j1 = 0. However, for al
x0 the coproduct is


al
x0 = Θ̃0 ◦ 
al

e =
(
θ̃0 ⊗ id + id ⊗ θ̃0 +

m∑

j=1

θ̃ j ⊗ A( j)
e

)
◦ 
al

e

= al
x0 ⊗ 1 + 1 ⊗ al

x0 +
m∑

j=1

al
x j

⊗ a j
e . (43)

Observe that the coproduct is compatible with the grading. Indeed, deg(al
x0) = 1 + 2

and deg(al
x j

⊗ a j
e ) = deg(al

x j
) + deg(a j

e ) = 1 + 1 + 1 for any j > 0. For the ele-

ment al
xi x j

, i, j > 0, one finds the following coproduct


al
xi x j

= Θ̃ j ◦ Θ̃i ◦ 
al
e = (

θ̃ j ⊗ id + id ⊗ θ̃ j
) ◦ (

θ̃i ⊗ id + id ⊗ θ̃i
) ◦ 
al

e

= (
θ̃ j θ̃i ⊗ id + id ⊗ θ̃ j θ̃i + θ̃ j ⊗ θ̃i + θ̃i ⊗ θ̃ j

) ◦ 
al
e

= al
xi x j

⊗ 1 + 1 ⊗ al
xi x j

. (44)

Again, this follows from θ̃k1 = 0 and generalizes to any word η in the monoid X̃∗
made from the reduced alphabet X̃ := X − {x0} = {x1, . . . , xm}. For the coproduct
of al

xi x0 , i > 0, it follows that


al
xi x0 = Θ̃0 ◦ Θ̃i ◦ 
al

e

=
(
θ̃0 ⊗ id + id ⊗ θ̃0 +

m∑

j=1

θ̃ j ⊗ A( j)
e

)
◦ (

θ̃i ⊗ id + id ⊗ θ̃i
) ◦ 
al

e

=
(
θ̃0 ⊗ id + id ⊗ θ̃0 +

m∑

j=1

θ̃ j ⊗ A( j)
e

)
(al

xi
⊗ 1 + 1 ⊗ al

xi
)

= al
xi x0 ⊗ 1 + 1 ⊗ al

xi x0 +
m∑

j=1

al
xi x j

⊗ a j
e . (45)
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This should be compared with the coproduct of al
x0xi

, i > 0


al
x0xi

= Θ̃i ◦ Θ̃0 ◦ 
al
e

= (
θ̃i ⊗ id + id ⊗ θ̃i

) ◦
(
θ̃0 ⊗ id + id ⊗ θ̃0 +

m∑

j=1

θ̃ j ⊗ A( j)
e

)
◦ 
al

e

= (
θ̃i ⊗ id + id ⊗ θ̃i

)(
al

x0 ⊗ 1 + 1 ⊗ al
x0 +

m∑

j=1

al
x j

⊗ a j
e

)

= al
x0xi

⊗ 1 + 1 ⊗ al
x0xi

+
m∑

j=1

al
x j xi

⊗ a j
e +

m∑

j=1

al
x j

⊗ a j
xi
. (46)

Finally, the coproduct of al
x0x0 is calculated


al
x0x0 = Θ̃0 ◦ Θ̃0 ◦ 
al

e

=
(
θ̃0 ⊗ id + id ⊗ θ̃0 +

m∑

n=1

θ̃n ⊗ A(n)
e

)
◦
(
θ̃0 ⊗ id + id ⊗ θ̃0 +

m∑

j=1

θ̃ j ⊗ A( j)
e

)
◦ 
al

e

=
(
θ̃0 ⊗ id + id ⊗ θ̃0 +

m∑

n=1

θ̃n ⊗ A(n)
e

)(
al

x0 ⊗ 1 + 1 ⊗ al
x0 +

m∑

j=1

al
x j

⊗ a j
e

)

= al
x0x0 ⊗ 1 + 1 ⊗ al

x0x0 +
m∑

j=1

al
x j x0 ⊗ a j

e +
m∑

n=1

al
x0xn

⊗ an
e

+
m∑

j=1

al
x j

⊗ a j
x0 +

m∑

n, j=1

al
x j xn

⊗ a j
e an

e . (47)

The coproduct 
 is extended multiplicatively to all of H , and the coproduct of
the unit 1 is defined to be 
(1) := 1 ⊗ 1. In particular, 
al

η ∈ V ⊗ H as opposed
to simply H ⊗ H due to the left linearity of the modified composition product as
shown in Lemma 1. This has interesting practical consequences for the antipode
calculation as described in [14]. Namely, there is a significant difference between
the computational efficiencies of the two antipode recursions in (24a, 24b).

Theorem 7 The algebra H with the multiplicatively extended coproduct


al
η := Θ̃η(a

l
e ⊗ 1 + 1 ⊗ al

e) ∈ V ⊗ H (48)

is a connected graded commutative noncocommutative Hopf algebra.

Proof Since H is connected, graded and commutative by construction, the antipode
can be calculated recursively via one of the recursions in (24a, 24b). It is clear as
well that the coproduct (48) is noncocommutative. Hence, coassociativity remains to
be checked. This is done inductively with respect to the length of the word η ∈ X∗.
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First observe that

(ak

ηxi
) = 
 ◦ θ̃i (a

k
η) = Θ̃i ◦ 
(ak

η).

This implies that

(
 ⊗ id) ◦ 
(ak
ηxi

) = (
 ⊗ id) ◦ Θ̃i ◦ 
(ak
η)

=
(

 ◦ θ̃i ⊗ id + (id ⊗ id) ◦ 
 ⊗ θ̃i + δ0i

m∑

j=1


 ◦ θ̃ j ⊗ A( j)
e

)
◦ 
(ak

η) (49)

=
(
Θ̃i ⊗ id + id ⊗ id ⊗ θ̃i + δ0i

m∑

j=1

Θ̃ j ⊗ A( j)
e

)
(
 ⊗ id) ◦ 
(ak

η)

=
(
θ̃i ⊗ id ⊗ id + id ⊗ θ̃i ⊗ id + id ⊗ id ⊗ θ̃i

+ δ0i

m∑

j=1

θ̃ j ⊗ A( j)
e ⊗ id + δ0i

m∑

j=1

θ̃ j ⊗ id ⊗ A( j)
e

+ δ0i

m∑

j=1

id ⊗ θ̃ j ⊗ A( j)
e

)
(id ⊗ 
) ◦ 
(ak

η)

=
(
θ̃i ⊗ id ⊗ id + id ⊗ Θ̃i + δ0i

m∑

j=1

θ̃ j ⊗ (
A( j)
e ⊗ id + id ⊗ A( j)

e
))

(id ⊗ 
) ◦ 
(ak
η)

= (id ⊗ 
) ◦
(
θ̃i ⊗ id + id ⊗ θ̃i + δ0i

m∑

j=1

θ̃ j ⊗ A( j)
e

)
◦ 
(ak

η)

= (id ⊗ 
) ◦ 
(ak
ηxi

). (50)

The identity

 ◦ A(i)

e = (
A(i)
e ⊗ id + id ⊗ A(i)

e

) ◦ 


was used above, which follows from A(l)
e ak

η = al
ea

k
η and al

e being primitive for all
0 < l ≤ m.

Remark 3 Note that the coproduct (48) can be simplified


al
η := Θ̃η(a

l
e ⊗ 1) + 1 ⊗ al

η, (51)

which follows from θ̃k1 = 0 and the form of Θ̃i .

A variant of Sweedler’s notation is used for the reduced coproduct, i.e., 
′(al
η) =

∑′
al

η′ ⊗ al ′
η′′ , as well as for the full coproduct


(al
η) =

∑
al

η(1)
⊗ al ′

η(2)
= al

η ⊗ 1 + 1 ⊗ al
η + 
′(al

η).
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Connectedness of H implies that its antipode S : H → H can be calculated using
(24a, 24b), namely,

Sal
η = −al

η −
∑′

S(al
η′)al ′

η′′ = −al
η −

∑′
al

η′ S(al ′
η′′). (52)

A few examples are given next. The coproduct (39) implies for the elements ak
e that

Sak
e = −ak

e . For 0 < j, k, l ≤ m

Sak
x j

= −ak
x j

, Sal
x0 = −al

x0 +
m∑

i=1

al
xi

ai
e. (53)

The next theorem uses the coproduct formula (48) to provide an alternative for-
mula for the antipode of H .

Theorem 8 For any nonempty word η = xi1 · · · xil , the antipode S : H → H satis-
fies

Sak
η = (−1)|η|+1Θ̃ ′

η(a
k
e ), (54)

where
Θ̃ ′

η := θ̃ ′
il

◦ · · · ◦ θ̃ ′
i1 (55)

and

θ̃ ′
l := −θ̃l + δ0l

m∑

j=1

a j
e θ̃ j . (56)

Proof The claim is equivalent to saying that

S ◦ θ̃η = −θ̃ ′
il

◦ S ◦ θ̃il−1 ◦ · · · ◦ θ̃i1

for the word η = xi1 · · · xil ∈ X∗. The proof is via induction on the degree of ak
η .

The degree one case is excluded by assumption as it corresponds to Sak
e = −ak

e . For
degree two, three, four and five the claim is quickly verified. For i > 0 observe that

Sak
xi

= S ◦ θ̃i a
k
e = −θ̃ ′

i ◦ Sak
e = θ̃ ′

i a
k
e = −θ̃i a

k
e = −ak

xi

and

Sak
x0 = S ◦ θ̃0ak

e = θ̃ ′
0ak

e = −ak
x0 +

m∑

i=1

ak
xi

ai
e,

which coincide with (53). For j > 0

Sak
x j x0 = S ◦ θ̃0 ◦ θ̃ j a

k
e = (−1)θ̃ ′

0 ◦ θ̃ ′
j (a

k
e ) = −ak

x j x0 +
m∑

i=1

ak
x j xi

ai
e
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= θ̃ ′
0 ◦ θ̃ ′

j S(ak
e )

= −θ̃ ′
0 ◦ S ◦ θ̃ j (a

k
e ).

For degree five

Sak
x0x0 = S ◦ θ̃0 ◦ θ̃0ak

e = −θ̃ ′
0 ◦ θ̃ ′

0(a
k
e )

= −
(

− θ̃0 +
m∑

j=1

a j
e θ̃ j

)(
− θ̃0 +

m∑

n=1

an
e θ̃n

)
(ak

e )

=
(

− θ̃0θ̃0 +
m∑

n=1

an
x0 θ̃n +

m∑

n=1

an
e θ̃0θ̃n +

m∑

j=1

a j
e θ̃ j θ̃0 −

m∑

j=1

m∑

n=1

a j
e θ̃ j a

n
e θ̃n

)
(ak

e )

=
(

− θ̃0θ̃0 +
m∑

n=1

an
x0 θ̃n +

m∑

n=1

an
e θ̃0θ̃n +

m∑

j=1

a j
e θ̃ j θ̃0

−
m∑

j=1

m∑

n=1

a j
e an

x j
θ̃n −

m∑

j=1

m∑

n=1

a j
e an

e θ̃ j θ̃n

)
(ak

e )

= −ak
x0x0 +

m∑

n=1

ak
xn

an
x0 +

m∑

n=1

ak
xn x0a

n
e +

m∑

n=1

ak
x0xn

an
e

−
m∑

j=1

m∑

n=1

ak
xn

an
x j

a j
e −

m∑

j=1

m∑

n=1

an
xn x j

a j
e an

e .

Recall that Sweedler’s notation for the reduced coproduct is in use. It is assumed
that the theorem holds up to degree n ≥ 2. Recall that θ̃ ′

il
are derivations on H and

that for the augmentation ideal projector P it holds that P1 = 0. Working with the
second recursion in (52) one finds for deg(ak

η) = n + 1, η = xi1 · · · xil = η̄xil ∈ X∗
that

Sak
η = m H ◦ (P ⊗ S) ◦ 
ak

η

= m H ◦ (
P ◦ θ̃il ⊗ S + P ⊗ S ◦ θ̃il + δ0il

m∑

n=1

P ◦ θ̃n ⊗ S ◦ A(n)
e

) ◦ 
ak
η̄

= m H ◦ (
P ◦ θ̃il ⊗ S

) ◦ (ak
η̄ ⊗ 1 + 
′ak

η̄ ) + m H ◦ (
P ⊗ S ◦ θ̃il

) ◦ 
′ak
η̄

+ m H ◦ (
δ0il

m∑

n=1

P ◦ θ̃n ⊗ S ◦ A(n)
e

) ◦ (ak
η̄ ⊗ 1 + 
′ak

η̄ ).

The critical term is

m H ◦ (P ⊗ S ◦ θ̃il ) ◦ 
′ak
η̄ = m H ◦ (P ⊗ S ◦ θ̃il ) ◦

∑′
al

η′ ⊗ al ′
η′′ .
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Since deg(θ̃il a
l ′
η′′) < n + 1, it can be written as

m H ◦ (P ⊗ S ◦ θ̃il ) ◦ 
′ak
η̄ = −m H ◦ (P ⊗ θ̃ ′

il
◦ S) ◦ 
′ak

η̄ .

This yields

Sak
η = m H ◦ (P ⊗ S) ◦ 
ak

η

= m H ◦ (
P ◦ θ̃il ⊗ S − P ⊗ θ̃ ′

il
◦ S + δ0il

m∑

n=1

P ◦ θ̃n ⊗ S ◦ A(n)
e

) ◦ 
ak
η̄

= m H ◦ (
θ̃il ⊗ id + id ⊗ θ̃il − id ⊗ δ0il

m∑

n=1

A(n)
e θ̃n − δ0il

m∑

n=1

θ̃n ⊗ A(n)
e

) ◦ (P ⊗ S) ◦ 
ak
η̄

= −( − θ̃il + δ0il

m∑

n=1

A(n)
e θ̃n

)
m H ◦ (P ⊗ S) ◦ 
ak

η̄

= −θ̃ ′
il

Sak
η̄ ,

which proves the theorem. Note that the next to the last equality used the fact that
the θ̃i are derivations on H .

Remark 4 Consider the case where m = 1 in Theorem 7. That is, the alphabet
X := {x0, x1}, and the Hopf algebra H is generated by the coordinate functions
aη, η ∈ X∗. Note that the upper index on the coordinate functions can be omitted as
m = 1. The element aη ∈ H has the coproduct defined in terms of 
 ◦ θ̃i = Θ̃i ◦ 
,
i = 0, 1, where Θ̃1 = θ̃1 ⊗ id + id ⊗ θ̃1 and Θ̃0 := θ̃0 ⊗ id + id ⊗ θ̃0 + θ̃1 ⊗ Ae.

The antipode S : H → H for any nonempty word η = xi1 · · · xil is given by Saη =
(−1)|η|+1Θ̃ ′

η(ae),where Θ̃ ′
η := θ̃ ′

i p
◦ · · · ◦ θ̃ ′

i1
and θ̃ ′

l := −θ̃l + δ0laeθ̃1, l = 0, 1. Here
|η| := 2|η|0 + |η|1, where |η|0 denotes the number of times the letter x0 appears in
η, and |η|1 is the number of times the letter x1 is appearing in the word η. One can
verify directly that this Hopf algebra coincides with the single-input/single-output
(SISO) feedback Hopf algebra described in [28]. The reader is also referred to [14,
16] for more details. This connection between Hopf algebras will be studied further
in future work regarding the multivariable (MIMO) case as described in [32].

Finally, returning to the antipode recursions in (52) one realizes quickly the intri-
cacies that result from the signs of the different terms. Surprisingly, the computational
aspects of the two formulas are rather different. It turns out that the rightmost recur-
sion is optimal in the sense that its expansion is free of cancellations [14]. This
triggers immediately the question whether the antipode formula (54) shares similar
properties, which is answered by the next result.

Proposition 3 The antipode formula (54) is free of cancellations.

Proof First recall that the algebra of coordinate functions is polynomially free by
construction. Then the absence of cancellations follows from looking at (55) and
(56) and noting that θ̃i θ̃ j �= θ̃ j θ̃i .
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Fig. 3 Parallel sum (left) and parallel product (right) interconnections of two discrete-time Fliess
operators

5 Towards Discretization

This section lays the foundation for a discrete-time analogue of the continuous-time
Fliess operator theory described in the previous sections. The starting point is the
introduction of a discrete-time Fliess operator, where the basic idea is to replace the
iterated integrals in (6) with iterated sums. This concept was originally exploited in
[35, 36] to provide numerical approximations of continuous-time Fliess operators.
The main results were developed without any a priori assumption regarding the
existence of a state space realization. It was shown, however, that discrete-time Fliess
operators are realizable by the class of state space realizations which are rational in
the input and affine in the state whenever the generating series is rational. Some
specific examples of this will be given here.

The main focus of this section is on parallel interconnections of discrete-time
Fliess operators as shown in Figure 3. In the continuous-time theory presented earlier,
it was evident that virtually all the results about interconnections flow from the shuffle
algebra, which is induced by the parallel product interconnection. The hypothesis
here is that an analogous situation holds in the discrete-time case. So it will be
shown that the parallel product of discrete-time Fliess operators induces a quasi-
shuffle algebra on the set of generating series. Given the natural suitability of rational
generating series for discrete-time realization theory, a natural question to pursue is
whether rationality is preserved under the quasi-shuffle product. The question was
affirmatively answered in [42] but without proof. So here a complete proof will be
given.

5.1 Discrete-Time Fliess Operators

The set of admissible inputs for discrete-time Fliess operators will be drawn from
the real sequence space

lm+1∞ [N0] := {û = (û(N0), û(N0 + 1), . . .) : ∃R̂u with 0 ≤ ∣
∣û(N )

∣
∣ < R̂û < ∞, ∀N ≥ N0},
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where û = [û0, û1, . . . , ûm]T and
∣
∣û(N )

∣
∣ := maxi=0,1,...,m

∣
∣ûi (N )

∣
∣. In which case,

∥
∥û

∥
∥∞ := supN≥N0

∣
∣û(N )

∣
∣ is always finite. Define a ball of radius R̂ in lm+1∞ [N0] as

Bm+1
∞ [N0](R̂) = {û ∈ lm+1

∞ [N0] : ∥∥û
∥
∥∞ ≤ R̂}.

The subset of finite sequences over [N0, N f ] is denoted by Bm+1∞ [N0, N f ](R̂). That
is, û ∈ Bm+1∞ [N0, N f ](R̂) if maxN∈[N0,N f ]

∣
∣û(N )

∣
∣ ≤ R̂. The following definition is

of central importance.

Definition 6 [35, 36] For any c ∈ R
�〈〈X〉〉, the corresponding discrete-time Fliess

operator is
ŷ(N ) = F̂c[û](N ) =

∑

η∈X∗
(c, η)Sη[û](N ), (57)

where û ∈ lm+1∞ [1], N ≥ 1, and the iterated sum for any xi ∈ X and η ∈ X∗ is defined
inductively by

Sxi η[û](N ) =
N∑

k=1

ûi (k)Sη[û](k) (58)

with S∅[û](N ) := 1.

The following lemma will be used for providing sufficient conditions for the
convergence of such operators.

Lemma 3 [35, 36] If û ∈ Bm+1∞ [1](R̂) then for any η ∈ X∗ and N ≥ 1

∣
∣Sη[û](N )

∣
∣ ≤ R̂|η|

(
N − 1 + |η|

|η|
)

≤ 2N−1(2R̂)|η|.

Proof If η = xi j · · · xi1 ∈ X∗ then for any N ≥ 1

∣
∣Sη[û](N )

∣
∣ =

∣
∣
∣
∣
∣
∣

N∑

k j =1

ûi j (k j )

k j∑

k j−1=1

ûi j−1(k j−1) · · ·
k2∑

k1=1

ûi1(k1)

∣
∣
∣
∣
∣
∣

≤
N∑

k j =1

∣
∣ûi j (k j )

∣
∣

k j∑

k j−1=1

|ûi j−1(k j−1)| · · ·
k2∑

k1=1

∣
∣ûi1(k1)

∣
∣

≤ R̂|η|
N∑

k j =1

k j∑

k j−1=1

· · ·
k2∑

k1=1

1 = R̂|η|
(

N − 1 + |η|
|η|

)

,

using the fact that the final nested sum above has
(N−1+|η|

|η|
)
terms [6]. The remaining

inequality is standard.
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Since the upper bound on
∣
∣Sη[û](N )

∣
∣ in this lemma is achievable, it is not difficult

to see that when the generating series c satisfies the growth bound (7), the series (57)
defining F̂c can diverge. For example, if (c, η) = Kc M |η|

c |η|! for all η ∈ X∗, and
ûi (N ) = R̂, N ≥ 1, i = 0, 1, . . . , m then

F[û](N ) =
∑

η∈X∗
Kc M |η|

c |η|! R̂|η|
(

N − 1 + |η|
|η|

)

= Kc

∞∑

j=0

(Mc(m + 1)R̂) j j !
(

N − 1 + j

j

)

.

Since lim j→∞
(N−1+ j

j

) = 1, this series diverges even when R̂ < 1/Mc(m + 1). The
next theorem shows that this problem is averted when c satisfies the stronger growth
condition (8).

Theorem 9 [35, 36] Suppose c ∈ R
�〈〈X〉〉 has coefficients which satisfy

|(c, η)| ≤ Kc M |η|
c , ∀η ∈ X∗.

Then there exists a real number R̂ > 0 such that for each û ∈ Bm+1∞ [1](R̂), the series
(57) converges absolutely for any N ≥ 1.

Proof Fix N ≥ 1. From the assumed coefficient bound and Lemma 3, it follows that

∣
∣
∣F̂c(û)(N )

∣
∣
∣ ≤

∞∑

j=0

∑

η∈X j

|(c, η)| ∣∣Sη[û](N )
∣
∣ ≤

∞∑

j=0

Kc(Mc(m + 1)) j 2N−1(2R̂) j

= Kc2N−1

1 − 2Mc(m + 1)R̂
,

provided R̂ < 1/2Mc(m + 1).

The final convergence theorem shows that the restriction on the norm of û can be
removed if an even more stringent growth condition is imposed on c.

Theorem 10 [35, 36] Suppose c ∈ R
�〈〈X〉〉 has coefficients which satisfy

|(c, η)| ≤ Kc M |η|
c

1

|η|! , ∀η ∈ X∗

for some real numbers Kc, Mc > 0. Then for every û ∈ lm+1∞ [1], the series (57) con-
verges absolutely for any N ≥ 1.

Proof Following the same argument as in the proof of the previous theorem, it is
clear for any û ∈ lm+1∞ [1] and N ≥ 1 that
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Table 2 Summary of
convergence conditions for Fc
and F̂c

Growth Rate Fc F̂c

|(c, η)| ≤ Kc M |η|
c |η|! LC Divergent

|(c, η)| ≤ Kc M |η|
c GC LC

|(c, η)| ≤ Kc M |η|
c

1
|η|! GC (at least) GC

∣
∣
∣F̂c(û)(N )

∣
∣
∣ ≤

∞∑

j=0

Kc(Mc(m + 1)) j 1

j ! 2
N−1(2‖û‖∞) j = Kc2

N−1e2Mc(m+1)‖û‖∞ .

Assuming the analogous definitions for local convergence (LC) and global con-
vergence (GC) of the operator F̂c, note the incongruence between the convergence
conditions for continuous-time and discrete-time Fliess operators as summarized in
Table 2. In each case, for a fixed series c, the sense in which the discrete-time Fliess
operator F̂c converges is weaker than that for Fc. The source of this dichotomy is the
observation in Lemma 3 that iterated sums of û do not grow as a function of word
length like R̂|η|/ |η|!, which is the case for iterated integrals, but at a potentially faster
rate. On the other hand, it is well known that rational series have coefficients that
grow as in (8). Thus, as indicated in Table 2, their corresponding discrete-time Fliess
operators always converge locally. Therefore, in the following sections this case will
be considered in further detail.

5.2 Rational Discrete-Time Fliess Operators

An example of a system that can be described by a discrete-time Fliess operator is

[
z1(N + 1)
z2(N + 1)

]

=
[
1 0
0 1

] [
z1(N )

z2(N )

]

+
[
1
0

]

û1(N + 1) +
[

0
z1(N )

]

û2(N + 1)

+
[
0
1

]

û1(N + 1)û2(N + 1),

y(N ) = [
0 1

]
[

z1(N )

z2(N )

]

,

(59)

where û1 and û2 are suitable input sequences. Letting z1(0) = z2(0) = 0. Observe
that

z1(N + 1) = z1(N ) + û1(N + 1)

implies that z1(N ) = ∑N
k=1 û1(k). Thus, it follows that
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z2(N + 1) = z2(N ) + z1(N )û2(N + 1) + û2(N + 1)û1(N + 1)

= z2(N ) + û2(N + 1)z1(N + 1) (60)

=
N+1∑

k2=1

û2(k2)
k2∑

k1=1

û1(k1).

The corresponding output is then

y(N ) =
N+1∑

k2=1

û2(k2)
k2∑

k1=1

û1(k1) = Sx2x1 [û](N ),

whichhas the formof (57). System (59) falls into the category ofpolynomial input and
state affine systems [61]. A simple discretization procedure can also yield discrete-
time systems that are rational functions of the inputs. Consider, for instance, the
following continuous-time system

ż(t) = z(t)u(t), z(0) = 0. (61)

For small 
 > 0, an Euler type approximation gives

z̃((N + 1)
) = z̃(N
) +
∫ (N+1)


N


z̃(t)u(t) dt

≈ z̃(N
) +
∫ (N+1)


N


u(t) dt z̃((N + 1)
)

= z̃(N
) + û(N + 1) z̃((N + 1)
),

and therefore, letting ẑ(N ) = z̃(N
), observe that

ẑ(N + 1) = (1 − û(N + 1))−1 ẑ(N ) (62)

In this case, (1 − û(N + 1))−1 is a rational function and fall into the following class
of systems.

Definition 7 [36] A discrete-time state space realization is rational input and state
affine if its transition map has the form

ẑi (N + 1) =
n∑

j=1

ri j (û(N + 1))ẑ j (N ) + si (û(N + 1)),

i = 1, 2, . . . , n, where ẑ(N ) ∈ R
n , û = [û0, û1, . . . , ûm]T , ri j and si are rational

functions, and the output map h : ẑ �→ ŷ is linear.

The general situation is described by the following realization theorem.
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Theorem 11 [36] Let c ∈ R〈〈X〉〉 be a rational series over X = {x0, x1, . . . , xm}
with linear representation (μ, γ, λ). Then ŷ = F̂c[û] has a finite dimensional rational
input and state affine realization on Bm+1∞ [0, N f ](R̂) for any N f > 0 provided R̂ <
(∑m

j=0

∥
∥μ(x j )

∥
∥
)−1

, where ‖·‖ is any matrix norm.

5.3 Parallel Interconnections and the Quasi-shuffle Algebra

Given two continuous-time Fliess operators Fc and Fd with c, d ∈ RLC 〈〈X〉〉,
the parallel interconnections as shown in Figure 3 satisfy Fc + Fd = Fc+d and
Fc Fd = Fc �� d [24]. In the discrete-time case, the parallel sum interconnection is
characterized trivially by the addition of generating series, i.e., F̂c + F̂d = F̂c+d due
to the vector space nature of RLC 〈〈X〉〉. But the parallel product connection in this
case is characterized by the so-called quasi-shuffle product introduced in Example 5.
The main objective of this section is to give a description of the quasi-shuffle alge-
bra Hqsh = (R〈X〉,�) in the context of discrete-time Fliess operators and show that
rationality is preserved under the quasi-shuffle product.

5.3.1 Quasi-shuffle Algebra

The shuffle product (1) describes the product of iterated integrals. However, it cannot
account for products of iterated sums. For instance, observe that the product

N∑

i=1

û1(i)
N∑

j=1

û2( j) =
N∑

i=1

i∑

j=1

û1(i)û2( j) +
N∑

i=1

i∑

j=1

û1( j)û2(i) −
N∑

i=1

û1(i)û2(i),

(63)

where û ∈ Bm+1∞ [0, N f ](R) for suitable R and N f . If X = {x0, x1, x2}, then using
(58) it follows that (63) can be written as

Sx1 [û](N )Sx2 [û](N ) = Sx1x2 [û](N ) + Sx2x1 [û](N ) −
N∑

i=1

û1(i)û2(i).

Note that the last term
∑N

i=1 û1(i)û2(i) does not correspond to a letter in X nor to
a word in X∗. Therefore, the alphabet X needs to be augmented to account for this
fact. Associating the input û1û2 with the new letter x1,2, one can now write

Sx1 [û](N )Sx2 [û](N ) = Sx1x2 [û](N ) + Sx2x1 [û](N ) + Sx1,2 [û](N ).

Therefore, the general setting in which products of iterated sums are consid-
ered requires a countable alphabet. The extra letters, in addition to those in X =
{x0, x1, . . . , xm}, account for all possible finite products of inputs. Recall item (3) in
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Example 5, where the quasi-shuffle Hopf algebra is defined. Here the alphabet X is
extended to a graded commutative semigroup by defining the commutative bracket
operation of letters in X to be [xi x j ] = xi, j , which is assumed to be associative, i.e.,
[[xi x j ]xl ] = [xi [x j xl ]] for letters xi , x j , xl ∈ X . Iterated brackets may therefore be
denoted by xi1,...,in := [[[xi1 xi2 ] · · · ]xin ]. The augmented alphabet X̄ contains X as
well as all finitely iterated brackets xi1,...,in . The monoid of words with letters from
X̄ is denoted X̄∗. The definition (58) of iterated sums has to be extended to include
the additional words in X̄∗, for instance,

Sxk xi1 ,i2 ,...,in
[û](N ) :=

N∑

i=1

ûk(i)
i∑

j=1

ûi1( j)ûi2( j) · · · ûin ( j).

It follows now that the product Sx1 [û](N )Sx2 [û](N ) is encoded symbolically in terms
of a quasi-shuffle product on X̄∗

x1 � x2 = x1x2 + x2x1 − x1,2 ∈ R〈X̄〉. (64)

The foundation of discrete-time Fliess operator theory is the summation operator,
which is used inductively in the construction of the iterated sums in (58). In general,
the summation operator Z is defined as

Z( f )(x) :=
[x/θ]∑

k=1

θ f (θk) (65)

for a suitable class of functions f . It is known to satisfy the so-called Rota–Baxter
relation of weight θ [18]

Z( f )(x)Z(g)(x) = Z
(
Z( f )g + f Z(g) − θ f g

)
(x). (66)

This relation generalizes the integration by parts rule for indefinite Riemann inte-
grals and provides the corresponding formula for iterated sums. Specifically, (63)
corresponds to (66) where θ = 1, f = û1 and g = û2. The quasi-shuffle product,
introduced in item (3) of Example 5, defined on X̄∗ provides an extension of (64)
and (66). For words η = η1 · · · ηn and ξ = ξ1 · · · ξm , where ηi , ξ j ∈ X̄ , the recursive
definition of the quasi-shuffle product on X̄∗ is given by

η � ξ = η1(η
−1
1 (η) � ξ) + ξ1(η � ξ−1

1 (ξ)) − [η1ξ1]
(
η−1
1 (η) � ξ−1

1 (ξ)
)

(67)

with ∅ � η = η � ∅ = η for η ∈ X̄∗, and η−1
1 (·) is the left-shift operator defined

in (5). This implies that

Sη[û](N ) · Sξ [û](N ) = Sη�ξ [û](N ) (68)
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with η � ξ ∈ R〈X̄〉. Observe that since |η|, |ξ | < ∞, then supp{η � ξ} is generated
by a finite subset of X̄ . The quasi-shuffle product � is linearly extended to series
c, d ∈ R〈〈X̄〉〉 so that

c � d =
∑

η,ξ∈X̄∗
(c, η)(d, ξ)η � ξ =

∑

ν∈X̄∗

∑

η,ξ∈X̄∗
(c, η)(d, ξ)(η � ξ, ν)

︸ ︷︷ ︸
(c � d, ν)

ν.

Note that the coefficient (η�ξ, ν) �= 0 only when ν ∈ X∗ is such that |η| + |ξ | −
min(|η| , |ξ |) ≤ |ν| ≤ |η| + |ξ |. Therefore, (c � d, ν) is finite since the set I�(ν) �
{(η, ξ) ∈ X̄∗ × X̄∗ : (η � ξ, ν) �= 0} is finite. Hence, the summation defining c � d
is locally finite, and therefore summable. It can be shown that the quasi-shuffle
product is commutative, associative and distributes over addition [17, 41]. Thus, the
vector space R〈〈X̄〉〉 endowed with the quasi-shuffle product forms a commutative
R-algebra, the so-called quasi-shuffle algebra with multiplicative identity element 1.

5.3.2 Rationality of the Quasi-shuffle Product

In this section the question of whether the quasi-shuffle product of two rational series
is again rational is addressed. In light of Definition 1 and the remark thereafter, it is
clear that a rational series c over X̄ is also rational over a finite sub-alphabet Xc ⊂ X̄ .
In which case, Theorems 1 and 2 still apply in the present setting. Also note that in the
context of the parallel product connection the underlying alphabets for the generating
series of F̂c and F̂d are always the same since the inputs are identical. But there is
no additional complexity introduced if the alphabets are allowed to be distinct. So
let Xc, Xd ⊂ X̄ be finite sub-alphabets of X̄ corresponding to the generating series
c and d and with cardinalities Nc and Nd , respectively. Define [Xc Xd ] = {[xc

i xd
j ] :

xc
i ∈ Xc, xd

j ∈ Xd , i = 1, . . . , Nc, j = 1 . . . , Nd}. The main theorem of the section
is given first.

Theorem 12 Let c, d ∈ R〈〈X̄〉〉 be rational series with underlying finite alphabets
Xc, Xd ⊂ X̄ , then e = c � d ∈ R〈〈X̄〉〉 is rational with underlying alphabet Xe =
Xc ∪ Xd ∪ [Xc Xd ] ⊂ X̄ .

Proof In light of (67), the series e = c � d is clearly defined over the finite alphabet
Xe. Therefore, a stable finite dimensional vector space Ve is constructed which con-
tains e in order to apply Theorem 2. Since c and d are both rational, let Vc and Vd be
stable finite dimensional vector subspaces of R〈〈Xc〉〉 and R〈〈Xd〉〉 containing c and
d, respectively. Let {c̄i }nc

i=1 and {d̄ j }nd
j=1 denote their corresponding bases. Define

Ve = span
R
{c̄i � d̄ j : i = 1, . . . , nc, j = 1, . . . , nd}.
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Clearly, Ve ⊂ R〈〈Xe〉〉 is finite dimensional. If one writes

c =
nc∑

i=1

αi c̄i , d =
nd∑

j=1

β j d̄ j ,

it then follows directly that

e = c � d =
nc,nd∑

i, j=1

αiβ j c̄i � d̄ j ∈ Ve.

So it only remains to be shown that Ve is stable. Observe from (67) that for any
x ∈ Xe the left-shift operator acts on the quasi-shuffle product as

x−1(η � ξ) = x−1(η) � ξ + η � x−1(ξ) + δx,[xi x j ](x−1
i (η) � x−1

j (ξ)), (69)

where η = xiη
′, ξ = x jξ

′ ∈ X̄∗ and δx,[xi x j ] = 1 if x = [xi x j ] and 0 otherwise.Writ-

ing c = (c,∅) + ∑Nc
i=0 xc

i (xc
i )

−1(c) and d = (d,∅) + ∑Nd
i=0 xd

i (xd
i )−1(d) and using

the bilinearity of the quasi-shuffle, it follows that

x−1(e) = x−1(c) � d + c � x−1(d) +
Nc,Nd∑

i, j=0

δx,[xc
i xd

j ]((xc
i )

−1(c) � (xd
j )

−1(d)).

But since Vc, Vd ⊂ R〈〈Xe〉〉 are stable vector spaces by assumption, it is immediate
that (xc

i )
−1(c) ∈ Vc and (xd

j )
−1(d) ∈ Vd , and therefore x−1(e) ∈ Ve as well. It then

follows that Ve is a stable vector space, and hence e is rational.

The following corollary describes the generating series for the parallel product
connection in the context of rational series.

Corollary 2 If c, d ∈ R〈〈X̄〉〉 are rational series with underlying finite alphabets
Xc, Xd ⊂ X̄ , then F̂c F̂d = F̂c�d with e = c � d ∈ Rrat 〈〈Xe〉〉, where Xe = Xc ∪
Xd ∪ [Xc Xd ].
Proof From (68) the product connection of two operators as in (57) is

F̂c[û](N )F̂d [û](N ) =
∑

η∈X∗
c

(c, η)Sη[û](N ) ·
∑

ξ∈X∗
d

(d, ξ)Sξ [û](N )

=
∑

η∈X∗
c ,ξ∈X∗

d

(c, η)(d, ξ)Sη�ξ [û](N )

= Fc�d [û](N ) =: Fe[û](N ).

Here e ∈ Rrat 〈〈Xe〉〉 since by Theorem 12 the quasi-shuffle preserves rationality.

The following lemma will be used in the final example of this section.
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Lemma 4 For any i, j ≥ 0

xi
1 � x j

1 =
min{i, j}∑

k=0

(
i + j − 2k

min{i, j} − k

)

xk
1,1 �� xi+ j−2k

1 . (70)

Proof Without loss of generality assume i ≤ j . The identity is proved by induction
over i + j . The cases for i + j = 0, 1 are trivial. Assume (70) holds up to some fixed
i + j . Using (67) compute

xi
1 � x j+1

1 = x1
(

xi−1
1 � x j+1

1

)
+ x1

(
xi
1 � x j

1

)
+ x1,1

(
xi−1
1 � x j

1

)
.

By the induction hypothesis and since i ≤ j ,

xi
1 � x j+1

1 =
i−1∑

k=0

(
i + j − 2k

i − 1 − k

)

x1(xk
1,1 �� xi+ j−2k

1 )

+
i∑

k=0

(
i + j − 2k

i − k

)

x1(xk
1,1 �� xi+ j−2k

1 ) +
i−1∑

k=0

(
i + j − 1 − 2k

i − 1 − k

)

x1,1(xk
1,1 �� xi+ j−1−2k

1 )

=
i−1∑

k=0

(
i + j − 2k

i − 1 − k

)

x1(xk
1,1 �� xi+ j−2k

1 )

+
i−1∑

k=0

(
i + j − 2k

i − k

)

x1(xk
1,1 �� xi+ j−2k

1 ) +
(

j − i

0

)

x1(xk
1,1 �� x j−i )

+
i−1∑

k=1

(
i + j − 2k + 1

i − k

)

x1,1(xk
1,1 �� xi+ j−2k+1

1 ) +
(

j − i + 1

0

)

x1(xk−1
1,1 �� x j−i+1)

= (xk
1,1 �� xi+ j−2k

1 ) +
(

i + j + 1

i

)

xi+ j+1
1 +

i−1∑

k=0

(
i + j − 2k + 1

i − k

)

x1(xk
1,1 �� xi+ j−2k

1 )

+
i−1∑

k=1

(
i + j − 2k + 1

i − k

)

x1,1(xk
1,1 �� xi+ j−2k+1

1 )

=
i∑

k=0

(
i + j − 2k + 1

i − k

)

xk
1,1 �� xi+ j−2k+1

1 .

This complete the proof since it was assumed that min{i, j} = i .

Example 7 Let X = {x1} and consider the rational series c = x∗
1 := ∑

k≥0 xk
1 . It can

be shown directly that

x∗
1 �� x∗

1 =
∞∑

n=0

n∑

i=1

(
n

i

)

xn
1 =

∑

η∈X∗
2|η|η, (71)
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using the identity xi
1 �� x j

1 = (i+ j
i

)
xi+ j
1 [66]. Since the shuffle product is known to

preserve rationality, it follows from Theorem 1 that x∗
1 �� x∗

1 must have a linear rep-
resentation (μ, γ, λ), in this case μ(η) = 2|η| and γ = λ = 1. This is easily veri-
fied by setting zi = Fc[u], which gives the bilinear state space realization żi = zi u,
yi = zi . Then the parallel product connection y = y1y2 = F2

c [u] = z has the real-
ization ż = 2zu, y = z. One can confirm using iterated Lie derivatives that the gen-
erating series for this system is exactly (71). ��
Example 8 The goal now is to produce the quasi-shuffle analogue of (71). Note here
that X = {x1, x1,1}. Using Lemma 4 it follows that

x∗
1 � x∗

1 =
∞∑

i, j=0

xi
1 � x j

1 =
∑

n=0

∑

i+ j=n

min{i, j}∑

k=0

(
i + j − 2k

min{i, j} − k

)

xk
1,1 �� xi+ j−2k

1 .

For fixed k ′, n′ ∈ N ∪ {0}, let η ∈ Xn′
be such that |η|x1,1 = k ′, where |η|xi denotes

the number of times the letter xi ∈ X appears in η ∈ X∗. It follows that the coefficient
(x∗

1 � x∗
1 , η) is

(x∗
1 � x∗

1 , η) =
∑

n=0

∑

i+ j=n

min{i, j}∑

k=0

(
i + j − 2k

min{i, j} − k

)

(xk
1,1 �� xi+ j−2k

1 , η). (72)

Notice first that the number of elements in supp(xk
1,1 �� xi+ j−2k

1 ) is
(i+ j−k

k

)
, and sec-

ondly that it implies that (xk
1,1 �� xi+ j−2k

1 , η) = 1 when k = k ′ and i + j = n′ + k ′,
otherwise (xk

1,1 �� xi+ j−2k
1 , η) = 0. The former statement is related to the fact that

QN = ∑
i1+···+im=N qi1

1 �� · · · �� qim
m for an arbitrary alphabet Q = {q1, . . . , qm} [13].

The coefficient (x∗
1 � x∗

1 , η) can be further developed as

(x∗
1 � x∗

1 , η) =
∑

i+ j=n′+k′

(
n′ − k′

min{i, j} − k′
)

=
∑

i+ j=n′+k′

(
n′ − k′

min{i − k′, j − k′}
)

=
n′
∑

i=k′

(
n′ − k′

min{i − k′, n′ − i}
)

=
n′
∑

i=k′

(
n′ − k′
i − k′

)

=
n′−k′
∑

i=0

(
n′ − k′

i

)

= 2|η|x1 .

Thus, one can write

x∗
1 � x∗

1 =
∑

η∈X∗
(x∗

1 � x∗
1 , η)η =

∑

η∈X∗
2|η|x1 η. (73)

In light of Theorem12, the series x∗
1 � x∗

1 must be rational. In particular, a straightfor-
ward linear representation for x∗

1 � x∗
1 can be obtained due to (73). That is, (μ, γ, λ)

is identified as μ(η) = 2|η|x1 and λ = γ = 1. Finally, a direct computation confirms
that
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x∗
1 � x∗

1 = ∅ + 2x1 + x1,1 + 4x21 + 2x1x1,1 + 2x1,1x1 + x21,1 + 8x31 + 4x21 x1,1

+ 4x1x1,1x1 + 4x1,1x21 + 2x1x21,1 + 2x1,1x1x1,1 + 2x21,1x1 + x31,1 + 16x41

+ 8x31 x1,1 + 8x21 x1,1x1 + 8x1x1,1x21 + 8x1,1x31 + 4x21 x21,1 + 4x1x1,1x1x1,1

+ 4x1x21,1x1 + 4x1,1x21 x1,1 + 4x1,1x1x1,1x1 + 4x21,1x21 + 2x1x31,1 + 2x1,1x1x21,1

+ 2x21,1x1x1,1 + 2x31,1x1 + x41,1 + · · · ,

where it is clear that (73) holds. ��
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Computational Aspects of Some
Exponential Identities

Fernando Casas

Abstract The notion of the exponential of a matrix is usually introduced in elemen-
tary textbooks on ordinary differential equations when solving a constant coefficients
linear system, also providing some of its properties and in particular one that does not
hold unless the involved matrices commute. Several problems arise indeed from this
fundamental issue, and it is our purpose to review some of them in this work, namely:
(i) is it possible to write the product of two exponential matrices as the exponential of
a matrix? (ii) is it possible to “disentangle” the exponential of a sum of twomatrices?
(iii) how to write the solution of a time-dependent linear differential system as the
exponential of a matrix? To address these problems the Baker–Campbell–Hausdorff
series, the Zassenhaus formula and the Magnus expansion are formulated and effi-
ciently computed, paying attention to their convergence. Finally, several applications
are also considered.
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eT =
∞∑

k=0

1

k!T k,

appears in a natural way when solving linear systems of differential equations of the
form

dy

dt
= Ay, y(0) = y0. (1)

Assuming that the linear transformation T on Cn is represented by the n × n matrix
A, then the unique solution of (1) is given by [54]

y(t) = et A y0 =
∞∑

k=0

t k

k! Ak y0.

The n × n matrix et A can be computed in several ways, not all of them feasible from
a numerical point of view [48].

Closely associated with Eq. (1) is the matrix differential equation

dY

dt
= A Y, Y (0) = I, (2)

in the sense that y(t) = Y (t)y0 ∈ C
n is the solution of (1) if and only if Y (t) is the

solution of (2) [22].
The exponential of a matrix satisfies some remarkable properties:

• e0A = I ;
• e(t+s)A = et A es A;
• (et A)−1 = e−t A;
• if A and P are n × n matrices and B = P AP−1, then eB = P eA P−1;
• if A and B commute, i.e., AB = B A, then eA+B = eA eB = eB eA.

It is less well known, however, that the converse of the last property is not true
in general: there are simple examples of matrices A, B such that AB �= B A, but
eA+B = eA eB = eB eA [68, 69].

It turns out that the commutator

[A, B] = AB − B A

plays indeed a fundamental role when analyzing the exponential or a product of
exponentials of matrices, as we will see in the sequel. More specifically, the issues
we will address in this work can be summarized as follows.

• Problem1. Since eA eB �= eA+B in general, one could askwhether some additional
term C exists such that eA eB = eA+B+C and, if the answer is in the affirmative,
howC can be obtained from A and B. This, of course, leads to themuch celebrated
Baker–Campbell–Hausdorff formula.
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• Problem 2. The dual of the previous problem is the following. Is it possible to
get matrices C1, C2, . . . such that eA+B = eA eB eC1 eC2 . . .? Such an expression is
called the Zassenhaus formula.

• Problem 3. Suppose that the coefficient matrix A in the linear differential equation
(2) depends explicitly on time, Y ′ = A(t)Y . As is well known [22], the solution
in that case is

Y (t) = exp

⎛

⎝
t∫

0

A(s)ds

⎞

⎠ only if

⎡

⎣
t∫

0

A(s)ds, A(t)

⎤

⎦ = 0.

The question is: can we still write Y (t) as the exponential of a certain matrixΩ(t),
where

Ω(t) =
t∫

0

A(s)ds + ΔΩ(t)

and the additional term ΔΩ(t) stands for the necessary correction in the general
case? As it turns out, the Magnus expansion (sometimes also called the continuous
analogue of theBaker–Campbell–Hausdorff formula [43]) provides an algorithmic
procedure to solve this problem.

Although these problems have been established in terms of matrices, they can
be generalized to linear operators defined on a certain Hilbert space (this in fact
corresponds to the original formulation of the Magnus expansion [43]) and elements
in a Lie group G and its corresponding Lie algebra g (the tangent space at the
identity of G ). One should recall the fundamental role the exponential mapping
exp : g −→ G plays in this setting: given β(t) ∈ G the one-parameter group solution
of the differential equation

dβ(t)

dt
= Xβ(t), β(0) = e,

where e is the identity of G and X is a smooth left-invariant vector field, the expo-
nential transformation is defined as exp(X) = β(1) [33, 58]. This exponential map
coincides with the usual exponential matrix function if G is a matrix Lie group.
Given the ubiquitous nature of Lie groups and Lie algebras in many fields of sci-
ence (classical and quantum mechanics, statistical mechanics, quantum computing,
control theory, etc.), very often we will consider the general case where no particu-
lar algebraic structure is assumed beyond what is common to all Lie algebras, i.e.,
we will work in a free Lie algebra, especially when addressing Problems 1 and 2
above. For the sake of completeness, we have included an Appendix with some basic
properties of free Lie algebras.

Before starting with our study, let us mention another well known result concern-
ing exponentials of matrices and operators, namely the Lie product formula and the
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Trotter product formula [56, 65]. The former is formulated in terms of matrices A
and B and states that

eA+B = lim
m→∞

(
e

A
m e

B
m

)m
, (3)

whereas the latter establishes that (3) and its proof can indeed be extended to the
case where A and B are unbounded self-adjoint operators and A + B is also self-
adjoint on the common domain of A and B. This important theorem has found many
applications, in particular in the numerical treatment of partial differential equations.

2 The Baker–Campbell–Hausdorff Formula

2.1 General Considerations

Problem 1 can be established in general as follows. Let X and Y be two non com-
muting indeterminates. Then, clearly

eX eY =
∞∑

p,q=0

1

p! q! X p Y q . (4)

When this series is substituted in the formal series defining the logarithm of the
operator Z ,

log Z =
∞∑

k=1

(−1)k−1

k
(Z − I )k,

one gets, after some work,

Z = log(eX eY ) =
∞∑

k=1

(−1)k−1

k

∑ X p1Y q1 . . . X pk Y qk

p1! q1! . . . pk ! qk ! , (5)

where the inner summation extends over all non-negative integers p1, q1, …, pk , qk

for which pi + qi > 0 (i = 1, 2, . . . , k). The first terms in the previous expression
read explicitly

Z = (X + Y + XY + 1

2
X2 + 1

2
Y 2 + · · · ) − 1

2
(XY + Y X + X2 + Y 2 + · · · ) + · · ·

= X + Y + 1

2
(XY − Y X) + · · · = X + Y + 1

2
[X, Y ] + · · ·

Campbell [17], Baker [6] and Hausdorff [34], among others, addressed the question
whether Z in (5) can be represented as a series of nested commutators of X and Y ,
concluding that this is indeed the case, although they were not able either to provide
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a rigorous proof of this feature or to give an explicit formula (or a method of con-
struction). As Bourbaki states, “each considered that the proofs of his predecessors
were not convincing” [15, p. 425]. It was only in 1947 that Dynkin [24, 25] finally
obtained an explicit formula by considering from the outset a normed Lie algebra.
Specifically, he obtained

Z =
∞∑

k=1

∑

pi ,qi

(−1)k−1

k

[X p1Y q1 . . . X pk Y qk ]
(
∑k

i=1(pi + qi )) p1! q1! . . . pk ! qk !
, (6)

where the inner summation is taken over all non-negative integers p1, q1, . . ., pk , qk

such that p1 + q1 > 0, . . . , pk + qk > 0 and [X p1Y q1 . . . X pk Y qk ] denotes the right
nested commutator based on the word X p1Y q1 . . . X pk Y qk , i.e.,

[XY 2X2Y ] ≡ [XY Y X XY ] ≡ [X, [Y, [Y, [X, [X, Y ]]]]].

Expression (6) is known, for obvious reasons, as the Baker–Campbell–Hausdorff
series in the Dynkin form and the reader is referred to [14] for a detailed account of
the genesis, development and history of this important result.

Gathering together in (6) those terms for which p1 + q1 + · · · + pk + qk = m
one arrives at the following expressions up to m = 5:

m = 1; Z1 = X + Y

m = 2 : Z2 = 1

2
[X, Y ]

m = 3 : Z3 = 1

12
[X, [X, Y ]] − 1

12
[Y, [X, Y ]]

m = 4 : Z4 = − 1

24
[Y, [X, [X, Y ]]]

m = 5 : Z5 = − 1

720
[X, [X, [X, [X, Y ]]]] − 1

120
[X, [Y, [X, [X, Y ]]]]

− 1

360
[X, [Y, [Y, [X, Y ]]]] + 1

360
[Y, [X, [X, [X, Y ]]]]

+ 1

120
[Y, [Y, [X, [X, Y ]]]] + 1

720
[Y, [Y, [Y, [X, Y ]]]].

In general, one has

Z = log(eX eY ) = X + Y +
∞∑

m=2

Zm, (7)

where Zm(X, Y ) is a homogeneous Lie polynomial in X and Y of degree m, i.e.,
a linear combination of commutators of the form [V1, [V2, . . . , [Vm−1, Vm] . . .]]
with Vi ∈ {X, Y } for 1 ≤ i ≤ m, the coefficients being rational constants. This
is the content of the Baker–Campbell–Hausdorff (BCH) theorem, whereas the
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expression eX eY = eZ is called the Baker–Campbell–Hausdorff formula, although
other different labels (e.g., Campbell–Baker–Hausdorff, Baker–Hausdorff,
Campbell–Hausdorff) are also used in the literature [14].

Although (6) solves in principle the mathematical problem addressed in this
section, it is barely useful from a practical point of view, due to its complexity
and the existing redundancies. Notice in particular, that different choices of pi , qi ,
k in (6) may lead to several terms in the same commutator. Thus, for instance,
[X3Y 1] = [X1Y 0X2Y 1] = [X, [X, [X, Y ]]]. An additional source of redundancies
arises from the fact that not all the commutators are independent, due to the Jacobi
identity [66]:

[X1, [X2, X3]] + [X2, [X3, X1]] + [X3, [X1, X2]] = 0, (8)

for any three variables X1, X2, X3. From this perspective, itwould be certainly prefer-
able to have an explicit expression for Z formulated directly in terms of a basis of the
free Lie algebraL (X, Y ) generated by X and Y , or at least a systematic and efficient
procedure to generate the coefficients in such an expression. In this way, different
combinatorial properties of the series, such as the distribution of the coefficients,
etc., could be analyzed in detail.

In addition to the Dynkin form (6) there are other presentations of the BCH
series. In particular, the associative presentation (as a linear combination of words in
X and Y ) is also widely used:

Z = X + Y +
∞∑

m=2

∑

w,|w|=m

gw w. (9)

Here gw are rational coefficients and the inner sum is taken over all words w with
length |w| = m (the length of w is just the number of letters it contains). The values
of gw can be computed with a procedure based on a family of recursively computable
polynomials due to Goldberg [31].

Although the presentation (9) is commutator-free, a direct application of the
Dynkin–Specht–Wever theorem [37] allows one to write it as

Z = X + Y +
∞∑

m=2

1

m

∑

w,|w|=m

gw [w], (10)

i.e., the individual terms are the same as in (9) except that the word w = a1a2 . . . am

is replaced with the right nested commutator [w] ≡ [a1, [a2, . . . [am−1, am] . . .]] and
the coefficient gw is divided by the word length m [62].

The series Z can also be obtained by stating and solving iteratively differential
equations. In particular, for sufficiently small t ∈ R, if we write exp(t X) exp(tY ) =
exp(Z(t)), then Z(t) is an analytic function around t = 0 which verifies [66]
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d Z

dt
= X + Y + 1

2
[X − Y, Z ] +

∞∑

p=1

B2p

(2p)!ad
2p
Z (X + Y ), Z(0) = 0. (11)

in terms of the adjoint operator (90) and the Bernoulli numbers Bk [1]. By writing
Z(t) = ∑∞

n=1 tm Zm(X, Y ), with Z1 = X + Y , one arrives at the following recursion
for Zm :

m Zm = 1

2
[X − Y, Zm−1] +

[(m−1)/2]∑

p=1

B2p

(2p)!
(
ad2p

Z (X + Y )
)

m
, m ≥ 1, (12)

where
(
ad2p

Z (X + Y )
)

m
≡

∑

k1+···+k2p=m−1
k1≥1,...,k2p≥1

[Zk1, [· · · [Zk2p , X + Y ] · · · ]].

Equivalently, if we denote by L (X, Y )m (m ≥ 1) the homogeneous subspace of
L (X, Y ) of degree m (the subspace of all nested commutators involving precisely m

operators X , Y ), then
(
ad2p

Z (X + Y )
)

m
is nothing but the projection of ad2p

Z (X + Y )

onto L (X, Y )m .
Other differential equations can be considered instead. For instance, in [8] the

function Z(t) in exp(Z(t)) = exp(t X) exp(Y ) is shown to verify

d Z

dt
= adZ

eadZ − I
(X) ≡

∞∑

k=0

Bk

k! ad
k
Z X, Z(0) = Y. (13)

Then, it is possible to get the recurrence

Z1(t) = Xt + Y, Zm(t) =
m−1∑

j=1

B j

j !
t∫

0

(ad j
Z X)mds (14)

or alternatively

Zm(t) =
m−1∑

j=1

B j

j !
∑

k1+···+k j =m−1
k1≥1,...,k j ≥1

t∫

0

adZk1 (s)
adZk2 (s)

· · · adZk j (s)
X ds m ≥ 2,

whence the BCH series is recovered by taking t = 1. Any of these procedures allow
one to construct the BCH series up to arbitrary degree in terms of commutators,
but, as in the case of the Dynkin presentation, not all of them are independent due
to the Jacobi identity (and other identities involving nested commutators of higher
degree which are originated by it [53]). Although it is always possible to express the



192 F. Casas

resulting formulas in terms of a basis ofL (X, Y )with the help of a symbolic algebra
package, this rewriting process is very expensive both in terms of computational
time and memory resources. As a matter of fact, the complexity of the problem
grows exponentially with m: the number of terms involved in the series grows as
the dimension cm of the homogeneous subspace L (X, Y )m and this number cm =
O(2m/m) according to Witt’s formula (96).

2.2 An Efficient Algorithm for Generating the Series

In reference [20], an optimized algorithm is presented for expressing the BCH series
as

Z = log(exp(X) exp(Y )) =
∑

i≥1

zi Ei , (15)

where zi ∈ Q (i ≥ 1) and {Ei : i = 1, 2, 3, . . .} is a Hall–Viennot basis ofL (X, Y )

(see the Appendix). The elements Ei are of the form

E1 = X, E2 = Y, and Ei = [Ei ′ , Ei ′′ ] i ≥ 3, (16)

for positive integers i ′, i ′′ < i (i = 3, 4, . . .). Each Ei in (16) is a homogeneous Lie
polynomial of degree |i |, where

|1| = |2| = 1, and |i | = |i ′| + |i ′′| for i ≥ 3. (17)

As reviewed in the Appendix, the classical Hall basis and the Lyndon basis are
particular examples of Hall–Viennot bases [57, 67].

The algorithm for generating the BCH series is based on the treatment done
by Murua [50] relating a certain Lie algebra structure g on rooted trees with the
description of a free Lie algebra in terms of a Hall–Viennot basis. Essentially, the
idea is to construct algorithmically a sequence of labeled rooted trees in a one-to-one
correspondence with a Hall–Viennot basis in such a way that each element in the
basis of L (X, Y ) can be characterized in terms of a tree in this sequence.

The procedure can be implemented in a computer algebra system (in particular, in
Mathematica) and gives the BCH series up to a prescribed degree directly in terms of
a Hall-Viennot basis ofL (X, Y ). This allowed the authors of [20] to provide for the
first time the explicit expression of the term of degree 20, Z20, in the series (7). Since
a fully detailed treatment of the algorithm can be found in [20], we only summarize
here its main features.

The starting point is the set T of rooted trees with black and white vertices

T =
{

, , , , , , , , , , . . . , , , , , . . .

}
,
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whose elements are referred to as bicoloured rooted trees. Here and in what follows
all trees grow up.

Next one considers the vector space g of real maps defined on T , α : T → R.
This set can be endowed with a Lie algebra structure by defining the Lie bracket
[α, β] ∈ g of two arbitrary maps α, β ∈ g as follows. For each u ∈ T the action of
the new map [α, β] is given by

[α, β] (u) =
|u|−1∑

j=1

(
α(u( j))β(u( j)) − α(u( j))β(u( j))

)
, (18)

where |u| denotes the number vertices of u, and each of the pairs of trees (u( j), u( j)) ∈
T × T , j = 1, . . . , |u| − 1, is obtained from u by removing one of the |u| − 1 edges
of the rooted tree u, the root of u( j) being the original root of u. Thus, in particular,

[α, β]( ) = α( )β( ) − α( )β( ), [α, β]( ) = 0,

[α, β]( ) = 2
(
α( )β( ) − α( )β( )

)
,

[α, β]( ) = α( )β( ) + α( )β( ) − α( )β( ) − α( )β( ).
(19)

Consider now the maps X, Y ∈ g defined as

X (u) =
{
1 if u =
0 if u ∈ T \{ } , Y (u) =

{
1 if u =
0 if u ∈ T \{ } (20)

and the subalgebra of g generated by them, which we denote byL (X, Y ). It has been
shown thatL (X, Y ) is a free Lie algebra over the set {X, Y } [50].Moreover, for each
particularHall–Viennot basis {Ei : i = 1, 2, 3, . . .} of this free Lie algebraL (X, Y )

one can associate a bicoloured rooted tree ui to each element Ei . For instance, in
Table1 we collect the bicoloured rooted trees ui associated with the elements Ei of
the Hall basis (94), whereas in Table 2 we depict the corresponding to the Lyndon
basis (95). Then, for any map α ∈ L (X, Y ) it is true that

α =
∑

i≥1

α(ui )

σ (ui )
Ei , (21)

were σ(ui ) is a certain positive integer associated to the rooted tree ui (the number
of symmetries of ui , also called the symmetry number of ui ). Again, the value of
σ(ui ) up to i = 5 is collected in Tables1 and 2.

Denoting by αm the projection on the map α ∈ L (X, Y ) onto the homogeneous
subspace L (X, Y )m , then [50]
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Table 1 First elements Ei of the Hall basis (94), their corresponding Hall words wi and bicoloured
rooted trees ui , the values of |i |, i ′, i ′′, σ(ui ), and the coefficients zi = Z(ui )/σ (ui ) in the BCH
series (15)

i |i | i ′ i ′′ wi Ei ui σ(ui ) zi = Z(ui )
σ (ui )

1 1 1 0 x X 1 1

2 1 2 0 y Y 1 1

3 2 2 1 yx [Y, X ] 1 − 1
2

4 3 3 1 yxx [[Y, X ], X ] 2 1
12

5 3 3 2 yxy [[Y, X ], Y ] 1 − 1
12

6 4 4 1 yxxx [[[Y, X ], X ], X ] 6 0

7 4 4 2 yxxy [[[Y, X ], X ], Y ] 2 1
24

8 4 5 2 yxyy [[[Y, X ], Y ], Y ] 2 0

9 5 6 1 yxxxx [[[[Y, X ], X ], X ], X ] 24 − 1
720

10 5 6 2 yxxxy [[[[Y, X ], X ], X ], Y ] 6 − 1
180

11 5 7 2 yxxyy [[[[Y, X ], X ], Y ], Y ] 4 1
180

12 5 8 2 yxyyy [[[[Y, X ], Y ], Y ], Y ] 6 1
720

13 5 4 3 yxxyx [[[Y, X ], X ], [Y, X ]] 2 − 1
120

14 5 5 3 yxyyx [[[Y, X ], Y ], [Y, X ]] 1 − 1
360

αm(u) =
{

α(u) if |u| = m
0 otherwise

(22)

for each u ∈ T . A basis of L (X, Y )m is given by {Ei : |i | = m}.
Consider now the Lie algebra of Lie series, i.e., series of the form

α = α1 + α2 + α3 + · · · , where αm ∈ L (X, Y )m .

A map α ∈ g is then a Lie series if and only if (21) holds. In particular, the BCH
series given by (12) (or (14)) is a Lie series if X and Y are defined as in (20), and so
it can be characterized by an expression of the form (21). Specifically, starting with
(12) one has Z( ) = Z( ) = 1, and for m = 2, 3, 4, . . .

m Z(u) = 1

2
[X − Y, Z ](u) +

[(m−1)/2]∑

p=1

B2p

(2p)!
(
ad2p

Z (X + Y )
)

(u) (23)

for each u ∈ T with m = |u|. Evaluating the corresponding brackets [α, β](u)

according with the prescription (18), one can compute the value of Z(u) for trees
with arbitrarily high number of vertices. For the Hall basis considered in Table1 we
have
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Table 2 First elements Ei of theLyndonbasis, their correspondingLyndonwordswi andbicoloured
rooted trees ui , the values |i |, i ′′, i ′, σ(ui ), and the coefficients zi = Z(ui )/σ (ui ) in the BCH series
(15)

i |i | i ′ i ′′ wi Ei ui σ(ui ) zi = Z(ui )
σ (ui )

1 1 1 0 x X 1 1

2 1 2 0 y Y 1 1

3 2 1 2 xy [X, Y ] 1 1
2

4 3 3 2 xyy [[X, Y ], Y ] 2 1
12

5 3 1 3 xxy [X, [X, Y ]] 1 1
12

6 4 4 2 xyyy [[[X, Y ], Y ], Y ] 6 0

7 4 1 4 xxyy [X, [[X, Y ], Y ]] 2 1
24

8 4 1 5 xxxy [X, [X, [X, Y ]]] 1 0

9 5 6 2 xyyyy [[[[X, Y ], Y ], Y ], Y ] 24 1
720

10 5 5 3 xxyxy [[X, [X, Y ]], [X, Y ]] 2 1
360

11 5 3 4 xyxyy [[X, Y ], [[X, Y ], Y ]] 2 1
120

12 5 1 6 xxyyy [X, [[[X, Y ], Y ], Y ]] 6 1
180

13 5 1 7 xxxyy [X, [X, [[X, Y ], Y ]]] 2 1
180

14 5 1 8 xxxxy [X, [X, [X, [X, Y ]]]] 1 − 1
720

Z =
∑

i≥1

zi Ei =
∑

i≥1

Z(ui )

σ (ui )
Ei

= Z( )X + Z( )Y + Z( )[Y, X ] + Z( )

2
[[Y, X ], X ] + Z( )[[Y, X ], Y ] + · · · ,

where the first coefficients Z(ui ) are given by [20]

Z( ) = Z( ) = 1, Z( ) = −1

2
, Z( ) = 1

6
, Z( ) = − 1

12
.

If one instead works with the Lyndon basis (95) of Table2, then it results in

Z =
∑

i≥1

zi Ei =
∑

i≥1

Z(ui )

σ (ui )
Ei

= Z( )X + Z( )Y + Z( )[X, Y ] + Z( )

2
[[X, Y ], Y ] + Z( )[X, [X, Y ]] + · · · ,

with

Z( ) = 1

2
, Z( ) = 1

6
, Z( ) = 1

12
.
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This process can be carried out for arbitrarily large values ofm in a fully automatic
way once the bicoloured rooted trees corresponding to eachHall–Viennot basis in the
free Lie algebra have been generated up to the prescribed degree. In this respect, the
computational efficiency depends on the particular basis one chooses for L (X, Y )

and the representation used for the BCH series. For instance, in the Hall basis of
Table1 one needs to generate 724018 bicoloured rooted trees up to m = 20, whereas
in the Lyndon basis of Table2 this number raises up to 1952325. In consequence,
more memory and computation time is required in the later case. Nevertheless, in
the Lyndon basis the number of non-vanishing coefficients zi is greatly reduced in
comparison with the Hall basis: 76760 versus 109697 (out of 111013 elements Ei )
up to degree m = 20. In [20] an explanation can be found for this phenomenon. On
the other hand, working with the Lie series defined by (14) is slightly more efficient
in practice.

2.3 The BCH Series of a Given Degree with Respect to Y

The series (6) can in principle be reordered with respect to the increasing number of
times the operator Y appears in the expression. We can then write Z as

Z =
∞∑

n=0

ZY
n ,

where ZY
n is the part of Z which is homogeneous of degree n with respect to Y , i.e.,

ZY
n =

∞∑

k=1

(−1)k−1

k

∑

pi ,qi

[X p1Y q1 . . . X pk Y qk ]
(
∑k

i=1(pi + qi )) p1! q1! . . . pk ! qk !
,

where now q1 + · · · + qk = n in the inner sum. In particular, ZY
0 = X , whereas the

expression of ZY
1 can be found in e.g. [14, 57]. A recursion for the homogeneous

component ZY
n can be obtained as follows.

Let us introduce a parameter ε > 0 and consider the series

Z(ε) = ZY
0 + εZY

1 + ε2ZY
2 + · · · (24)

in exp(Z(ε)) = exp(X) exp(εY ). Then Z(ε) verifies the initial value problem [8]

d Z(ε)

dε
=

∞∑

j=0

(−1) j B j

j ! ad
j
Z (Y ), Z(0) = X. (25)

Notice the close similarity of this equation with (13). It is clear that
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d Z(ε)

dε
=

n∑

j=0

( j + 1)ε j ZY
j+1 + O(εn+1)

and
adZ = adZY

0
+ εadZY

1
+ ε2adZY

2
+ · · · + εnadZY

n
+ O(εn+1).

In consequence,

ad2Z = adZY
0
adZY

0
+ ε(adZY

0
adZY

1
+ adZY

1
adZY

0
) + · · ·

=
n∑

�=0

ε�
∑

k1+k2=�

k1≥0,k2≥0

adZY
k1
adZY

k2
+ O(εn+1)

and in general

ad j
Z =

n∑

�=0

ε�
∑

k1+···+k j =�

k1≥0,...,k j ≥0

adZY
k1
adZY

k2
· · · adZY

k j
+ O(εn+1).

In this way

∞∑

j=0

(−1) j B j

j ! ad
j
Z (Y ) =

Y +
∞∑

j=1

(−1) j B j

j !

⎛

⎜⎜⎝ad j
ZY
0

Y +
n∑

�=1

ε�
∑

k1+···+k j =�

k1≥0,...,k j ≥0

adZY
k1
adZY

k2
· · · adZY

k j
Y + O(εn+1)

⎞

⎟⎟⎠ =

Y +
∞∑

j=1

(−1) j B j

j ! ad
j
ZY
0

Y +
∞∑

j=1

(−1) j B j

j !
n∑

�=1

ε�
∑

k1+···+k j =�

k1≥0,...,k j ≥0

adZY
k1
adZY

k2
· · · adZY

k j
Y + O(εn+1)

Substituting these expressions in (25) and identifying the coefficients of ε� on both
sides we arrive at ZY

0 = X ,

ZY
1 =

∞∑

k=0

(−1)k

k! Bk ad
k
X (Y ) ≡ adX

I − e−adX
(Y ) (26)

and, for n ≥ 1,

(n + 1)ZY
n+1 =

∞∑

j=1

(−1) j B j

j !
∑

k1+···+k j =n
k1≥0,...,k j ≥0

adZY
k1
adZY

k2
· · · adZY

k j
Y. (27)
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This recursion can be written in a more compact form by introducing the operators
S( j)

n , j = 0, 1, 2, . . ., as

S( j)
1 = ad j

ZY
0
Y

S(0)
n = 0, S( j)

n =
n−1∑

�=0

adZY
�

S( j−1)
n−� , n ≥ 2.

(28)

Then we have

ZY
n = 1

n

∞∑

j=1

(−1) j B j

j ! S( j)
n . (29)

By working out this recurrence it is possible in principle to obtain closed expressions
for each homogeneous term ZY

n , although their structure is increasingly complex for
n ≥ 2. In particular, one has

S( j)
2 = adX S( j−1)

2 + adZY
1

S( j−1)
1 =

j−1∑

p=0

adp
X adZY

1
ad j−p−1

X Y, (30)

and the operator adZY
1
in (30) can be evaluated as follows.

First, the Jacobi identity (8) for any three operators A, B, C can be restated in
term of the adjoint operator as

ad[A,B]C = [adA, adB]C

or ad[A,B] = [adA, adB]. In general, it can be shown by induction that

ad[A,[A,...[A,B]]] ≡ adadn
A B = [adA, [adA, . . . [adA, adB]]].

On the other hand, a simple calculation leads to

adn
A B =

n∑

p=0

(−1)p

(
n

p

)
An−p B Ap,

so that

adadn
A B = [adA, [adA, . . . [adA, adB]]] =

n∑

p=0

(−1)p

(
n

p

)
adn−p

A adB adp
A.

Therefore, from (26),

adZY
1

=
∞∑

k=0

(−1)k Bk

k! adadk
X Y =

∞∑

k=0

(−1)k Bk

k!
k∑

j=0

(−1) j

(
k

j

)
adk− j

X adY ad
j
X
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and this expression, once inserted into S( j)
2 , Eq. (30), gives us ZY

2 explicitly. This
procedure was first applied with identical goal in [41].

Of course, these results have a dual version, i.e, it is possible to get analogous
expressions for the homogeneous terms Z X

n of degree n with respect to X [14, 57].

2.4 The Symmetric BCH Formula

In some applications it is required to compute the operator W defined by

exp(
1

2
X) exp(Y ) exp(

1

2
X) = exp(W ). (31)

This is the so-called symmetric BCH formula. Two applications of the usual BCH
formula lead to the expression of W in a given basis of L (X, Y ). More efficient
procedures exist, however, that allow one to construct explicitly the series

∑
n≥1 Wn

defining W in terms of independent commutators involving X and Y up to an arbi-
trarily high degree. These are based on deriving a recurrence for the successive terms
in the Lie series W through a differential equation and expressing it as

W =
∑

i≥1

wi Ei (32)

as in the previous case.
Introducing a parameter t in (31),

W (t) = log(et X/2 eY et X/2), (33)

it can be shown that W (t) satisfies the initial value problem

dW

dt
= X +

∞∑

n=2

Bn

n! ad
n
W X, W (0) = Y. (34)

Inserting here the series W (t) = ∑∞
k=0 Wk(t) we arrive at

W1(t) = Xt + Y

W2(t) = 0 (35)

W�(t) =
�−1∑

j=2

B j

j !
τ∫

0

(ad j
W X)� ds, � ≥ 3.

The Lie series W is recovered by taking t = 1. In general, W2m = 0 for m ≥ 1,
whereas terms W2m+1 up to W19 in bothHall and Lyndon bases have been constructed
in [20]. Specifically, for the first terms in the Lyndon basis one has
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W1 = X + Y

W3 = 1

12
[[X, Y ], Y ] − 1

24
[X, [X, Y ]]

W5 = − 1

720
[[[[X, Y ], Y ], Y ], Y ] + 1

360
[[X, [X, Y ]], [X, Y ]] + 1

120
[[X, Y ], [[X, Y ], Y ]]

+ 1

180
[X, [[[X, Y ], Y ], Y ]] − 7

1440
[X, [X, [[X, Y ], Y ]]] + 7

5760
[X, [X, [X, [X, Y ]]]]

W7 = 1

30240
[[[[[[X, Y ], Y ], Y ], Y ], Y ], Y ] − 1

5040
[[[X, [X, Y ]], [X, Y ]], [X, Y ]]

− 1

1512
[[X, [[[X, Y ], Y ], Y ]], [X, Y ]] + 1

10080
[[X, [[X, Y ], Y ]], [[X, Y ], Y ]]

+ 1

10080
[[X, [X, [X, Y ]]], [X, [X, Y ]]] − 1

5040
[[[X, Y ], Y ], [[[X, Y ], Y ], Y ]]

+ 1

2016
[[X, [X, Y ]], [X, [[X, Y ], Y ]]] − 1

2016
[[X, Y ], [[[[X, Y ], Y ], Y ], Y ]]

+ 1

1260
[[X, Y ], [[X, Y ], [[X, Y ], Y ]]] − 1

5040
[X, [[[[[X, Y ], Y ], Y ], Y ], Y ]]

+ 1

1260
[X, [[X, [[X, Y ], Y ]], [X, Y ]]] + 13

15120
[X, [[X, Y ], [[[X, Y ], Y ], Y ]]]

+ 53

120960
[X, [X, [[[[X, Y ], Y ], Y ], Y ]]] − 1

4032
[X, [X, [[X, [X, Y ]], [X, Y ]]]]

− 1

2240
[X, [X, [[X, Y ], [[X, Y ], Y ]]]] − 13

30240
[X, [X, [X, [[[X, Y ], Y ], Y ]]]]

+ 31

161280
[X, [X, [X, [X, [[X, Y ], Y ]]]]] − 31

967680
[X, [X, [X, [X, [X, [X, Y ]]]]]].

2.5 About the Convergence

The previous results are globally valid in the free Lie algebra L (X, Y ), whereas
if X and Y are elements in a normed Lie algebra then the resulting series are not
guaranteed to converge except in a neighborhood of zero. We next review some
results on the convergence domain of the different presentations and refer the reader
to [8, 14, 20] and references therein for a more detailed treatment.

Assume X, Y ∈ g, where g is a complete normed Lie algebra with a norm such
that ‖XY‖ ≤ ‖X‖ ‖Y‖ for all X , Y , so that

‖[X, Y ]‖ ≤ 2‖X‖ ‖Y‖. (36)

Then, it is shown in [63] that the series (9) is absolutely convergent if ‖X‖ < 1 and
‖Y‖ < 1, whereas the domain of absolute convergence of the Dynkin presentation
(6) contains the open set (X, Y ) such that ‖X‖ + ‖Y‖ < 1

2 log 2 [15, 24, 25].
Much enlarged domains of convergence can be ensured by analyzing the differ-

ential equations (11) and (13). Thus, in [52] it is shown that the series (7) with the
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terms computed by the recursion (12) converges absolutely if ‖X‖ < 0.54343435,
‖Y‖ < 0.54343435, whereas in [8], an analysis of the recurrence (14) leads to the
convergence domain D1 ∪ D2 of g × g, where

D1 =

⎧
⎪⎨

⎪⎩
(X, Y ) : ‖X‖ <

1

2

2π∫

2‖Y‖

1

g(x)
dx

⎫
⎪⎬

⎪⎭

D2 =

⎧
⎪⎨

⎪⎩
(X, Y ) : ‖Y‖ <

1

2

2π∫

2‖X‖

1

g(x)
dx

⎫
⎪⎬

⎪⎭
(37)

and g(x) = 2 + x
2 (1 − cot x

2 ). It is stated in [46] that an analogous resultwas obtained
by Mérigot.

Finally, if Z = log(eXeY ) is expressed as in (24) with ε = 1, i.e., as the sum of
homogeneous components of degree n in Y , then, by analyzing (26) and (27), it
is possible to show that the corresponding series converges absolutely for ‖X‖ <

0.6178, ‖Y‖ < 0.6178 [23].

3 The Zassenhaus Formula

3.1 General Considerations

In reference [43], Magnus cites an unpublished reference by Zassenhaus, reporting
that there exists a formula which may be called the dual of the BCH formula. The
result can be stated as follows, and constitutes in fact the Problem 2 posed in the
Introduction.

Theorem 1 (Zassenhaus formula) The exponential eX+Y , when X, Y ∈ L (X, Y ),
can be uniquely decomposed as

eX+Y = eX eY
∞∏

n=2

eCn(X,Y ) = eX eY eC2(X,Y ) eC3(X,Y ) · · · eCn(X,Y ) · · · , (38)

where Cn(X, Y ) ∈ L (X, Y ) is a homogeneous Lie polynomial in X and Y of degree
n.

That such a result does exist can be seen as a consequence of the BCH formula. In
fact, one finds that e−XeX+Y = eY+D , where D involves Lie polynomials of degree
>1. Then e−Y eY+D = eC2+D̃ , where D̃ involves Lie polynomials of degree >2, etc.
The general result is then achieved by induction.

It is possible to obtain the first terms of the formula (38) just by comparing with
the BCH formula. Specifically,



202 F. Casas

C2(X, Y ) = −1

2
[X, Y ], C3(X, Y ) = 1

3
[Y, [X, Y ]] + 1

6
[X, [X, Y ]],

but this process is increasingly difficult for higher values of n.
The Zassenhaus formula has found application in several fields, ranging from

q-analysis in quantum groups [55] to the numerical analysis of the Schrödinger
equation in the semiclassical regime [5], the treatment of hypoelliptic differential
equations [35] and splitting methods [29, 30]. For this reason, several systematic
computations of the terms Cn for n > 3 have been tried, starting with the work of
Wilcox [71], where a recursive procedure is presented that has been subsequently
used to get explicit expressions up to C6 in terms of nested commutators [55]. See
[21] and references therein for some historical background.

As with the BCH formula, the Zassenhaus terms Cn can be expressed either as
a linear combination of elements of the homogeneous subspace L (X, Y )n or as a
linear combination of words in X and Y ,

Cn =
∑

w,|w|=n

gw w, (39)

where gw is a rational coefficient and the sum is taken over all words w with length
|w| = n in the symbols X and Y . In the later case expressions of Cn up to n = 15
have been obtained in [70]. As we know, by applying the Dynkin–Specht–Wever
theorem [37], Cn can also be written in terms of Lie elements of degree n, but the
resulting expression is far from optimal.

For this reason, in [21] a recursive algorithm is designed that allows one to express
the Zassenhaus terms Cn directly as a linear combination of independent elements
of the homogeneous subspace L (X, Y )n . In other words, the procedure gives Cn

up to a prescribed degree directly in terms of the minimum number of independent
commutators involving n operators X and Y . In this way, no rewriting process in
a Hall–Viennot basis of L (X, Y ) is necessary, thus saving considerable computing
time and memory resources. The algorithm can be easily implemented in a symbolic
algebra system without any special requirement, beyond the linearity property of the
commutator.

The following observation is worth remarking. Sometimes one finds the “left-
oriented” Zassenhaus formula

eX+Y = · · · eĈ4(X,Y ) eĈ3(X,Y ) eĈ2(X,Y ) eY eX (40)

instead of (38). Since the respective exponents Ĉi and Ci are related through

Ĉi (X, Y ) = (−1)i+1Ci (X, Y ), i ≥ 2,

any algorithm to generate the terms Ci allows one to get also the corresponding Ĉi .
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3.2 An Efficient Algorithm to Generate the Terms Cn

As usual, a parameter λ > 0 is introduced in (38) multiplying each operator X and
Y ,

eλ(X+Y ) = eλX eλY eλ2C2 eλ3C3 eλ4C4 · · · (41)

so that the original Zassenhaus formula is recovered when λ = 1. One considers then
the products

R1(λ) = e−λY e−λX eλ(X+Y ),

Rn(λ) = e−λnCn · · · e−λ2C2 e−λY e−λX eλ(X+Y ) = e−λnCn Rn−1(λ), n ≥ 2.
(42)

It is clear from (41) that

Rn(λ) = eλn+1Cn+1 eλn+2Cn+2 · · · . (43)

Finally, we introduce

Fn(λ) ≡
(

d

dλ
Rn(λ)

)
Rn(λ)−1, n ≥ 1. (44)

When n = 1, and taking into account the expression of R1(λ) given in (42), we get

F1(λ) = −Y − e−λ Y Xeλ Y + e−λ Y e−λ X (X + Y )eλ Xeλ Y

= −Y − e−λadY X + e−λadY e−λadX (X + Y )

= e−λadY (e−λadX − I )Y,

that is,

F1(λ) =
∞∑

i=0

∞∑

j=1

(−λ)i+ j

i ! j ! adi
Y ad

j
X Y (45)

or equivalently

F1(λ) =
∞∑

k=1

f1,k λk, with f1,k =
k∑

j=1

(−1)k

j !(k − j)!ad
k− j
Y ad j

X Y. (46)

Here we have used the well known formula

eA Be−A = eadA B =
∑

n≥0

1

n!ad
n
A B.
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A similar expression can be obtained for Fn(λ), n ≥ 2, by considering the expression
of Rn(λ) given in (42) and the relation (43). On the one hand, from (42) we get

Fn(λ) = −n Cn λn−1 + e−λnCn

(
d

dλ
Rn−1(λ)

)
Rn−1(λ)−1 eλnCn

= −n Cn λn−1 + e−λnCn Fn−1(λ) eλnCn = −n Cn λn−1 + e−λnadCn Fn−1(λ)

= e−λnadCn (Fn−1(λ) − n Cn λn−1).

(47)

Working out this recursion it is possible to write (n ≥ 2)

Fn(λ) =
∞∑

k=n

fn,k λk, with fn,k =
[k/n]−1∑

j=0

(−1) j

j ! ad j
Cn

fn−1,k−nj , k ≥ n,

(48)
where [k/n] denotes the integer part of k/n.

On the other hand, differentiating (43) with respect to λ and taking into account
(44) we get

Fn(λ) = (n + 1) Cn+1 λn +
∞∑

j=n+2

j λ j−1 eλn+1adCn+1 · · · eλ j−1adC j−1 C j

= (n + 1)Cn+1λ
n + (n + 2)Cn+2λ

n+1 + · · ·
+ (2n + 2)C2n+2λ

2n+1 + λ2n+2[Cn+1, Cn+2] + · · ·

=
2n+2∑

j=n+1

j C j λ j−1 + λ2n+2Hn(λ), n ≥ 1,

(49)

where Hn(λ) involves commutators of C j , j ≥ n + 1.
Notice that the terms C2, C3, . . . of the Zassenhaus formula can be then directly

obtained by comparing (49)with the series expansions (46) and (48) for Fn(λ), n ≥ 1.
Specifically, for the first terms we have

F1(λ) = f1,1λ + f1,2λ
2 + f1,3λ

3 + · · · = 2C2λ + 3C3λ
2 + 4C4λ

3 + H4(λ)λ4

F2(λ) = f2,2λ
2 + f2,3λ

3 + f2,4λ
4 + · · · = 3C3λ

2 + 4C4λ
3 + 5C4λ

4 + · · ·
F3(λ) = f3,3λ

3 + f3,4λ
4 + · · · = 4C4λ

3 + 5C5λ
4 + · · · ,

whence
2C2 = f1,1,

3C3 = f2,2 = f1,2,

4C4 = f3,3 = f2,3 = f1,3,

5C5 = f4,4 = f3,4 = f2,4,
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and so, proceeding by induction, we finally arrive at the following recursive algo-
rithm:

Define f1,k by eq. (46)
C2 = (1/2) f1,1,
Define fn,k n ≥ 2, k ≥ n by eq. (48)
Cn = (1/n) f[(n−1)/2],n−1 n ≥ 3.

(50)

Oneof the remarkable features of this procedure is that the generated exponentsCn are
expressed only in terms of linearly independent elements in the subspaceL (X, Y )n .
This can be shown by repeatedly applying the Lazard elimination principle [21].
As a result, the implementation in a symbolic algebra package is particularly easy,
since one does not need to use the Jacobi identity and/or the antisymmetry property
of the commutator. Moreover, the computation times and especially the memory
requirements are much smaller than other previous procedures (see [21] for more
details). For the sake of illustration, we next collect a Mathematica code of the
preceding algorithm.

Cmt[a_, a_]:= 0;
Cmt[a___, 0, b___]:= 0;
Cmt[a___, c_ + d_, b___]:= Cmt[a, c, b] + Cmt[a, d, b];
Cmt[a___, n_ c_Cmt, b___]:= n Cmt[a, c, b];
Cmt[a___, n_ X, b___]:= n Cmt[a, X, b];
Cmt[a___, n_ Y, b___]:= n Cmt[a, Y, b];
Cmt /: Format[Cmt[a_, b_]]:=

SequenceForm["[", a, ",", b, "]"];

ad[a_, 0, b_]:= b;
ad[a_, j_Integer, b_]:= Cmt[a, ad[a, j-1, b]];
ff[1, k_]:= ff[1, k] =

Sum[((-1)ˆk/(j! (k-j)!)) ad[Y, k-j, ad[X, j, Y]],
{j, 1, k}];

cc[2] = (1/2) ff[1, 1];
ff[p_, k_]:= ff[p, k] =

Sum[((-1)ˆj/j!) ad[cc[p], j, ff[p-1, k - p j]],
{j, 0, IntegerPart[k/p] - 1}];

cc[p_Integer]:= cc[p] =
Expand[(1/p) ff[IntegerPart[(p-1)/2], p-1]];

The first six lines of the code define the commutator. It has attached just the
linearity property (there is no need to attach to it the antisymmetry property and
the Jacobi identity). The seventh line gives the correct format for output. Next, the
symbol ad represents the adjoint operator and its powers ad j

ab, whereas ff[1,k],
ff[p,k] correspond to expressions (46) and (48), respectively. Finally cc[p]
provides the explicit expression of C p. In particular, we get as output
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C4 = − 1

24
[X, [X, [X, Y ]]] − 1

8
[Y, [X, [X, Y ]]] − 1

8
[Y, [Y, [X, Y ]]]

C5 = 1

120
[X, [X, [X, [X, Y ]]]] + 1

30
[Y, [X, [X, [X, Y ]]]] + 1

20
[Y, [Y, [X, [X, Y ]]]]

+ 1

30
[Y, [Y, [Y, [X, Y ]]]] + 1

20
[[X, Y ], [X, [X, Y ]]] + 1

10
[[X, Y ], [Y, [X, Y ]]].

We stress again that, by construction, all the commutators appearing in Cn are inde-
pendent.

3.3 About the Convergence

Whereas the Zassenhaus formula is well defined in the free Lie algebraL (X, Y ), if
X and Y are elements of a complete normed Lie algebra, it has only a finite radius of
convergence. This issue has also been considered in the literature, typically obtaining
sufficient conditions for convergence of the form ‖X‖ + ‖Y‖ < r for a given r > 0.
In other words, if X , Y are such that ‖X‖ + ‖Y‖ < r , then

lim
n→∞ eX eY eC2 · · · eCn = eX+Y . (51)

Thus, the value r = log 2 − 1
2 ≈ 0.1931 was given in [61] and r = 0.59670569 . . .

in [7].
It turns out that the recursion of the previous section also allows one to improve

the domain of convergence, as shown in [21]. By bounding appropriately the terms
Fn(λ) and also the Cn , i.e, by showing that

‖Fn(λ)‖ ≤ fn(λ), ‖Cn‖ ≤ δn

and analyzing (numerically) the convergenceof the series
∑∞

n=2 δn , it is possible to get
a new convergence domain including, in particular, the region ‖X‖ + ‖Y‖ < 1.054,
and extending to the points (‖X‖, 0) and (0, ‖Y‖)with arbitrarily large value of ‖X‖
or ‖Y‖.

3.4 A Generalization

In certain physical problems one has to deal with the exponential of the infinite series

S(λ) =
∞∑

n=1

λn An = λA1 + λ2 A2 + · · · , (52)
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where Ai are generic non commuting indeterminates andλ > 0.Theproblemconsists
then in factorizing this exponential as

eS(λ) = eλC1 eλ2C2 · · · eλnCn · · · , (53)

i.e., in obtaining a Zassenhaus-like formula adapted to this setting. It turns out that the
algorithm developed in Sect. 3.2 can also be applied here with only minor changes.

As usual, we start by differentiating both sides of Eq. (53) and multiplying the
result by e−S(λ). From the left hand side we have

(
d

dλ
eS(λ)

)
e−S(λ) =

∞∑

k=0

1

(k + 1)!ad
k
S(λ)S

′(λ), (54)

where S′(λ) = ∑∞
i=1 i λi−1Ai . From the right hand side,

d

dλ

(
eλC1eλ2C2 · · · eλnCn · · ·

)
e−S(λ) = C1 +

∞∑

j=2

jλ j−1eadλC1 · · · eadλ j−1C j−1 C j . (55)

Next we express (54) as a power series in λ so that comparison with (55) gives us
recursively the expression of each term Cn . Specifically, if we denote Sk = adk

S S′,
then

Sk =
∞∑

j=k+1

λ j Sk, j , with Sk, j =
j−k∑

�=1

adA�
Sk−1, j−�, k ≥ 2,

whereas

S1, j =
[ j/2]∑

k=1

( j − 2k + 1)adAk A j+k−1.

In this way,

∞∑

k=0

1

(k + 1)!ad
k
S S′ = A1 + 2λA2 +

∞∑

j=2

λ j

(
( j + 1)A j+1 +

j−1∑

�=1

1

(� + 1)! S�, j

)
.

(56)

Now, comparing (55) with (56) it is clear that C1 = A1. Introduce now the functions

h1 = 2A2

hn = (n + 1)An+1 +
n−1∑

�=1

1

(� + 1)! S�,n, n ≥ 2,
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so that ∞∑

k=0

1

(k + 1)!ad
k
S(λ)S

′(λ) − A1 =
∞∑

n=1

λnhn

and

F1 ≡ e−adλC1

∞∑

n=1

λnhn.

Then

F1 =
∞∑

�=1

f1,�λ
� where f1,� ≡

�∑

j=1

(−1)�− j

(� − j)! ad
�− j
A1

h j ,

whence, finally

C2 = 1

2
f1,1.

Carrying out this process for higher values of n, we define recursively the functions

Fn(λ) =
∞∑

k=1

fn,kλ
k, fn,k =

[k/n]−1∑

j=0

(−1) j

j ! ad j
Cn

fn−1,k−nj ,

so that, analogously,

Cn = 1

n
f[ n−1

2 ],n−1, n ≥ 3.

Again, the implementation of this algorithm in a symbolic algebra package is straight-
forward, but now more computation time and memory resources are required if one
aims to get high order terms. This can be clearly seen when considering the number
of terms involved. Whereas in the usual Zassenhaus expansion C16 has 3711 terms,
now there are 22322. The first terms of the expansion read explicitly

C2 = A2

C3 = A3 − 1

2
[A1, A2]

C4 = A4 − 1

2
[A1, A3] + 1

6
[A1, [A1, A2]]

C5 = A5 − 1

2
[A1, A4] + 1

6
[A1, [A1, A3]] − 1

24
[A1, [A1, [A1, A2]]] − 1

2
[A2, A3]

+ 1

3
[A2, [A1, A2]].

A detailed study of this expansion is carried out in [51].
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4 The Magnus Expansion

4.1 The Procedure

As stated in the Introduction, Problem 3 concerns the feasibility of expressing the
fundamental matrix of the linear differential matrix equation

dY

dt
= A(t)Y, Y (0) = I (57)

as an exponential representation. In other words, the problem consists in defining, in
terms of A, an operator Ω(t) such that Y (t) = exp(Ω(t)).

Equation (57) can be solved of course by applying the Neumann (Dyson) iterative
procedure, thus expressing the solution as an infinite series whose first terms are

Y (t) = I +
t∫

0

A(s)ds +
t∫

0

A(s1)

s1∫

0

A(s2)ds2ds1 + · · · .

In general,

Y (t) = I +
∞∑

n=1

Pn(t), where Pn(t) =
t∫

0

ds1 · · ·
sn−1∫

0

dsn A1A2 · · · An (58)

and Ai ≡ A(si ). The series in (58) has the obvious drawback that, when truncated, the
resulting approximation may loose some properties the exact solution has. Suppose,
for instance, that A(t) is skew-Hermitian, as is the case in quantum mechanical
problems. Then the exact solution is unitary, whereas any truncation of the series
(58) is no longer so. As a result, the computation of e.g. transition probabilities may
be problematic.

Motivated by this issue, Magnus proposed in his seminal paper [43] to write the
solution as the exponential

Y (t) = exp(Ω(t)), (59)

where Ω is itself an infinite series,

Ω(t) =
∞∑

m=1

Ωm(t). (60)

In this way, “the partial sums of this series become Hermitian after multiplication by
i if i A is a Hermitian operator” [43].

Starting from (57) and taking into account the derivative of the exponential, one
obtains the differential equation satisfied by Ω , namely
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dΩ

dt
=

∞∑

n=0

Bn

n! ad
n
Ω A, Ω(0) = 0. (61)

Notice that, in contrast with (57), this equation is nonlinear. In any event, by defining

Ω [0] = 0, Ω [1](t) =
t∫

0

A(s1)ds1,

and applying Picard fixed point iteration, one gets

Ω [n](t) =
t∫

0

(
A − 1

2
[Ω [n−1], A] + 1

12
[Ω [n−1], [Ω [n−1], A]] + · · ·

)
ds1

so that limn→∞ Ω [n](t) = Ω(t) in a (presumably small) neighborhood of t = 0.
Inserting the series (60) into (61) it is possible to get the first few terms in closed

form. Specifically,

Ω1(t) =
t∫

0

A(t1) dt1,

Ω2(t) = 1

2

t∫

0

dt1

t1∫

0

dt2 [A(t1), A(t2)]

Ω3(t) = 1

6

t∫

0

dt1

t1∫

0

dt2

t2∫

0

dt3 ([A(t1), [A(t2), A(t3)]] + [A(t3), [A(t2), A(t1)]]).

(62)

Other, more systematic approaches are required to obtain the terms in the series (60)
for any m. Thus, for instance, by using graph theory it is possible to get explicit
formulae for Ωm(t) at all orders, whereas the recursive procedure proposed in [39]
is well suited for computations up to high order. It is given by

S(1)
m = [Ωm−1, A], S( j)

m =
m− j∑

n=1

[Ωn, S( j−1)
m−n ], 2 ≤ j ≤ m − 1

Ω1 =
t∫

0

A(t1)dt1, Ωm =
m−1∑

j=1

B j

j !
t∫

0

S( j)
m (t1)dt1, m ≥ 2. (63)

Working out this recurrence one arrives at the alternative expression
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Ωm(t) =
m−1∑

j=1

B j

j !
∑

k1+···+k j =m−1
k1≥1,...,k j ≥1

t∫

0

adΩk1 (s)
adΩk2 (s)

· · · adΩk j (s)
A(s) ds m ≥ 2.

(64)
Notice that each term Ωm(t) in the Magnus series (60) is a multiple integral of
combinations of m − 1 nested commutators containing m operators A(t). In conse-
quence, as pointed out before, if A is skew-Hermitian, any approximation obtained
by truncating the Magnus series is unitary (as long as the exponential is correctly
evaluated). More generally, if A(t) belongs to some Lie algebra g, then it is clear that
Ω(t) (and in fact any truncation of the Magnus series) also stays in g and therefore
exp(Ω) ∈ G , where G denotes the Lie group whose corresponding Lie algebra is g.

The Magnus expansion shares another appealing property with the exact flow of
(57), namely its time symmetry. Consider with greater generality the problem

dY

dt
= A(t)Y, Y (t0) = Y0. (65)

The flow ϕt : Y (t0) → Y (t) corresponding to (65) is time-symmetric, ϕ−t ◦ ϕt = Id,
since integrating (65) from t0 to any t f ≥ t0 and back to t0 leads to the original
initial value Y (t0) = Y0. On the other hand, the Magnus expansion can be written as
Y (t + h) = exp(Ω(t, h))Y (t), so that time-symmetry implies that

Ω(t + h,−h) = −Ω(t, h). (66)

If A(t) is an analytic function and its Taylor series around t + h/2 is considered,
then Ω(t, h) does not contain even powers of h. More specifically, if

A

(
t + h

2
+ τ

)
= a0 + a1τ + a2τ

2 + · · · with ai = 1

i !
di A(s)

dsi

∣∣∣
s=t+h/2

, (67)

then the terms Ωm in (63) computed at t + h read

Ω1 = ha0 + h3 1

12
a2 + h5 1

80
a4 + O(h7)

Ω2 = h3−1

12
[a0, a1] + h5

(−1

80
[a0, a3] + 1

240
[a1, a2]

)
+ O(h7)

Ω3 = h5
( 1

360
[a0, a0, a2] − 1

240
[a1, a0, a1]

)
+ O(h7)

Ω4 = h5 1

720
[a0, a0, a0, a1] + O(h7),

(68)

whereas Ω5 = O(h7), Ω6 = O(h7) and Ω7 = O(h9). Here we write for clarity
[ai1 , ai2 , . . . , ail−1 , ail ] ≡ [ai1 , [ai2 , [. . . , [ail−1 , ail ] . . .]]]. Notice that, as anticipated,
only odd powers of h appear in Ωk and, in particular, Ω2i+1 = O(h2i+3) for i > 1.
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This feature has shown to be very useful when designing numerical integrators based
on the Magnus expansion [11, 12, 36].

Although one might think of (59) and (60) only as a formal representation of the
solution Y (t) of (57), it has been shown that by imposing certain conditions on the
operator A(t), the exponent Ω(t) is a continuous differentiable function of A(t) and
t verifying (61). Moreover it can be determined by a convergent series (60) whose
terms are computed by applying the recursion (64). Specifically, the following result
is proved in [18].

Theorem 2 Let the equation Y ′ = A(t)Y be defined in a Hilbert space H with
Y (0) = I . Let A(t) be a bounded operator on H . Then, the Magnus series Ω(t) =∑∞

m=1 Ωm(t), with Ωm given by the recursion (63), converges in the interval t ∈
[0, T ) such that

T∫

0

‖A(s)‖ ds < π

and the sum Ω(t) satisfies expΩ(t) = Y (t). The statement also holds when H is
infinite-dimensional if Y is a normal operator (in particular, if Y is unitary).

This theorem, in fact, provides the optimal convergence domain, in the sense that π
is the largest constant for which the result holds without any further restrictions on
the operator A(t). Nevertheless, it is quite easy to construct examples for which the
bound estimate rc = π is still conservative: theMagnus series converges indeed for a
larger time interval than that given by the theorem [18, 47]. Consequently, condition∫ T
0 ‖A(s)‖ds < π is not necessary for the convergence of the expansion.
A more precise characterization of the convergence can be obtained in the case of

n × n complex matrices A(t). Specifically, in [18] the connection between the con-
vergence of theMagnus series and the existence of multiple eigenvalues of the funda-
mental solution Y (t) is analyzed. Let us introduce a new parameter ε ∈ C and denote
by Yt (ε) the fundamental matrix of Y ′ = εA(t)Y . Then, if the analytic matrix func-
tion Yt (ε) has an eigenvalue ρ0(ε0) of multiplicity � > 1 for a certain ε0 such that: (a)
there is a curve in the ε-plane joining ε = 0 with ε = ε0, and (b) the number of equal
terms in log ρ1(ε0), log ρ2(ε0), . . . , log ρ�(ε0) such that ρk(ε0) = ρ0, k = 1, . . . , �
is less than the maximum dimension of the elementary Jordan block corresponding
to ρ0, then the radius of convergence of the series Ωt (ε) ≡ ∑

k≥1 εkΩt,k verifying
expΩt (ε) = Yt (ε) is precisely r = |ε0|. Notice that this obstacle to convergence is
due just to the logarithmic function. If A(t) itself has singularities in the complex
plane, then they also restrict the convergence of the procedure.

Since the 1960s, the Magnus expansion has been extensively applied in mathe-
matical physics, quantum physics and chemistry, control theory, nuclear, atomic and
molecular physics, optics, etc., essentially as a tool to construct explicit analytical
approximations for the corresponding solution. More recently, it has also been used
as the starting point to design new and very efficient numerical integrators for the
initial value problem defined by (65). The idea consists in dividing the time interval
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[t0, t f ] into N subintervals steps and construct an approximation in each subinter-
val [tn−1, tn], n = 1, . . . , N , by truncating appropriately the exponent Ω(tn, h), with
h = tn − tn−1. This is done by analyzing the time-dependency in each termΩm of the
Magnus series (60) and approximating the successive integrals appearing in Ωm by
a single quadrature up to the desired order. The resulting schemes, by construction,
provide numerical approximations lying in the same Lie group G where the differ-
ential equation is defined: in the case of quantum mechanics, if (65) corresponds
to the time-dependent Schrödinger equation, then the numerical solution is unitary
and thus provides transition probabilities in the correct range of values for all times.
Integration methods of this class are particular examples of geometric integrators:
numerical schemes that preserve geometric properties of the continuous system, thus
granting them with an improved qualitative behavior in comparison with general-
purpose algorithms [9, 11, 32, 36].

The Magnus expansion can also be generalized to get useful approximations to
the nonlinear time-dependent differential equation

dY

dt
= A(t, Y )Y, Y (t0) = Y0 (69)

defined in a Lie group G [19]. As in the linear case, the solution is represented by

Y (t) = exp(Ω(t, Y0)Y0, (70)

where Ω satisfies the differential equation

dΩ

dt
=

∞∑

k=0

Bk

k! ad
k
Ω(s) A(s, eΩ(s)Y0)ds, Ω(0) = 0. (71)

We can solve this equation by iteration (Ω [0] = 0), thus giving

Ω [m](t) =
t∫

0

∞∑

k=0

Bk

k! ad
k
Ω [m−1](s) A(s, eΩ [m−1](s)Y0)ds, m ≥ 1.

It is then clear that

Ω [1](t) =
t∫

0

A(s, Y0)ds = Ω(t, Y0) + O(t2), (72)

whereas the truncation

Ω [m](t) =
m−2∑

k=0

Bk

k!
t∫

0

adk
Ω [m−1](s) A(s, eΩ [m−1](s)Y0)ds, m ≥ 2, (73)
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once inserted in (70), provides an explicit approximation Y [m](t) for the solution of
(69) that is correct up to termsO(tm+1) [19]. In addition,Ω [m](t) reproduces exactly
the sum of the first m terms in the Ω series of the usual Magnus expansion for the
linear equation Y ′ = A(t)Y [9].

4.2 The Magnus Expansion and pre-Lie Algebras

A careful analysis of the recursion (63) and (64) for the Magnus expansion shows
that the object

A � A(s) :=
⎡

⎣
t∫

0

A(u)du, A(s)

⎤

⎦ , (74)

involving integration and the commutator operations, allows one to getmore compact
expressions for the successive terms in the series of Ω [26]. Specifically, we may
write

S(1)
2 = [Ω1, A] = A � A, so that Ω ′

2 = −1

2
(A � A).

Analogously,

S(1)
3 = −1

2
(A � A) � A,

⎡

⎣
t∫

0

S(1)
3 , A

⎤

⎦ = −1

2
((A � A) � A) � A,

[Ω1, S(1)
3 ] = −1

2
A � ((A � A) � A)

and thus

Ω ′
3 = −1

2
S(1)
3 + 1

12
[Ω1, S(1)

2 ]

Ω ′
4 = 1

3

⎡

⎣
t∫

0

S(1)
3 , A

⎤

⎦+ 1

6
[Ω1, S(1)

3 ]

Alternatively, we have

Ω2 = −1

2

t∫

0

A � A(s)ds

Ω3 = 1

12

t∫

0

(A � (A � A))(s)ds + 1

4

t∫

0

((A � A) � A)(s)ds
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Ω4 = −1

6

t∫

0

((A � A) � A) � A(s)ds + 1

12

t∫

0

A � ((A � A) � A)(s)ds.

The bilinear operation (74) is a particular example of a pre-Lie product based on the
dendriform products

(A � B)(s) ≡
⎛

⎝
s∫

0

A(u)du

⎞

⎠ B(s), (A ≺ B)(s) ≡ A(s)

⎛

⎝
s∫

0

B(u)du

⎞

⎠ ,

(75)

where A and B are two given matrices. More generally, a left pre-Lie algebra (A , �)

is a vector space A equipped with an operation � subject to the following relation
[44]:

(a � b) � c − a � (b � c) = (b � a) � c − b � (a � c),

whereas a dendriform algebra is a vector space endowed with two bilinear operations
� and ≺ satisfying the following three axioms:

(a ≺ b) ≺ c = a ≺ (b ≺ c + b � c),

(a � b) ≺ c = a � (b ≺ c),

a � (b � c) = (a ≺ b + a � b) � c.

Clearly, a dendriform algebra is at the same time a pre-Lie algebra, since

a � b ≡ a � b − b ≺ a

is a left pre-Lie product. Of course, a right pre-Lie algebra can be defined analogously
[28]. Defining the operator La as Lab = a � b, we can formally express Eq. (61) for
Ω as [28]

dΩ

dt
= LΩ

eLΩ − I
(A) =

∑

n≥0

Bn

n! Ln
Ω(A).

This allows one to generalize the Magnus expansion to pre-Lie and dendriform
algebras, and analyze their purely algebraic and combinatorial features in a more
abstract setting, with applications in other areas, such as Jackson’s q-integral and
linear q-difference equations [27].

4.3 The Magnus Expansion and the BCH Series

The Magnus expansion can also be used to get explicitly the terms of the series Z in

Z = log(eX1 eX2)
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when X1 and X2 are two non commuting indeterminate variables, i.e., we can use it
to construct term by term the Baker–Campbell–Hausdorff series. This can be done
simply by considering the initial value problem (57) with the piecewise constant
matrix-valued function

A(t) =
{

X2 0 ≤ t ≤ 1
X1 1 < t ≤ 2.

(76)

The exact solution at t = 2 is Y (2) = eX1 eX2 . Now we can use the recursion (63) to
compute the exponent Ω(t) at t = 2 so that Y (2) = eΩ(2). In this way we generate
the BCH series in the form (7). Although this procedure does not constitute a better
alternative in practice with respect to the algorithm presented in Sect. 2.2, it does
allow one to get a sharper bound on the convergence domain of the series: by applying
Theorem2 to this case we obtain the following result [20].

Theorem 3 The Baker–Campbell–Hausdorff series in the form (7) converges abso-
lutely when ‖X1‖ + ‖X2‖ < π .

This result can be generalized, of course, to any number of non commuting operators
X1, X2, . . . , Xq . Specifically, the series

Z = log(eX1 eX2 · · · eXq ),

converges absolutely if ‖X1‖ + ‖X2‖ + · · · + ‖Xq‖ < π . This connection allows
one to relate in a natural way the underlying pre-Lie structure of the Magnus expan-
sion with the BCH series and the set of rooted trees used in its derivation.

5 Some Applications

The previous exponential identities have found applications in many different fields
ranging from pure and applied mathematics to physics and physical chemistry. It
is our purpose in this section to review three of them, perhaps not sufficiently well
known: the role of the BCH formula for obtaining splitting and composition meth-
ods for differential equations, a particular form of the so-called Kashiwara–Vergne
conjecture (now a theorem) and the existence of non-trivial identities involving com-
mutators in a free Lie algebra. For a comprehensive list of applications we refer the
reader to e.g. [11, 14, 32] and references therein.

5.1 Splitting Methods

The BCH formula is widely used in the design and analysis of numerical integra-
tion methods for differential equations, specifically to obtain the order conditions in
splitting and composition methods [32, 45]. Let us consider an initial value problem
of the form
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dx

dt
= f (x), x(0) = x0 ∈ R

d (77)

whose vector field can be decomposed as a sum of two contributions, f (x) =
f [1](x) + f [2](x), in such a way that each sub-problem

dx

dt
= f [1](x),

dx

dt
= f [2](x), x(0) = x0 ∈ R

d

can be integrated exactly, with solutions x(h) = ϕ
[1]
h (x0), x(h) = ϕ

[2]
h (x0) at t = h.

Then, by composing these solutions as

χh = ϕ
[2]
h ◦ ϕ

[1]
h (78)

we get a first-order approximation to the exact solution. By introducing suitable (real)
parameters αi it is possible to construct higher-order approximations by means of
the composition method

ψh = χαs h ◦ χαs−1h ◦ · · · ◦ χα1h . (79)

Alternatively, we may consider more maps in (78) with additional parameters. In this
case, one has a splitting method of the form

ψh = ϕ
[2]
bs+1h ◦ ϕ

[1]
as h ◦ ϕ

[2]
bs h ◦ · · · ◦ ϕ

[2]
b2h ◦ ϕ

[1]
a1h ◦ ϕ

[2]
b1h . (80)

In both cases, the coefficients αi , ai , bi have to satisfy a set of conditions guaranteeing
that the resulting schemes are of a prescribed order r in h, i.e.,

ψh(x0) = ϕh(x0) + O(hr+1),

where ϕh(x0) denotes the exact solution of (77) for a time step h. These order con-
ditions are formulated as polynomial equations in the coefficients whose degree and
complexity increase with the order of the method. Constructing particular integrators
requires first obtaining and then solving these order conditions, and is here where
the BCH formula has shown to be an extremely helpful tool [10, 32, 45].

In the following we illustrate how the BCH formula is used to get the order
conditions for splitting methods of the form (80). The important point here is that
we can introduce differential operators and series of differential operators associated
with the vector fields f , f [1], f [2] and the numerical integrator ψh . Specifically, we
can associate with the vector field f in (77) the first-order differential operator (or
Lie derivative)

L f =
d∑

i=1

fi
∂

∂xi
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and the Lie transformation exp(t L f ) in such a way that the exact solution of (77)
can be formally written as

ϕh(x0) =
∑

k≥0

hk

k! (Lk
f Id)(x0) ≡ exp(hL f )[Id](x0), (81)

where Id(x) = x denotes the identity map [32].
Analogously, the Lie derivatives corresponding to f [1] and f [2] read, respectively,

A ≡ L f [1] =
d∑

i=1

f [1]
i (x)

∂

∂xi
, B ≡ L f [2] =

d∑

i=1

f [2]
i (x)

∂

∂xi
,

so that (
ϕ

[2]
bs+1h ◦ ϕ

[1]
as h ◦ ϕ

[2]
bs h ◦ · · · ◦ ϕ

[2]
b2h ◦ ϕ

[1]
a1h ◦ ϕ

[2]
b1h

)
(x0) =

exp(b1h B) exp(a1h A) · · · exp(ash A) exp(bs+1h B)[Id](x0).
(82)

Notice the opposite order of the operators with respect to the maps in (82). Now, by
formally applying the BCH formula in sequence to the series of differential operators

�(h) = exp(b1h B) exp(a1h A) exp(b2h B) · · · exp(bsh B) exp(ash A) exp(bs+1h B)

we end up with

�(h) = exp(F(h)), where F =
∑

n≥1

hn Fn,

so that the integrator (80) is of order r if

F1 = L f = L f [1] + L f [2] = A + B, and Fk = 0 for 2 ≤ k ≤ r.

In more detail [9],

F(h) = h(va A + vb B) + h2vab[A, B] + h3(vaab[A, [A, B]] + vbab[B, [A, B]])
+h4(vaaab[A, [A, [A, B]]] + vbaab[B, [A, [A, B]]] + vbbab[B, [B, [A, B]]])
+O(h5), (83)

where va, vb, vab, vaab, vbab, vaaab, . . . are polynomials in the parameters ai , bi of the
scheme. In particular [10],

va =
s∑

i=1

ai , vb =
s+1∑

i=1

bi , vab = 1

2
vavb −

∑

1≤i≤ j≤s

bi a j , (84)
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2vaab = 1

6
v2avb −

∑

1≤i< j≤k≤s

ai b j ak, 2vbab = −1

6
vav2b +

∑

1≤i≤ j<k≤s+1

bi a j bk,

and the order conditions for the splitting method are obtained by requiring

va = vb = 1, vab = vaab = vbab = · · · = 0

up to the order considered. These are necessary and sufficient conditions to achieve
the desired order as long as F(h) is expressed in terms of a basis in the free Lie
algebra L (A, B) generated by {A, B} (see [10] for more details).

Splitting methods have a long history both in the numerical analysis of ordinary
and partial differential equations (sometimes with different names) and in applica-
tions arising in many different fields: celestial mechanics, chemical physics, molec-
ular dynamics, quantum statistical mechanics, etc, especially in the context of geo-
metric numerical integration [9, 32, 45].

5.2 The Kashiwara–Vergne Conjecture

In the course of their research on the transport of the convolution product by the expo-
nential application for invariant distributions, Kashiwara and Vergne [38] announced
in 1978 the following combinatorial conjecture related with a particular way of
expressing the Baker–Campbell–Hausdorff formula.

Conjecture 1 (Kashiwara–Vergne)Let us denote by Z(X, Y ) = log(eXeY ) the BCH
series. For any Lie algebra g of finite dimension, there exist series F(X, Y ) and
G(X, Y ) on g × g without constant term taking values in g such that they satisfy

X + Y − Z(Y, X) = (1 − e−adX )F(X, Y ) + (eadY − 1)G(X, Y ) (85)

and the trace identity

tr (adX ◦ ∂X F + adY ◦ ∂Y G) = 1

2
tr

(
adX

eadX − 1
+ adY

eadY − 1
− adZ(X,Y )

eadZ(X,Y ) − 1
− 1

)
.

(86)
Here ∂X F, ∂Y G ∈ End(g) are defined by

∂X F(X, Y ) : U �−→ d

dt
F(X + tU, Y )|t=0, ∂Y G(X, Y ) : U �−→ d

dt
G(X, Y + tU )|t=0

and tr denotes the trace of an endomorphism of g.
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Several remarks are in orderwith respect to this statement. First, Eq. (85) is essentially
equivalent to grouping together in the BCH formula all terms that are of the form
[X, . . .], resp. [Y, . . .]. Of course, F and G are not uniquely determined by this
property [16]. The major difficulty of this conjecture lies then in the trace Eq. (86)
[4]. Second, the conjecture establishes the existence of a pair of functions (F, G)

satisfying (85) and (86). It turns out, however, that the pair

(G(−Y,−X), F(−Y,−X)) (87)

also constitutes a solution. In consequence, it is possible to look only for symmetric
solutions, i.e., functions verifying G(X, Y ) = F(−Y,−X).

Kashiwara andVergne proposed a symmetric pair of universal Lie series and show
that, for solvable Lie algebras, they verify the trace Eq. (86). These functions can be
expressed as follows [60].

Let ψ be the function defined by

ψ(z) = ez − 1 − z

(ez − 1)(1 − e−z)
,

and denote Z(t) = Z(t X, tY ), 0 ≤ t ≤ 1. Then the functions

F1(X, Y ) =
⎛

⎝
1∫

0

1 − e−tadX

1 − e−adX
◦ ψ(adZ(t))dt

⎞

⎠ (X + Y ) (88)

and G1(X, Y ) = F1(−Y,−X) verify Eq. (85) by construction. This is also true for
the functions

F0(X, Y ) = 1

2

(
F1(X, Y ) + eadX F1(−X,−Y )

)+ 1

4
(Z(X, Y ) − X)

G0(X, Y ) = F0(−Y,−X) (89)

which, in addition, satisfyEq. (86)when g is solvable [38] and alsowhen g = sl(2,R)

[59].
In 2005 Alekseev and Meinrenken [3] proved the Kashiwara–Vergne combina-

torial conjecture with complete generality by using a deformation of the Baker–
Campbell–Hausdorff series proposed by Torossian [64]. Due, in particular, to prop-
erty (87), there are many solutions to the Kashiwara–Vergne problem. Nevertheless,
it has been shown by means of a computer code that the functions (89) do not satisfy
the Kashiwara–Vergne conjecture in the case of a general Lie algebra [2]. In conse-
quence, this solution is not universal, since it is not valid for all finite dimensional
Lie algebras.
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It is clear that the algorithm proposed in Sect. 2.2 can be applied here to construct
explicitly the Lie series (F0, G0) in terms of X , Y up to high degree. The resulting
expressions may then provide additional information on their structure and validity.

We have constructed a code based on the algorithm developed in Sect. 2.2 for the
BCH series which allows us to generate the series (F0, G0) up to an arbitrary order
in an efficient way. In particular, we reproduce the same results obtained in [2] up to
order 8, verifying in this way that the expressions (89) do not satisfy the Kashiwara–
Vergne conjecture at this order for general Lie algebras. As an illustration, G0 up to
order 6 reads in the Lyndon basis

G0(X, Y ) = − X

4
− 1

24
[X, Y ] + 1

48
[[X, Y ], Y ] − 1

48
[X, [X, Y ]]

+ 1

180
[[[X, Y ], Y ], Y ] − 1

480
[X, [[X, Y ], Y ]] − 1

360
[X, [X, [X, Y ]]]

− 1

2880
[[[[X, Y ], Y ], Y ], Y ] + 1

1440
[[X, [X, Y ]], [X, Y ]] + 1

480
[[X, Y ], [[X, Y ], Y ]]

+ 1

360
[X, [[[X, Y ], Y ], Y ]] − 1

360
[X, [X, [[X, Y ], Y ]]] + 1

2880
[X, [X, [X, [X, Y ]]]]

− 1

5040
[[[[[X, Y ], Y ], Y ], Y ], Y ] + 1

1260
[[X, [[X, Y ], Y ]], [X, Y ]]

+ 1

840
[[X, Y ], [[[X, Y ], Y ], Y ]] + 23

40320
[X, [[[[X, Y ], Y ], Y ], Y ]]

− 1

6720
[X, [[X, [X, Y ]], [X, Y ]]] − 1

6720
[[X, [X, Y ]], [[X, Y ], Y ]]

− 1

6048
[X, [X, [[[X, Y ], Y ], Y ]]] − 13

40320
[X, [X, [X, [[X, Y ], Y ]]]]

+ 1

10080
[X, [X, [X, [X, [X, Y ]]]]].

These series are absolutely convergent in a neighborhood of the origin when a
norm is introduced in g, as shown by Rouvière [60]. As a matter of fact, the domain
of convergence can be enlarged by using the results obtained for the BCH series. For
completeness, we reproduce here Rouvière’s argument.

Since the function ψ is meromorphic in C with poles at ±2kiπ , k = 1, 2, . . ., it
can be expanded in a power series in the disk |z| < 2π . With a norm on g satisfying
Eq. (36), it is clear that with the corresponding norm on End(g) one has ‖adX‖ ≤
2‖X‖. Then the integrand of the function F1 in (88) can be expanded into a power
series of t and the endomorphisms adX , adZ(t) if ‖adX‖ < 2π and ‖adZ(t)‖ < 2π .
These constraints are clearly satisfied when (X, Y ) ∈ D1 ∪ D2 as given by (37), and
thus F1(X, Y ) (and obviously F0(X, Y )) is absolutely convergent in D1 ∪ D2.
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5.3 High Order Identities Involving Commutators

As we mentioned in Sect. 2.2, the BCH series expressed in different bases of the free
Lie algebraL (X, Y ) has a different number of non-vanishing coefficients. In [20] is
shown that in theLyndonbasis this number is sensibly reducedwith respect to theHall
basis (up to degree 20 by about a 30%). An interesting question could be to identify
the particular basis where the number of non-vanishing terms is minimum, i.e., to get
the most compact expression of the form (15). Partial results in this setting are given
in [40, 53], where shortened versions of the BCH series are obtained up to degree 8
and 10, respectively. This is done by considering a right-normed basis in L (X, Y ),
i.e., one that consists of elements of the form [ai1 , [ai2 , [. . . , [ait−1 , ait ] . . .]]], where
ai p are the generators X ,Y . Such a basis exists and can be constructed algorithmically,
as shown in e.g. [13], although the process is by no means straightforward.

In [53], in particular, by comparingdifferent procedures to obtain theBCHformula
and some existing symmetries, several remarkable identities satisfied by right-nested
commutators at high degree were unveiled which, in turn, allowed its author to
identify independent commutators and eventually simplify the series up to order
eight.Recognizing these generalized identities could thus be an essential ingredient to
get more compact expressions for the BCH series and other exponential expansions.

It turns out that the Magnus expansion can also be used for this purpose, as we
next show. If in (67) a1 = 0, ai = 0 for i > 2 and denote a0 = X , a2 = Y , i.e., we
compute the Magnus expansion at t + h with

A(t + h/2 + τ) = X + Y τ 2,

then clearly Ω2k vanishes due to time-symmetry. Thus, when the recursion (63) is
applied, all terms with even powers of h must be identically zero. These terms are
linear combinations of right-nested commutators of the form [ai1 , [ai2 , [. . . , [ail−1 ,

ail ] . . .]]] and give rise to non-trivial identities involving X and Y .
Proceeding in this way we obtain the following three identities arising in Ω6:

(6.1) : 3[Y X XY XY ] + [X XY Y XY ] − 3[XY XY XY ] − [Y Y X X XY ] = 0;
(6.2) : [Y Y XY XY ] + [XY Y Y XY ] − 2[Y XY Y XY ] = 0;
(6.3) : [X X XY XY ] + [Y X X X XY ] − 2[XY X X XY ] = 0,

whereas from Ω8 we obtain four more identities:
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(8.1) : [X X XY X X XY ] − 3[X XY X X X XY ] + 3[XY X X X X XY ]
− [Y X X X X X XY ] = 0;

(8.2) : [X X X XY Y XY ] − 2[X X XY XY XY ] − 2[X XY Y X X XY ]
+ 8[XY XY X X XY ] − 3[XY Y X X X XY ] − 2[Y X XY X X XY ]
− [Y XY X X X XY ] + [Y Y X X X X XY ] = 0;

(8.3) : − 29838[X X XY Y Y XY ] + 61125[X XY XY Y XY ]
− 4347[XY X XY Y XY ] − 56778[XY XY XY XY ]
− 1449[XY Y Y X X XY ] − 17477[Y X X XY Y XY ]
+ 56778[Y X XY XY XY ] + 23273[Y XY Y X X XY ]
− 61125[Y Y XY X X XY ] + 29838[Y Y Y X X X XY ] = 0

(8.4) : 3[X XY Y Y Y XY ] − 3[XY XY Y Y XY ] − 6[XY Y XY Y XY ]
− 9[Y X XY Y Y XY ] + 24[Y XY XY Y XY ] − 4[Y Y X XY Y XY ]
− 6[Y Y XY XY XY ] + [Y Y Y Y X X XY ] = 0.

Here [X X XY X X XY ] denotes the right-nested commutator [X, [X, [X, [Y, [X,

[X, [X, Y ]]]]]]], etc. Identities involving three operators can be obtained in a similar
way if instead we consider

A(t + h/2 + τ) = X1 + X2τ
2 + X3τ

4

and repeat the procedure.
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Appendix

5.4 Lie Algebras

A Lie algebra is a vector space g together with a map [·, ·] from g × g into g called
Lie bracket, with the following properties:

1. [·, ·] is bilinear.
2. [X, Y ] = −[Y, X ] for all X, Y ∈ g.
3. [X, [Y, Z ]] + [Y, [Z , X ]] + [Z , [X, Y ]] = 0 for all X, Y, Z ∈ g.

Condition 2 is called skew symmetry and Condition 3 is the Jacobi identity. One
should remark that g can be any vector space and that the Lie bracket operation [·, ·]
can be any bilinear, skew-symmetric map that satisfies the Jacobi identity. Thus, in
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particular, the space of all n × n (real or complex) matrices is a Lie algebra with the
Lie bracket defined as the commutator [A, B] = AB − B A.

Associated with any X ∈ g we can define a linear map adX : g −→ g which acts
according to

adX Y = [X, Y ], ad j
X Y = [X, ad j−1

X Y ], ad0X Y = Y, j ∈ N (90)

for all Y ∈ g. The “ad” operator allows one to express nested Lie brackets in an easy
way. Thus, for instance, [X, [X, [X, Y ]]] can be written as ad3X Y . Moreover, as a
consequence of the Jacobi identity, one has the following properties:

1. ad[X,Y ] = adXadY − adY adX = [adX , adY ]
2. adZ [X, Y ] = [X, adZ Y ] + [adZ X, Y ].
For matrix Lie algebras one has the important relation (see e.g. [36])

eX Y e−X = eadX Y =
∞∑

k=0

1

k!ad
k
X Y,

so that
eX eY e−X = eZ , with Z = eadX Y.

The derivative of the matrix exponential map also plays an important role in our
treatment. Given a matrix Ω(t), then [36]

d

dt
exp(Ω(t)) = d expΩ(t)(Ω

′(t)) exp(Ω(t)),

d

dt
exp(Ω(t)) = exp(Ω(t)) d exp−Ω(t)(Ω

′(t)),

where d expΩ(C) is defined by the (everywhere convergent) power series

d expΩ(C) =
∞∑

k=0

1

(k + 1)!ad
k
Ω(C) ≡ eadΩ − I

adΩ

(C).

If the eigenvalues of the linear operator adΩ are different from 2mπ i with m ∈
{±1,±2, . . .} then the operator d expΩ is invertible [11, 36] and

d exp−1
Ω (C) = adΩ

eadΩ − I
(C) =

∞∑

k=0

Bk

k! ad
k
Ω(C),

where Bk are the Bernoulli numbers.
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5.5 Free Lie Algebras and Hall–Viennot Bases

Very often it is necessary to carry out computations in aLie algebrawhennoparticular
algebraic structure is assumed beyond what is common to all Lie algebras. It is in
this context, in particular, where the notion of free Lie algebra plays a fundamental
role. Given an arbitrary index set I (either finite or countably infinite), we can say
that a Lie algebra g is free over the set I if [49]

1. for every i ∈ I there corresponds an element Xi ∈ g;
2. for any Lie algebra h and any function i �→ Yi ∈ h, there exists a unique Lie

algebra homomorphism π : g → h satisfying π(Xi ) = Yi for all i ∈ I .

If T = {Xi : i ∈ I } ⊂ g, then the algebra g can be viewed as the set of all Lie
brackets of Xi . In this sense, we can say that g is the free Lie algebra generated by
T and we denote g = L (X1, X2, . . .). Elements of L (X1, X2, . . .) are called Lie
polynomials.

It is important to remark that g is a universal object, and that computations in g
can be applied in any particular Lie algebra h via the homomorphism π [49], just by
replacing each abstract element Xi with the corresponding Yi .

In practical calculations, it is useful to represent a free Lie algebra by means
of a basis (in the vector space sense). There are several systematic procedures to
construct such a basis. Here, for simplicity, we will consider the free Lie algebra
generated by just two elements T = {X, Y }, and the so-called Hall–Viennot bases.
A set {Ei : i = 1, 2, 3, . . .} ⊂ L (X, Y ) whose elements are of the form

E1 = X, E2 = Y, and Ei = [Ei ′ , Ei ′′ ] i ≥ 3, (91)

with some positive integers i ′, i ′′ < i (i = 3, 4, . . .) is a Hall–Viennot basis if there
exists a total order relation � in the set of indices {1, 2, 3, . . .} such that i � i ′′ for
all i ≥ 3, and the map

d : {3, 4, . . .} −→ {( j, k) ∈ Z × Z : j � k � j ′′}, (92)

d(i) = (i ′, i ′′) (93)

(with the convention 1′′ = 2′′ = 0) is bijective.
In [57, 67], Hall–Viennot bases are indexed by a subset of words (a Hall set of

words) on the alphabet {x, y}. Such Hall set of words {wi : i ≥ 1} can be obtained
by defining recursively wi as the concatenation wi ′wi ′′ of the words wi ′ and wi ′′ , with
w1 = x andw2 = y. In particular, if themap (92) is constructed in such a way that the
total order relation � is the natural order relation in Z, i.e., >, then the first elements
of the Hall set of words wi associated to the indices i = 1, 2, . . . , 14 are x , y, yx ,
yxx , yxy, yxxx , yxxy, yxyy, yxxxx , yxxxy, yxxyy, yxyyy, yxxyx , yxyyx . In
consequence, the corresponding elements of the basis inL (X, Y ) are
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X, Y, [Y, X ], [[Y, X ], X ], [[Y, X ], Y ], [[[Y, X ], X ], X ], [[[Y, X ], X ], Y ], [[[Y, X ], Y ], Y ],
[[[[Y, X ], X ], X ], X ], [[[[Y, X ], X ], X ], Y ], [[[[Y, X ], X ], Y ], Y ], [[[[Y, X ], Y ], Y ], Y ],
[[[Y, X ], X ], [Y, X ]], [[[Y, X ], Y ], [Y, X ]].

(94)

Notice that if the total order is chosen as < instead, it results in the classical Hall
basis as presented in [15].

On the other hand, the Lyndon basis can be constructed as a Hall–Viennot basis
by considering the order relation� as follows: i � j if, in lexicographical order (i.e.,
the order used when ordering words in the dictionary), the Hall word wi associated
to i comes before than the Hall word w j associated to j . The Hall set of words
{wi : i ≥ 1} corresponding to the Lyndon basis is the set of Lyndon words, which
can be defined as the set of wordsw on the alphabet {x, y} satisfying that, for arbitrary
decompositions of w as the concatenation w = uv of two non-empty words u and v,
the word w is smaller than v in lexicographical order [42, 67]. The Lyndon words for
i = 1, 2, . . . , 14 are x , y, xy, xyy, xxy, xyyy, xxyy, xxxy, xyyyy, xxyxy, xyxyy,
xxyyy, xxxyy, xxxxy and the corresponding (Lyndon) basis inL (X, Y ) is formed
by

X, Y, [X, Y ], [[X, Y ], Y ], [X, [X, Y ]], [[[X, Y ], Y ], Y ], [X, [[X, Y ], Y ]], [X, [X, [X, Y ]]],
[[[[X, Y ], Y ], Y ], Y ], [[X, [X, Y ]], [X, Y ]], [[X, Y ], [[X, Y ], Y ]], [X, [[[X, Y ], Y ], Y ]],
[X, [X, [[X, Y ], Y ]]], [X, [X, [X, [X, Y ]]]].

(95)

It is possible to compute the dimension cn of the linear subspace in the freeLie algebra
generated by all the independent Lie brackets of order n, denoted byLn(X, Y ). This
number is provided by the so-called Witt’s formula [15, 45]:

cn = 1

n

∑

d|n
μ(d)2n/d , (96)

where the sum is over all (positive) divisors d of the degree n andμ(d) is the Möbius
function, defined by the ruleμ(1) = 1,μ(d) = (−1)k if d is the product of k distinct
prime factors and μ(d) = 0 otherwise [45]. For n ≤ 12 one has explicitly

n 1 2 3 4 5 6 7 8 9 10 11 12
cn 1 1 2 3 6 9 18 30 56 99 186 335
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Madrid.1 The main aim is to explore a certain factorization problem for Lie groups
in the framework of universal enveloping algebra from the perspective offered by the
relatively new theory of post-Lie algebras. The latter provides another viewpoint on
the notion of (finite dimensional) double Lie algebra, which is a Lie algebra g over
the ground field F endowed with a solution R+ ∈ EndF(g) of the modified classical
Yang–Baxter equation:

[R+x, R+y] = R+([R+x, y] + [x, R+y] − [x, y]). (1)

The identity implies that the bracket

[x, y]R+ := [R+x, y] − [R+y, x] − [x, y]

satisfies the Jacobi identity and therefore yields another Lie algebra, denoted gR ,
on the vector space underlying g. Thanks to the seminal work of Semenov-Tian-
Shansky [33], solutions of (1), known as classical r -matrices, play an important
role in studying solutions of Lax equations, which in turn are intimately related to
a factorization problem in the Lie group corresponding to g. In the framework of
the universal enveloping algebra of the Lie algebra g, this factorization problem has
been studied in [31, 35]. In these works it is shown, among other things, that every
solution of the modified classical Yang–Baxter equation gives rise to a factorization
of group-like elements in (a suitable completion of) the universal enveloping algebra
of g. On the other hand, in [2] it was shown that in a Lie algebra g every solution of
(1) gives rise to a post-Lie algebra.

A post-Lie algebra [23, 24, 39], which we denote by the triple (V, �, [·, ·]), con-
sists of a vector space V which is endowed with two bilinear operations, the Lie
bracket [·, ·] : V ⊗ V → V and the magmatic post-Lie product � : V ⊗ V → V .
The particular relations that the latter is supposed to satisfy with respect to the Lie
bracket are such that

�x, y� := x � y − y � x − [x, y] (2)

yields another Lie bracket on V . The complete definition will given further below.
However, the following geometric example [23, 24] may provide some insight into
the interplay between the post-Lie product and the Lie bracket in post-Lie algebra.
Recall that a linear connection is a F-bilinear application ∇ : XM × XM → XM on
XM , the vector spaceof smoothvector fields on themanifold M , satisfying theLeibniz
rule ∇X ( f Y ) = X ( f )Y + f ∇X Y, for all f ∈ C∞(M) and all X, Y ∈ XM . Clearly,
a linear connection endows XM with a product, defined simply as (X, Y ) �→ X �

Y := ∇X Y. The torsion of ∇ is a skew-symmetric tensor T : T M ∧ T M → T M

1Brainstorming Workshop on “New Developments in Discrete Mechanics, Geometric Integration
and Lie-Butcher Series”, May 25-28, 2015, ICMAT, Madrid, Spain. Supported by a grant from
Iceland, Liechtenstein and Norway through the EEA Financial Mechanism as well as the project
“Mathematical Methods for Ecology and Industrial Management” funded by Ayudas Fundación
BBVA a Investigadores, Innovadores y Creadores Culturales.
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T(X, Y ) := X � Y − Y � X − [X, Y ], (3)

where [·, ·] denotes the Jacobi-Lie bracket of vector fields, defined by [X, Y ]( f ) =
X (Y ( f )) − Y (X ( f )), for every X, Y ∈ XM and every f ∈ C∞(M). The curvature
tensor R : T M ∧ T M → End(T M) satisfies the identity

R(X, Y )Z = a�(X, Y, Z) − a�(Y, X, Z) + T(X, Y ) � Z , (4)

wherea�(X, Y, Z) := X � (Y � Z) − (X � Y ) � Z is the usual associatorwith
respect to the product �. Torsion and curvature are related by the Bianchi identities

∑

�
(T(T(X, Y ), Z) + (∇XT)(Y, Z)) =

∑

�
R(X, Y )Z (5)

∑

�
((∇XR)(Y, Z) + R(T(X, Y ), Z)) = 0, (6)

where
∑

� denotes the sum over the three cyclic permutations of (X, Y, Z). If a
connection is flat, R = 0, and has constant torsion, ∇XT = 0, then (5) reduces to
the Jacobi identity, such that the torsion defines a Lie bracket [X, Y ]T := T(X, Y ),
which is related to the Jacobi–Lie bracket by (3). The covariant derivation formula
∇X (T(Y, Z)) = (∇XT)(Y, Z) + T(∇X Y, Z) + T(Y,∇X Z) together with ∇XT = 0
imply

X � [Y, Z ]T = [X � Y, Z ]T + [Y, X � Z ]T. (7)

On the other hand, (4) together with R = 0 yield

[X, Y ]T � Z = a�(X, Y, Z) − a�(Y, X, Z). (8)

Relations (7) and (8) define the post-Lie algebra (XM , �, [·, ·]T), see Proposition 7.
Note that for a connectionwhich is bothflat and torsion free (T = 0 = R), equation

(4) implies a�(X, Y, Z) = a�(Y, X, Z). This is the characterizing identity of a (left)
pre-Lie algebra, which is Lie admissible, i.e., by skew-symmetrization one obtains
a Lie algebra. We refer the reader to [4, 7, 10, 26] for details.

Returning to the abstract definition of post-Lie algebra, (V, �, [·, ·]), we consider
the lifting of the post-Lie product to the universal enveloping algebra, U (g), of
the Lie algebra g := (V, [·, ·]). It turns out that it allows to define another Hopf
algebra, U∗(g), on the underlying vector space of U (g), which is isomorphic, as a
Hopf algebra, to the universal enveloping algebra corresponding to the Lie algebra
ḡ := (V, �·, ·�) defined in terms of theLie bracket (2). TheHopf algebra isomorphism
between U (ḡ) and U∗(g) is an extension of the identity between the Lie algebras g
and ḡ. Moreover, for every x ∈ g there exists a unique element χ(x) ∈ g, such that
exp(x) = exp∗(χ(x)) with respect to (suitable completions of) U (g) respectively
U∗(g). The map χ : g → g is called post-Lie Magnus expansion and is defined as
the solution of a particular differential equation.
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From [2] we know that every solution of (1) turns a double Lie algebra [33] into
a post-Lie algebra. The Lie bracket [·, ·]R+ on gR is a manifestation of (2), and the
aforementioned Hopf algebra isomorphism betweenU∗(g) andU (ḡ) = U (gR) can
be realized in terms of the solution R+ and the Hopf algebra structures of these
two universal enveloping algebras. The role of post-Lie algebra in the context of the
factorization problem on U (g), mentioned above, becomes clear from the fact that
any group-like element exp(x) in (a suitable completion of) U (g) factorizes into
the product of two group-like elements, exp(χ+(x)) and exp(χ−(x)), with χ±(x) :=
±R±χ(x), where R− := R+ − id.

In what follows F denotes the ground field of characteristic zero over which all
algebraic structures are considered. Unless stated otherwise, F will be either the
complex numbers C or the real numbers R.

2 Basic Lie Theory

In this section we present some background on Lie theory. The aim is to recall
notions and to fix notations, which will be used in later sections. We will discuss
the construction of the so-called I -adic completion of an augmented algebra since
it plays a central role in these notes. For details the reader is referred to [14, 28, 30,
40].

2.1 Lie Groups and Lie Algebras

ALie group G is a smooth manifold endowed with the structure of an abstract group,
which is compatible with the underlying differentiable structure of G. This means
that both maps the multiplication m : G × G → G and the inversion i : G → G are
smooth applications. A map ψ : G1 → G2 is a morphism of Lie groups if it is a
smooth homomorphism. An important class of examples of Lie groups is obtained
as follows. Let V be a finite dimensional F-vector space, n := dim V < ∞. Then
the linear isomorphisms of V form a Lie group, which will be denoted GL(V ). The
smooth structure on GL(V ) is the one induced by the Euclidean structure defined
on V following the choice of a basis. In this way GL(V ) can be identified with an
open subset of EndF(V ), the vector space of all linear endomorphisms of V . Finally,
note that the choice of a basis of V induces a diffeomorphism between GL(V ) and
GLn(F), respectively, between EndF(V ) and Matn(F). Here Matn(F) is the set of
n × n matrices with entries in F, and GLn(F) consists of invertible n × n matrices. If
G is a Lie group, then the connected component G0 of the identity e ∈ G is a normal
subgroup of G, whose index is equal to the number of connected components of G,
and it is generated by a suitable open neighborhood U of the identity element of G.
More precisely, there exists e ∈ U ⊂ G such that G0 = ⋃∞

i=1 U i , i.e., every element
of G0 can be written as a product of finitely many elements of U . For each element
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g ∈ G, one can define the diffeomorphisms Lg : G → G and Rg : G → G, called
the left-, respectively, right-translation by g. For each element x in the tangent space
at the identity of G, x ∈ TeG, let Xx : G → T G be the map defined for all g ∈ G
by Xx : g � (Lg)∗,ex .2 Then Xx is smooth and it satisfies π ◦ Xx = idG , where
π : T G → G is the canonical projection. In other words, Xx is a left-invariant,
smooth vector field on G. Recall that a vector field X on G is called left-invariant,
if for each g ∈ G,

(Lg X)(h) = X (h), ∀h ∈ G, (9)

where
(Lg X)(h) := (Lg)∗,g−1h

(
X (g−1h)

)
(10)

for all g, h ∈ G. Formula (10) defines a left-action of G on X(G), the Lie algebra of
smooth vector fields on G, and together with (9), it implies that X is left-invariant
if and only if, for all g ∈ G, (Lg)∗,h X (h) = X (gh), for all h ∈ G. In fact, given a
left-invariant vector field X , one has that for all g ∈ G:

(
Lg−1

)
∗,h X (h) = (

Lg−1

)
∗,h

(
Lg X)(h)

= (
Lg−1

)
∗,h

(
Lg)∗,g−1h

(
X (g−1h)

) = X (g−1h), ∀h ∈ G.

The set X(G)G ⊂ X(G) of all left-invariant vector fields is a Lie subalgebra
of X(G) of dimension equal to the dimension of G and, in particular, X ∈ X(G)

is left-invariant if and only if X = Xx for some x ∈ TeG. This observation let to
introduce the structure of a Lie algebra on TeG, i.e., a bilinear, skew-symmetric
bracket [·, ·] : TeG × TeG → TeG satisfying the Jacobi identity

[[x, y], z] + [[z, x], y] + [[y, z], x] = 0, ∀x, y, z ∈ TeG.

By definition, [x, y] := [Xx , X y](e), for all x, y ∈ TeG. The pair (TeG, [·, ·])will be
denoted by g. To every homomorphism of Lie groups corresponds a homomorphism
between the corresponding Lie algebras, i.e., if ψ : G1 → G2 is a homomorphism
between groups Gi , i = 1, 2, with corresponding Lie algebras gi = (TeGi , [·, ·]i ),
i = 1, 2, then its differential evaluated at e satisfiesψ∗,e[x, y]1 = [ψ∗,e(x), ψ∗,e(y)]2,
for all x, y ∈ g1. If V is a finite dimensional vector space, it is easy to prove that
the Lie algebra of GL(V ) is gl(V ) = (EndF(V ), [·, ·]), where the bracket [·, ·] is
obtained from skew-symmetrizing the associative product of EndF(V ). Since every
left (right) invariant vector field is complete, for every x ∈ g the integral curve of
Xx , going through the identity e ∈ G at t = 0, defines a smooth map γ x

e : R → G.
It can be shown that γ x

e is a Lie group homomorphism from (R,+) to G, and every

2In the followingwewill use ∗-notation to denote the differential of a smooth application φ : M1 →
M2, if M2 �= F. More precisely the differential of φ at m ∈ M1 will be denoted as φ∗,m . Recall that
this is a linear map between Tm M1 and Tφ(m)M2 such that (φ∗,mv) f = v( f ◦ φ), for all v ∈ Tm M1
and all f ∈ C∞(M2). On the other hand, if M2 = F, i.e., if φ = H : M → F is a smooth function,
we will write its differential at the point m ∈ M as d Hm . Note that d Hm ∈ T ∗

m M .
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continuous group homomorphism between (R,+) and G is of this form. For all
x ∈ g the curve γ x

e is called a 1-parameter group homomorphism of G. Given such
a 1-parameter group homomorphism, one can define the exponential map of G,
exp : g → G

x ∈ g � exp x = γ x
e (1). (11)

For example if G = GLn(F) and g = gln(F), then the exponential map defined in
(11) is the usual exponential map, i.e., exp x = ex := ∑

k≥0
xk

k! , for all x ∈ g. The
exponential map (11) has the following properties:

1. exp x is smooth;
2. (exp)∗,0 = idg. In particular, there existU ⊂ g and V ⊂ G, open neighborhoods

of 0 ∈ g respectively e ∈ G, such that exp |U : U → V is a diffeomorphism.
3. Let G1 and G2 be two Lie groups and g1 respectively g2 the corresponding Lie

algebras. If φ : G1 → G2 is a Lie group morphism, then:

exp ◦φ∗,e = φ ◦ exp . (12)

For each g ∈ G, let cg : G → G be defined by cg = Rg−1 Lg = Lg Rg−1 . Then cg is
a diffeomorphism of G such that cg(e) = e and cg1g2 = cg1cg2 for all g1, g2 ∈ G.
From these observations, it follows that, for each g ∈ G, Adg = (cg)∗,e ∈ GL(g) is
an automorphism of g. In this way it is defined a homomorphism of Lie groups,
Ad : G → Aut(g), taking g ∈ G to Adg ∈ Aut(g), called the adjoint representation
of G. The differential of Ad at the identity e ∈ G is a Lie algebra homomorphism
ad := Ad∗,e : g → End(g), called the adjoint representation of g. Note that adx y =
[x, y], for all x, y ∈ g. Recall that g∗ is the dual of g. Together with the adjoint
representation one can introduce the co-adjoint representations of G and g. More
precisely, one can define the morphism of Lie groups Ad� : G → GL(g∗), via

〈Ad�
g α, x〉 = 〈α,Adg−1 x〉, ∀g ∈ G, α ∈ g∗, x ∈ g,

whose differential at the identity e ∈ G is the morphism of Lie algebras ad� : g →
EndF(g), defined by 〈ad�

x α, y〉 = −〈α, adx y〉, for all x, y ∈ g, α ∈ g∗. Finally, for
each g ∈ G and x ∈ g, one has that

cg(exp x) = exp
(
Adg x

)
,

Adexp x = eadx ,

where eA = ∑
k≥0

Ak

k! , for all A ∈ EndF(g).
As mentioned before, exp∗,0 = idg. A closed formula for the differential of the

exponential map at general x ∈ g is:

exp∗,x = (Lexp x
)
∗,e ◦ idg − e− adx

adx
, (13)
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where the formal expression idg − e− adx

adx
represents the element of EndF(g) defined by

idg − e− adx

adx
=

1∫

0

e−s adx ds.

In particular one can prove that the exponential map is a local diffeomorphism in a
neighborhood of x ∈ g if and only if the linear operator adx has no eigenvalues in the
set 2π ı Z\{0}. Choosing x, y ∈ g belonging to a sufficiently small open neighbor-
hood U of 0 ∈ g, such that exp x exp y ∈ V ⊂ G, where V is a small neighborhood
of e ∈ G, one is able to find an element BCH(x, y) ∈ g such that

expBCH(x, y) = exp x exp y,

or, what is equivalent, such that

BCH(x, y) = log
(
exp x exp y

)
,

where log : V → U denotes the inverse of the restriction of the exponential map. An
explicit formula for BCH(x, y) is given by the so-calledBaker–Campbell–Hausdorff
series (BCH-series), as stated in the following theorem.

Theorem 1 Let G be a Lie group and g its Lie algebra. For x, y ∈ g sufficiently
close to 0 ∈ g, the following formula holds:

BCH(x, y) = x + y +
∞∑

k=1

(−1)k

k + 1

∑

l1,...,lk ≥0
m1,...,mk ≥0

l j +m j >0

1

l1 + · · · + lk + 1

( (adx )
l1

l1! ◦ (ady)
m1

m1! ◦ · · · ◦ (adx )
lk

lk ! ◦ (ady)
mk

mk !
)
(x).

The first few terms are:

BCH(x, y) = x + y + 1

2
[x, y] + 1

12
([x, [x, y]] + [y, [y, x]]) + · · · .

The reduced BCH-series is defined by BCH(x, y) := BCH(x, y) − x − y. From
Theorem 1 it is clear that BCH(x, y) is a Lie series in the non-commutative variables
x, y, i.e., it is a series of iterated Lie brackets of the elements x, y ∈ g.

Remark 1 Note that Theorem 1 is an analytical result addressing convergence of the
BCH-series. One may consider BCH(x, y) for arbitrary elements of g and ignore
convergence issues. However, in this case one must consider BCH(x, y) as a formal
object, see also Example 5 further below.
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2.2 Universal Enveloping Algebras and Hopf Algebras

We follow references [28, 32]. Let g be a finite dimensional Lie algebra and let
T (g) = Tg = (T •g,⊗) be its tensor algebra, which is a graded, associative and non–
commutative algebra, whose homogeneous sub-space of degree n, gn := g ⊗ gn−1,
g0 := 1, is generated, as vector space, by monomials of the form xi1 ⊗ · · · ⊗ xin .
Note that we will identify xi1 ⊗ · · · ⊗ xin with words xi1 · · · xin . Consider the 2-sided
ideal

J = 〈x ⊗ y − y ⊗ x − [x, y]〉 := Tg

(
x ⊗ y − y ⊗ x − [x, y])Tg.

Definition 1 (Universal enveloping algebra) The universal enveloping algebra
U (g) of g is the algebra Tg/J whose product is induced on the quotient vector space
by ⊗, i.e., if X , Y ∈ U (g) are the classes of the monomials X ∈ gk and Y ∈ gl , then
X · Y is the class of the monomial X ⊗ Y ∈ gk+l .

Note that U (g) is a unital, associative algebra. In general it is not graded, since
the ideal J is non–homogeneous. However, U (g) is a filtered algebra, that is, it is
endowedwith the filtrationF = U0(g) ⊂ U1(g) ⊂ · · · ⊂ Un(g) ⊂ · · · , whereUn(g)
is the subspace of U (g) generated by monomials of length at most n, i.e., mono-
mials like xi1 · · · xin with xi1 , . . . , xin ∈ g. Note that Ui (g) · U j (g) ⊂ Ui+ j (g), for
all i, j ≥ 0, and that U (g) = ∪k≥0Uk(g). Observe that U1(g) � g, so that there is
a natural homomorphism of Lie algebras, i : g → U (g)Lie. The adjective universal
emphasizes the fact thatU (g) has the following property: suppose thatA is an asso-
ciative algebra and that j : g → ALie is amorphism of Lie algebras. Then there exists
a unique morphism of unital associative algebras, φ : U (g) → A , which makes the
following diagram of Lie algebras commutative:

g
j

i

U (g)Lie
φL

ALie

The graded algebra associated to U (g) is:

gr(U (g)) =
⊕

k≥0

Uk(g)

Uk−1(g)
, U−1(g) = {0}.

Furthermore, note that g � U1(g)

U0(g)
so that there exists a linear map i : g → gr(U (g))

and gr(U (g)), endowed with the obvious multiplication, is a commutative algebra.
In fact, for every k ≥ 0, xi1 · · · xik − xσ(i1) · · · xσ(ik ) ∈ Uk−1(g), for all σ ∈ Σk , the
permutation group of k elements. This is clear when σ is a transposition. For a
general σ , the statement follows from the fact that every permutation is the product
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of transpositions. Observe that since a general xi1 · · · xik ∈ Uk(g) can be written as

xi1 · · · xik = 1

k!
∑

σ∈Σk

xσ(i1) · · · xσ(ik ) + 1

k!
∑

σ∈Σk

(
xi1 · · · xik − xσ(i1) · · · xσ(ik )

)
, (14)

where each summand of the second sum is an element of Uk−1(g), for each k ≥ 1
one has the following exact sequence of vector spaces

0 −−−−→ Uk−1(g)
ik−1−−−−→ Uk(g)

σk−−−−→ U k (g)

U k−1(g)
−−−−→ 0 (15)

where σk(xi1 · · · xik ) is the class in
U k (g)

U k−1(g)
of the sum 1

k!
∑

σ∈Σk
xσ(i1) · · · xσ(ik ), see

Formula (14).
Together with the universal enveloping algebra, one can introduce the symmetric

algebra of g, S(g) = Sg := Tg/J ′ where J ′ is the 2-sided ideal Tg

(
x ⊗ y − y ⊗

x
)
Tg. Sg is a graded commutative algebra endowed with a natural injective linear

map j : g → Sg, having the following universal property: Given a commutative
algebra C and a linear map f : g → C there exists a unique map of commutative
algebras φ : Sg → C which closes the following to a commutative diagram:

g

f
j

Sg
φ

C

For each k ≥ 0, Sk(g) denotes the homogeneous component of degree k of Sg.
More precisely,

Sg = ⊕k≥0Sk(g),

and S0(g) := F and S−1(g) = {0}. Letting C = gr(U (g)) and f = i : g →
gr(U (g)), one can state the following important result.

Theorem 2 (Poincaré–Birkhoff–Witt) The corresponding map φ : Sg → gr(U (g))
in the above diagram is an isomorphism of graded commutative algebras. In partic-
ular, for each k ≥ 0 one has that

φk := φ|Sk (g) : Sk(g) → Uk(g)

Uk−1(g)
(16)

is an isomorphism of vector spaces.

Note that φk in (16) maps every monomial xi1 · · · xik ∈ Sk(g) to the class of
xi1 · · · xik in U k (g)

U k−1(g)
, i.e., φ(xi1 · · · xik ) = xi1 · · · xik modUk−1(g), where the prod-

uct on the l.h.s is the one in the symmetric algebra while the product on the r.h.s is
the one in the universal enveloping algebra. Since for each xi1 · · · xik ∈ Uk(g)
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xi1 · · · xik = 1

k!
∑

σ∈Σk

xσ(i1) · · · xσ(ik ) modUk−1(g),

see (14), for each k, one can use the (inverse) of the map φk together with (15), to
define the following exact sequence

0 −−−−→ Uk−1(g)
ik−1−−−−→ Uk(g)

sk−−−−→ Sk(g) −−−−→ 0 (17)

where sk = φ−1
k ◦ σk is defined by

sk(xi1 · · · xik ) = xi1 · · · xik . (18)

The map sk defined above is called the (degree k) symbol map. Since (17) is an
exact sequence of vector spaces it splits. The linear map symmk : Sk(g) → Uk(g)
defined by

symmk(xi1 · · · xik ) = 1

k!
∑

σ∈Σk

xσ(i1) · · · xσ(ik ) (19)

and called the (degree k) symmetrization map, is a section of (17), i.e., for each k,
sk ◦ symmk = idSk (g) .

Note that both products in (18) and (19) on the right and left side should be
interpreted accordingly to the meaning of the monomials.

Observe that when g is abelian we have U (g) � Sg, while for general g the
Poincaré–Birkhoff–Witt theorem tells us that we still have an isomorphismU (g) �
Sg but only at the level of vector spaces.

The universal enveloping algebra is an example of a quasi-commutative algebra,
i.e., an associative, unital and filtered algebra A , whose associated graded algebra
gr(A ) is commutative. One can prove that ifA is a quasi-commutative algebra, then
gr(A ) is a Poisson algebra, see Sect. 4. To define the Poisson bracket on gr(A ) it
suffices to define it on the homogeneous components of the associated algebra. To
this end, let:

{·, ·} : Ai

Ai−1
× A j

A j−1
→ Ai+ j−1

Ai+ j−2
, (x, y) � (xy − yx) modAi+ j−2, (20)

where x ∈ Ai and y ∈ A j are two lifts of x respectively y. The proof follows at
once after showing that such a bracket is well defined, in particular, that given x, y
as above xy − yx ∈ Ai+ j−1, and that the result does not depend on the choice of the
two lifts. Given that, the proof that the above bracket is Poisson follows from the fact
thatA is an associative algebra. Then, in particular, given a Lie algebra g, the graded
algebra associated to U (g) is a Poisson algebra. Using the Poincaré–Birkhoff–Witt
theorem, such a Poisson structure can be transferred to the symmetric algebra Sg.
In this framework it is worth to note that the Poisson bracket induced on Sg by the
one defined on gr(U (g)) coincides with the linear Poisson structure of g, see (37)
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further below. To prove this statement, it suffices to check it on the restriction of (20)
to the components of degree 1:

{·, ·} : U1(g)

U0(g)
× U1(g)

U0(g)
→ U1(g)

U0(g)
, (x, y) � (xy − yx) modU0(g),

which shows that {x, y} = [x, y] (remember that
U1(g)

U0(g)
� g and that U0(g) � F).

Furthermore, one can prove that if A is a positively filtered algebra, such that

(i) A0 = F,
(ii) A is generated as a ring by A1 and
(iii) A is almost-commutative, then

there exists a Lie algebra g and an ideal I of U (g), such that A � U (g)/I .
Universal enveloping algebra as a Hopf algebra. The universal enveloping algebra
U (g) of a Lie algebra g carries the structure of a Hopf algebra. See [6, 38].

Recall that an associative F-algebra with unit is a triple (A, m, i), consisting of
the vector space A, together with the map m : A ⊗ A → A (multiplication) and map
i : F → A (unit), such that

m ◦ (m ⊗ id) = m ◦ (id ⊗ m) : A ⊗ A ⊗ A → A associativi t y

m ◦ (i ⊗ id) = id = m ◦ (id ⊗ i) : A ⊗ F � F ⊗ A → A unitproperty.

If τ : A ⊗ A → A ⊗ A is defined by τ(a ⊗ b) = b ⊗ a, then (A, m, i) is called
commutative if m ◦ τ = m.

A co-algebra is defined as a triple (C,Δ, ε), where C is a vector space, and
Δ : C → C ⊗ C , ε : C → F are two linear maps, the first is called co-product and
the second is called co-unit. Co-product and co-unit satisfy the following properties:

(Δ ⊗ id) ◦ Δ = (id ⊗ Δ) ◦ Δ : C → C ⊗ C ⊗ C co − associativi t y

(ε ⊗ id) ◦ Δ = id = (id ⊗ ε) ◦ Δ : C → C co − unitproperty.

A co-algebra is co-commutative if τ ◦ Δ = Δ. Note that the notions of algebra and
co-algebra are almost dual to each other. More precisely, the dual of a co-algebra
is an algebra whose multiplication and unit maps are obtained by reversing arrows
of co-multiplication and co-unit. On the other hand, taking the dual of an algebra
and reversing the arrows of multiplication and unit map, one obtains a co-algebra
(A∗, m∗, i∗) if dim A < ∞. Otherwise, the co-multiplication obtained by reversing
the arrows of multiplication, is a map m∗ : A∗ → (A ⊗ A)∗, which, in general, is
a proper vector sub-space of A∗ ⊗ A∗. Finally, a Hopf algebra is a vector space
endowed with compatible algebra and co-algebra structures as well as an antipode
S : H → H . That is, a Hopf algebra is a quintuplet (H, m, i,Δ, ε, S) consisting of
a vector space H together with maps:

m : H ⊗ H → H multiplication
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Δ : H → H ⊗ H co − multiplication

i : F → H unit

ε : H → F co − unit

S : H → H antipode

such that (H, m, i) is an algebra and (H,Δ, ε) is a co-algebra, which are compatible

Δ ◦ m = (m ⊗ m) ◦ (id ⊗ τ ⊗ id) ◦ Δ ⊗ Δ (21)

ε ⊗ ε = ε ◦ m. (22)

Note that these conditions are equivalent to saying that (Δ, ε) are algebra
morphisms—equivalently, (m, i) are co-algebra morphisms. The antipode S is a
linear map satisfying:

m ◦ (id ⊗ S) ◦ Δ = i ◦ ε = m ◦ (S ⊗ id) ◦ Δ,

and it is easy to show that it is a co-algebra and algebra anti-homorphism, such that
S ◦ i = i and ε ◦ S = ε. Without antipode, a Hopf algebra reduces to a bialgebra.

An element x ∈ H will be called primitive if Δx = x ⊗ 1 + 1 ⊗ x , while g ∈ H
will be called group-like ifΔg = g ⊗ g. LetP(H) andG (H) be the sets of primitive
respectively group-like elements in the Hopf algebra (H, m, i,Δ, ε, S). Note that
if g1, g2 ∈ G (H), then g1 · g2 := m(g1, g2) ∈ G (H), and if x1, x2 ∈ P(H), then
[x1, x2] := x1 · x2 − x2 · x1 ∈ P(H). In particular, (P(H), [·, ·]) is a Lie algebra.
Furthermore, defining e := i(1) and g−1 := S(g) for all g ∈ G (H), one can show
that g · e = g = e · g, and g−1 · g = e = g · g−1, for all g ∈ G (H). In other words,
(G (H), ·) is a group whose identity element is e, such that for each g ∈ G (H),
g−1 = S(g).

Proposition 1 Let g be a Lie algebra. Its universal enveloping algebra U (g) is a
co-commutative Hopf algebra.

Proof To prove the first part of the statement it suffices to define the antipode and a
co-algebra structure compatible with the algebra structure of U (g). Let G = g ⊕ g
be endowed with the structure of direct product Lie algebra and letΔ : g → G be the
diagonal embedding, i.e., Δ(x) = (x, x), for all x ∈ g. Then, by the universal prop-
erty, Δ extends uniquely to an associative algebra morphism Δ : U (g) → U (G),
which, composed with the canonical isomorphismU (G) � U (g) ⊗ U (g), defines
a linear map Δ : U (g) → U (g) ⊗ U (g), defined by

Δ(x1 · · · xn) = x1 · · · xn ⊗ 1 + 1 ⊗ x1 · · · xn

+
n−1∑
k=1

∑
σ∈Σk,n−k

xσ(1) · · · xσ(k) ⊗ xσ(k+1) · · · xσ(n) (23)
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where for each k = 1, . . . , n − 1, Σk,n−k is the subgroup of Σn of the (k, n − k)

shuffles. Starting now from the trivial map g → 0 and using again the universal
property of U (g), one can define the co-unit map ε : U (g) → F. It is again the
universal property of the enveloping algebra, that permits to show that (U (g),Δ, ε)

is a co-algebra.
On the other hand, themap S : g → g, defined by S(x) = −x for all x ∈ g, is a Lie

algebra anti-homomorphism, which extends in a unique way to an associative alge-
bra homomorphism S : U (g) → U (g), such that S(xi1 · · · xin ) = (−1)n xin · · · xi1
for each monomial xi1 · · · xin , and it satisfies the antipode property. Finally, the proof
of co-commutativity follows at once from the universal property ofU (g) and notic-
ing that themaps (Δ ⊗ id) ◦ Δ and (id ⊗ Δ) ◦ Δ : U (g) → U (g) ⊗ U (g) ⊗ U (g)
are both obtained from the embeddings of g into g ⊕ G � g ⊕ g ⊕ g respectively
g → G ⊕ g � g ⊕ g ⊕ g.

Note that every x ∈ g = U1(g) is a primitive element. Furthermore, it can be
shown that if ξ ∈ U (g) is primitive then ξ ∈ g. In other words, one can prove that
P(U (g)) = g. On the other hand, it is simple to see that in U (g) there are no
group-like elements of degree greater than zero, i.e., G (U (g)) = F. To associate
non-trivial group-like elements to U (g) one needs to consider instead of U (g) a
suitable completion of it.

Remark 2 Since g = P(U (g)), every Lie polynomial is still a primitive element of
U (g).

Complete Hopf algebras. We follow reference [30]. In what follows all algebras
are unital and defined over the field F. A will be called an augmented algebra, if
it comes endowed with an algebra morphism ε : A → F called the augmentation
map. In this case its kernel ker ε will be called the augmentation ideal and it will be
denoted by I .

Example 1 A = U (g) is an example of augmented algebra. In fact the co-unit
ε : U (g) → F is a augmentation map and its kernel, I = ∪k>0Uk(g), is the cor-
responding augmentation ideal.

A decreasing filtration of A is a decreasing sequence A = F0 A ⊃ F1A ⊃ · · ·
of sub-vector spaces, such that 1 ∈ F0 A and Fp A · Fq A ⊂ Fp+q A, and gr A =
⊕∞

n=0Fn A/Fn+1 A has a natural structure of a graded algebra. Note that for each k,
Fk A is a two-side ideal of A. We can now define the notion of a complete augmented
algebra.

Definition 2 A complete augmented algebra is an augmented algebra A endowed
with a decreasing filtration {Fk A}k∈N such that:

(1) F1A = I ,
(2) gr A is generated as an algebra by gr1 A,



244 K. Ebrahimi-Fard and I. Mencattini

(3) As an algebra, A is the inverse limit A = lim←− A/Fn A.3

Example 2 Let A be an augmented algebra. Then Â = lim←− A/I n is a complete aug-

mented algebra where, for each n ≥ 0, Fn Â = Î n = lim←− I n/I k , k ≥ n. It is worth

to recall that Â is also called the I -adic completion of A. Note that in this case
Fn A := I n if n ≥ 1 and F0 A = A and the inverse system defining the completion is
given by the data ({Ai }i∈I , { fi j }i, j∈I )whereI = N, An = A/I n and fi j : A j → Ai

is the application that, for all a ∈ A, maps a mod A j to a mod Ai , for all j ≤ i .
Since A/I n � Â/ Î n , one has that gr Â � gr A = ⊕n≥0 I n/I n+1, which implies

that Â satisfies property (2) in the definition above. Property (1) is clear from the

definition of the filtration of Â, while Property (3) follows from the isomorphism ˆ̂A �
Â, for each Â = lim←− An , where

ˆ̂A = lim←− Ân and Ân = lim←− Ak , k ≥ n. In particular,
taking A = U (g) and I = ∪k>0Uk(g), see Example 1, one can define the complete
augmented algebra

Û (g) = lim←−U (g)/I n, (24)

which will be simply called in the following the completion of U (g).

Let V = F0V ⊃ F1V ⊃ F2V ⊃ · · · be a filtered vector space and πn : Fn V →
grn V be the canonical surjection. If W is another filtered vector space, then one can
define a filtration on V ⊗ W declaring that Fn(V ⊗ W ) = ∑

i+ j=n Fi V ⊗ Fj V ⊂
V ⊗ W , for all n ≥ 0, where one identifies Fi V ⊗ Fj V with its image in V ⊗ W
via the canonical injection. If V and W are complete, i.e. if V = lim←− V/Fn V and

W = lim←− W/FnW , then we denote by V ⊗̂W the completion of V ⊗ W with respect

to the filtrations defined above, and we denote with x⊗̂y the image of x ⊗ y via the
canonical morphism between V ⊗ W and V ⊗̂W . Note that, since F2n(V ⊗ W ) ⊂
Fn V ⊗ W + V ⊗ FnW ⊂ Fn(V ⊗ W ), one has that

V ⊗̂W = lim←−(Vn ⊗ Wn),

where, given the filtered vector space V = F0V ⊃ F1V ⊃ F2V ⊃ · · · , Vn =
V/Fn V .

Definition 3 Thevector spaceV ⊗̂W so defined is called the complete tensor product
of the complete vector spaces V and W .

3Let (I ,≤) be a directed poset. Recall that a pair ({Ai }i∈I , { fi j }i, j∈I ) is called an inverse or
projective system of sets over I , if Ai is a set for each i ∈ I , fi j : Ai → A j is a map defined for
all j ≤ i such that fi j ◦ f jk = fik : Ai → Ak , every time the corresponding maps are defined and
fii = idAi . Then the inverse or the projective limit of the inverse system ({Ai }i∈I , { fi j }i, j∈I ) is

lim←− Ai = {ξ ∈
∏

i∈I
Ai | fi j (pi (ξ)) = p j (ξ), ∀ j ≤ i},

where, for each i ∈ I , pi : ∏
i∈I Ai → Ai is the canonical projection. This definition is easily

specialized to define the inverse limit in the category of algebras, co-algebras and Hopf algebras.
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Remark 3 A couple of remarks are in order.

1. Let V and W be two filtered vector spaces. Then the map ρ : gr V ⊗ gr W →
gr (V ⊗ W ), defined by ρ(πpx ⊗ πq y) = πp+q(x ⊗ y), is an isomorphism,
which, if V and W are complete, induces an isomorphism, still denoted by
ρ, between gr V ⊗ gr W and gr V ⊗̂ gr W , and which takes πpx ⊗ πq y to πp+q

(x⊗̂y), for all p, q ∈ N and for all x ∈ V and y ∈ W .
2. If A and A′ are two complete augmented algebras, then Fn(A ⊗ A′) is a filtration

of A ⊗ A′ and the corresponding completed tensor product A⊗̂A′ becomes a
complete augmented algebra. The complete tensor product of complete algebras
has the following property. If A and B are augmented algebras then, Â⊗̂B̂ =
Â ⊗ B.

Finally we can introduce the following concept.

Definition 4 A complete Hopf algebra (H, m, i,Δ, ε, S) is a complete augmented
algebra (H, m, i), where Δ : H → H⊗̂H and S : H → H are morphisms of com-
plete augmented algebras, and ε : H → F is the augmentation map. These mor-
phisms satisfy the same properties as in the usual definition of Hopf algebra, with
the usual tensor product replaced by the complete tensor product.

Note that (H, m, i,Δ, ε, S) is co-commutative if τ ◦ Δ = Δ. Furthermore, to
every Hopf algebra (H, m̂, î, Δ̂, ε̂, Ŝ) one can associate a complete Hopf algebra by
considering Ĥ and Δ̂ : Ĥ → Ĥ ⊗ H � Ĥ⊗̂Ĥ , see Remark 3 above.

Example 3 Let g be a finite dimensional Lie algebra. Then Û (g) carries a structure
of complete Hopf algebra, see Example 2.

Given a complete Hopf algebra (H, m̂, î, Δ̂, ε̂, Ŝ), one can define:

P(H) := {x ∈ IH | Δx = x⊗̂1 + 1⊗̂x}
G (H) := {x ∈ 1 + IH | Δx = x⊗̂x},

i.e. the set of primitive and, respectively, of group-like elements of H .
Note that if A is a complete augmented algebra and if x ∈ A, ex = ∑

n≥0
xn

n!
belongs to A. This follows from Property 3) in Definition 2, noticing that, if Sn =∑n

k=0
xk

k! for all n ≥ 0, then the sequence {Sn}n∈N is convergent, since it is Cauchy.4

Let (H, m, i,Δ, ε, S) be a complete Hopf algebra. Then

Proposition 2 x ∈ P(H) ⇐⇒ ex ∈ G (H).

4Recall that if M is a Z-module endowed with a decreasing filtration, M = M0 ⊃ M1 ⊃ M2 ⊃
· · · , then a sequence (xk)k∈N is called a Cauchy sequence if for each r there exists Nr , such
that, if n, m > Nr , then xn − xm ∈ Mr . This amounts to saying, that if n, m are sufficiently large,
then xn + Mr = xm + Mr . This implies that (xk)k∈N is a coherent sequence, i.e., it belongs to
M̂ = lim←− M/Mk . In other words, every Cauchy sequence is convergent in M̂ . These considerations
can be extended verbatim to the case of complete augmented algebras.
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Proof In fact x ∈ P(H) ⇐⇒ Δx = x⊗̂1 + 1⊗̂x ⇐⇒ eΔx = ex⊗̂1+1⊗̂x and,
since (x⊗̂1)(1⊗̂x) − (1⊗̂x)(x⊗̂1) = 0, one has that

ex⊗̂1+1⊗̂x = ex⊗̂1 · e1⊗̂x = (ex ⊗̂1)(1⊗̂ ex ) = ex ⊗̂ ex ,

which implies the statement since Δ ex = eΔx .

Corollary 1 The exponential map exp : P(H) → G (H), exp : x � ex , defines an
isomorphism of sets, whose inverse is the logarithmic series, defined by log(1 + x) =∑

n≥1(−1)n−1 xn

n , ∀x ∈ IH .

Example 4 Let g be a finite dimensional Lie algebra and let Û (g) be the correspond-
ing complete universal enveloping algebra, see Example 2. Then, given ξ ∈ Û (g),
eξ is a group-like element if and only if ξ ∈ g. Moreover, from the previous corollary,
one knows that if x ∈ ∪k≥1Ûk(g) and y = 1 + x such that Δy = y⊗̂y, then there
exists z ∈ P(Û (g)) such that y = ez , see Example 2.

We conclude this part by noticing that on every complete Hopf algebra, both the
Lie algebra of primitive elements and the group of group-like elements inherit a
filtration. More precisely one has the

Proposition 3 If for all k ≥ 0

FkG (H) = {x ∈ G (H) | x − 1 ∈ Fk H}
FkP(H) = P(H) ∩ Fk H

then {FkG (H)} and {FkP(H)} are filtrations of G (H) respectively P(H). More-
over:

1. The exponential map induces an isomorphism of graded algebra grP(H) →
grG (H).

2.

P(H) � lim←−P(H)/FkP(H)

G (H) � lim←−G (H)/FkG (H).

Example 5 If H = Û (g), the previous proposition implies that, for all x, y ∈ g,
BCH(x, y) ∈ P

(
Û (g)

)
, i.e., BCH(x, y) is convergent for all x, y ∈ g. The proof of

this statement is based on two observations. First, BCH(x, y) is a Lie series in x, y
that, seen as an element of Û (g) can be written as

BCH(x, y) =
∞∑

n=0

zn(x, y), (25)

where, for each n ≥ 0, zn(x, y) is the non-commutative homogeneous polyno-
mial of degree n in x, y, obtained from the corresponding Lie polynomial in
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BCH(x, y)using the relation [x, y] = xy − yx . Second, the sequence {Sn}n≥0,where
Sn = ∑n

k=0 zk(x, y) is Cauchy.

3 Pre- and Post–Lie Algebras

In this section we will introduce the definitions and the main properties of a pre-
and post-Lie algebra, stressing the relevance of these notions in the theory of smooth
manifolds and Lie groups.

An algebra (A, ·) is calledLie admissible if the bracket [·, ·] : A ⊗ A → A defined
by anti-symmetrization, [x, y] := x · y − y · x , for all x, y ∈ A, is a Lie bracket,
i.e., if it satisfies the Jacobi identity. For example every associative algebra is Lie
admissible. Given (A, ·), let

a·(x, y, z) := (x · y) · z − x · (y · z), ∀x, y, z ∈ A (26)

be the associator defined for the product ·. Note that (A, ·) is associative if and
only if a·(x, y, z) = 0, for all x, y, z ∈ A. In the next two subsections the notions of
pre- and post-Lie algebras are introduced. Such algebras are rather natural from the
viewpoint of geometry. Moreover, later we will see that they are closely related to
solutions of classical Yang–Baxter equations.

3.1 Pre-Lie Algebra

Weakening the condition a·(x, y, z) = 0, one arrives at a class of Lie admissible
algebras, which is more general than that of associative algebras.

Definition 5 (A, ·) is a left pre-Lie algebra if, for all x, y, z ∈ A

a·(x, y, z) = a·(y, x, z). (27)

Note that together with the notion of left pre-Lie algebra one can introduce that of
a right pre-Lie algebrawhere condition (27) is traded for a·(x, y, z) = a·(x, z, y), for
all x, y, z ∈ A. The notions of right and left pre-Lie algebras are equivalent. Indeed,
if (A, ·) is a left (right) pre-Lie algebra, then (A, ·op) is a right (left) pre-Lie algebra,
where x ·op y = y · x . For this reason, from now on, we will focus on the case of left
pre-Lie algebras, which will be called simply pre-Lie algebras.

Let (A, ·) be a pre-Lie algebra and let ∇ : A → End(A) be the morphism defined
by ∇(x) := ∇x : A → A, ∇x y = x · y. Then, the pre-Lie condition implies that

[∇x ,∇y] = ∇[x,y], ∀x, y ∈ A,
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that is, ∇ : A → End(A) is a morphism of Lie algebras, where the Lie brackets of A
and of End(A) are defined by skew-symmetrizing the pre-Lie product of A, respec-
tively, the associative product ofEnd(A). It isworth to recall that theLie algebra struc-
ture on A defined by skew-symmetrizing the pre-Lie product is called subordinate to
it. Furthermore, defining for x, y ∈ A the expressionT(x, y) = ∇x y − ∇y x − [x, y],
it is obvious from the definition that T(x, y) = 0. From these observations, as it was
already remarked in the in the Introduction, a source of examples of pre-Lie algebras
can be found looking at locally flat manifolds, i.e. manifolds endowed with a linear
flat and torsion free connection. It is worth to note that a n-dimensional manifold
M admits a (linear) torsion-free and flat connection if and only if it admits an affine
structure, i.e., a (maximal) atlas whose transition functions are constant and take
values in GLn(F) � F

n . In fact, given such a ∇, for all m ∈ M one can find an open
neighborhood m ∈ U and X1, . . . , Xn ∈ XM(U ) a local frame for T M such that
∇Xi X j = 0 for all i, j = 1, . . . , n. Then, if α1, . . . , αn is the dual local frame, one
has that dαi = 0 for all i . Indeed, one verifies that

dαi (X j , Xk) = X jαi (Xk) − Xkαi (X j ) − αi ([X j , Xk]) = −αi ([X j , Xk]) = 0,

since αi (X j ) = δi j , and αi ([X j , Xk]) = 0 due to the fact that [X j , Xk] = ∇X j Xk −
∇Xk X j − T∇(X j , Xk) = 0. Then, on a neighborhood V of m ∈ M , eventually con-
tained in U , one can find x1, . . . , xn ∈ C∞

M (V ), such that dxi = αi , for all i =
1, . . . , n. The local functions x1, . . . , xn so defined form a systemof local coordinates
on (a neighborhood of M eventually smaller than) V . In this way one defines a system
of local coordinates on M such that, if (V, x1, . . . , xn) and (W, y1, . . . , yn) are two
overlapping local charts, dyi = ∑n

k=1 T k
i dxk , where T k

i , k, i = 1, . . . , n, are the tra-
sition functions between the two local charts. Then 0 = ∇dyi = ∑n

k=1 dT k
i ∧ dxk ,

which implies that dT k
i = 0, for all i, k = 1, . . . , n. From this it follows that the

functions T k
i are (locally) constant, i.e., T k

i = ∂yi

∂xk
∈ F for all i, k = 1, . . . , n, which

implies that yi = ∑n
k=1 T k

i xk + Ci , Ci ∈ F, proving the statement. To prove that to
every affine structure corresponds a flat and torsion-free linear connection one should
follow backward all the steps of the argument just presented. A class of examples of
manifolds endowed with an affine structure is presented in the following example.

Example 6 (Invariant affine structures on Lie groups) First, recall that given a vector
field X on a smoothmanifold M , one can define theLie derivativeLX and the interior
product iX , which are derivations of the full tensor algebra of M . Once restricted to
the exterior algebra defined by T ∗M , they become derivations of degree 0 and degree
−1, respectively. They are related by the formula LX = iX ◦ d + d ◦ iX , where d
is Cartan’s differential. In particular, given a differential k-form η ∈ Ωk(M), then
LXη ∈ Ωk(M) and for all m ∈ M

(LXη)m = d

dt

∣∣∣∣
t=0

(ϕ∗
X,tη)m,

where {ϕX,t }t∈R is the local 1-parameter group of diffeomorphisms defined by X .
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A symplectic form on a manifold M is a 2-form which is closed and non-
degenerate. The pair (M, ω) is called a symplectic manifold. Given a symplectic
manifold (M, ω) and Lie group G acting on M via ϕ : G × M → M , ω will be
called G-invariant if ϕ∗

gω = ω, for all g ∈ G. In particular, a symplectic Lie group
is a pair (G, ω) consisting of a Lie group and a left-invariant symplectic form, i.e., a
symplectic form invariant with respect to left-translations. Let (G, ω) be a symplec-
tic Lie group and let x, y be elements in the Lie algebra g of G. Then,LXx (iX y ω) is
a left-invariant 1-form on G, to which corresponds the unique left-invariant vector
field Xz , such that −iXz ω = LXx iX y ω. Note that, since LXx iX y ω = iXx diX y ω, for
each f ∈ C∞(G) and for all x, y ∈ g,

L f Xx iX y ω = f LXx iX y ω and LXx i f X y ω = 〈d f, Xx 〉iX y ω + f LXx iX y ω.

In other words, defining ∇Xx X y as the unique left-invariant vector field such that

− i∇Xx X y ω = LXx iX y ω, (28)

for all Xx , X y left-invariant vector fields, one sees that ∇ admits a unique extension
to a G-invariant linear connection on G. If one denotes still with ∇ this connec-
tion, then ∇ is flat and torsion-free. To prove this statement it suffices to show that
T∇(Xx , X y) = 0 and R∇(Xx , X y) = 0 for all x, y ∈ g. Let us compute

LXx iX y ω − LX y iXx ω − i[Xx ,X y ]ω
= LXx iX y ω − LX y iXx ω − LXx iX y ω + iX yLXx ω

= −iX y diXx ω + iX y diXx ω

= 0,

where we used that dω = 0 and that LXα = diXα + iX dα, for all forms α and
all vector fields X . Since T∇(Xx , X y) is the unique left-invariant vector field
such that −iT∇ (Xx ,X y)ω = LXx iX y ω − LX y iXx ω − i[Xx ,X y ]ω, the non-degeneracy of
ω forces T∇(Xx , X y) = 0. Let us now observe that if x, y, z ∈ g then∇Xx ∇X y Xz and
∇[Xx ,X y ] Xz are the unique left-invariant vector fields such that

−i∇Xx ∇X y Xz ω = iXx d
(
iX y d(iXz ω)

)

and, respectively,
−i∇[Xx ,X y ] Xz ω = i[Xx ,X y ]diXz ω.

One sees that

iXx d
(
iX y d(iXz ω)

) − iX y d
(
iXx d(iXz ω)

) = i[Xx ,X y ]diXz ω, ∀x, y, z g,

which again, by the non-degeneracy of ω, is equivalent to
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∇Xx ∇X y Xz − ∇Xx ∇X y Xz = ∇[Xx ,X y ] Xz, ∀x, y, z ∈ g,

proving the flatness of ∇. In other words we have shown that

Theorem 3 Every symplectic Lie group (G, ω) admits an affine structure.

In particular, since for all x, y ∈ g there exists a (unique) z ∈ g such that∇Xx X y =
Xz , the underlying vector space of the Lie algebra g results being endowed with a
product · : g ⊗ g → g defined by

x · y = z, ∀ x, y, z s.t. Xz = ∇Xx X y . (29)

Since ∇ is flat and torsion-free, it is easy to show that · is a pre-Lie product on the
vector space underlying g and that, for all x, y ∈ g, x · y − y · x = [x, y]. In other
words.

Corollary 2 The Lie algebra of a symplectic Lie group is subordinate to the pre-Lie
product defined in (29).

Finally, since dω = 0,ωe ∈ Z 2(g, F), whereZ 2(g, F) is the group of 2-cocycles
of gwith values in the trivial g-module F, with respect to the cohomology of Cartan–
Eilenberg of g with coefficients in the trivial g-module F. See for example [21].
Hence, ωe ∈ HomF(Λ2g, F) such that

ωe(x, [y, z]) + ωe(z, [x, y]) + ωe(y, [z, x]) = 0, ∀x, y, z ∈ g,

and since ω is non-degenerate, ωe is also non-degenerate. On the other hand, if
η ∈ Z 2(g, F) is non-degenerate, it defines a unique left-invariant symplectic form
ωη on G via the formula:

ωηg = (Lg)
∗
eη, ∀g ∈ G.

In other words, the left-invariant symplectic forms on G are in one-to-one correspon-
dence with the non-degenerate elements of Z 2(g, F). See also Subsection 4.4 for a
more general approach to this kind of structures.

3.2 Post-Lie Algebra

The second class of algebras playing an central role in the present work is introduced
in the following definition.

Definition 6 Let (g, [·, ·])be aLie algebra, and let� : g ⊗ g → gbe a binary product
such that for all x, y, z ∈ g

x � [y, z] = [x � y, z] + [y, x � z], (30)
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and
[x, y] � z = a�(x, y, z) − a�(y, x, z). (31)

Then (g, [·, ·], �) is called a left post-Lie algebra.

Relation (30) implies that for every left post-Lie algebra the natural linear map
d� : g → EndF(g) defined by d�(x)(y) → x � y takes values in the derivations of
the Lie algebra (g, [·, ·]).

Together with the notion of left post-Lie algebra one can introduce that of right
post-Lie algebra (g, [·, ·], �). Also in this case (g, [·, ·]) is a Lie algebra and � : g ⊗
g → g is a binary product such that for each x ∈ g, d�(x)(y) = x � y is a derivation
of (g, [·, ·]) and the analogue of (31) is

[x, y] � z = a�(y, x, z) − a�(x, y, z), ∀x, y, z ∈ g.

Proposition 4 If (g, [·, ·], �) is a left post-Lie algebra, then (g, [·, ·], �), where

x � y := x � y − [x, y]

is a right post-Lie algebra.

Proof First, we show that

x � [y, z] = x � [y, z] − [x, [y, z]]
= [x � y, z] + [y, x � z] − [[x, y], z] − [y, [x, z]]
= [x � y − [x, y], z] + [y, x � z − [x, z]]
= [x � y, z] + [y, x � z].

From
[x, y] � z = [x, y] � z − [[x, y], z], (32)

and

(y � x) � z = (y � x) � z − [y � x, z] − [y, x] � z + [[y, x], z] (33)

y � (x � z) = y � (x � z) − [y, x � z] − y � [x, z] + [y, [x, z]]. (34)

one deduces that

a�(y, x, z) − a�(x, y, z) = [x, y] � z − [[x, y], z],

which is what we needed to show, see Formula (32).

Moreover, though post-Lie algebras are not Lie-admissible, one can prove the
following proposition.
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Proposition 5 Let (g, [·, ·], �) be a left post-Lie algebra. The bracket

�x, y� := x � y − y � x − [x, y] (35)

satisfies the Jacobi identity for all x, y ∈ g, and it defines on g the structure of a Lie
algebra.

Proof It follows from a direct computation using the identities (30) and (31).

In particular, as consequence of the previous result one has

Corollary 3 Given a left post-Lie algebra (g, [·, ·], �), the product �: g ⊗ g → g,
defined by

x � y := x � y + 1

2
[x, y], ∀x, y ∈ g

defines on g the structure of Lie admissible algebra.

Clearly, both the proposition and the corollary can be easily adapted to the case
of right post-Lie algebra.

Remark 4 A few remarks are in order.

1. From now on, given a post-Lie algebra (g, �, [·, ·]), we will denote by g the Lie
algebra with barcket [·, ·] and by g the Lie algebra with bracket �·, ·�.

2. Pre- and post-Lie algebras are important in the theory of numerical methods for
differential equations. We refer the reader to [7, 10, 17, 23, 26] for background
and details.

3. It is worth noting that if (g, �, [·, ·]) is an abelian left post-Lie algebra, i.e.,
[·, ·] ≡ 0, then it reduces to the pre-Lie algebra (g, �), whose underlying Lie
algebra is (g, �·, ·�), see (31) and Definition 5.

As for the case of pre-Lie algebras, differential geometry is a natural place to look
for examples of post-Lie algebras. This is based on the well known result that states
that if ∇ is a linear connection on M then, for all X, Y, Z ∈ XM .

Proposition 65

∑

�
(R(X, Y )Z − T(T(X, Y ), Z) − (∇XT)(Y, Z)) = 0. (36)

5Formula (36) is known as the Bianchi’s 1st identity. Among many other identities fulfilled by the
covariant derivatives of the torsion and curvature of a linear connection, the so called Bianchi’s 2nd
identity is worth to recall:

∑

�

(
(∇XR)(Y, Z) + R(T(X, Y ), Z)

) = 0, ∀X, Y, Z ∈ XM .

.



Post-Lie Algebras, Factorization Theorems and Isospectral Flows 253

Proof Since all the terms in (36) are tensors, it suffices to prove it for X = ∂i , Y = ∂ j

and Z = ∂k where ∂i , ∂ j and ∂k are elements of a local frame. The formula follows
now by a direct computation, noticing that [∂i , ∂ j ] = [∂i , ∂k] = [∂ j , ∂k] = 0 and that
(∇XT)(Y, Z) = ∇XT(Y, Z) − T(∇X Y, Z) − T(Y,∇X Z), for all X, Y, Z ∈ XM .

Then, if ∇ is flat and has constant torsion, this formula implies that [·, ·]T : XM ×
XM → XM , defined by [X, Y ]T = T(X, Y ), for all X, Y ∈ XM is a Lie bracket on
XM . In particular, defining X � Y := ∇X Y for all X, Y ∈ XM , then

X � [Y, Z ]T = ∇XT(Y, Z) = T(∇X Y, Z) + T(Y,∇X Z) = [X � Y, Z ]T + [Y, X � Z ]T

and

[X, Y ]T � Z = ∇T(X,Y ) Z

= ∇∇X Y Z − ∇∇Y X Z − ∇[X,Y ] Z
= ∇∇X Y Z − ∇∇Y X Z − ∇X∇Y Z + ∇Y ∇X Z

= (X � Y ) � Z − (Y � X) � Z − X � (Y � X) + Y � (X � Z)

= a�(X, Y, Z) − a�(Y, X, Z),

for all X, Y, Z ∈ XM . In the third equality we used R∇ = 0. Moreover

[X, Y ]T = T(X, Y ) = ∇X Y − ∇Y X − [X, Y ] = X � Y − Y � X − [X, Y ].

Summarizing, under the assumptions on the linear connection ∇, one has that:

X � [Y, Z ]T = [X � Y, Z ]T + [Y, X � Z ]T
[X, Y ]T � Z = a�(X, Y, Z) − a�(Y, X, Z)

[X, Y ] = X � Y − Y � X − [X, Y ]T,

for all X, Y, Z ∈ XM . In other words

Proposition 7 [23] If ∇ is a flat linear connection on the manifold M, with constant-
torsion, then (XM , �, [·, ·]T ) is a left post-Lie algebra.

Remark 5 A few remarks are in order.

1. Note that in the previous proposition the Lie-Jacobi bracket between vector fields,
plays the role of the Lie bracket �·, ·� in the post-Lie structure, while the role of
the bracket [·, ·] is taken by [·, ·]T, i.e., the one defined by the torsion tensor.

2. If one had defined [X, Y ]T = −T(X, Y ) and X � Y = ∇X Y , which is the same
product one has in the previous proposition, then (XM , �, [·, ·]T) is a right post-
Lie algebra.

At this point, it is worth recalling a classical result from differential geometry
due to Cartan and Schouten. See Refs. [5, 29]. Let G be a Lie group and g its
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corresponding Lie algebra. A linear connection ∇ on G is called left-invariant if for
all left-invariant vector fields, X, Y , ∇X Y is a left-invariant vector field. Then

Proposition 8 There is a one-to-one correspondence between the set of left-invariant
connections on G and the set HomF(g ⊗ g, g).

Given a left-invariant connection, ∇, let α ∈ HomF(g ⊗ g, g) be the correspond-
ing bilinear form, and let s and a be the symmetric, respectively skew-symmetric
summands of α, i.e., s = α+σα

2 and a = α−σα
2 , where σα(x, y) := α(y, x) for all

x, y ∈ g.

Corollary 4 The connection ∇ is torsion-free if and only if a(·, ·) = 1
2 [·, ·], where

[·, ·] is the Lie bracket on g.

A left-invariant connection ∇ is called a Cartan connection if there exists a one-
to-one correspondence between the set of the geodesics of ∇ going through the unit
e and the 1-parameter subgroups of G.

Theorem 4 A left-invariant connection ∇ on G is a Cartan connection if and only if
the symmetric part of the bilinear form α corresponding to ∇ is zero. In other words,
Cartan’s connections on G are in one-to-one correspondence with Hom(Λ2g, g).

Let λ ∈ F and define αλ : g ⊗ g → g by αλ(x, y) = λ[x, y] for all x, y ∈ g. Then
the curvature and the torsion of the left-invariant connection defined by αλ are

Rλ(X, Y )Z = (λ2 − λ)[[X, Y ], Z ]
Tλ(X, Y ) = (2λ − 1)[X, Y ],

for all X, Y, Z ∈ XG . In particular, the Cartan connection defined by αλ(·, ·) = λ[·, ·]
is flat if and only if λ = 1 or λ = 0. Then, going back to our main topic, one finds

Corollary 5 The Cartan connections defined by ∇X Y = [X, Y ] and ∇X Y = 0, for
all X, Y ∈ XG define a (left) post-Lie algebra structure on XG.

Proof Note that the two cases correspond to λ = 1, λ = 0, respectively. For λ = 1
one has T(·, ·) = [·, ·], while for λ = 0 one has T(·, ·) = −[·, ·]. On the other hand,

(∇XT)(Y, Z) = ∇X (T(Y, Z)) − T(∇X Y, Z) − T(Y,∇X Z).

Then, when λ = 0, one has (∇XT)(Y, Z) = 0, since∇X Y = 0 for all X, Y and when
λ = 1, one has

(∇XT)(Y, Z) = ∇X (T(Y, Z)) − T(∇X Y, Z) − T(Y,∇X Z)

= ∇X ([Y, Z ]) − [[X, Y ], Z ] − [Y, [X, Z ]]
= [X, [Y, Z ]] − [[X, Y ], Z ] − [Y, [X, Z ]] = 0,

thanks to the Jacobi identity. Then the statement follows from Proposition 7, observ-
ing that [·, ·]T = [·, ·].
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4 Poisson Structures and r-matrices

This section has two main goals. First to introduce the theory of classical r -matrices
and, second, the one of isospectral flows. To this end, we will introduce the reader
to the theory of the classical integrable systems, where both classical r -matrices and
isospectral flows play a central role. Classical r -matrices will be used to produce
examples of pre and post-Lie algebras, while isospectral flows will be studied in the
last section from the point of view of post-Lie algebra. We will also discuss in some
details the factorization of (suitable) elements of a Lie group whose Lie algebra is
endowed with a classical r -matrix. The analogue of this construction, applied to the
group-like elements of (the I -adic completion of) the universal enveloping algebra
of a finite dimensional Lie algebra, will be discuss at the end of these notes.

4.1 Poisson Manifolds and Isospectral Flows

We follow references [25, 33, 34]. Let P be a smooth manifold. A Poisson bracket
on P is a Lie bracket {·, ·} on C∞(P), such that

{ f1 f2, f3} = f1{ f2, f3} + { f1, f3} f2, ∀ f1, f2, f3 ∈ C∞(P).

The pair (P, {·, ·}) is called aPoisson manifold and the pair (C∞(P), {·, ·}) aPoisson
algebra.6 Since every Poisson bracket is a skew-symmetric bi-derivation of C∞(P),
it can be obtained in terms of a bi-vector field Π , i.e., by a smooth section of Λ2T P ,
the second exterior power of the tangent bundle T P . More precisely, given such a
sectionΠ , one can define { f, g} = Π(d f, dg), for all f, g ∈ C∞(P). Such a bracket
is by definition a skew-symmetric bi-derivation of C∞(P). Moreover, defining

[Π1,Π2]SN ( f, g, h) = {{ f, g}1, h}2 + {{h, f }1, g}2 + {{g, h}1, f }2
+ {{ f, g}2, h}1 + {{h, f }2, g}1 + {{g, h}2, f }1,

for all f, g, h ∈ C∞(P), one has that [Π,Π ]SN = 0 if and only if the corresponding
bracket satisfies the Jacobi identity, i.e., [Π,Π ]SN = 0 if and only if the correspond-
ing bracket is Poisson.7

Example 7 (Symplectic structures vs. Poisson structures) Let M be a smooth man-
ifold and let ω ∈ Ω2(M) be a non-degenerate 2-form, i.e., a smooth section of

6One can define the notion of a Poisson algebra in a more algebraic setting, without any reference
to some underlying manifold. More precisely one say that a associative and commutative algebra
(A, ·) is a Poisson algebra if there exists a F-bilinear, skew-symmetric map {·, ·} : A ⊗F A → A,
which is a bi-derivation of (A, ·) and which fulfills the Jacobi identity. Such a bilinear map is called
a Poisson bracket.
7The bracket [·, ·]SN just introduced extends toΛ•T P , the full exterior algebra of T P , and is called
the Schouten–Nijenhuis bracket.
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Λ2T ∗M , the second exterior power of T ∗M , such that ωm : T ∗
m M × T ∗

m M → F is
non-degenerate, for allm ∈ M . Then,ω defines an isomorphismbetweenΩ1(M) and
X(M)which associates to each f ∈ C∞(M) itsHamiltonian vector field X f , defined
by the conditiond f = −ω(X f , ·). In thisway, for each f, g ∈ C∞(M)one can define
{ f, g}ω = ω(X f , Xg), which is a skew-symmetric bi-derivation ofC∞(M). Further-
more, {·, ·}ω is a Poisson bracket if and only if dω = 0. In this case ω is called a
symplectic form and the Poisson tensor corresponding to {·, ·}ω is the inverse of ω.

Let g be a finite dimensional Lie algebra and g∗ its dual vector space. Let F[g] be
the algebra of polynomial functions on g∗. For x, y ∈ g, let

{x, y}(α) := 〈α, [x, y]〉, ∀α ∈ g∗. (37)

SinceF[g] is generated in degree 1 by g, the bracket in (37) admits a unique extension
to a skew-symmetric bi-derivation of F[g]. This bracket satisfies the Jacobi identity,
and therefore yields a Poisson bracket on the algebra of polynomial functions on g∗.
On a basis x1, . . . , xn of g, (37) reads {xi , x j } = ∑n

k=1 Ck
i j xk , for i, j = 1, . . . , n,

where {Ck
i j }i, j,k=1,...,n , are the structure constants of g, defined by [xi , x j ] = Ck

i j xk ,
for i, j = 1, . . . , n. This implies that g, seen as the vector sub-space of F[g] of linear
functions on g∗, is closed with respect to (37), i.e., it implies that the Poisson bracket
of two linear functions is still a linear function. For this reason, the Poisson bracket
induced on F[g] by (37) is called a linear Poisson bracket. From the discussion
above it follows that giving a Lie bracket on g is equivalent to giving a linear Poisson
structure on g∗. Let us recall that, given a Poisson manifold (P, {·, ·}) and a smooth
function H : P → F, one can define theHamiltonian vector field X H ∈ X(P)whose
Hamiltonian is H :

X H (m) = {H, ·}(m), ∀m ∈ P,

or, equivalently, X H (m) = Π(d H, ·)(m), for m ∈ P .
Now let H ∈ C∞(g∗). Then the Hamiltonian vector field X H with respect to the

linear Poisson bracket defined on g∗ is given by:

X H (α) = − ad�

d Hα
(α), ∀α ∈ g∗, (38)

where ad� is the co-adjoint representation of g. The Hamiltonian equations, corre-
sponding to the integral curves of the vector field X H in (38) can be written as

α̇ = − ad�

d Hα
(α). (39)

Recall now that f ∈ C∞(P) is called a Casimir of (P, {·, ·}) if { f, g} = 0, for
all g ∈ C∞(P), which forces X f to be the zero-vector field, i.e., X f is such that
X f (m) = 0 for all m ∈ P . Moreover, this condition implies that Casimir functions
are constant along the leaves of the symplectic foliation associated to (P, {·, ·}). 8 In

8The symplectic foliation of a Poisson manifold (P, {·, ·}) is the generalized distribution in the
sense of Sussmann defined on P by the Hamiltonian vector fields. Each leaf of this distribution
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the particular case of a linear Poisson structure, if G is assumed to be connected, one
can prove that f ∈ C∞(g∗) is a Casimir if and only if f is G-invariant, i.e., if and
only if Ad�

g f = f , for all g ∈ G. In this case, f is a Casimir if and only if for all
α ∈ g∗

ad�

d fα
(α) = 0. (40)

The vector space of the Casimirs of the Poisson manifold (P, {·, ·}) is denoted
by Cas(P, {·, ·}). It is a commutative Poisson sub-algebra (actually the center) of
(C∞(P), {·, ·}).

4.1.1 Lax-Type Equations

Let H ∈ C∞(g∗). Then d Hα ∈ g, for all α ∈ g∗, and d H is a (smooth) map between
g∗ and g. Suppose now that g is a quadratic Lie algebra, i.e., a Lie algebra endowed
with a non-degenerate, symmetric bilinear form B : g ⊗ g → F, which is invariant
with respect to the adjoint action of g, i.e., B(adx y, z) + B(y, adxz) = 0, for all
x, y, z in g. Then, if xα ∈ g is the (unique) vector such that B(xα, y) = 〈α, y〉, for
all y ∈ g, the integral curves of the Hamiltonian vector field X H correspond to the
integral curves of the vector field defined on g by the system of ordinary differential
equations:

ẋα = [xα, dHα], (41)

where the bracket on the right-hand side of (41) is the Lie bracket of g. Evolution
equations of type (41) are known asLax type equations, after Peter Lax, or isospectral

flow equations, since, if g is a matrix Lie algebra,9 then writing Fk = tr xk
α

k , one has

d Fk

dt
= tr

( dxk
α

dt

)
= k tr

(dxα

dt
xk−1

α

)
= k tr([xα, d Hα]xk−1

α ) = 0,

implying that, generically, the eigenvalues of xα are conserved quantities along the
flow defined by (41).

4.2 r-matrices, Factorization in Lie Groups and Integrability

We follow references [20, 33, 34]. Let g be a finite dimensional Lie algebra over F,
and let R ∈ EndF(g). Then the bracket

is an immersed symplectic manifold, i.e., it is an immersed submanifold of P which carries a
symplectic structure. See Example 7, which is defined by the restriction to the leaf of the Poisson
structure.
9Note that this is not a restriction, since, by the Ado’s theorem, every finite dimensional Lie algebra
admits a faithful finite dimensional representation.
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[x, y]R := 1

2
([Rx, y] + [x, Ry]), ∀x, y ∈ g (42)

is skew-symmetric. Moreover, if:

B(x, y) := R([Rx, y] + [x, Ry]) − [Rx, Ry], (43)

then [·, ·]R satisfies the Jacobi identity if and only if :

[B(x, y), z] + [B(z, x), y] + [B(y, z), x] = 0, ∀x, y, z ∈ g. (44)

In fact, the Jacobi identity for [·, ·]R is equivalent to:

∑

�

([
R([Rx, y] + [x, Ry]), z

] + [[Rx, y] + [x, Ry], Rz
]) = 0 (45)

where
∑

� denote cyclic permutations of (x, y, z). On the left-hand side of the
previous equation, the following three-terms sum appears:

[[Rx, y] + [x, Ry], Rz
] + [[Rz, x] + [z, Rx], Ry

] + [[Ry, z] + [y, Rz], Rx
]

which, using the Jacobi identity for the bracket [·, ·], becomes

−[[Rx, Ry], z] − [[Rz, Rx], y] − [[Ry, Rz], x].

From the previous computation it follows that if, for some θ ∈ F, B(x, y) = θ [x, y],
which amount to the following identity

[Rx, Ry] = R([Rx, y] + [x, Ry]) − θ [x, y], (46)

for all x, y ∈ g, then identity (44) will be fulfilled.

Definition 7 (Classical r-matrix and modified CYBE) Equation (46) is called mod-
ified Classical Yang–Baxter Equation (mCYBE). Its solution is called classical r-
Matrix. For θ = 0, equation (46) reduces to what is called classical Yang–Baxter
Equation (CYBE). The Lie algebra with classical r -matrix, (g, R), defines a double
Lie algebra. The Lie algebra with bracket [·, ·]R defined in (42) is denoted gR .

Remark 6 Note that on the underlying vector space g of a double Lie algebra (g, R)

are defined two Lie brackets, the original one, [·, ·], and the Lie bracket [·, ·]R defined
in (42). Correspondingly we have two linear Poisson structures, i.e., the bracket {·, ·},
defined in (37), and the bracket {·, ·}R , defined by

{ f, g}R(α) := 〈α, [d fα, dgα]R〉 = 1

2
〈α, ([Rd fα, dgα] + [d fα, Rdgα])〉.
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Furthermore, the two Lie algebra structures yield two co-adjoint actions, ad� and
ad�,R , defined for all x, y ∈ g and α ∈ g∗ by

ad�
x (α)(y) := −〈α, [x, y]〉

ad�,R
x (α)(y) := −1

2
〈α, [Rx, y] + [x, Ry]〉.

The definition of ad�,R , together with a simple calculation shows that

{ f, g}R(α) = 1

2

(
ad�

dgα
(α)(Rd fα) − ad�

d fα
(α)(Rdgα)

)
. (47)

Let R be a solution of the mCYBEwith θ = 1 and let R± ∈ EndF(g) be twomaps
defined by:

R± := 1

2
(R ± idg), (48)

Proposition 9 1. The maps R± : g → g are homomorphisms of Lie algebras from
gR to g, so that g± = im R± are Lie sub-algebras of g.

2. Let k± = ker R∓. Then k± ⊂ g± are ideals, and denoting with w the class of
the element w, the map CR : g+/k+ → g−/k−, defined by CR

(
(R + idg)x

) =
(R − idg)x, is an isomorphism of Lie algebras. Note that, with a slight abuse of
language, we include also the case when g±/k± are the zero-Lie algebras.

3. Let Δ : g → g ⊕ g be the diagonal morphism, and let iR = (R+, R−) ◦ Δ : g →
g ⊕ g, defined by iR x = (R+x, R−x), for all x ∈ g. Then, if g ⊕ g is endowed
with the direct-product Lie algebra structure, iR is an injective Lie algebra
homomorphism of Lie algebras whose image consists of all pairs (x, y) ∈ g ⊕ g
such that CR x = CR y.

4. Each element x ∈ ghas a unique decomposition as x = x+ − x−, where (x+, x−)

= iR x.

Proof We will sketch only the proof of item 1. To this end, observe that, for all
x, y ∈ g, the following identities hold:

[R±x, R±y] = R±
([R±x, y] + [x, R±y] ∓ [x, y]). (49)

Via a simple computation they yield the equality R±[x, y]R = [R±x, R±y], for
x, y ∈ g.

The map CR is called the Cayley transform of R. In the following example we
will introduce an important class of solutions of the mCYBE (with θ = 1).

Example 8 Let g+, g− be two Lie subalgebras of g such that g = g+ ⊕ g−, and
let i± : g± → g ⊕ g, i+ : x → (x, 0) and i− : x → (0, x) the two canonical embed-
dings. In particular g+ and g−, are Lie sub-algebras of g, centralizing each other, i.e.,
[g+, g−] = 0. Finally, let π± : g → g be the corresponding projections, and define
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R := π+ − π−. (50)

First note that
R + 2π− = idg = 2π+ − R. (51)

Now let us show that R defined in (50) satisfies (46), i.e., the mCYBE with θ = 1.
To this end it suffices to observe that [x, y]R = [x+, y+] − [x−, y−], which implies

R
([Rx, y] + [x, Ry

]
) − [Rx, Ry] = [x+, y+] + [x−, y−] + [x−, y+] + [x+, y−] = [x, y].

Since R satisfies the mCYBE, π± := ±R± satisfy the following identity:

[π±x, π±y] = π±
([π±x, y] + [x, π±y] − [x, y]), ∀x, y ∈ g,

and they are homomorphisms of Lie algebras from gR to g.

4.3 Factorization in Lie Groups

Let R be a solution of themCYBEand letG± ⊂ G be the unique (up to isomorphism),
connected and simple Lie groups whose Lie algebras are g± = R±g.

Theorem 5 Then, every element g′ in a suitable neighborhood of the identity element
of G admits a factorization as

g′ = h1h−1
2 , (52)

where h1 ∈ G+ and h2 ∈ G−.

Proof Recall that, as vector spaces, gR = g. Let Δ : gR → gR ⊕ gR be the diagonal
map, i.e., Δ(x) = (x, x) for all x ∈ gR . Let i : g ⊕ g → g the linear map defined by
i(x, y) = x − y, for all x, y ∈ g.

Consider the linear map defined by:

gR
Δ−−−−→ gR ⊕ gR

(R+,R−)−−−−→ g ⊕ g
i−−−−→ g. (53)

Then i ◦ (R+, R−) ◦ Δ(x) = x , for all x ∈ g. Since Δ : gR → gR ⊕ gR and
(R+, R−) : gR ⊕ gR → g ⊕ g are homomorphism of Lie algebras they integrate
to homomorphisms of Lie groups, which will be denoted as δ : G R → G R × G R

and (r+, r−) : G R × G R → G × G, respectively. In particular, for each g ∈ G R ,
g± = r±g. Furthermore, note that, even though i : g ⊕ g → g is not a homorphism
of Lie algebras, it is the differential (at the identity) of the map j : G × G → G,
defined by j (g, h) = gh−1. Then the map defined in (53) is the differential (at the
identity e ∈ G R) of the map ψ : G R → G defined by

ψ = j ◦ (r+, r−) ◦ δ. (54)
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Observe now that since ψ∗,e = id, the map ψ is a local diffeomorphism, i.e., there
exist neighborhoods V and U of the identities elements of both G R and G such that
ψ |V : V → U is a diffeomorphism. Moreover, just applying the definition of the
map ψ given in Formula (54), one has that

ψ(g) = g+g−1
− , (55)

for all g ∈ G R . Taking now any element g′ in a suitable neighborhood of the identity
of G (eventually contained in U ),

g′ = ψ(ψ−1g′) = (ψ−1(g′))+(ψ−1(g′))−1
− .

The statement now follows taking h1 = (ψ−1(g′))+ and h2 = (ψ−1(g′))−.

To simplify statement and notation, let us suppose that the map ψ is a global
diffeomorphism. As remarked above, the map ψ is not a homomorphism of Lie
groups. On the other hand one can prove that

Corollary 6 The map ∗ : G × G → G defined by

g ∗ h = (ψ−1(g))+h(ψ−1(g))−1
− (56)

for all g, h ∈ G, defines a new structure of Lie group on the underlying manifold of
the Lie group G. Let G∗ be the Lie group whose product is ∗ and whose underlying
manifold is G. Then ψ : G R → G∗ is an isomorphism of Lie groups.

Note that the product ∗ defined in the previous corollary can be obtained as the
push-forward viaψ of the product defined on G R . More precisely one can prove that

Proposition 10 For all g, h ∈ G, one has that

g ∗ h = ψ(ψ−1(g)ψ−1(h)).

Applications to dynamics and integrability.Classical r -matrices and double Lie alge-
bras play an important role in the theory of classical integrable systems, both finite
and infinite dimensional. The relevance of these objects to this theory stems from
Theorem 6 further below.

Theorem 6 Let g be a finite dimensional Lie algebra and R a solution of the mCYBE.
Let G be the connected and simply-connected Lie group corresponding to g. Let {·, ·}
and {·, ·}R be the linear Poisson brackets defined on g. Then:

1. The elements of Cas(g∗, {·, ·}) are in involution with respect to the Poisson bracket
{·, ·}R.

2. For every f ∈ Cas(g∗, {·, ·}), the Hamiltonian vector field X R
f , defined by {·, ·}R,

equals:

X R
f (α) = −1

2
ad�

Rd fα
α. (57)
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3. If (g, (· | ·)) is a quadratic Lie algebra, then to X R
f corresponds a vector field X̃ R

f
on g, defined by the following Lax (type) equation:

X̃ R
f (x) = 1

2
[x, Rd fx ]. (58)

The vector field X̃R
f is obtained using the diffeomorphism between g and g∗

induced by the bilinear form (· | ·).
Proof The proof of the first statement of the theorem follows from (40) and (47).
The second statement follows by a direct computation

〈X R
f (α), x〉 = −〈ad�,R

d fα
α, x〉 = 〈α, adR

d fα x〉
= 1

2
〈α, [Rd fα, x]〉 + 1

2
〈α, [d fα, Rx]〉 = −1

2
〈ad�

Rd fα
α, x〉,

where we used that 〈α, [d fα, Rx]〉 = 0, see (40). This proves formula (57). Finally,
using the non-degenerate, bilinear ad-invariant form (· | ·) defined on g we can write
for α ∈ g∗ and y ∈ g

〈X R
f (α), y〉 = 1

2
〈α, [Rd fα, y]〉 = 1

2

(
xα | [Rd fα, y]).

In the previous formula, xα is the element in g corresponding to α ∈ g∗ via the
isomorphism between g∗ and g induced by (· | ·). Using now the ad-invariance of
(· | ·), the last term of the previous formula can be written as:

1

2

([xα, Rd fα] | y
)

implying that:

〈X R
f (α), y〉 = 1

2

([xα, Rd fα] | y
)
.

Using again the isomorphism defined by (· | ·), we can write:

X̃ R
f (xα) = 1

2
[xα, Rd fα],

which proves the last part of the theorem.

Remark 7 TheHamiltonian equations corresponding to X R
f have the following form:

α̇ = −1

2
ad�

R(d fα)α. (59)
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Moreover, the Hamiltonian vector field X f corresponding to a Casimir f ∈ C∞(g∗)
is identically zero.

Finally, using the notations of Theorem6,whereG± are the connected and simply-
connected Lie groups whose Lie algebras are g± = im R±, see Theorem 5, one can
prove that

Theorem 7 Let f ∈ Cas(g, {·, ·}) and let t → g±(t) be two smooth curves in G±
solving the factorization problem

exp(td fα) = g+(t)g−(t)−1, g±(0) = e.

The integral curve α = α(t) of the vector field (57), solving (59) with α(0) = α, is

α(t) = Ad�

g−1+ (t)
α = Ad�

g−1− (t)
α. (60)

4.4 Pre-and Post-Lie Algebras from Classical r-matrices

Let R ∈ EndF(g) be a solution of the CYBE. The next result is well-known.

Proposition 11 The binary product · : g ⊗ g → g defined by

x · y = [Rx, y], ∀x, y ∈ g (61)

defines a left pre-Lie algebra on g.

Proof Indeed, for all x, y, z ∈ g we have

(x · y) · z − x · (y · z) = [R[Rx, y], z] − [Rx, [Ry, z]]
(a)= [R[Rx, y], z] − [[Rx, Ry], z] − [Ry, [Rx, z]]
(b)= −[R[x, Ry], z] − [Ry, [Rx, z]]
= [R[Ry, x], z] − [Ry, [Rx, Rz]]
= (y · x) · z − y · (x · z).

In (a) we used the Jacobi identity. In (b) we used (46) with θ = 0.

Note that the Lie bracket (42) defined by a solution R of the CYBE is, up to a
numerical factor, subordinate to the pre-Lie product (61). In fact, since x · y − y · x =
[Rx, y] − [Ry, x] = [Rx, y] + [x, Ry],

[·, ·]R = 1

2
(x · y − y · x).
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In particular, the Lie bracket (42) is subordinate to the pre-Lie product • : g ⊗ g → g
defined by x • y = 1

2 x · y, for all x, y ∈ g. Let R be a solution of the CYBE and let
• : g ⊗ g → g be the pre-Lie product defined by x • y = 1

2 [Rx, y] for all x, y ∈ g.
Then, if for every x ∈ gR = (g, [·, ·]R) one denotes with Xx the left-invariant vector
field onG R , the unique connected and simply-connectedLie groupwhoseLie algebra
is gR , then one can prove the next result.

Proposition 12 The left-invariant linear connection on G R defined by

∇Xx X y = 1

2
X [Rx,y], (62)

is flat and torsion free. In particular, the product

X · Y = ∇X Y (63)

defines a left pre-Lie algebra on XG R .

Proof First let us compute the torsion of the connection defined in (62).

T(Xx , X y) = ∇Xx X y − ∇X y Xx − [Xx , X y]
= 1

2

(
X [Rx,y] − X [Ry,x]

) − X [x,y]R = 0,

for all x, y ∈ g. On the other hand, computing the curvature of ∇ one gets:

R(Xx , X y)Xz = ∇Xx ∇X y Xz − ∇X y ∇Xx Xz − ∇[Xx ,X y ] Xz

= 1

4

(
X [Rx,[Ry,z]] − X [Ry ,[Rx,z]]

) − 1

2
∇X([Rx,y]+[x,Ry]) Xz

= 1

4

(
X [Rx,[Ry,z]]−[Ry,[Rx,z]]−[R([Rx,y]+[x,Ry]),z]

)

(a)= 1

4

(
X [[Rx,Ry]−R([Rx,y]+[x,Ry]),z]

) = 0,

for all x, y, z ∈ g, proving the first claim. Note that in (a) we used the Jacobi identity,
and the last equality follows from R being a solution of CYBE. For the second
one, note that it suffices to prove it for the left-invariant vector fields. Then, given
x, y, z ∈ g, one has that

a·(Xx , X y, Xz) = ∇∇Xx X y Xz − ∇Xx ∇X y Xz

= 1

2
(∇X [Rx,y] Xz − ∇Xx X [Ry,z])

= 1

4
X([R[Rx,y],z]−[Rx[Ry,z]])

= 1

4
X([R[Rx,y],z]−[[Rx,Ry],z]−[Ry,[Rx,z]])
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= 1

4
X [R[Ry,x],z] − 1

4
X [Ry,[Rx,z]] = a·(X y, Xx , Xz),

for all x, y, z ∈ g.

We will now prove the following result, which completes Example 6. Let (g, B)

be a quadratic Lie algebra.10 Then we have the next result.

Proposition 13 (Drinfeld [13] ) The set of invertible and skew-symmetric solutions
of the CYBE on (g, B) is in one-to-one correspondence with set of the invariant
symplectic structures on the corresponding connected and simply-connected Lie
group G R. In particular, every invertible solution of the CYBE defines a left pre-Lie
algebra structure on XG R .

Proof Let R be an invertible solution of the CYBE on g and let ω(·, ·) = B(R·, ·) :
g ⊗ g → g. Then ω is non-degenerate and skew-symmetric. In fact, since R is skew-
symmetric one has that

ω(y, x) = B(Ry, x) = −B(y, Rx) = −B(Rx, y) = −ω(x, y),

for all x, y ∈ g, and if x ∈ g is such that ω(x, y) = 0 for all y ∈ g, then B(Rx, y) =
−B(x, Ry) = 0 for all y ∈ g, which implies that B(x, z) = 0 for all z ∈ g since R
is invertible. Let us now prove that ω ∈ Z 2(gR, F), i.e., that

ω(x, [y, z]R) + ω(z, [x, y]R) + ω(y, [z, x]R) = 0, ∀x, y, z ∈ g.

To this end, first compute

ω(x, [y, z]R) = 1

2
B(Rx, [Ry, z]) + 1

2
B(Rx, [y, Rz])

= 1

2
B([Rx, Ry], z) − 1

2
B(R[Rx, y], z),

then compute

ω(y, [z, x]R) = 1

2
B(Ry, [Rz, x]) + 1

2
B(Ry, [z, Rx])

= 1

2
B([Rx, Ry], z) − 1

2
B(R[x, Ry], z).

10Recall that a quadratic Lie algebra (g, B) is a Lie algebra endowed with a non-degenerate, g-
invariant bilinear form B : g ⊗ g → g, i.e., B is a bilinear form such that (1) if x ∈ g is such that
B(x, y) = 0 for all y ∈ g, then x = 0 and 2) B([x, y], z) + B(y, [x, z]) = 0 for all x, y, z ∈ g.
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On the other hand,

ω(z, [x, y]R) = B(Rz, [x, y]R)

= −B(R[x, y]R, z) = −1

2
B

(
R([Rx, y] + [x, Ry]), z

)
.

Using the results of these partial computations one has:

ω(x, [y, z]R) + ω(z, [x, y]R) + ω(y, [z, x]R)

= 1

2
B([Rx, Ry], z) − 1

2
B(R[Rx, y], z)

= 1

2
B([Rx, Ry], z) − 1

2
B(R[x, Ry], z)

= −1

2
B

(
R([Rx, y] + [x, Ry]), z

) = 0,

since R is a solution of the CYBE. On the other hand, suppose that ω ∈ Z 2(gR, F)

is non-degenerate. Then, using B and ω one can define Bv : g → g∗ and, respec-
tively, ωv : g → g∗ to be the linear isomorphisms such that 〈Bv(x), y〉 = B(x, y)

and 〈ωv(x), y〉 = ω(x, y) for all x, y ∈ g. Then if R := (Bv)−1 ◦ ωv : g → g, one
has that

B(Ry, x) = 〈ωv(y), x〉
= ω(y, x) = −ω(x, y) = −〈ωv(x), y) = −B(Rx, y) = −B(y, Rx),

showing that R is skew-symmetric. On the other hand, if x ∈ g is such that Rx = 0,
then

0 = (Rx, y) = 〈ωv(x), y〉 = ω(x, y),

for all y ∈ g, which implies that x = 0, proving that R is an isomorphism. Further-
more, since ω ∈ Z 2(gR, F),

ω(z, [x, y]R) + ω(y, [z, x]R) + ω(x, [y, z]R) = 0 ∀x, y, z ∈ g,

which implies that

B(R([Rx, y] + [x, Ry], z) = B([Rx, Ry], z), ∀x, y, z ∈ g,

proving that R is a solution of the CYBE. Finally, if ω ∈ Z 2(gR, F) is non-
degenerate, its extension onG R by left-translations defines a left-invariant symplectic
form on G R . Then the last part of the statement of the proposition follows now from
the discussion in Example 6.

Wewill nowsee howgiven a solution of themCYBEongone candefine a structure
of a post-Lie algebra on XG R . In spite of the fact that the relation between post-Lie
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algebra structures on XG R and solutions of the mCYBE is completely analogous
to the one just discussed between the solutions of the CYBE and pre-Lie algebra
structures on the XG R , we will give full details also in this case. Before moving to
this more geometrical topic, let us make a few observations of algebraic flavor. Let
R ∈ EndF(g) be a solution of the mCYBE, Equation (46), and let R± be defined as
in (48). Then:

Theorem 8 ([2]) The binary product

x �± y := [R±(x), y]. (64)

defines a left (right) post-Lie algebra structure on g.

Proof The axiom (30) holds true since [R±, ·] is a derivation with respect to [·, ·].
The axiom (31) follows from (49) and the Jacobi identity.

Note that

x �− y = [R−x, y] = [(R+ − idg)x, y] = x �+ y − [x, y]

which is the content of Proposition 4. In particular, a computation shows that:

x �− y − y �− x + [x, y] = [x, y]R = x �+ y − y �+ x − [x, y],

for all x, y ∈ g. See Proposition 5, i.e.,

�·, ·� = [·, ·]R . (65)

Moreover, onefinds theLie-admissible algebras (g,�±)with binary compositions

x �± y := x �± y + 1

2
[x, y].

The Lie bracket (35) is then given by �x, y� = [x, y]R = x � y − y � x , for all
x, y ∈ g. Writing R̃ := 1

2 R, one can deduce from [R̃x, R̃ y] − R̃
([R̃x, y] + [x, R̃ y])

= − 1
4 [x, y], that

a�(x, y, z) − a�(y, x, z) = −1

4
[[x, y], z].

Let us now move to the geometric side and discuss the post-Lie structure defined
on XG R by a any solution of the mCYBE.

Let R be a solution of the mCYBE and let R+ be as defined in (48). Then denoting
with Xx the left-invariant vector field on G R defined by x ∈ g we have the result.
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Theorem 9 The formula:

∇Xx X y = X [R+x,y], ∀x, y ∈ g (66)

defines a flat left-invariant linear connection on G R with constant torsion. In partic-
ular, the product

X � Y = ∇X Y (67)

defines a left post-Lie algebra on (XG R , [·, ·]), where [·, ·] : XG R ⊗ XG R → XG R is
the usual Lie bracket on the set of vector field on the smooth manifold G R.

Proof The first statement follows from a direct computation. More precisely

∇Xx ∇X y Xz − ∇X y ∇Xx Xz = X [R+x,[R+ y,z]]−[R+ y[R+x,z]]
= X [[R+x,R+ y],z], ∀x, y, z ∈ g.

On the other hand,

∇[Xx ,X y ] Xz = ∇X [x,y]R
Xz = 1

2
∇X [Rx,y]+[x,Ry] Xz = X [R+[R+x,y]−R+[x,y]+R+[x,R+ y],z]

= X [[R+x,R+ y],z]

whereweused that R = 2R+ − idg and (49)which, together, prove thatR(Xx , X y)Xz

= 0 for all x, y, z ∈ g. Let us now compute

T(Xx , X y) = ∇Xx X y − ∇X y Xx − [Xx , X y]
= X [R+x,y]+[x,R+ y]−[x,y]R

= X [x,y]

for all x, y, z ∈ g. Then

(∇XzT)(Xx , X y) = ∇XzT(Xx , X y) − T(∇Xz Xx , X y) − T(Xx ,∇Xz X y)

= ∇Xz X [x,y] − X [[R+z,x],y] − X [x,[R+z,y]] = 0

Because of its definition, ∇ is left-invariant and since every X ∈ XG R can be written
as X = ∑dimg

i=1 fi Xxi where fi ∈ C∞(G R) for all i = 1, . . . , dim g and x1, . . . , xdimg

is a basis of g, it follows that ∇ has the properties stated in the theorem. The last part
of the statement follows now from Proposition 7 in Sect. 3.
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5 Post-Lie Algebras, Factorization Theorems
and Isospectral Flows

In this section we will study the properties of the universal enveloping algebra of a
post-Lie algebra. For post-Lie algebras coming from classical r -matrices, we will
discuss in details the factorization of group-like elements of the relevant I -adic
completion. In the last part, we will discuss how this factorization can be applied to
find solutions of particular Lax-type equations.

5.1 The Universal Enveloping Algebra of a Post-Lie Algebra

Proposition 5 above shows that any post-Lie algebra comes with two Lie brackets,
[·, ·] and [[·, ·]], which are related in terms of the post-Lie product by identity (35).
The relation between the corresponding universal enveloping algebras was explored
in [17]. In [27] similar results in the context of pre-Lie algebras and the symmetric
algebra Sg appeared.

The next proposition summarizes the results relevant for the present discussion
of lifting the post-Lie algebra structure to U (g). Denoting the product induced on
U (g) by the post-Lie product defined on (g, �, [·, ·]) with the same symbol �, one
can show the next proposition.

Proposition 14 ([17] Let A, B, C ∈ U (g) and x, y ∈ g ↪→ U (g), then there exists
a unique extension of the post-Lie product from g to U (g), given by:

1 � A = A (68)

x A � y = x � (A � y) − (x � A) � y

A � BC = (A(1) � B)(A(2) � C). (69)

Proof The proof of Proposition 14 goes by induction on the length of monomials in
U (g).

Note that (68) together with (69) imply that the extension of the post-Lie
product from g to U (g) yields a linear map d : g → Der

(
U (g)

)
, defined via

d(x)(x1 · · · xn) := ∑n
i=1 x1 · · · (x � xi ) · · · xn , for anyword x1 · · · xn ∈ U (g). A sim-

ple computation shows that, in general, this map is not a morphism of Lie algebras.
Together with Proposition 14 one can prove.

Proposition 15

A � 1 = ε(A), (70)

ε(A � B) = ε(A)ε(B), (71)

Δ(A � B) = (A(1) � B(1)) ⊗ (A(2) � B(2)), (72)
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x A � B = x � (A � B) − (x � A) � B, (73)

A � (B � C) = (A(1)(A(2) � B)) � C. (74)

Proof These identities follow by induction on the length of monomials in U (g).

It turns out that identity (74) in Proposition 15 can be written A � (B � C) =
(A ∗ B) � C , where the product m∗ : U (g) ⊗ U (g) → U (g) is defined by

m∗(A ⊗ B) = A ∗ B := A(1)(A(2) � B). (75)

Theorem 10 [17] The product defined in (75) is non-commutative, associative and
unital. Moreover, U∗(g) := (U (g), m∗, 1,Δ, ε, S∗) is a co-commutative Hopf alge-
bra, whose unit, co-unit and co-product coincide with those defining the usual Hopf
algebra structure on U (g). The antipode S∗ is given uniquely by the defining equa-
tions:

m∗ ◦ (id⊗S∗) ◦ Δ = 1 ◦ ε = m∗ ◦ (S∗ ⊗ id) ◦ Δ.

More precisely

S∗(x1 · · · xn) = −x1 · · · xn −
n−1∑

k=1

∑

σ∈Σk,n−k

xσ(1) · · · xσ(k) ∗ S(xσ(k+1) · · · xσ(n)), (76)

for every x1 · · · xn ∈ Un(g) and for all n ≥ 1.

Here Σk,n−k ⊂ Σn denotes the set of permutations in the symmetric group Σn of
n elements [n] := {1, 2, . . . , n} such that σ(1) < · · · < σ(k) and σ(k + 1) < · · · <

σ(n). Note that since elements x ∈ g are primitive and Δ is a ∗-algebra morphism,
one deduces.

Lemma 1

Δ(x1 ∗ · · · ∗ xn) = x1 ∗ · · · ∗ xn ⊗ 1 + 1 ⊗ x1 ∗ · · · ∗ xn

+
n−1∑

k=1

∑

σ∈Σk,n−k

xσ(1) ∗ · · · ∗ xσ(k) ⊗ xσ(k+1) ∗ · · · ∗ xσ(n).

The relation between the Hopf algebra U∗(g) in Theorem 10 and the universal
enveloping algebra U (g) corresponding to the Lie algebra g is the content of the
following theorem.

Theorem 11 [17]U∗(g) is isomorphic, as a Hopf algebra, toU (g). More precisely,
the identity map id : g → g admits a unique extension to an isomorphism of Hopf
algebras φ : U (g) → U∗(g).

Proof First, let us verify the existence of an algebra morphism φ : U (g) → U∗(g).
To this end, note that the inclusion map i : g ↪→ U∗(g), via the universal property of



Post-Lie Algebras, Factorization Theorems and Isospectral Flows 271

the tensor algebra T g, guarantees the existence of an algebra morphism I : T g →
U∗(g) making the following diagram commutative:

g

iT i

T g
I

U∗(g)

where iT : g ↪→ T g is an inclusion map. Note that, since i(x) = x ∈ U∗(g) and
iT (x) = x ∈ T g for all x ∈ g, one has I (x) = x for all x ∈ g, i.e., the map I restricts
to the identity on g. Then, for all monomials x1 ⊗ · · · ⊗ xn ∈ T g, one has

I (x1 ⊗ · · · ⊗ xn) = x1 ∗ · · · ∗ xn,

and, since x ∗ y − y ∗ x = �x, y� for x, y ∈ g,

I (x ⊗ y − y ⊗ x − �x, y�) = 0.

It follows then that the map I : T g → U∗(g) factors through the (bilateral) ideal
J = 〈x ⊗ y − y ⊗ x − �x, y�〉 ⊂ T g, defining a morphism of (filtered) algebras φ :
U (g) → U∗(g) which makes the following diagram commutative:

g

iT i

T g
I

π

U∗(g)

U (g)

φ

where π : T g → U (g) is the canonical projection, i.e., π(A) = A mod J , for all
A ∈ T g. Note that since π(x) = x for all x ∈ g, the map φ restricts to the identity
on g. Now, using a simple inductive argument on the length of monomials, one can
show that for all A ∈ Un(g) and B ∈ Um(g)

m∗(A ⊗ B) = AB mod Un+m−1(g),

which implies that the graded map gr(φ) : gr(U (g)) → gr(U∗(g)), defined, at the
level of the homogeneous components, by

grn(φ)
(
x1 · · · xn mod Un−1(g)

) = φ(x1 · · · xn)mod U∗,n−1(g)

is an isomorphism, proving that φ : U (g) → U∗(g) is an isomorphism of filtered
algebras. It is easy now to show that this morphism is compatible with the Hopf
algebra structure maps, which implies the statement of the theorem.
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In the general case, on the other hand, it is difficult to say more about the isomor-
phism φ : U (ḡ) → U∗(g). One has the following nice combinatorial description. If
m · : U (g) ⊗ U (g) → U (g) denotes the product inU (g), i.e., m ·(A ⊗ B) = A · B
for any A, B ∈ U (g), then the Hopf algebra isomorphism φ : U (g) → U∗(g) in
Theorem 11 can be described as follows. From the proof of Theorem 11 it follows
that φ restricts to the identity on g ↪→ U (g). Moreover, for x1, x2, x3 ∈ g we find

φ(x1 · x2) = φ(x1) ∗ φ(x2) = x1 ∗ x2 = x1x2 + x1 � x2,

and

φ(x1 · x2 · x3) = x1 ∗ x2 ∗ x3
= x1(x2 ∗ x3) + x1 � (x2 ∗ x3) (77)

= x1x2x3 + x1(x2 � x3) + x2(x1 � x3) + (x1 � x2)x3 + x1 � (x2 � x3).

Equality (77) can be generalized to the following simple recursion for words in
U (g) with n > 0 letters

φ(x1 · · · · · xn) = x1φ(x2 · · · · · xn) + x1 � φ(x2 · · · · · xn). (78)

Recall that x � 1 = 0 for x ∈ g, and φ(1) = 1. From the fact that the post-Lie product
on g defines a linear map d : g → Der

(
U (g)

)
, we deduce that the number of terms

on the righthand side of the recursion (78) is given with respect to the length n =
1, 2, 3, 4, 5, 6 of the word x1 · · · · · xn ∈ U∗(g) by 1, 2, 5, 15, 52, 203, respectively.
These are the Bell numbers Bi , for i = 1, . . . , 6, and for general n, these numbers
satisfy the recursion Bn+1 = ∑n

i=0

(n
i

)
Bi . Bell numbers count the different ways the

set [n] can be partition into disjoint subsets. From this we deduce the general formula
for x1 · · · · · xn ∈ U (g)

φ(x1 · · · · · xn) = x1 ∗ · · · ∗ xn =
∑

π∈Pn

Xπ ∈ U (g), (79)

where Pn is the lattice of set partitions of the set [n] = {1, . . . , n}, which has a
partial order of refinement (π ≤ κ if π is a finer set partition than κ). Remember
that a partition π of the (finite) set [n] is a collection of (non-empty) subsets π =
{π1, . . . , πb} of [n], called blocks, which are mutually disjoint, i.e., πi ∩ π j = ∅
for all i �= j , and whose union ∪b

i=1πi = [n]. We denote by |π | := b the number
of blocks of the partition π , and |πi | is the number of elements in the block πi .
Given p, q ∈ [n] we will write that p ∼π q if and only if they belong to same block.
The partition 1̂n = {π1} consists of a single block, i.e., |π1| = n. It is the maximum
element in Pn . The partition 0̂n = {π1, . . . , πn} has n singleton blocks, and is the
minimum partition in Pn .

The element Xπ in (79) is defined as follows
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Xπ :=
∏

πi ∈π

x(πi ), (80)

where x(πi ) := ��
xki

1

◦ ��
xki

2

◦ · · · ◦ ��
xki

l−1

(xki
l
) for the block πi = {ki

1, ki
2, . . . , ki

l } of

the partition π = {π1, . . . , πm}, and ��
a(b) := a � b, for a, b elements in the post-Lie

algebra g ↪→ U (g). Recall that ki
l ∈ πi is the maximal element in this block.

Remark 8 Defining mi := φ(x ·i ) and di := ��i−1
x (x) := x � (��i−2

x (x)), ��0 := id,
we find that (79) is the i-th-order non-commutative Bell polynomial, mi =
Bnc

i (d1, . . . , di ). See [16, 24] for details.

Next we state a recursion for the compositional inverse φ−1(x1 · · · xn) of the word
x1 · · · xn ∈ U (g). First, it is easy to see that φ−1(x1x2) = x1 · x2 − x1 � x2 ∈ U (g).
Indeed, since φ is linear and the identity on g ↪→ U (g), we have

φ(x1 · x2 − x1 � x2) = x1 ∗ x2 − x1 � x2 = x1x2,

and

φ−1(x1x2x3) = x1 · x2 · x3 − φ−1(x1(x2 � x3)) − φ−1(x2(x1 � x3)) − φ−1((x1 � x2)x3)

− x1 � (x2 � x3)

which is easy to verify. In general, we find the recursive formula for φ−1(x1 · · · xn) ∈
U (g)

φ−1(x1 · · · xn) = x1 · · · · · xn −
∑

0̂n<π∈Pn

φ−1(Xπ ). (81)

This is well-defined since in the sum on the righthand side all partitions have less
than n blocks.

Observe now that sinceφmaps the augmentation ideal ofU (ḡ) to the one ofU∗(g)
it extends to an isomorphismbetween the completions of the twouniversal enveloping
algebras φ̂ : Û (ḡ) → Û∗(g), see Subsection 2.2. We are interested in the inverse of
the group-like element exp(x) ∈ G (Û (g)), x ∈ g, with respect to φ̂. It follows from
the inverse of the word xn ∈ Û (g), i.e., φ̂−1(exp(x)) = ∑

n≥0
1
n! φ̂

−1(xn).

Theorem 12 For each x ∈ g, there exists an unique element χ(x) ∈ g, such that

exp(x) = exp∗(χ(x)). (82)

Proof For x ∈ g the exponential exp(x) is a group-like element in G (Û (g)). The
proof of Theorem 12 involves calculating the inverse of the group-like element
exp(x) ∈ G (Û (g)) with respect to the map φ̂. Indeed, we would like to show that
φ̂−1(exp(x)) = exp·(χ(x)) ∈ G (Û (ḡ)), from which identity (82) follows

φ̂ ◦ φ̂−1(exp(x)) = exp(x) = φ̂ ◦ exp·(χ(x)) = exp∗(χ(x)),
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due to φ̂ being an algebra morphism from Û (g) to Û∗(g), which reduces to the
identity on g.

First we show that for x ∈ g, the element χ(x) is defined inductively. For this we
consider the expansionχ(xt) := xt + ∑

m>0 χm(x)tm in the parameter t . Comparing
exp∗(χ(xt)) order by order with exp(xt) yields at second order in t

χ2(x) := 1

2
x1x2 − 1

2
x1 ∗ x2 = −1

2
x � x ∈ g.

At third order we deduce from (82) that

χ3(x) := − 1

3!
∑

0̂3<π∈P3

Xπ − 1

2
χ2(x) ∗ x − 1

2
x ∗ χ2(x)

= − 1

3!
∑

0̂3<π∈P3

Xπ + 1

4

(
(x � x)x + (x � x) � x

) + 1

4

(
x(x � x) + x � (x � x)

)

= − 1

3!
(
2x(x � x) + (x � x)x + x � (x � x)

) + 1

4

(
(x � x)x + (x � x) � x + x(x � x) + x � (x � x)

)

= 1

12
[(x � x), x] + 1

4
(x � x) � x + 1

12
x � (x � x)

= 1

6
[χ1(x), χ2(x)] − 1

2
χ2(x) � x − 1

6
x � χ2(x),

where we defined χ1(x) := x . The n-th order term is given by

χn(x) := − 1

n!
∑

0̂n<π∈Pn

Xπ −
n−1∑

k=2

1

k!
∑

p1+···+pk =n
pi >0

χp1(x) ∗ χp2(x) ∗ · · · ∗ χpk (x) (83)

= 1

n! xn − 1

n! x∗n −
n−1∑

k=2

1

k!
∑

p1+···+pk =n
pi >0

χp1(x) ∗ χp2(x) ∗ · · · ∗ χpk (x). (84)

From this we derive an inductive description of the terms χn(x) ∈ Û∗(g) depending
on the χp(x) for 1 ≤ p ≤ n − 1

χn(x) := 1

n! xn −
n∑

k=2

1

k!
∑

p1+···+pk =n
pi >0

χp1(x) ∗ χp2(x) ∗ · · · ∗ χpk (x). (85)

We have verified directly that the first three terms, χi (x) for i = 1, 2, 3, in the
expansion χ(xt) := xt + ∑

m>0 χm(x)tm are in g. However, showing that χn(x) ∈ g
for n > 3 is more difficult using formula (85). We therefore follow another strategy.
At this stage (85) implies that χ(x) ∈ Û∗(g) exists. Since x ∈ g, we have that exp(x)
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is group-like, i.e., Δ̂(exp(x)) = exp(x)⊗̂ exp(x). Recall that Û∗(g) is a complete
Hopf algebra with the same coproduct Δ̂. Hence

Δ̂(exp∗(χ(x))) = Δ̂(exp(x)) = exp(x)⊗̂ exp(x) = exp∗(χ(x))⊗̂ exp∗(χ(x)).

Using φ̂wecanwrite φ̂ ⊗̂ φ̂ ◦ Δ̂g(exp·(χ(x))) = φ̂⊗̂φ̂ ◦ (exp·(χ(x))⊗̂ exp·(χ(x))),

which implies that exp·(χ(x)) is a group-like element in Û (g)

Δ̂g(exp
·(χ(x))) = exp·(χ(x))⊗̂ exp·(χ(x)).

Since Û (g) is a complete filtered Hopf algebra, the relation between group-like and
primitive elements is one-to-one, see Subsection 2.2. This implies thatχ(x) ∈ g � g,
which proves equality (82). Note that χ(x) actually is an element of the completion
of the Lie algebra g. However, the latter is part of Û (g).

Corollary 7 Let x ∈ g. The following differential equation holds for χ(xt) ∈ g[[t]]

χ̇(xt) = dexp∗−1
−χ(xt)

(
exp∗ ( − χ(xt)

) � x
)
. (86)

The solution χ(xt) is called post-Lie Magnus expansion.

Proof Recall the general fact for the dexp-operator [3]

exp∗(−β(t)) ∗ d

dt
exp∗(β(t)) = exp∗(−β(t)) ∗ dexp∗

β(β̇) ∗ exp∗(β(t)) = dexp∗−β(β̇),

where

dexp∗
β(x) :=

∑

n≥0

1

(n + 1)! ad
(∗n)
β (x) and dexp∗−1

β (x) :=
∑

n≥0

bn

n! ad
(∗n)
β (x).

Here bn are the Bernoulli numbers and ad(∗k)
a (b) := [a, ad(∗k−1)

a (b)]∗. This together
with the differential equation d

dt exp
∗(χ(xt)) = exp(xt)x deduced from (82), implies

dexp∗
−χ(xt)

(
χ̇ (xt)

) = exp∗ ( − χ(xt)
) ∗ (exp(xt)x)

= exp∗ ( − χ(xt)
)(

exp∗ ( − χ(xt)
) � (exp(xt)x)

)

= exp∗ ( − χ(xt)
)((

exp∗ ( − χ(xt)
) � exp(xt)

)(
exp∗ ( − χ(xt)

) � x
))

= exp∗ ( − χ(xt)
)((

exp∗ ( − χ(xt)
) � exp∗ (

χ(xt)
))(

exp∗ ( − χ(xt)
) � x

))

=
(
exp∗ ( − χ(xt)

)(
exp∗ ( − χ(xt)

) � exp∗ (
χ(ta)

)))(
exp∗ ( − χ(xt)

) � x
)
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=
(
exp∗ ( − χ(xt)

) ∗ exp∗ (
χ(xt)

))(
exp∗ ( − χ(xt)

) � x
)

= exp∗ ( − χ(xt)
) � x .

The claim in (86) follows after inverting dexp∗
−χ(xt)

(
χ̇ (xt)

)
. Note that we used

successively (75), (69) and (82).

Let us return to point 3. of Remark 4 in Sect. 3, and assume that the post-Lie
algebra (g, �, [·, ·]) is equipped with an abelian Lie bracket. This implies that (g, �)

reduces to a left pre-Lie algebra. The complete universal enveloping algebra Û (g)
becomes the complete symmetric algebra Ŝg. This is the setting of [27]. Identity (82)
was analyzed in the pre-Lie algebra context in [11].

Corollary 8 For the pre-Lie algebra (g, �, [·, ·] = 0), identity (82) in Ŝg is solved
by the pre-Lie Magnus expansion

χ(x) = ��
−χ(x)

e��
−χ(x) − 1

(x) =
∑

k≥0

(−1)kbk

k! ��k
χ(x)(x),

where bn is the n-th Bernoulli number.

Proof Theproof of this resultwas given in [11] and followsdirectly from identity (82)
in Theorem 12, i.e., by calculating the Lie algebra element χ(x) as the log∗(exp(x))

in Ŝg.

The next proposition will be useful in the context of Lie bracket flow equations.

Proposition 16
a(t) := exp∗ ( − χ(a0t)

) � a0. (87)

solves the non-linear post-Lie differential equation with initial value a(0) = a0

ȧ(t) = −a(t) � a(t). (88)

Proof We calculate

ȧ(t) =
(

− dexp−χ(a0t)

(
χ̇ (a0t)

) ∗ exp∗ ( − χ(a0t)
)) � a0

= −dexp−χ(a0t)

(
χ̇ (a0t)

) �
(
exp∗ ( − χ(a0t)

) � a0

)

= −a(t) � a(t),

where we used that exp∗ ( − χ(a0t)
) � a0 = dexp−χ(a0t)

(
χ̇(a0t)

) = a(t).
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5.2 Factorization Theorems and r-matrices

In this subsection we will suppose that the post-Lie algebra structure on g is defined
in terms of a solution of the mCYBE, see Subsection 4.4. Recall that in this case
ḡ = gR implying that U (ḡ) = U (gR) and, correspondingly, that Û (ḡ) = Û (gR).
In what follows we will prove that for this particular class of post-Lie algebras, the
isomorphism φ admits an explicit description in terms of the structure of the two
Hopf algebras of the universal enveloping algebras U (gR),U∗(g). To this end first
we prove the following result.

Proposition 17 The map F : U (gR) → U (g) defined by:

F = mg ◦ (id⊗Sg) ◦ (R+ ⊗ R−) ◦ ΔgR , (89)

is a linear isomorphism. Its restriction to gR ↪→ U (gR) is the identity map.

Proof Note that mg and Sg denote product respectively antipode in U (g), whereas
ΔgR denotes the co-product in U (gR). This slightly more cumbersome notation is
applied in order to make the presentation more traceable. Given an element x ∈
gR ↪→ U (gR), one has that

F(x) = mg ◦ (id⊗Sg) ◦ (R+ ⊗ R−) ◦ ΔgR (x)

= mg ◦ (id⊗Sg) ◦ (R+ ⊗ R−)(x ⊗ 1 + 1 ⊗ x)

= mg ◦ (id⊗Sg)(R+(x) ⊗ 1 + 1 ⊗ R−(x))

= mg(R+(x) ⊗ 1 − 1 ⊗ R−(x))

= R+(x) − R−(x) = x ∈ g ↪→ U (g),

showing that F restricts to the identity map between gR and g. As in Lemma 1 we
have

ΔgR (x1 · · · xn) = x1 · · · xn ⊗ 1 + 1 ⊗ x1 · · · xn +
n−1∑

k=1

∑

σ∈Σk,n−k

xσ(1) · · · xσ(k) ⊗ xσ(k+1) · · · xσ(n).

Since R± are homomorphisms of unital associative algebras, one can easily show
that for every x1 · · · xk ∈ Uk(gR):

F(x1 · · · xk) = R+(x1) · · · R+(xk) + (−1)k R−(xk) · · · R−(x1)+
k−1∑

l=1

∑

σ∈Σl,k−l

(−1)k−l R+(xσ(1)) · · · R+(xσ(l))R−(xσ(k)) · · · R−(xσ(l+1)) ∈ Uk(g),

which proves that F maps homogeneous elements to homogeneous elements. To
verify injectivity of F one can argue as follows. Since x = R+(x) − R−(x) for all
x ∈ g, one can deduce from the previous formula for x1 · · · xk ∈ Uk(gR) that
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F(x1 · · · xk) = x1 · · · xk modUk−1(g),

where x1 · · · xk on the righthand side lies in Uk(g). For instance

F(x1x2) = R+(x1)R+(x2) + R−(x2)R−(x1) − R+(x1)R−(x2) − R+(x2)R−(x1).

Using x + R−(x) = R+(x) implies in U (g) that

F(x1x2) = (x1 + R−(x1))(x2 + R−(x2)) + R−(x2)R−(x1)

− (x1 + R−(x1))R−(x2) − (x2 + R−(x2))R−(x1)

= x1x2 + x1R−(x2) + R−(x1)x2 + R−(x1)R−(x2)

+ R−(x2)R−(x1) − x1R−(x2) − R−(x1)R−(x2) − x2R−(x1) − R−(x2)R−(x1)

= x1x2 + [R−(x1), x2],

where x1x2 ∈ U2(g) and [R−(x1), x2] ∈ U1(g) � g. Then, if F(x1, · · · xk) = 0, one
concludes that x1 · · · xk ∈ Uk(g) must be equal to zero, that is, at least one among
the elements xi ∈ g composing the monomial x1 · · · xk is equal to zero. This forces
the element x1 · · · xk ∈ Uk(gR) to be equal to zero, proving injectivity of F .

To prove that the map F is surjective one can argue by induction on the length of
the homogeneous elements ofU (g). The first step of the induction is provided by the
fact that F restricted to gR becomes the identity map, and g ↪→ U1(g). Suppose now
that every element inUk−1(g) is in the image of F and observe that x1 · · · xk ∈ Uk(g)
can be written as

x1 · · · xk =
k∏

i=1

(
R+(xi ) − R−(xi )

)

= (
R+(x1) − R−(x1)

)(
R+(x2) − R−(x2)

) k∏

i=3

(
R+(xi ) − R−(xi )

)

= (
R+(x1)R+(x2) − R−(x1)R+(x2) − R+(x1)R−(x2)

+ R−(x1)R−(x2)
) k∏

i=3

(
R+(xi ) − R−(xi )

)

= R+(x1) · · · R+(xk)

+
k−1∑

l=1

∑

σ∈Σl.k−l

(−1)k−l R+(xσ(1)) · · · R+(xσ(l)) · R−(xσ(k)) · · · R−(xσ(l+1))

+ (−1)k R−(xk) · · · R−(x1) modUk−1(g),
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which proves the claim, since

F(x1 · · · xk) = R+(x1) · · · R+(xk) + (−1)k R−(xk) · · · R−(x1)

+
k−1∑

l=1

∑

σ∈Σl.k−l

(−1)k−l R+(xσ(1)) · · · R+(xσ(l)) · R−(xσ(k)) · · · R−(xσ(l+1)).

Using the previous computation and the definition of the ∗-product, one can easily
see that F(x1x2) = x1x2 + [R−(x1), x2] = x1x2 + x1 �− x2, where � is defined in
(64) (and lifted to U (g)), which implies that F(x1x2) = x1 ∗ x2 ∈ U∗(g). Using a
simple induction on the lenght of the monomials, the above calculation extends to
all of U (gR), which is the content of the following.

Corollary 9 [18] The map F is an isomorphism of unital, filtered algebras from
U (gR) to U∗(g). In particular, F(x1 · · · xn) = x1 ∗ · · · ∗ xn for all monomials
x1 · · · xn ∈ U (gR).

Comparing this result with the Theorem 11 of the previous section, one has

Proposition 18 If the post-Lie algebra (g, [·, ·], �−) is defined in terms of a r-matrix
R via Formula (64), then the isomorphism φ of Theorem 11 assumes the explicit form
given in Formula (89), i.e., φ = F.

Proof In fact note that both φ and F are isomorphisms of filtered, unital associative
algebras taking values in U∗(g), restricting to the identity map on gR which is the
generating set of U (gR).

At this point it is worth making the following observation, which will be useful
in what follows.

Corollary 10 Every A ∈ U (g) can be written uniquely as

A = R+(a(1))Sg(R−(a(2))) (90)

for a suitable element a ∈ U (gR), where we wrote the co-product of this element
using the Sweedler’s notation, i.e., ΔgR (a) = a(1) ⊗ a(2).

Proof The proof follows from Proposition 17, noticing that for each a ∈ U (gR),

F(a) = R+(a(1))Sg(R−(a(2))).

Finally, in this more specialized context, we can give the following computational
proof of the result contained in Theorem 11.

Theorem 13 The map F : U (gR) → U∗(g) is an isomorphism of Hopf algebras.
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Proof F is a linear isomorphism which sends a monomial of length k to (a linear
combination of) monomials of the same length. For this reason the compatibility
of F with the co-units is verified. Since F : U (gR) → U∗(g) is an isomorphism of
filtered, unital, associative algebras, the product ∗ defined in Formula (75) can be
defined as the push-forward toU (g), via F , of the associative product ofU (gR), i.e

A ∗ B = F(mgR (F−1(A) ⊗ F−1(B))), (91)

for all monomials A, B ∈ U (g), which immediately implies the compatibility of F
with the algebra units. Let us show that F is a morphism of co-algebras, i.e., that

Δg ◦ F = (F ⊗ F) ◦ ΔgR . (92)

Since F(x1 · · · xn) = x1 ∗ · · · ∗ xn , see Corollary 9, using the formula in Lemma 1,
one gets

Δg

(
F(x1 · · · xn)

) = x1 ∗ · · · ∗ xn ⊗ 1 + 1 ⊗ x1 ∗ · · · ∗ xn

+
n−1∑
k=1

∑
σ∈Σk,n−k

xσ(1) ∗ · · · ∗ xσ(k) ⊗ xσ(k+1) ∗ · · · ∗ xσ(n),

which turns out to be equal to (F ⊗ F) ◦ ΔgR (x1 · · · xn). The only thing that is
left to be checked is that F is compatible with the antipodes of the two Hopf
algebras, i.e., that F ◦ SgR = S∗ ◦ F , where for x1 · · · xn ∈ U (gR), SgR (x1 · · · xn) =
(−1)n xn · · · x1. To this end first recall that the antipode is an algebra anti-
homomorphism, i.e., S∗(A ∗ B) = S∗(B) ∗ S∗(A), for all A, B ∈ U (g). From this
and from the property that SgR (x) = −x for all x ∈ gR , using a simple induction on
the length of the monomials, one obtains

S∗(x1 ∗ · · · ∗ xn) = (−1)n xn ∗ · · · ∗ x1.

From this observation follows now easily that F ◦ SgR = S∗ ◦ F .

We conclude this section with the following observation, see Remark 9.

Proposition 19 For all A, B ∈ U (g), one has that:

A ∗ B = R+(a(1))BSg(R−(a(2))), (93)

where a ∈ U (gR) is the unique element, such that A = F(a), see Corollary 10.

Proof Let a, b ∈ U (gR) such that F(a) = A and F(b) = B.Wewill use Sweedler’s
notation for the co-product ΔgR (a) = a(1) ⊗ a(2), and write mgR (a ⊗ b) := a · b for
the product in U (gR).

A ∗ B = F(a · b) = mg ◦ (id⊗Sg) ◦ (R+ ⊗ R−) ◦ ΔgR (a · b)

= mg ◦ (id⊗Sg) ◦ (R+ ⊗ R−)(a(1) ⊗ a(2)) · (b(1) ⊗ b(2))
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= mg ◦ (id⊗Sg) ◦ (R+ ⊗ R−)(a(1) · b(1)) ⊗ (a(2) · b(2))

= mg ◦ (id⊗Sg)
(
R+(a(1))R+(b(1)) ⊗ R−(a(2))R−(b(2))

)

(∗)= mg

(
R+(a(1))R+(b(1)) ⊗ Sg(R−(b(2)))Sg(R−(a(2)))

)

= R+(a(1))R+(b(1))Sg(R−(b(2)))Sg(R−(a(2)))

= R+(a(1))F(b)Sg(R−(a(2))

= R+(a(1))BSg(R−(a(2)),

which proves the statement. In equality (∗) we applied that Sg(ξη) = Sg(η)Sg(ξ).

Remark 9 (Link to the work of Semenov-Tian-Shansky and Reshetikhin) In this
remark we aim to link the previous results to the ones described in the references
[35] and [31]. The map (89) was first defined in [35] (see also [31]), where it was
used to push-forward to U (g) the associative product of U (gR) using the formula
(91). From the equality between the maps φ and F , see Proposition 18, it follows
at once that the associative product defined in U (g) by the authors of [31, 35], is
the product defined in Formula (75). Moreover, at the best knowledge of the authors
of the present note, in the references [31, 35], the Hopf algebra structure induced
on (the underlying vector space of) U (g), by the push-forward of the associative
product of U (gR) was not disclosed. In this way, via the theory of the post-Lie
algebras, on one hand we could extend (part of) the results of [31, 35] to an Hopf
algebraic theoretical framework, while one the one other one, we could get a more
computable formula for the product defined in [31, 35]. In particular note that, in
spite of the result in Proposition 19 was stated in [31, 35], the product in Formula
(93) is not easily computable since it supposes the knowledge of the inverse of the
map F . On the other hand, Formula (75) provides an explicit way to compute the
∗-product between any two monomials of U (g).

In this final part we discuss an application of the result presented above to the
problem of the factorization of the group like-elements of the completed universal
enveloping algebra of gR . This result should be compared with the one in The-
orem 5 in Sect. 4.2. We start observerving that, since R± : U (gR) → U (g) are
algebra morphisms, they map the augmentation ideal of U (gR) to the augmenta-
tion ideal of U (g) and, for this reason, both these morphisms extend to morphisms
R± : Û (gR) → Û (g). In particular, the map F extends to an isomorphism of (com-
plete) Hopf algebras F̂ : Û (gR) → Û∗(g), defined by

F̂ = m̂g ◦ (id ⊗̂Ŝg) ◦ (R+⊗̂R−) ◦ Δ̂gR ,

where, Δ̂gR denotes the coproduct of Û (gR), andwith m̂g, Ŝg the product respectively
the antipode of Û (g) are denoted. Let exp·(x) ∈ G (Û (gR)), exp∗(x) ∈ G (Û∗(g))
and exp(x) ∈ G (Û (g)), the respective exponentials.

Following [31] we now compare identity (94) with (52). At the level of the uni-
versal enveloping algebra, the main result of Theorem 5 can be rephrased as follows.
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Theorem 14 Every element exp∗(x) ∈ G (Û∗(g)) admits the following factoriza-
tion:

exp∗(x) = exp(x+) exp(−x−). (94)

Proof To simplify notation, write mgR (x ⊗ y) = x · y, for all x, y ∈ gR , so that for
each x ∈ gR , x ·n := x · · · x . Then observe that, for each n ≥ 0, one has

F̂(x ·n) = R+(x)n +
n−1∑

l=1

(−1)n−l

(
n

l

)
R+(x)l R−(x)n−l + (−1)n R−(x)n.

Then, after reordering the terms, one gets F̂(exp·(x)) = ex+e−x− .On the other hand,
since F̂ : Û (gR) → Û∗(g) is an algebra morphism, one obtains for each n ≥ 0

F̂(x ·n) = F̂(x) ∗ · · · ∗ F̂(x) = x∗n,

from which it follows that

F̂(exp·(x)) = F̂(1) + F̂(x) + F̂(x ·2)
2! + · · · + F̂(x ·n)

n! + · · · = exp∗(x),

giving the result

The observation in Theorem 12 implies for group-like elements in G (Û (g)) and
G (Û∗(g)) that exp(x) = exp∗(χ(x)), from which we deduce.

Corollary 11 Group-like elements exp(x) ∈ G (Û (g)) factorize

exp(x) = exp(χ+(x)) exp(−χ−(x)). (95)

Proof The proof follows from Theorem 12 and Theorem 14.

Remark 10 Looking at χ(x) in the context of Û (g), i.e., with the post-Lie product
on g defined in terms of the r -matrix, x �− y = [R−(x), y], we find that χ2(x) =
− 1

2 [R−(x), x] and

χ3(x) = 1

4
[R−([R−(x), x]), x] + 1

12
([[R−(x), x], x] + [R−(x), [R−(x), x]]).

This should be compared with Eq. (7) in [15], as well as with the results in [18].

5.3 Applications to Isospectral Flow Equations

Recall Proposition 16. In the context of the post-Lie product x �− y := [R−(x), y]
induced on g by an r -matrix R, this proposition says that the Lie bracket flow
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ẋ(t) = [x, R−(x)], x(0) = x0

has solution

x(t) = exp∗(−χ(x0t)) �− x0
= exp

( − R−(χ(x0t))
)
x0 exp

(
R−(χ(x0t))

)
.

The last equality follows from general results of post-Lie algebra. Since,−χ(x0t) ∈
g we have

exp∗(−χ(x0t)) �− x0 = x0 − χ(x0t) �− x0 + 1

2! (χ(x0t) ∗ χ(x0t)) �− x0 + · · ·

= X0 − χ(X0t) �− X0 + 1

2!χ(X0t) �− (χ(x0t) �− x0) + · · ·

=
∑

n≥0

(−1)n

n! ad(n)

R−(χ(x0t)) x0.
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Overview of (pro-)Lie Group Structures
on Hopf Algebra Character Groups

Geir Bogfjellmo, Rafael Dahmen and Alexander Schmeding

Abstract Character groups of Hopf algebras appear in a variety of mathematical
and physical contexts. To name just a few, they arise in non-commutative geometry,
renormalisation of quantumfield theory, and numerical analysis. In the present article
we review recent results on the structure of character groups of Hopf algebras as
infinite-dimensional (pro-)Lie groups. It turns out that under mild assumptions on
the Hopf algebra or the target algebra the character groups possess strong structural
properties. Moreover, these properties are of interest in applications of these groups
outside of Lie theory. We emphasise this point in the context of two main examples:

• the Butcher group from numerical analysis and
• character groups which arise from the Connes–Kreimer theory of renormalisation
of quantum field theories.
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1 Introduction

Character groups of Hopf algebras appear in a variety of mathematical and physical
contexts. To name just a few, they arise in non-commutative geometry, renormal-
isation of quantum field theory (see [1]) and numerical analysis (cf. [2]). In these
contexts the arising groups are often studied via an associated Lie algebra or by
assuming an auxiliary topological or differentiable structure on these groups. For
example, in the context of the Connes–Kreimer theory of renormalisation of quan-
tum field theories, the group of characters of a Hopf algebra of Feynman graphs is
studied via its Lie algebra (cf. [1]).Moreover, it turns out that this group is a projective
limit of finite-dimensional Lie groups. The (infinite-dimensional) Lie algebra and the
projective limit structure are important tools to analyse these character groups.

Another example for a character group is the so called Butcher group from numer-
ical analysis which can be realised as a character group of a Hopf algebra of trees. In
[3] we have shown that the Butcher group can be turned into an infinite-dimensional
Lie group. All of these results can be interpreted in the general framework of (infinite-
dimensional) Lie group structures on character groups of Hopf algebras developed
in [4].

The present article provides an introduction to the theory developed in [4] with a
view towards applications and further research. To be as accessible as possible, we
consider the results from the perspective of examples arising in numerical analysis
and mathematical physics. Note that the Lie group structures discussed here will in
general be infinite-dimensional and their modelling spaces will be more general than
Banach spaces. Thus we base our investigation on a concept of Cr -maps between
locally convex spaces known as Bastiani calculus or Keller’s Cr

c -theory. However,
we recall and explain the necessary notions as we do not presuppose familiarity with
the concepts of infinite-dimensional analysis and Lie theory.

We will always suppose that the target algebra supports a suitable topological
structure, i.e. it is a locally convex algebra (e.g. a Banach algebra). The infinite-
dimensional structure of a character group is then determined by the algebraic struc-
ture of the source Hopf algebra and the topological structure of the target algebra. If
the Hopf algebra is graded and connected, it turns out that the character group (with
values in a locally convex algebra) can be made into an infinite-dimensional Lie
group. Hopf algebras with these properties and their character groups appear often
in combinatorial contexts1 and are connected to certain operads and applications in
numerical analysis. For example in [5] Hopf algebras related to numerical integration
methods and their connection to pre-Lie and post-Lie algebras are studied.

If the Hopf algebra is not graded and connected, then the character group can
in general not be turned into an infinite-dimensional Lie group. However, it turns
out that the character group of an arbitrary Hopf algebra (with values in a finite-
dimensional algebra) is always a topological group with strong structural properties,
i.e. it is always the projective limit of finite-dimensional Lie groups. Groups with

1In these contexts the term “combinatorial Hopf algebra” is often used though there seems to be no
broad consensus on the meaning of this term.
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these properties—so called pro-Lie groups—are accessible to Lie theoretic methods
(cf. [6]) albeit they may not admit a differential structure.

Finally, let us summarise the broad perspective taken in the present article by the
slogan: Many constructions on character groups can be interpreted in the framework
of infinite-dimensional (pro-)Lie group structures on these groups.

2 Hopf Algebras and Characters

In this section, we recall the language of Hopf algebras and their character groups.
The material here is covered by almost every introduction to Hopf algebras (see
[7–12]). Thus we restrict the exposition here to fix only some notation.

Notation 1 Denote by N the set of natural numbers (without 0) and N0 := N ∪ {0}.
By K we denote either the field of real numbers R or of complex numbers C.

Definition 1 (Hopf algebra) AHopf algebraH = (H , mH , uH ,ΔH , εH , SH )

(over K) is a bialgebra with compatible antipode S : H → H , i.e. (H , mH , uH )

is a unitalK-algebra, (H ,ΔH , εH ) is a unitalK-coalgebra and the following holds:

1. the maps ΔH : H → H ⊗ H and εH : H → K are algebra morphisms
2. S isK-linearwithmH ◦ (id ⊗ S) ◦ ΔH = uH ◦ εH = mH ◦ (S ⊗ id) ◦ ΔH .

A Hopf algebraH is (N0-)graded, if it admits a decompositionH = ⊕n∈N0Hn

such that mH (Hn ⊗ Hm) ⊆ Hn+m andΔH (Hn) ⊆ ⊕
k+l=n Hl ⊗ Hk hold for all

n, m ∈ N0. If in addition H0
∼= K is satisfied H is called graded and connected

Hopf algebra.

In the Connes–Kreimer theory of renormalisation of quantum field theory one
considers theHopf algebraHFG of Feynman graphs.2 As it is quite involved to define
this Hopf algebra we refer to [1, 1.6] for details. Below we describe in Example 1 a
related but simpler Hopf algebra. This Hopf algebra of rooted trees arises naturally in
numerical analysis, renormalisation of quantum field theories and non-commutative
geometry (see [2] for a survey). We recall the definition of the Hopf algebra in broad
strokes as it is somewhat prototypical for Hopf algebras from numerical analysis. To
construct the Hopf algebra, recall some notation first.

Notation 2 1. A rooted tree is a connected finite graph without cycles with a
distinguished node called the root. We identify rooted trees if they are graph
isomorphic via a root preserving isomorphism.
Let T be the set of all rooted trees and write T0 := T ∪ {∅} where ∅ denotes
the empty tree. The order |τ | of a tree τ ∈ T0 is its number of vertices.

2. An ordered subtree3 of τ ∈ T0 is a subset s of all vertices of τ which satisfies

2This Hopf algebra depends on the quantum field theory under consideration, but we will suppress
this dependence in our notation.
3The term “ordered” refers to that the subtree remembers from which part of the tree it was cut.
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(i) s is connected by edges of the tree τ ,
(ii) if s is non-empty, then it contains the root of τ .

The set of all ordered subtrees of τ is denoted by OST(τ ). Further, sτ denotes
the tree given by vertices of s with root and edges induced by τ .

3. A partition p of a tree τ ∈ T0 is a subset of edges of the tree. We denote by
P(τ ) the set of all partitions of τ (including the empty partition).

Associated to s ∈ OST(τ ) is a forest τ\s (collection of rooted trees) obtained
from τ by removing the subtree s and its adjacent edges. Similarly, to a partition
p ∈ P(τ ) a forest τ\p is associated as the forest that remains when the edges of p
are removed from the tree τ . In either case, we let #τ\p be the number of trees in
the forest.

Example 1 (The Connes–Kreimer Hopf algebra of rooted trees [13]) Consider the
algebra H K

C K := K[T ] of polynomials which is generated by the trees in T . We
denote the structure maps of this algebra by m (multiplication) and u (unit). Indeed
H K

C K becomes a bialgebra whose coproduct we define on the trees (which generate
the algebra) via

Δ : H K

C K → H K

C K ⊗ H K

C K , τ �→
∑

s∈OST(τ )

(τ\s) ⊗ sτ .

Then the counit ε : H K

C K → K is given by ε(1H K

C K
) = 1 and ε(τ ) = 0 for all τ ∈ T .

Finally, the antipode is defined on the trees (which generate H K

C K ) via

S : H K

C K → H K

C K , τ �→
∑

p∈P (τ )

(−1)#τ\p(τ\p)

and one can show that H K

C K = (H K

C K , m, u,Δ, ε, S) is a K-Hopf algebra (see [14,
5.1] for more details and references).

Furthermore, H K

C K is a graded and connected Hopf algebra with respect to the
number of nodes grading: For each n ∈ N0 we define the nth degree via

for τi ∈ T , 1 ≤ i ≤ k, k ∈ N0 τ1 · τ2 · . . . · τk ∈ (H K

C K )n if and only if
k∑

r=1

|τk | = n

Remark 1 Recentlymodifications of theHopf algebra of rooted trees have been stud-
ied in the context of numerical analysis. In particular, non-commutative analogues
to the Hopf algebraH K

C K (where the algebra is constructed as the non-commutative
polynomial algebra of planar trees) have been studied in the context of Lie–Butcher
theory. Their groups of characters, which we define in a moment, are of particular
interest to develop techniques for numerical integration on manifolds (see [15]).

We briefly mention another example of a “combinatorial” Hopf algebra:
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Example 2 (The shuffle Hopf algebra [16]) Fix a non-empty set A called the alpha-
bet. A word in the alphabet A is a finite (possibly empty) sequence of elements in
A. We denote by A∗ the set of all words in A and consider the vector space C〈A〉
freely generated by the elements in A∗. Let w = a1 . . . an and w′ = an+1 . . . an+m be
words of length n and m, respectively. Define the shuffle product by

w w′ :=
∑

{i1<i2<···<in},{ j1< j2<···< jm }
ai1 · · · ain a j1 · · · a jm ,

where the summation runs through all disjoint sets which satisfy

{i1 < i2 < · · · < in} � { j1 < j2 < · · · < jm} = {1, . . . , m + n}.

The (bilinear extensions of the) shuffle product and the deconcatenation of words
turns C〈A〉 into a complex bialgebra. Together with the antipode S(w) = (−1)nw
(for a word w = an . . . a1 of length n) and the grading by word length, we obtain
a graded and connected Hopf algebra Sh(A). We call this Hopf algebra the shuffle
Hopf algebra.

Recall that the shuffle Hopf algebra appears in diverse applications connected to
numerical analysis, see e.g. [15, 17, 18].

We will now consider groups of characters of Hopf algebras:

Definition 2 LetH be a Hopf algebra and B a commutative algebra. A linear map
φ : H → B is called

1. (B-valued) character if it is a homomorphism of unital algebras, i.e.

φ(ab) = φ(a)φ(b) for all a, b ∈ H and φ(1H ) = 1B . (1)

The set of characters is denoted by G (H , B).
2. infinitesimal character if

φ(ab) = φ(a)εH (b) + εH (a)φ(b) for all a, b ∈ H (2)

We denote by g(H , B) the set of all infinitesimal characters.

Lemma 1 ([10, 4.3 Propositions 21 and 22]) Let H be a Hopf algebra and B a
commutative algebra with multiplication map μB : B ⊗ B → B. Then we obtain the
algebra of K-linear maps HomK(H , B) with the convolution product

φ � ψ := μB ◦ (φ ⊗ ψ) ◦ ΔH

and the following holds:

1. G (H , B) is a subgroup of the group of units (HomK(H , B)×, �). Inversion
in G (H , B) is given by φ �→ φ ◦ SH and 1A := uB ◦ εH : H → B, x �→
εH (x)1B is the unit element.
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2. g(H , B) is a Lie subalgebra of (HomK(H , B), [·, ·]), where [ · , · ] is the com-
mutator bracket of (A, �).

Example 3 (Character groups of Hopf algebras)

1. The universal enveloping algebra U (g) of a Lie algebra g over K is a Hopf
algebra (see [7, 3.6]).4 Every character φ ∈ G (U (g), K) corresponds to a Lie
algebra homomorphism φ|g : g → K which in turn factors naturally through a
linear map φ∼ : g/([g, g]) → K, yielding a group isomorphism

Φ : G (U (g), K) → (
(g/[g, g])∗,+)

, φ �→ (
φ∼ : v + [g, g] �→ φ(v)

)
.

Thus we can identify the character group with the additive group of the dual
vector space of the abelianisation of g. (The group G (U (g), K) ∼= g/[g, g] is
also naturally isomorphic to the first cohomology group H 1(g, K) of the Lie
algebra g with values in the trivial module K, cf. [19, p. 168].)

2. Character groups of the Hopf algebra of Feynman graphs HFG play an impor-
tant role in renormalisation of quantum field theories. Namely in the mathe-
matical formulation of the renormalisation procedure one considers the groups
G (HFG, C) andG (HFG,K ), whereK is the algebra of germs ofmeromorphic
functions. We will return to these groups in Examples 6 and 13.

3. The character group G (H R

C K , R) of the real Hopf algebra of rooted trees H R

C K
from Example 1 turns out to be the Butcher group GTM from numerical analysis.
This group is connected to numerical integration theory (see [2]).

4. The character group of the shuffle algebra Sh(A) (Example 2) appears for exam-
ple in [18]. There, the character group has been studied in the context of dynam-
ical systems and their discretisation. We will provide more details below in
Example 7. Moreover, in [17] these character groups are considered in the con-
text of Lie-Butcher theory.

Note that the concepts recalled in this section were purely algebraic and com-
binatorial in nature. In particular, we have neither referred to a topology nor to a
differentiable structure on these groups. We will introduce the necessary tools (dif-
ferential calculus on locally convex spaces) to endow the character groups of Hopf
algebras with an infinite-dimensional Lie group structure in the next section.

3 A Primer on Infinite-Dimensional Differential Calculus
and Lie Groups

In this section basic facts on the differential calculus in infinite-dimensional spaces
are recalled. The general setting for our calculus are locally convex spaces
(see [20, 21]).

4Note that g can be recovered from the Hopf algebra U (g) (see [7, Theorem 3.6.1]) and the Hopf
algebras which arise in this way are characterised by the Milnor–Moore theorem (cf. Remark 7).
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Definition 3 Let E be a vector space over K ∈ {R, C} together with a topology T .

1. (E, T ) is called topological vector space, if the vector space operations are
continuous with respect to T and the metric topology on K.

2. A seminorm on E is a map p : E → [0,∞[ which satisfies for x, y ∈ E, λ ∈ K

the identities p(x + y) ≤ p(x) + p(y) and p(λx) = |λ|p(x), but may have
p−1(0) �= {0}. We denote by prp : E → E p := E/p−1(0) the canonical pro-
jection to the normed space associated to p.

3. A topological vector space (E, T ) is called locally convex space if there is a
family {pi | i ∈ I } of continuous seminorms for some index set I , such that

i. the topology T is the initial topologywith respect to {prpi
: E → E pi | i ∈ I },

i.e. the E-valued map f is continuous if and only if pri ◦ f is continuous
for each i ∈ I ,

ii. if x ∈ E with pi (x) = 0 for all i ∈ I , then x = 0 (i.e. T is Hausdorff).

In this case, the topology T is generated by the family of seminorms {pi }i∈I .
Usually we suppress T and write (E, {pi }i∈I ) or simply E instead of (E, T ).

Many familiar results from finite-dimensional calculus carry over to infinite
dimensions if we assume that all spaces are locally convex. Hence we will only con-
sider topological vector spaces which are locally convex. Note that the term “locally
convex” comes from the fact that the semi-norm balls form convex neighbourhoods
of the points.

Example 4 1. Normed spaces are locally convex spaces (see [21, Chap. I 6.2]).
2. Let (E, {pi }i∈I ) be a locally convex vector space and X a set. Consider the space

E X of all mappings from X to E . For x ∈ X we define the point-evaluation
evx : E X → E, f �→ f (x). The topology of pointwise convergence on E X is
the locally convex topology generated by the seminorms

qi,x := pi ◦ evx where (i, x) runs through I × X.

With the pointwise vector space operations and the topology of pointwise con-
vergence E X becomes a locally convex vector space. By definition, this topology
is completely determined by the topology of the target vector space.
If X is a linear space, we consider the subspaceHomK(X, E) of all linearmaps in
E X with the induced topology (also called topology of pointwise convergence).

Aswe areworking beyond the realmofBanach spaces, the usual notion of Fréchet-
differentiability cannot be used.5 Moreover, there are several inequivalent notions
of differentiability on locally convex spaces (see [23]). For more information on
our setting of differential calculus we refer the reader to [23, 24]. The notion of
differentiability we adopt is natural and quite simple, as the derivative is defined via
directional derivatives.

5The problem here is that the bounded linear operators do not admit a good topological structure if
the spaces are not normable. In particular, the chain rule will not hold for Fréchet-differentiability
in general for these spaces (cf. [22, p. 73] or [23]).
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Definition 4 Let K ∈ {R, C}, r ∈ N ∪ {∞} and E , F locally convex K-vector
spaces and U ⊆ E open. Moreover we let f : U → F be a map. If it exists, we
define for (x, h) ∈ U × E the directional derivative

d f (x, h) := Dh f (x) := lim
K×�t→0

t−1( f (x + th) − f (x)).

We say that f is Cr
K
if the iterated directional derivatives

d(k) f (x, y1, . . . , yk) := (Dyk Dyk−1 . . . Dy1 f )(x)

exist for all k ∈ N0 such that k ≤ r , x ∈ U and y1, . . . , yk ∈ E and define continuous
maps d(k) f : U × Ek → F . If it is clear which K is meant, we simply write Cr for
Cr
K
. If f isC∞

C
, we say that f is holomorphic and if f isC∞

R
we say that f is smooth.

On Fréchet spaces (i.e. complete metrisable locally convex spaces) our notion of
differentiability coincides with that from the “convenient setting” of global analysis
outlined in [25]. Note that differentiablemaps in our setting are continuous by default
(which is in general not true in the convenient setting). Later on we will need analytic
mappings between infinite-dimensional spaces. Note first:

Remark 2 A map f : U → F is of class C∞
C

if and only if it is complex analytic
i.e., if f is continuous and locally given by a series of continuous homogeneous
polynomials (cf. [26, Propositions 7.4 and 7.7]). We then also say that f is of class
Cω
C
.

To introduce real analyticity,we have to generalise a suitable characterisation from
the finite-dimensional case: A map R → R is real analytic if it extends to a complex
analytic map C ⊇ U → C on an open R-neighbourhood U in C. We proceed anal-
ogously for locally convex spaces by replacing C with a suitable complexification.

Definition 5 (Complexification of a locally convex space) Let E be a real locally
convex topological vector space. Endow EC := E × E with the following operation

(x + iy) · (u, v) := (xu − yv, xv + yu) for x, y ∈ R, u, v ∈ E .

The complex vector space ECwith the product topology is called the complexification
of E . We identify E with the closed real subspace E × {0} of EC.

Definition 6 Let E , F be real locally convex spaces and f : U → F defined on an
open subset U . Following [27] and [24], we call f real analytic (or Cω

R
) if f extends

to aC∞
C
-map f̃ : Ũ → FC on an open neighbourhood Ũ ofU in the complexification

EC.6

6If E and F are Fréchet spaces, real analytic maps in the sense just defined coincide with maps
which are continuous and can be locally expanded into a power series. See [28, Proposition 4.1].
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Note thatmany of the usual results of differential calculus carry over to our setting.
In particular, maps on connected domains whose derivative vanishes are constant as
a version of the fundamental theorem of calculus holds. Moreover, the chain rule
holds in the following form:

Lemma 2 (Chain Rule [24, Propositions 1.12, 1.15, 2.7 and 2.9]) Fix k ∈ N0 ∪
{∞, ω} and K ∈ {R, C} together with Ck

K
-maps f : E ⊇ U → F and g : H ⊇ V →

E defined on open subsets of locally convex spaces. Assume that g(V ) ⊆ U. Then
f ◦ g is of class Ck

K
and the first derivative of f ◦ g is given by

d( f ◦ g)(x; v) = d f (g(x); dg(x, v)) for all x ∈ U, v ∈ H.

The differential calculus developed so far extends easily tomapswhich are defined
on non-open sets. This situation occurs frequently in the context of differential equa-
tions on closed intervals (see [29] for an overview).

Having the chain rule at our disposal we can define manifolds and related con-
structions which are modelled on locally convex spaces.

Definition 7 Fix aHausdorff topological space M and a locally convex space E over
K ∈ {R, C}. An (E-)manifold chart (Uκ , κ) on M is an open set Uκ ⊆ M together
with a homeomorphism κ : Uκ → Vκ ⊆ E onto an open subset of E . Two such
charts are called Cr -compatible for r ∈ N0 ∪ {∞, ω} if the change of charts map
ν−1 ◦ κ : κ(Uκ ∩ Uν) → ν(Uκ ∩ Uν) is a Cr -diffeomorphism. A Cr -atlas of M is a
set of pairwise Cr -compatible manifold charts, whose domains cover M . Two such
Cr -atlases are equivalent if their union is again a Cr -atlas.

A locally convex Cr -manifold M modelled on E is a Hausdorff space M with an
equivalence class of Cr -atlases of (E-)manifold charts.

Direct products of locally convex manifolds, tangent spaces and tangent bundles
as well as Cr -maps of manifolds may be defined as in the finite dimensional setting
(see [30, I.3]). The advantage of this construction is that we can now give a very
simple answer to the question, what an infinite-dimensional Lie group is:

Definition 8 A (locally convex) Lie group is a group G equipped with a C∞
K
-

manifold structure modelled on a locally convex space, such that the group oper-
ations are smooth. If the manifold structure and the group operations are in addition
(K-) analytic, then G is called a (K-) analytic Lie group.

Later on, we will encounter special classes of infinite-dimensional Lie groups.
We recommend [30] for a survey on the theory of locally convex Lie groups.

4 The Lie Group Structure of Character Groups of Hopf
Algebras

In this section we recall and explain how to construct a Lie group structure on
character groups of Hopf algebras (cf. [4]). Let us first construct a suitable topology
on the character groupswhichwill in the end turn the character group into aLie group.
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As our notion of differentiability is built on top of continuity (i.e. every differentiable
map is continuous), the topology needs to turn the character group into a topological
group.

Remark 3 Consider the character group G (H , B) of a Hopf algebraH with values
in the commutative algebra B. If B is a locally convex vector space, we endow the
space HomK(H , B) with the topology of pointwise convergence (see Example 4).
This topology turns g(H , B) and G (H , B) into closed subsets of HomK(H , B)

which will always be endowed with the topology of pointwise convergence.

To see that this topology turns the character groups into topological groups we
need the group product, the convolution �, to be continuous. The product � is defined
via the multiplication of the algebra B. Thus we will see that � is continuous if the
locally convex structure on B is compatible with the algebra structure, i.e. the algebra
B is a locally convex algebra.

Definition 9 Let B be an algebra overK ∈ {R, C}. We call B locally convex algebra
if B is a locally convex vector space such that the algebra product μB : B × B → B
is a continuous bilinear map.

Remark 4 We have not asked the algebra product to be a continuous linear map
on B ⊗ B since this would require us to choose a topology on the tensor product.
As there are different valid choices for topological tensor products between locally
convex spaces we refrain from doing this. In fact, the whole point of the definition
is to avoid topological tensor products.7 Though we frequently write B ⊗ B also for
a locally convex algebra B this will always denote the algebraic tensor product.

Example 5 Every Banach algebra and thus in particular every finite-dimensional
algebra (over K ∈ {R, C}) is a locally convex algebra. Further examples are con-
structed in Example 6 below.

Lemma 3 Let H be a Hopf algebra and B be a locally convex algebra. Then the
topology of pointwise convergence turns (HomK(H , B), �) into a locally convex
algebra, (G (H , B)) into a topological group and (g(H , B), [ · , · ]) into a topolog-
ical Lie algebra.

Proof The multiplication � of the character group and the Lie bracket of g(H , B)

will be continuous if the algebra product � on HomK(H , B) is continuous. Since
this algebra is endowed with the topology of pointwise convergence, it suffices
to test continuity of ( f, g) �→ f � g by evaluating in an element c ∈ H . Using
Sweedler notation (see [11]) for the coproduct we write Δ(c) = ∑

(c) c1 ⊗ c2,
whence f � g(c) = ∑

(c) f (c1) · g(c2)where the dot is themultiplication in B. Since

7Note that it is well known that the algebra multiplication as a bilinear map will be continuous if we
require it to be continuous with respect to the projective topological tensor product B ⊗π B (see
e.g. [31]). However, one does not gain more information in doing so, whence we avoid discussing
this tensor product (or any topology on the tensor product). For this reason one of the authors has
been accused of “cheating”.
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point evaluations are continuous on HomK(H , B) and the multiplication on B is
continuous, we deduce that � is continuous.

Observe that inversion in the character group (G (H , B), �) is given by precom-
positionwith the antipode. Clearly thismap is continuouswith respect to the topology
of pointwise convergence, whence G (H , B) is a topological group. ��

Note that as a by-product of Lemma 3 we also obtain that (HomK(H , B), �) is
a locally convex algebra if B is a locally convex algebra. The last proof is a nice
example of how continuity can be determined by “testing” it at a given point. In
particular, the topology on the group relegates continuity questions to the topology
of the target algebra B.

Our aim is now to turn the topological group G (H , B) into a Lie group modelled
on the infinitesimal characters. To do this we will need some additional assumptions
on the source Hopf algebra:

Definition 10 LetH = ⊕
n∈N0

Hn be a graded and connected Hopf algebra and B
be a locally convex algebra. Then we define I := HomK(

⊕
n∈N Hn, B) and

exp : I → HomK(H , B), ψ �→
∞∑

k=0

ψ�k

k! where ψ�k := ψ � ψ � · · · � ψ
︸ ︷︷ ︸

Lemma 4 For each ψ ∈ I , exp(ψ) is contained in HomK(H , B). Hence it makes
sense to define exp : HomK(

⊕
n∈N Hn, B) → HomK(H , B) and this mapping is

K-analytic. Furthermore, it restricts to a bijection exp : g(H , B) → G (H , B).

Proof We have the following isomorphisms of locally convex spaces

HomK(H , B) = HomK(
⊕

n∈N0

Hn, B) ∼=
∏

n∈N0

HomK(Hn, B).

Note thatHomK(H , B) isnot a graded algebra (as a grading requires it to decompose
into a direct sum). However, the convolution satisfies

HomK(Hn, B) � HomK(Hm, B) ⊆ HomK(Hn+m, B) for all m, n ∈ N0.

We call an algebra with this property a densely graded algebra (to express that it
decomposes as a product and not as a direct sum).

Now for each n ∈ N the formula for exp yields only finitely many summands in
HomK(Hn, B) (as elements in its domain contain no contribution ofHomK(H0, B)).
We deduce that exp makes sense as a mapping to

∏
n∈N0

HomK(Hn, B) whence it
makes sense as a mapping into HomK(H , B). To see that exp isK-analytic one uses
functional calculus for densely graded algebras (see [4, Lemma B.6] for details).

That exp restricts to a bijection g(H , B) → G (H , B) is well known in the
literature. We refer to [4, Lemma B.11] for a proof. ��
Remark 5 Densely graded algebras as discussed in the proof of Lemma 4 are an
important tool in the investigation of character groups of Hopf algebras. Indeed
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they can be used to link the investigation of character groups to the Lie theory for
unit groups of continuous inverse algebras (see [32, 33]). For more details we refer
to [4].

Using exp as a (global) parametrisation for G (H , B)we obtain a manifold struc-
ture on the character group and it turns out that this renders the group a Lie group.

Theorem 1 ([4, Theorem 2.7]) LetH be a graded and connected Hopf algebra and
B be a locally convex algebra. Then the manifold structure induced by the global
parametrisation exp : g(H , B) → G (H , B) turns (G (H , B), �) into a K-analytic
Lie group.

The Lie algebra associated to this Lie group is (g(H , B), [ · , · ]). Moreover, the
Lie group exponential map is given by the real analytic diffeomorphism exp from
Lemma 4.

Remark 6 The assumption that the Hopf algebra H is graded and connected is
crucial for the proof of Theorem 1. If we drop this assumption then character groups
need not be infinite-dimensional Lie groups (see [4, Example 4.11] for an explicit
counterexample). However, the construction does not depend on the choice of the
grading, i.e. two connected gradings on a Hopf algebra will yield the same Lie
group structure on the character group. See for example [1, Proposition 1.30] where
different (connected) gradings on the Hopf algebra of Feynman graphs are discussed.

In the literature, the infinitesimal characters are not the only Lie algebra associated
with the group G (H , B). Recall that for certain Hopf algebras there is a Lie algebra
which is associated to the Hopf algebra by the Milnor–Moore theorem.

Remark 7 (The Lie algebra g(H , K) of G (H , K) and theMilnor–Moore theorem)
Consider a graded, connected and commutative Hopf algebraH = ⊕

n∈N0
Hn such

that each Hn is a finite-dimensional vector space. Then the Milnor–Moore theorem
[34] asserts that there is a Lie algebra Lie(H ) such thatH ∨ ∼= U (Lie(H )), where
H ∨ ∼= ⊕

n∈N0
HomK(Hn, K) is the restricted dual. This Lie algebra is often asso-

ciated with the Lie algebra of the character group G (H , K) and indeed one can
identify

Lie(H ) ∼= g(H , K) ∩
⊕

n∈N0

HomK(Hn, K) = g(H , K) ∩ H ∨.

Note that the Lie algebra g(H , K) will in general be strictly larger than Lie(H ) but
with respect to the topology of pointwise convergence Lie(H ) is a dense subalgebra
of g(H , K). This fact is frequently exploited (cf. [1, 13, 35]) as it connects the Hopf
algebra H with the Lie algebra g(H , K).

Before we continue with the general theory let us develop some examples
which arise from applications in numerical analysis and mathematical physics. In
Example 3, we have already seen character groups of (graded and connected) Hopf
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algebras which arise naturally in applications. Most of these groups are constructed
with the ground field K as target algebra. However, in the theory of renormalisation
of quantum field theories one also considers characters with values in an infinite-
dimensional locally convex algebra B. We construct this algebra in the next example.
Example 6 Consider the set of germs of meromorphic functions in 0 ∈ C

K = {germ0 f | f : U → C ∪ {∞} meromorphic and 0 ∈ U ⊆ C open},

where as usual germ0 f = germ0g if f and g coincide on some 0-neighbourhood.
ThenK can be made a locally convex space as an inductive limit of Banach spaces
such that

1. K is a complete locally convex algebra with respect to multiplication of germs,
2. as a closed subspace of K , the set O of germs of holomorphic functions is

the inductive limit of the Banach spaces {(Holb(Un, C), ‖·‖∞)}n∈N of bounded
holomorphic function on open, relatively compact sets Un which form a base of
zero neighbourhoods. In particular, this structure turns O into a locally convex
subalgebra.

Character groups of graded connected Hopf algebras with values in K and O
are studied in the context of the Connes–Kreimer theory of renormalisation
(cf. [1, p. 83]). Note that we can apply Theorem 1 to turn these character groups
(cf. Example 3) into Lie groups.

Proof (Construction of the topology on K )

Step 1: O as a locally convex algebra.
Fix Un = BC

1
n
(0) for n ∈ N (open ball in C around 0 of radius 1

n ). For later use

observe that Un is relatively compact, Un+1 ⊆ Un for all n and {Un}n∈N is a base of
zero-neighbourhoods. Recall that the space Holb(Un, C) of bounded holomorphic
functions is a Banach algebra with respect to the supremum norm. The space O of
germs of holomorphic functions around 0 can be realised as the inductive locally
convex limit of the spaces Holb(Un, C). The bonding maps of the inductive system
are given by

ιn,m : Holb(Un, C) → Holb(Um, C), f �→ f |Um

and these maps are compact operators for m > n (see [25, Sect. 8] or [36, Appendix
A]). Hence O is a so called Silva space. These spaces have many nice properties
(cf. [25, 52.37] and [37]), in particular, they are Hausdorff and complete. Bilinear
mappings on Silva spaces are continuous if they are continuous on each step of the
limit (see e.g. [38, Proposition 4.5]). Thus multiplication of germs is continuous and
O is a locally convex algebra.

Step 2: Polynomials P∞(X) without constant term as a Silva space.
Consider the space of polynomials P∞(X) := C[X ] = span{X0, X1, X2, . . .} in
the formal variable X and let us denote by P∞∗ := span{X1, X2, . . .} the sub-
space of polynomials without constant term. This last space is a Silva space as
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the direct union P∞∗ (X) = ⋃
n∈N Pn∗ (X) of finite dimensional spaces Pn∗ (X) :=

span(X1, . . . , Xn). The bonding maps Pn∗ (X) → Pm∗ (X) are compact operators
for m ≥ n as the corresponding spaces are finite dimensional.

Step 3: The topology on K .
Consider a meromorphic function g : � → C ∪ {∞} defined on a 0-neighbourhood
�. Since the set of poles is discrete, we find an n ∈ N such that g has no poles inUn ⊆
�, except possibly at 0. Furthermore, write g = f + p(1/z)where f ∈ Holb(Un, C)

and p ∈ P∞∗ (1/z) is a polynomial in the variable 1/z (without constant term).
As g was arbitrary, the vector spaceK is a direct sum of the two vector subspaces

O andP∞∗ (1/z). Both of the summands have a natural Silva space structure, which
can be used to topologise K = O ⊕P∞∗ (1/z). The locally convex space

K = lim→
(
Holb(Un, C) ⊕ Pn

∗ (1/z)
)

thus becomes a Silva space as a sum of two Silva spaces (see [39, Corollary 8.6.9]).
This construction can also be found in [40] where also spaces of meromorphic

functions (rather than just germs of such functions) are given a topology using a
similar construction. For meromorphic functions the multiplication turns out to be
only separately continuous (see [40, Theorem 5]) and so these spaces are no locally
convex algebras in the sense of Definition 9.

Step 4:K as a locally convex algebra.
We now exploit that the space of germs K is a Silva space by Step 3 to prove that
multiplication is (jointly) continuous. Computing on the steps of the limit, fix n ∈ N

and set En := Holb(Un, C) ⊕ Pn∗ (1/z). Let us now prove that the multiplication
map (co-)restricts to a continuous map μn : En × En → E2n . As a tool we use the
operator

Φn : Holb(Un, C) ⊕ Pn
∗ (1/z) → Holb(Un, C), f + p(1/z) �→ zn f + zn p(1/z)

which is easily seen to be linear continuous and bijective. Hence the Open Mapping
Theorem for Banach spaces implies thatΦn is a topological isomorphism. UsingΦn ,
we write μn as composition of continuous maps:

μn = Φ−1
2n ◦ ιn,2n ◦ μHolb(Un ,C) ◦ (Φn × Φn)

where μHolb(Un ,C) is the continuous multiplication in Holb(Un, C). This shows that
K is a locally convex algebra. ��
Remark 8 It should be noted that although K is algebraically a field and a locally
convex algebra, inversion is not continuous with respect to the topology just
described, hence K is not a topological field. This however is no defect of this
particular construction but follows from the (locally convex) Gelfand Mazur Theo-
rem: There is no complex locally convex division algebra—except C (see e.g. [32,
Remark 4.15] or [41, Theorem 1]).
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We have already encountered the character group of the shuffle Hopf algebra
(see Examples 2 and 3). Recently, these groups were used as building blocks for a
group of extended word series which is of interest in the discretisation of dynamical
systems and in the computation of normal forms for these systems (see [18, 42]). In
the following example we will revisit this construction.

Example 7 Let G := G (Sh(A), C) be the complex valued character group of the
shuffle Hopf algebra Sh(A). Since Sh(A) is a graded and connected Hopf algebra
by Example 2, Theorem 1 implies that G is a Lie group with the topology of point-
wise convergence. The goal pursued in [42] is to study a certain class of ordinary
differential equation. This leads one to consider so called “extended word series”.
These series are elements in a semidirect product G �Ξ C

d of the groups G and C
d

for some d ∈ N. Here the group morphism Ξ : C
d → Aut(G ), z �→ Ξz is given for

δ ∈ G , z := (z1, . . . , zd) ∈ C
d and w = an . . . a1 ∈ A∗ by

Ξz(δ)(w) = exp

(
d∑

k=1

zk(νk,a1 + . . . + νk,an )

)

· δ(w)

where the numbers νk,a ∈ C are fixed for all 1 ≤ k ≤ d and a ∈ A.8 Note that the
mapΞ takes its image indeed in Aut(G ) by virtue of [42, 4.2]. Moreover, it is easy to
see that the mapping Ξ∧ : C

d × G → G , (z, δ) �→ Ξz(δ) is smooth, i.e. Ξ∧ is a Lie
group action. Hence we obtain a semidirect product of Lie groups G �Ξ C

d . In [42]
the authors then proceed to study the Lie algebra L(G �Ξ C

d) = L(G ) �L(Ξ) C
d ,

differential equations on G �Ξ C
d and properties of the Lie group exponential.

Finally, one can show that certain closed subgroups of G (H , B) which are asso-
ciated to Hopf ideals are Lie subgroups.9

Definition 11 (Hopf ideal and annihilator) LetH be a Hopf algebra. We sayJ ⊆
H is a Hopf ideal if the subset J is

1. a two-sided (algebra) ideal,
2. a coideal, i.e. ε(J ) = 0 and Δ(J ) ⊆ J ⊗ H + H ⊗ J and
3. stable under the antipode, i.e. S(J ) ⊆ J .

Let B be a locally convex algebra, then we define the annihilator of J

Ann(J , B) = {φ ∈ HomK(H , B) | φ(J ) = 0B},

which is a closed unital subalgebra of HomK(H , B).

Proposition 1 ([4, Theorem 3.4]) Let H be a graded connected Hopf algebra,
J ⊆ H be a Hopf ideal and B be a commutative locally convex algebra.

8These numbers depend on the structure of a certain ordinary differential equation. We refer to [42]
for more details.
9Contrarily to the situation for finite-dimensional Lie groups, not every closed subgroup of an
infinite-dimensional Lie group is again a Lie subgroup. See [30, Remark IV.3.17] for an example.
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Then Ann(J , B) ∩ G (H , B) ⊆ G (H , B) is a closed Lie subgroup whose Lie
algebra isAnn(J , B) ∩ g(H , B) ⊆ g(H , B). Moreover,Ann(J , B) ∩ G (H , B)

is even an exponential BCH–group.

Example 8 (Annihilator subgroups)

1. In [43] Hopf ideals of the Hopf algebra of Feynman graphs HFG

(cf. Example 3 (b)) are studied. In the physical theory these ideals implement
the so called “Ward–Takahashi” and “Slavnov–Taylor” identities. Then in [44]
character groups related to the annihilator subgroups of these Hopf ideals are
studied.

2. It is well known that the tree maps associated to numerical integration schemes
which preserve certain first order integrals form a subgroup of the Butcher group,
called the group of symplectic tree maps SK

TM. This subgroup is the annihilator
subgroup of a certain Hopf ideal in the Hopf algebra of rooted trees H K

C K (see
Example 1). We refer to [4, Example 4/9] for more details.

3. Recently in [45] an even smaller subgroup of the group of symplectic tree maps
(as discussed in 2.) has been considered. This group Ĝ consists of all elements
in the Butcher group such that the operations forming B-series and changing
variables in the vector field commute (see [45, Proposition 3.1] for the detailed
statement). Moreover, following [45, Eq. (56)] one can prove that elements in Ĝ
admit a more “compact” expansion as B-series.
Due to loc. cit. and [46, Remark 24] this group is the annihilator of a Hopf ideal
I in H K

C K , whence a Lie group by Proposition 1. Further, we remark that the
idealI is of interest in its own right: As pointed out in [46, Sect. 7] the idealI
appears as the kernel of a Hopf algebra morphism used to interpret the theory
developed in loc. cit. in the context of Hopf algebras.

5 Notes on the Topology of the Character Groups

By definition of the topology of pointwise convergence, the topology and the dif-
ferentiable structure of the character group G (H , B) is completely determined by
the target algebra B. Of course the algebraic structure of H determines the set of
characters, e.g. it controls whether the character group is an abelian group. However,
we do not need a topology on the Hopf algebra to turn its character groups into Lie
groups. In a nutshell, the main idea behind the construction can be described as: The
Lie group structure is controlled by the combinatorial data of the Hopf algebra and
the topological data of the target algebra.

Remark 9 Note that the topology of pointwise convergence is a very natural choice
for a topology on the character groups of Hopf algebras. In this respect certain
character groups with this topology have already been studied as topological groups
in the literature.
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1. For example in the Connes–Kreimer theory of renormalisation (cf. [1, Propo-
sition 1.47]) the structural properties of certain character groups as topological
groups with this topology are exploited. We refer to Sect. 7 for further informa-
tion on this structure.

2. As a further example we mention [5, 3.2] where the projective limit topology
on the character groups coincides with the topology of pointwise convergence
with respect to the discrete topology on the ground field K. Hence it does not
coincide with our topology which induces on every one-dimensional subspace
the (natural) metric topology of R (or C). Since [5] works with an arbitrary field
K of characteristic 0 the discrete topology onK is the right choice in that setting.

The topology of pointwise convergence is rather coarse, i.e. compared to other
natural function space topologies it has few open sets. In particular, open sets only
control the behaviour of characters in a finite number of points at once. Especially
in applications in numerical analysis one would like to have finer topologies which
enable a better control. Let us illustrate this in the example of the Butcher group:

Example 9 The Butcher group GTM coincides with the group G (H K

C K , K) of
K-valued characters of the Connes–Kreimer Hopf algebra of rooted trees (see
Example 3 (c)). This Hopf algebra is graded and connected, whence Theorem 1
allows GTM to be turned into a Lie group with the pointwise topology. Recall that as
an algebraH K

C K is the polynomial algebraK[T ] (whereT is the set of rooted trees).
The elements in the Butcher group correspond to numerical integration schemes as
they are linked to a certain type of (formal) series called B-series. In applications one
now wants to restrict the growth of the series coefficients to achieve convergence of
the series at least on a small disk. To this end, one commonly imposes an exponential
growth bound to the elements in the Butcher group, i.e. the growth of a charac-
ter is restricted by an exponential bound in every tree. The topology of pointwise
convergence does not contain open sets which allow one to control infinitely many
coefficients at once, whence it is too coarse for some applications. However, no suit-
able replacement for the topology on GTM to circumvent these problems is presently
known (see the discussion of topologies on the Butcher group in [3, Remark 2.5]).

Though there seems to be no candidate for a finer topology on character groups
which turns these into topological groups, the situation is better if one considers only
certain subgroups. Again we specialise to the case of the Butcher group.

Example 10 (The tame Butcher group) LetB be the subgroup of G (H K

C K , K) of all
elements ϕ which satisfy

there exist C, K > 0 such that ‖ϕ(τ)‖ ≤ C K |τ | for all τ ∈ T0.

Adapting a result of Hairer and Lubich [47, Lemma 9], one can show that the B-
series associated to elements in B with respect to an analytic map f converge at
least locally. We callB the tame Butcher group.

One can show that the tame Butcher group is a Lie groupmodelled on an inductive
limit of Banach spaces. Note that the resulting topology is strictly finer than the
topology of pointwise convergence.
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Albeit the differential structure is more complicated than the one of the Butcher
group, the tame Butcher group is closely related to the Butcher group. The key
property of the tame Butcher group is that it provides a better control for the purposes
of numerical analysis. Furthermore, consider on a Banach space E the differential
equation

{
d
dt x(t) = f (x(t))

x(0) = y0
with f : E → E analytic.

Then the map sending an element of B to the B-series with respect to f induces a
Lie group (anti)morphism

B f : B → DiffGerm(y0,0)(E × C) :=
{
germ(y0,0)φ

∣
∣
∣φ : E×K⊇U→V is a diffeomorphism

with φ(y0,0)=(y0,0)

}
,

where the group operation of DiffGerm(y0,0)(E × C) is composition
(cf. [48, Sect. 3]). Then the map B f can be seen as the Lie theoretic realisation
of the mechanism which passes from a numerical integrator to the associated numer-
ical solution of the differential equation. We refer to [49] for further details.

Conceivably one can adapt the idea of the tame Butcher group to the general
setting of character groups of Hopf algebras.

Problem 1 It would be interesting to see whether the construction of the tame
Butcher group can be generalised to obtain a Lie theory for “groups of exponen-
tially bounded characters” of graded connected Hopf algebras. The groups we envis-
age here should arise as subgroups of character groups (albeit with a finer topol-
ogy/different differential structure).

We expect these groups to be useful in several applications. In particular, one
would hope that such a theory is applicable in the following situations:

1. In the context of Lie–Butcher theory of numerical analysis, i.e. for numerical
integrators onmanifolds and Lie groups (see e.g. [50] and the references therein).

2. Often in the theory of numerical analysis bounds appear naturally. For an example
of such a situation see e.g. [51] where bounds on a function and its Fourier
coefficients are used to derive error estimates.

3. In control theory so called output feedback equations are studied. Recently con-
nections of problems related to these equations with character groups of Hopf
algebras have been discovered (see [52] and [53]). In particular, one is interested
in the convergence of certain formal series, which is assured by similar growth
conditions as imposed in the tame Butcher group (cf. [52, Sect. 2.2]).

Note added in print (2018): Problem 1 has been partially solved as the construction
of the tame Butcher group was generalised in [54].

Another candidate for a topology on the Butcher group GTM appears implicitly
in Butcher’s 1972 paper.
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Theorem 2 ([55, Theorem 6.9]) If a ∈ GTM and T f is any finite subset of T then
there is a b ∈ G0 such that a|T f = b|T f .

The above theorem is sometimes paraphrased as saying that the set of Runge–Kutta
methods is dense in GTM.10

Indeed, [55, Theorem 6.9] implies that the set of Runge–Kutta methods is dense in
the Butcher group equipped with the topology of pointwise convergence. However,
it also implies that the set of Runge–Kutta methods stays dense if one uses a much
finer topology on GTM ⊂ HomK(H K

C K , K), the ultrametric topology.

Definition 12 (Ultrametric topology) WhenH is graded, the ultrametric topology
on HomK(H , B) is generated by the ultrametric11

d(φ,ψ) = 2−ord(φ−ψ),

where ord(φ) is the largest N ∈ N0 ∪ {∞} such that

φ(x) = 0 for all x ∈
N⊕

n=0

Hn.

For GTM ⊂ HomK(H K

C K , K), define the ultrametric topology as the subspace topol-
ogy. In the ultrametric topology on GTM, a sequence (an)n∈N will converge to a
only if, for every tree τ ∈ T , there is an N such that N ≤ n implies an(τ ) = a(τ ).
Note that the ultrametric topology and the topology of pointwise convergence behave
quite differently: Let H be a K-Hopf algebra with K ∈ {R, C}. If we embed K as
a linear subspace into HomK(H , B), the ultrametric topology induces the discrete
topology on K whereas the topology of pointwise convergence induces the usual
(metric) topology on K. In particular, this shows that the ultrametric topology does
not turn HomK(H , B) (and g(H , B)) into locally convex spaces over K.

The ultrametric topology can be useful in numerics; for instance, the order of a
B-series method given by a ∈ GTM can be read off directly from the ultrametric via
d(a, e) = 2−p, where e is the “exact” method and p is the order of a. We record a
further difference between both topologies in the following example:

Example 11 Let ah denote the B-series ah(∅) = 1, ah( ) = h, ah(τ ) = 0 for all trees
with |τ | ≥ 2, and consider the sequence of B-series

{bn}n∈N, bn = a�n
1/n.

bn corresponds to the numerical method obtained by taking n steps with the forward
Euler method with stepsize 1

n . It is possible to show that

10G0 in [55, Theorem 6.9] is larger than the set of Runge–Kutta methods, however, the statement
still holds if G0 is the group of Runge–Kutta methods. See also [56, Theorem 317A].
11A metric d is an ultrametric if d(φ, ψ) ≤ max{d(φ, χ), d(χ,ψ)}.
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lim
n→∞ bn(τ ) = e(τ ), for allτ ∈ T .

Therefore, in the topology of pointwise convergence, limn→∞ bn = e, reflecting that
the Euler method is consistent.

It is alsopossible to show thatbn( ) = n−1
2n ,whereas e( ) = 1

2 . Therefored(bn, e) =
2−1, reflecting that the numericalmethods corresponding to bn are all first ordermeth-
ods. However d(bn, e) = 2−1 also shows that, in the ultrametric topology, {bn}n∈N
does not converge to e (or at all).

6 The Exponential Map and Regularity of Character
Groups

In this section we discuss Lie theoretic properties of the Lie group of characters of a
graded and connected Hopf algebra. Namely we consider the Lie group exponential
map and a property called regularity in the sense of Milnor. The common theme of
both properties is that they are related to the solution of certain differential equations
on the Lie group.

We begin with a discussion of the properties of the Lie group exponential map.
Recall that the interplay between the Lie algebra and the Lie group for infinite-
dimensional Lie groups is more delicate than in the finite-dimensional case. For
example there are infinite-dimensional Lie groups whose exponential map does not
define a local diffeomorphism in a neighbourhood of the unit. See the survey in [30]
for more information. However, it turns out that the situation for character groups of
Hopf algebras is much better as they belong to certain well behaved classes of Lie
groups which we define now.

Definition 13 Let G be a Lie group with smooth exponential map expG : L(G) →
G. The Lie group G is called a

1. (locally) exponential Lie group if expG induces a (local) diffeomorphism,
2. Baker–Campbell–Hausdorff -Lie group (or BCH-Lie group for short), if G is a

K-analytic (locally) exponential Lie group and expG induces a local K-analytic
diffeomorphism at 0.

In a BCH-Lie group the Baker–Campbell–Hausdorff-series converges on an open
zero-neighbourhood and defines an analytic multiplication on this neighbourhood.
The BCH-formula is often used in applications of Lie algebras to numerical analysis
(see e.g. [57, III.4 and III.5]). However, there are even applications of the BCH-
formula associated to character groups of certain Hopf algebras.

Remark 10 In [46] computations of theBCH-formula in an arbitraryHall basis using
labelled rooted trees are presented. It turns out that the BCH-formula discussed there
is related to the BCH-formula on the Lie algebra of infinitesimal characters on certain
Hopf algebras of labelled trees (cf. [46, Sect. 7] and in particular loc. cit. Example
10). Also see [58] for further information and the references contained therein.
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From a Lie theoretic point of view BCH-Lie groups have very strong structural
properties. For example the automatic smoothness theorem [59, Proposition 2.4]
implies that every continuous group homomorphism between BCH-Lie groups is
automatically K-analytic. In particular this entails that the structure of a BCH-Lie
group as a topological group uniquely determines the Lie group structure.

Proposition 2 ([4]) Let H be a graded and connected Hopf algebra and B be a
commutative locally convex algebra.

1. Then the Lie group G (H , B) is a BCH-Lie group,
2. the exponential map expG (H ,B) is a K-analytic diffeomorphism.

Remark 11 (Applications of the character group exponential map)

1. The Lie group exponential of the Butcher group (cf. Example 3 (c)) has been
used in computations in numerical analysis. Namely, in backward error analysis
one exploits that this map is a diffeomorphism (see e.g. [46, Proposition 8]).
The inverse of the exponential map is closely related to so called Lie derivatives
of B-series (see [57, IX.1]). In particular, the formula in [57, Lemma 9.1] for the
Lie derivative can be identified with the recursion formula for the inverse of the
exponential map (cf. [3, Sect. 6]). However, albeit the term “Lie derivative” is
used in the literature, only algebraic properties of these maps are exploited.

2. In [5] related pairs of exponential maps of character groups have been studied
in the context of the universal enveloping algebra of a post-Lie algebra. These
mappings play a role in the numerical integration on post-Lie algebras. However,
we should mention at this point that the topology on the character groups used
in loc.cit. differs from the one we used in the construction of the Lie group
structure.

Problem 2 We have already mentioned several times that the Hopf algebras con-
sidered in numerical analysis are connected to so called pre- and post-Lie algebras.
Recently these structures have gathered a lot of interest, see e.g. the work byMunthe-
Kaas and collaborators [5, 50]. It would be interesting to see whether these additional
structures induce more structure which is visible in the Lie group structure of the
character groups.

We now turn to regularity properties of character groups. Roughly speaking,
regularity (in the sense of Milnor) means that a certain class of (ordinary) differential
equations can be solved on the Lie group. Note that it is highly non-trivial to solve
ordinary differential equations on locally convex spaces beyond the realm of Banach
spaces. For example there are linear differential equations without solution or which
admit infinitely many different solutions (see [60] or [61, Sect. 5.5]).

Definition 14 (Regularity (in the sense of Milnor)) Let G be a Lie group modelled
on a locally convex space, with identity element 1, and r ∈ N0 ∪ {∞}. We use the
tangent map of the left translation λg : G → G, x �→ gx by g ∈ G to define g . v :=
T1λg(v) ∈ TgG for v ∈ T1(G) =: L(G). Following [62], G is called Cr -semiregular
if for each Cr -curve γ : [0, 1] → L(G) the initial value problem
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{
η′(t) = η(t) . γ (t)

η(0) = 1

has a (necessarily unique) Cr+1-solution Evol(γ ) := η : [0, 1] → G. If furthermore
the map

evol : Cr ([0, 1],L(G)) → G, γ �→ Evol(γ )(1)

is smooth, G is called Cr -regular.12 If G is Cr -regular and r ≤ s, then G is also
Cs-regular. A C∞-regular Lie group G is called regular (in the sense of Milnor)—a
property first defined in [27]. Every finite-dimensional Lie group is C0-regular (cf.
[30]).

Several important results in Lie theory are only available for regular Lie groups
(see [27, 30, 62], cf. also [25] and the references therein). Up to this point all
knownLie groupsmodelled on sufficiently complete spaces (i.e. onMackey complete
spaces, see [25, Chap. I.2]) are regular.

Example 12 Consider again theButcher groupGTM, discussed inExample 3 (c). The
differential equation for regularity of this Lie group takes the form of a countable
system of differential equations: For a continuous curve a : [0, 1] → L(GTM) we
seek a differentiable curve γ : [0, 1] → GTM such that

⎧
⎪⎨

⎪⎩

γ ′(t)(τ ) = a(t)(τ ) +
∑

θ∈T 0|θ |<|τ |

Aθ,τ (t, a)γ (t)(θ),

γ (0)(τ ) = 0

∀τ ∈ T

where Aθ,τ (t, a) is a polynomial in a(t)(σ ), σ ∈ T0 with |σ | < |τ |. These differen-
tial equations form an infinite lower diagonal system of differential equations. As
shown in [3, Sect. 5] this system can be solved inductively, i.e. via a projective limit
argument.13 Hence GTM is a C0-regular Lie group.

Proposition 3 ([4]) Let H be a graded and connected Hopf algebra and B be a
commutative and complete locally convex algebra. Then G (H , B) is a C0-regular
Lie group.

Note that we had to require B to be a complete algebra in Proposition 3. One can
weaken this requirement, as it turns out that G (H , B) is still a regular Lie group
for so called “Mackey complete” locally convex algebras. We refer to [4] for further
information.

12Here we consider Cr ([0, 1],L(G)) as a locally convex vector space with the pointwise operations
and the topology of uniform convergence of the function and its derivatives on compact sets.
13This is possible since the differentiable structure of the Butcher group turns it into a projective
limit of finite-dimensional Lie groups. We will return to this phenomenon in Sect. 7.
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Remark 12 The Lie theory of character groups is closely connected to the Lie theory
for unit groups of continuous inverse algebras (see [32, 33]). In fact, each character
group of a graded and connected Hopf algebra can be identified with a closed Lie
subgroup of the unit group of a suitable continuous inverse algebra. The details
of this construction are recorded in [4, Proof of Theorem 2.10], where we have
exploited this link to derive the regularity of the character group from the regularity
of the ambient unit group.

The differential equations of regularity also occur in natural questions connected
to character groups of Hopf algebras. Let us illustrate this with two examples.

Our first example is from applications in numerical analysis. In [45, p. 8] these
differential equations appear naturally in the investigation of higher order averaging.

The second example appears in the theory of renormalisation of quantum field
theories:

Example 13 (Birkhoff decomposition and time ordered exponentials) Consider the
Hopf algebra of Feynman graphs HFG with its group G (HFG, C) of C valued
characters. A crucial step in the Connes–Kreimer theory of renormalisation—the so
called BPHZ procedure—can be formulated as a Birkhoff factorisation in the Lie
group G (HFG, C). To this end, one wants to decompose a smooth loop, i.e. a smooth
map γ : C → G (HFG, C) defined on a circle C ⊆ C as γ (z) = γ −1

− (z)γ+(z). Here
γ−, γ+ are boundary values of certain holomorphic functions (see [1, Definition
1.37]). Then the negative part γ− of the Birkhoff decomposition yields the coun-
terterms one seeks to compute in the renormalisation procedure (as explained in [1,
1.6.4], cf. explicitly [1, Theorem 1.40]).

To prove some desirable properties of the Birkhoff decomposition one defines a
time-ordered exponential, i.e. for a smooth curve α : [a, b] → g(HFG, C) define

Te
∫ b

a α(t)dt := 1G (H FG ,C) +
∞∑

n=1

∫

a≤s1≤···≤sn≤b
α(s1) · · · α(sn)ds1 · · · dsn.

Then it turns out that the time ordered exponentials solve the differential equation
associated to regularity in G (HFG, C) for the curve α (see [1, Proposition 1.51
(3)]). Time-ordered exponentials are important since they determine the Birkhoff
decomposition inG (HFG, C). Explicitly, for a loop γμ (on an infinitesimal punctured
disk in C) one has as negative part of the Birkhoff decomposition

γ−(z) = Te− 1
z

∫ ∞
0 θ−t (β)dt

where β is the so called β-function of the theory (cf. [1, Theorem 1.58]) and θ a
certain one-parameter family generated by the grading operator. In particular, the time
ordered exponentials determine the counterterms of perturbative renormalisation
and one concludes that these depend only on the β-function of the theory. We are
deliberately hiding the technical details here and refer instead to [1].
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7 Character Groups as pro-Lie Groups

A crucial requirement to turn character groups of Hopf algebras into Lie groups
has been that the Hopf algebra is needed to be graded and connected. As we have
already mentioned, character groups of Hopf algebras which do not satisfy these
conditions will in general not be infinite-dimensional Lie groups (with the topology
of pointwise convergence). Note however that we have already seen in Lemma 3
that character groups of arbitrary Hopf algebras (with values in a locally convex
algebra) are topological groups. Similarly the Lie algebra of infinitesimal characters
is a topological Lie algebra regardless of a grading on H .

In the present section we investigate the structure of the topological group
G (H , B) and its relation to the topological Lie algebra g(H , B) for Hopf algebras
which are not necessarily graded. It turns out that for certain target algebras these
topological groups admit a strong structure theory which is reminiscent of finite-
dimensional Lie theory. To phrase our results let us recall the notion of a pro-Lie
group (see the extensive monograph [6] or the recent survey [63]).

Definition 15 (pro-Lie group) A topological group G is called a pro-Lie group if
one of the following equivalent conditions holds:

1. G is isomorphic (as a topological group) to a closed subgroup of a product of
finite-dimensional (real) Lie groups.

2. G is the projective limit of a projective system of finite-dimensional (real) Lie
groups (taken in the category of topological groups).

The class of pro-Lie groups contains all compact groups (see e.g. [64, Corollary
2.29]) and all connected locally compact groups (Yamabe’s Theorem, see [65]).
However, this does not imply that all pro-Lie groups are locally compact and the
pro-Lie groups in the present paper will almost never be locally compact.

The structure theory of pro-Lie groups mirrors to a surprising degree the structure
theory of finite-dimensional Lie groups (details are recorded in [6]).Most importantly
for us, every pro-Lie group is connected to a Lie algebra. We recall its construction
now. Note that in absence of a differential structure a Lie algebra to the group can
not be constructed as a tangent space.

Definition 16 (The pro-Lie algebra of a pro-Lie group) LetG be a pro-Lie group and
L (G) the space of all continuous G-valued one-parameter subgroups, endowedwith
the compact-open topology. As a projective limit of finite-dimensional Lie algebras it
is naturally a locally convex topological Lie algebra overR (see [6, Definition 2.11]).

The character group of an arbitrary Hopf algebra (with values in a finite-
dimensional algebra) turns out to be a pro-Lie group. In these cases the pro-Lie
algebra can also be identified.

Theorem 3 (Character groups as pro-Lie groups [4, Theorem5.6])LetH be a Hopf
algebra and B be a commutative finite-dimensional K-algebra (e.g. B := K). Then
the group of B-valued characters G (H , B) endowed with the topology of pointwise
convergence is pro-Lie group.
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Its pro-Lie algebra is isomorphic to the locally convex Lie algebra g(H , B) of
infinitesimal characters via the canonical isomorphism

g(H , B) → L (G (H , B)), φ �→ (t �→ exp(tφ)).

Proof (Sketch of ideas) Due to the fundamental theorem of coalgebras (see [66,
Theorem4.12]), one canwriteH as a directedunionoffinite-dimensional coalgebras
{Ci }i∈I . On each of the spacesHomK(Ci , B) the convolution induces a locally convex
algebra structure such that the unit groups satisfy

HomK(H , B)× = HomK(lim→ Ci , B)× ∼= lim← HomK(Ci , B)×

where the limit on the right hand side is taken in the category of topological groups.
In particular, the groups HomK(Ci , B)× are finite-dimensional Lie groups, whence
HomK(H , B)× is a pro-Lie group and G (H , B) inherits this structure. The remain-
ing assertions follow from direct computations involving the exponential map. ��
Remark 13 1. If we consider character groups of graded connected Hopf alge-

bras with values in finite-dimensional algebras, we obtain two structures on the
character group: The locally convex Lie group structure and the pro-Lie group
structure. Fortunately the results in [67] affirms that these two structures are
compatible with each other. This means that the only additional information
provided by the pro-Lie structure in this case is that the infinite-dimensional Lie
group already constructed is a projective limit of finite-dimensional Lie groups.

2. One can generalise the preceding result beyond the realm of finite-dimensional
target algebras to so called “weakly complete algebras”. See [4, Sect. 6] for the
definition and detailed statements.

In applications of character groups of Hopf algebras the pro-Lie property has
frequently been of crucial importance. Most importantly, it allows one to work with
the projective limit structures of the Lie algebra of infinitesimal characters and the
character group.

Example 14 1. For the Hopf algebra of Feynman diagramsHFG one considers flat
g(HFG, C)-valued connections. To prove some desirable properties for maps
depending on these connections one has to employ projective limit arguments,
e.g. see [1, Proposition 1.52]. Furthermore, one can use the projective limit prop-
erty to construct geometric data for elements in certain interesting algebras of
infinitesimal characters. Here we mean the monodromy representation and their
limit constructed in [1, Lemma 1.54] for elements in g(HFG, C).
Note that in [1] the projective limit structure was deduced from the fact that
every affine group scheme is a projective limit of linear algebraic groups. This
requires the source Hopf algebra to be commutative, whereas the pro-Lie struc-
ture established in Theorem 3 does not depend on the commutativity of HFG .

2. In numerical analysis, properties of series are often studied by truncating to a
finite number of terms, see e.g. the treatment of modified equations in [47] or



312 G. Bogfjellmo et al.

[18, Sects. 5.2, 5.4]. This corresponds in the pro-Lie picture to passing from the
projective limit to one of the (finite-dimensional) steps.

The above list shows that it is quite useful to have the structure of a pro-Lie group
to analyse character groups of Hopf algebras. Conversely, one can ask which pro-Lie
groups can be obtained as character groups.

Problem 3 Characterize all pro-Lie groups that can be obtained as R-valued char-
acter groups of (in general non-graded) Hopf algebras.

At least all compact abelian groups appear as character groups of certain Hopf
algebras (this follows from Pontryagin duality). On the other hand, one can show
that an uncountable discrete group is never a character group of a Hopf algebra.
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1 Introduction

Bäcklund transformations (BTs) appear at the end of the XIXth century. They are
introduced by the Swedish mathematician and physicist called Albert Victor Bäck-
lund as transformations of partial differential equations bringing solutions into solu-
tions in a differential geometric context [3]. Independently, Darboux [7] discovered
similar transformations in the context of second order ordinary differential equations.

Since then, literature has provided BTs with specific properties such as preser-
vation of the commuting Hamiltonians, canonicity, spectrality when there exists a
dependence on a spectral parameter [23, 31]. In the nineties it was discovered how
BTs appear in discretization of finite-dimensional integrable systems such as Euler
top, Lagrange top, etc., [26, 30, 31].

Ge-Marsden [9] and Channel-Scovel [6] developed the notion of integrators for
Lie-Poisson dynamical systems. These systems include the Euler equations for the
rigid body, the Vlasov-Poisson equations, the Vlasov-Maxwell equations, and others
(see references in [6]).

Ge-Marsden [9] developed numerical integrators that exactly preservemomentum
maps and linear Poisson brackets. As a consequence, the integrators preserve the Lie-
Poisson structure for finite dimensional systems. The results are obtained by using
the theory of generating functions in Hamilton-Jacobi theory. Channel-Scovel [6]
developedLie-Poisson integrators using the exponentialmap that relates the elements
in the Lie group with the elements in the Lie algebra.

Here we focus on constructing Lie-Poisson integrators for completely integrable
systems by using discrete variational principles [15] on the dual of the Lie algebra. As
the elements are defined on the dual of the Lie algebra, no reduction is needed prior
to discretize the Lagrangian. Our contribution is to consider two different structures
of Lie algebra to obtain Lie-Poisson integrators for completely integrable systems.
There is a debate on what a discrete integrable system is [19]. Here we search for
geometric integrators that exactly preserve the integrability of the system. Other
approaches consider the preservation of integrability up to certain order [2].

The existence of a Lax pair does not guarantee the complete integrability of
the system [12, 21] in the sense of Liouville. However, the systems under study
are completely integrable and they admit a Lax pair representation with enough
conserved quantities being involutive, that is, mutually commuting. To guarantee the
involutivity of the conserved quantities obtained from the Lax pair some additional
conditions are needed.

The paper is organized as follows. Section 2 covers all the preliminary contents
about Poisson structures and completely integrable systems that admit a Lax pair.
Section 3 introduces the object under study: completely integrable Lie-Poisson equa-
tions admiting an R-matrix approach. Our objective is to obtain numerical methods
by applying a discrete variational principle to the Lie-Poisson equations as described
in Sect. 4 using the two Poisson structures defined on the same set. In Sect. 5 we
establish a connection between the obtained numerical methods and the use of Bäck-
lund transformation to discretize completely integrable systems. Finally we apply
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the methods in Sects. 4 and 5 to the Toda lattice example and the QR algorithm in
Sect. 6 to connect with the constructions in [26] for matrix Lie groups.

2 Preliminaries

In this section we will quickly introduce the notions of Poisson structures and inte-
grable systems necessary for developing the main contributions of this paper.

2.1 On Poisson Structures

Many dynamical systems are described by means of Poisson structures, such as
Euler equations for the rigid body, Maxwell equations, etc. More details on Poisson
structures can be found, for instance, in [10, 28, 29].

A Poisson structure on a m-dimensional manifold M is defined as a Lie algebra
structure {·, ·} on the set C∞(M) of smooth functions on M satisfying the Leibniz
identity {FG, H} = F{G, H} + {F, H}G for every F, G, H in C∞(M). Thus the
bracket operation is a derivation in each entry. In particular for each function H there
is a vector field ξH such that ξH (F) = {F, H} for all F in C∞(M). This vector field
ξH is called the Hamiltonian vector field generated by H .

Note that at every point x in M the value of the bracket {·, H} depends only on the
derivatives of H , not on the function itself. So there is a bundlemap � : T ∗M → T M ,
from the cotangent bundle T ∗M to the tangent bundle T M , such that there exists a
Hamiltonian vector field defined as follows ξH = � ◦ dH for all H . The map � can
also be interpreted as a contravariant skew symmetric 2-tensor Λ in M for which
{F, G} = Λ(dF, dG). The bivector fieldΛdoes not always define aPoisson structure
because the bracket defined by Λ satisfies the Jacobi identity if and only if the so-
called Schouten bracket [Λ,Λ] vanishes [24]. In local coordinates (x1, . . . , xm), the
condition [Λ,Λ] = 0 is equivalent to Λi j = −Λ j i and

m∑

l=1

(
Λl j

∂Λik

∂xl
+ Λli

∂Λk j

∂xl
+ Λlk

∂Λ jl

∂xl

)
= 0 .

Whenever [Λ,Λ] = 0, the Poisson structure is determined by providing the bracket
relations satisfied by the coordinate functions {xi , x j } = Λi j (x). Then,

{F, G} =
m∑

i, j=1

Λi j
∂ F

∂xi

∂G

∂x j
.
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Any symplectic manifold (M, ω) is a Poisson manifold, but not all the Poisson
manifolds are symplectic. In fact, any Poissonmanifold is a union of symplecticman-
ifolds, generally of varying dimensions, called the leaves of the symplectic foliation
of the Poisson manifold.

A Poisson structure on a vector space V is called linear if the Poisson bracket of
any two linear functions on V is again linear. This makes the dual space V ∗ into a
Lie algebra which we denote by g. The bracket on V ≡ g∗ is given by

{F, G}(μ) =
〈
μ,

[
δF

δμ
,
δG

δμ

]〉
, (1)

where [·, ·] is the Lie algebra operation in g, 〈·, ·〉 is the pairing of g∗ with g, and
δF/δμ is the differential of F as an element of g instead of g∗∗.

The linear Poisson structure on the dual space g∗ defined by (1) is called Lie-
Poisson structure because it was discovered byLie [11]whowrote down the structure
in local coordinates. If X1, . . . , Xm is a basis of g satisfying [Xi , X j ] = ∑m

k=1 ci jk Xk ,
then the components of the Poisson structure are Λi j (x) = ∑m

k=1 ci jk xk . These are
linear functions of x . That is why it is called a linear Poisson structure.

Let us recall some operations on Lie groups and Lie algebras that will be needed
in the sequel. A real Lie group is a real, analytic manifold G equipped with a product
which defines a group structure on G. For any g ∈ G, the left and right translation
of G by g are diffeomorphisms defined as follows:

lg(x) = gx, rg(x) = xg .

These maps satisfy the following properties:

(lg)
−1 = lg−1, (rg−1)−1 = rg, lg1 ◦ lg2 = lg1g2 , rg1 ◦ lg2 = lg2 ◦ rg1 .

For each x, g ∈ G, ξ ∈ g∗, X, Y ∈ g ≡ TeG, we define:

• the automorphism of the group G by conjugation or inner automorphism:

Ig : G → G, Ig(x) = (lg ◦ rg−1)(x) = gxg−1 ;

• the differential of the conjugation or the group adjoint representation of G on g:

Adg : g → g, Adg(X) = TeIg(X) = (
Tg−1lg ◦ Terg−1

)
(X) ;

• the adjoint representation of the Lie algebra:

adX Y = [X, Y ] ;

• the dual of Adg:
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Ad∗
g : g∗ → g∗, 〈Ad∗

gξ, X〉 = 〈ξ,Adg X〉

• the coadjoint representation of the Lie algebra g∗:

ad∗
X : g∗ → g∗, 〈ad∗

Xξ, Y 〉 = −〈ξ , adX Y 〉,

where 〈·, ·〉 denotes the natural pairing between elements in the Lie algebra g and in
the dual of the Lie algebra, g∗. More details on these operations can be found, for
instance, in [14].

2.2 Lax Pair and Integrability

When first integrals of a Hamiltonian system are known, one may use the method
of reduction to facilitate the determination of the integral curves of the system. A
Hamiltonian system is said to be completely integrable in the Liouville sense if it has
m differentiable first integrals f1, . . . , fm , defined on the whole manifold M , which
are pairwise in involution andwhose differentials are linearly independent on a dense
open subset of M . However, this characterization does not make easy to identify the
completely integrable systems because all the first integrals must be found. Almost
all known integrable systems possess Lax representations, that is, the equations of
motion can be rewritten as

L̇ = [L , B], (2)

where L , B : M → g are maps from the phase space M into some Lie algebra g.
The Lax pair given by (L , B) allows to obtain integrals of motion, but not neces-
sarily enough of them to guarantee the complete integrability. However, R-matrix
approach [16, 20] incorporates the involutivity property to the Lax pair. In these cases
the matrix B can be written as B = R( f (L)), where R : g → g is a linear operator
and f : g → g is an Ad-covariant function, that is,

Adg f (L) = f (Adg L) ∀ g ∈ G .

On the sequel we focus on linear R-matrix brackets that define Lie-Poisson bracket
on the dual of the Lie algebra, g∗, identified with the Lie algebra g by means of
an invariant scalar product. In this framework it is possible to define a trace form
on the Lie algebra. In the finite dimensional case the traces of powers of L are
conserved quantities in involution. The R-matrix approach connects with the Yang-
Baxter equations coming fromphysics under someconditions, see [20, 25] for details.
The trace operator can also be described for infinite-dimensional Lie algebras, see
for instance the Adler’s notion [1]. See [22] for a review on the Lie-Poisson equations
in infinite dimensional spaces.
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3 Integrable Lie-Poisson Equations

The bi-hamiltonian structure introduced by Magri [12] has been a powerful tool
to construct integrable systems on finite and infinite dimensional Lie algebras. Here
we consider the situation where the Lie-Poisson equations are completely integrable.
That iswhyweonly considerLie-Poisson structures associatedwith a linear R-matrix
structure so that the complete integrability of the equations of motion rewritten in
a Lax pair form is guaranteed [16, 20]. Let (g, [·, ·]) be a Lie algebra. Consider a
linear map R : g → g that defines a different Lie bracket on g as follows:

[ξ, η]R = [Rξ, η] + [ξ, Rη], ξ, η ∈ g.

The linear map R must satisfy the modified Yang-Baxter equation,

[Rξ, Rη] − R([ξ, η]R) = −[ξ, η],

so that the R-bracket verifies the Jacobi identity [25]. Under that circumstance,
(g, [·, ·]R) is also a Lie algebra. Thus the set G has two different structures of Lie
groups: (G, ·) is the Lie group with the Lie algebra (g, [·, ·]) and (G, 	) is the Lie
group with the Lie algebra (g, [·, ·]R).

There are also two linear Poisson structures on the dual of the algebra, g∗, associ-
ated with the two Lie algebras: (g∗, {·, ·}) and (g∗, {·, ·}R). The brackets are defined
as in (1).

Let H : g∗ → R be Ad∗-invariant, that is, H(Ad∗
gα) = H(α) for all α in g∗ and

g in G. The Hamiltonian function is Casimir only for the bracket {·, ·}.
Our objective is to integrate the differential equation on (g∗, {·, ·}R) given by

dα

dt
= (

ad∗
R

)
dH(α)

α . (3)

These are the corresponding Lie-Poisson equations for the Hamiltonian system

(H, {·, ·}R). Note that the analogous differential equation
dα

dt
= ad∗

dH(α)α ≡ 0 on

(g∗, {·, ·}) vanishes identically because the Hamiltonian function H : g∗ → R is a
Casimir function for the bracket {·, ·}.

Take ξ ∈ g. The Eq. (3) can be written in terms of the original bracket as follows

〈(ad∗
R

)
dH(α)

α, ξ 〉 = 〈α, [dH(α), ξ ]R〉 = 〈α, [RdH(α), ξ ] + [dH(α), Rξ ]〉
= 〈α, [RdH(α), ξ ]〉 = 〈(ad∗)

RdH(α)
α, ξ 〉 . (4)

Note that 〈α, [dH(α), Rξ ]〉 = 0 because H is Casimir for {·, ·}.
As an example of a linear R-matrix structure, let us assume nowwe have a splitting

of the Lie algebra g = g+ ⊕ g−, with projections π+ : g → g+, π− : g → g− onto
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the corresponding factors. Take the linear map R = 1

2
(π+ − π−), which can be

equivalently written as R = π+ − Id
2 = Id

2 − π−.
For such a linear map the Eq. (3) becomes

dα

dt
= (

ad∗
R

)
dH(α)

α = (
ad∗)

RH(α)
α = (

ad∗)
π+dH(α)− Id

2 dH(α)
α

= (
ad∗)

π+dH(α)
α = − (

ad∗)
π−dH(α)

α , (5)

because of (4), plus the fact that H is Casimir for {·, ·}.
Remember that the Eq. (3) is integrable because the linear map R admits a Lax

representation generating enough conserved quantities in involution. Our next step
is to find a discretization of the Eq. (3) by discretizing Eq. (5).

4 Discrete Variational Principle for Integrable Lie-Poisson
Equations

Let us apply a discrete variational principle [5, 13, 15] on the Lie group (G, 	) for a
Lagrangian L : g → R. The starting point of this discretization is not a Lagrangian
on T G whose discretization is a function on G × G being G-invariant under an
action to reduce it to G as usual. We start from a Lagrangian already on g whose
discretization is a function on G. Thus, no G-invariance of the Lagrangian is needed.

As mentioned in the example in Sect. 3, the splitting g = g+ ⊕ g− at the level
of the Lie algebra induces a factorization of the Lie group, G = G+ · G−, in two
Lie subgroups (G+, ·) and (G−, ·). On the Lie group (G, 	), the 	 product and the
inverse element, (g)−1	 , are defined as follows using the usual product of the Lie
group (G, ·):

g1 	 g2 = g+
1 g2g−

1 , (g)−1	 = (g+)−1(g−)−1,

where g+
1 is the factor of g1 in G+ and g−

1 is the factor of g1 in G−.
The variational principle consists of minimizing a functional over all the admis-

sible curves on G. Instead of minimizing
∫ T
0 L(ξ(t)) dt , we consider a discrete

Lagrangian Ld : G → R and we seek to minimize
∑N

k=1 Ld(gk) over all sequences
of points {g1, . . . , gN } on G such that g1 	 g2 	 . . . 	 gN = g, where g is a fixed point
in G. The discrete variational principle on Lie groups considered here is not on the
usual Lie group as in [5, 13], but on the Lie group (G, 	). The admissible curves con-
sidered in the classical variational principles are replaced by sequence of points in the
discrete variational principle. To make things easier let us consider sequences with
only two points, g1 and g2, but everything can be extended to longer sequences. In
order to apply a discrete variational principle it is necessary to define the admissible
perturbations, that is, those perturbations fulfilling the end-point conditions. All this
must be done in terms of the 	-product. We consider curves h : R → G satisfying:
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1. h(0) = e, the identity element in G;
2. ḣ(0) = δh ∈ g;
3. g1 	 h(t) 	 h(t)−1	 	 g2 = g,

where δh is the initial velocity for the curve in G, g−1	 denotes the inverse with
respect to the 	 product. We want to extremize the functional Ld(g1) + Ld(g2) over
all admissible perturbations. A necessary condition for minimization comes from
taking the first derivative of Ld(g1 	 h(t)) + Ld(h(t)−1	 	 g2) with respect to time
because the discrete Lagrangian is evaluated in a sequence of two points that define
an admissible perturbation according to the property 3 above.

0 = d

dt

∣∣∣∣
t=0

(
Ld(g1 	 h(t)) + Ld(h(t)−1	 	 g2)

) = d

dt

∣∣∣∣
t=0

(
Ld(g

+
1 h(t)g−

1 )
)

+ d

dt

∣∣∣∣
t=0

(
Ld((h(t)−1	 )+g2(h(t)−1	 )−)

)

= 〈(lg+
1

◦ rg−
1
)∗dLd(g1), ḣ(0)〉 − 〈(rg2)

∗dLd(g2), ḣ+(0)〉
− 〈(lg2)

∗dLd(g2), ḣ−(0)〉 ,

where ḣ−(0) = π−(ḣ(0)), ḣ+(0) = π+(ḣ(0)). Thus

(lg+
1

◦ rg−
1
)∗dLd(g1) − π∗

+(rg2)
∗dLd(g2) − π∗

−(lg2)
∗dLd(g2) = 0 . (6)

If the Lagrangian is invariant under conjugation, we will be able to rewrite the above
equation in a different way. The invariance property means that

Ld(Ih(t)(g)) = Ld(h(t)gh(t)−1) = Ld(g)

for all h : R → G such that h(0) = e. Taking derivative with respect to time in this
equality we obtain

(lg)
∗dLd(g) = (rg)

∗dLd(g), equivalently Ad∗
gdLd(g) = dLd(g).

Using these equalities plus the fact that π− = Id − π+ where π± : g → g± are the
projections, Eq. (6) becomes

(lg+
1

◦ rg−
1
)∗dLd(g1) − r∗

g2dLd(g2) = 0. (7)

Alternatively, using the fact that π+ = Id − π−, Eq. (6) becomes

(lg+
1

◦ rg−
1
)∗dLd(g1) − l∗g2dLd(g2) = 0. (8)

Take μ1 = (rg1)
∗dLd(g1) and μ2 = (rg2)

∗dLd(g2) so that Eq. (7) can be rewritten
as follows
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0 =(lg+
1

◦ rg−
1
)∗dLd(g1) − μ2 = (lg+

1
◦ rg−

1
)∗(rg−1

1
)∗(rg1)

∗dLd(g1) − μ2

=(rg−1
1

◦ lg+
1

◦ rg−
1
)∗μ1 − μ2 = Ad∗

g+
1
μ1 − μ2 ,

because for ξ in g we have Te(rg−1
1

◦ lg+
1

◦ rg−
1
)ξ = (Tg+

1 g−
1
rg−1

1
◦ Tg−

1
lg+

1
◦ Terg−

1
)ξ =

g+
1 ξg−

1 (g+
1 g−

1 )−1 = g+
1 ξg−

1 (g−
1 )−1(g+

1 )−1 = g+
1 ξ(g+

1 )−1 = Adg+
1
ξ . As a result, we

have obtained the following scheme to solve the integrable Lie-Poisson Eq. (3):

μ1 = (rg1)
∗dLd(g1), (9)

μ2 = Ad∗
g+
1
μ1 . (10)

The method acts as follows: μ1 is the known information. Once the initial condition
μ1 ∈ g∗ is given, the implicit Eq. (9) must be solved to obtain g1 in G. Then, we
obtain g+

1 from g1 by factorization and (10) gives us μ2 in g∗. We start the process
again. This is a Lie-Poisson method for [·, ·]R and it is the main contribution of this
paper.

Similarly, using (8) instead of (7) we obtain another characterization of the Lie-
Poisson method for [·, ·]R :

μ1 = (lg1)
∗dLd(g1), (11)

μ2 = Ad∗
(g−

1 )−1μ1 . (12)

5 Bäcklund Transformations and Lie-Poisson Methods

Let us establish the connection between the numerical methods (9)–(10) on g∗,
and (11)–(12), and the Bäcklund transformations in Suris’ book [26] associated with
numerical methods on g. First, we prove some general results that can be applied to
the Lie-Poisson methods in Sect. 4.

Proposition 1 Let F̃ : G → g∗ and F : g∗ → G be local diffeomorphisms such that
F̃ ◦ F = Idg∗ = F ◦ F̃ . The equivariance of F̃ , that is, F̃(Ih−1(g)) = Ad∗

h F̃(g) for
all g, h in G is equivalent to the equivariance of F, that is,

F(Ad∗
h−1μ) = Ih F(μ) . (13)

Proof For every μ in g∗ it is satisfied that (F̃ ◦ F)(μ) = μ. Denote F(μ) by g in G.
Thus F̃(g) = μ and

F(Ad∗
h−1μ) = F(Ad∗

h−1 F̃(g)) = F(F̃(Ih(g))) = Ih(g) = Ih F(μ),

because of the equivariance of F̃ . Analogous reasoning applies to the inverse
result. �
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The equivariance property is enough to prove the following commutativity prop-
erty:

Proposition 2 Let F̃1, F̃2 : G → g∗ be equivariant with equivariant inverse func-
tions F1, F2 : g∗ → G. It holds

(F1F2)(μ) = (F2F1)(μ) ∀ μ ∈ g∗ .

Proof The property of commutativity for F1 and F2 is equivalent to

F1(μ) = F2(μ)F1(μ)(F2(μ))−1 = IF2(μ)F1(μ) = F1(Ad
∗
(F2(μ))−1μ),

because of (13). Now, we apply F̃1 in the equality F1(μ) = F1(Ad∗
(F2(μ))−1μ) to

obtain
μ = Ad∗

(F2(μ))−1μ . (14)

If we take g = h in the property of adjoint invariance of F̃1 and F̃2,

F̃a(Ih(g)) = F̃a(hgh−1) = Ad∗
h−1 F̃a(g) ∀ h, g ∈ G, for a = 1, 2,

then
F̃a(h) = Ad∗

h−1 F̃a(h) ∀ h ∈ G, for a = 1, 2. (15)

In the equation for a = 2, we take μ = F̃2(h), so F2(μ) = h. This gives us the
Eq. (14) and the commutativity of F1 and F2 is proved.

Analogous proof can be written if F2(μ) is isolated instead of F1(μ) in the first
step and we use

Ad∗
h F̃a(h) = F̃a(h) ∀ h ∈ G, for a = 1, 2,

instead of (15). �

The theoretical results we have just proved can be applied to the numerical meth-
ods (9)–(10) and (11)–(12). It is only necessary to define an equivariant function F̃
associated with (9) and find an inverse function. Note that we have used an instead
of the because the inverse function is not necessarily unique. This is connected with
the fact that even if the factorization of the Lie group exists, that is not necessarily
unique [19]. We define F̃(g) = r∗

gdLd(g) so that the method can be rewritten as

μ2 = Ad∗
g+
1

F̃(g1) .

Let us prove the equivariance of the chosen function in the following result.

Proposition 3 Assume that the discrete Lagrangian is adjoint invariant, that is,
Ld(Ih(g)) = Ld(g) for all h, g in G. Let F̃ : G → g∗ be defined by F̃(g)
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= r∗
gdLd(g). Then the function F̃ is equivariant, that is, F̃(Ih(g)) = F̃(hgh−1) =

Ad∗
h−1 F̃(g) for all g, h in G.

Proof Take ξ in g. Using the properties of the different elements that appear,

〈Ad∗
h−1 F̃(g), ξ 〉 = 〈F̃(g),Adh−1ξ 〉 = 〈F̃(g), h−1ξh〉

= 〈r∗
gdLd(g), h−1ξh〉 = 〈dLd(g), h−1ξhg〉 = 〈l∗h−1dLd(g), ξhg〉

= 〈l∗h−1l∗hr∗
h−1dLd(hgh−1), ξhg〉 = 〈r∗

h−1dLd(hgh−1), ξhg〉
= 〈dLd(hgh−1), ξhgh−1〉 = 〈r∗

hgh−1dLd(hgh−1), ξ 〉
= 〈F̃(hgh−1), ξ 〉 ,

the result follows. �

To define a Bäcklund transformation on the dual of the Lie algebra g∗ we need
an inverse function of the particular F̃ associated with (9), which is not necessarily
unique as mentioned earlier. Analogously, an equivariant function F̃ can be associ-
ated with (11) to obtain a corresponding Bäcklund transformation on g∗.

For each inverse function F we define the correspondingBäcklund transformation
as follows:

BTF : g∗ → g∗

μ �→ Ad∗
�+(F(μ))μ (16)

where �± : G → G± are the factorizations at the level of the Lie group. This defini-
tion agreeswith the idea that such transformationsmap solutions to solutions because
Eq. (16) defines a sequence solution to the discrete variational principle applied to
the integrable Lie-Poisson Eq. (3) in Sect. 4. Propositions 2 and 3 guarantee that the
Bäcklund transformations defined as in (16) commute.

Corollary 1 Let F1, F2 : g∗ → G be equivariant function, that is, satisfying (13),
we have

BTF2 ◦ BTF1 = BTF2F1 = BTF1F2 .

Proof Have in mind that F1F2 in BTF1F2 stands for the product in the group. To
shorten the expressions we use the notation μ1 = Ad∗

�+(F1(μ))μ. By Proposition 1,

F2(μ1) = F2
(
Ad∗

�+(F1(μ))μ
) = Ad(�+(F1(μ)))−1 F2(μ) .

It can be proved using the operations of (G, 	) that �+(g1 	 g2) = �+(g1)�+(g2)
because (G+, ·) is also a Lie group.

Take ξ ∈ g. We first use that �+(g1)�+(g2) = �+(g1 	 g2), then the definition
of the 	-product.
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〈BTF2 ◦ BTF1(μ), ξ 〉 = 〈
BTF2

(
Ad∗

�+(F1(μ))μ
)
, ξ

〉 = 〈BTF2(μ1), ξ 〉
= 〈Ad∗

�+(F2(μ1))
μ1, ξ 〉 = 〈μ1,Ad�+(F2(μ1))ξ 〉

= 〈Ad∗
�+(F1(μ))μ,Ad�+(F2(μ1))ξ 〉 = 〈μ,Ad�+(F1(μ))Ad�+(F2(μ1))ξ 〉

= 〈μ,Ad�+(F1(μ))�+(F2(μ1))ξ 〉 = 〈μ,Ad�+(F1(μ))�+(I(�+(F1(μ)))−1 (F2(μ)))ξ 〉
= 〈μ,Ad�+(F1(μ))�+((�+(F1(μ)))−1F2(μ)�+(F1(μ)))ξ 〉
= 〈μ,Ad�+(F1(μ)	((�+(F1(μ)))−1F2(μ)�+(F1(μ))ξ 〉
= 〈μ,Ad�+(�+(F1(μ))(�+(F1(μ)))−1F2(μ)�+(F1(μ))�−(F1(μ)))ξ 〉
= 〈μ,Ad�+(F2(μ)F1(μ))ξ 〉 = 〈Ad∗

�+(F2(μ)F1(μ))μ, ξ 〉
= 〈BTF2F1(μ), ξ 〉 .

�

In order to build the bridge between the Bäcklund transformations on g∗ defined
here and the Bäcklund transformations on g in Suris’ book [26], we need to introduce
a bi-invariant scalar product (·, ·) on g so that there is an identification between g
and g∗. The invariance of the scalar product implies that

(ξ,Adg−1η) = (Adgξ, η) ∀ ξ, η ∈ g, ∀ g ∈ G , (17)

(ξ, adζ η) + (adζ ξ, η) = 0 ∀ ξ, η, ζ ∈ g . (18)

The identification between g and g∗ given by the scalar product is defined as follows
for every ξ in g,

〈μξ , η〉 = (ξ, η) ∀ η ∈ g. (19)

Remember that

〈ad∗
ημ, ξ 〉 = 〈μ, adηξ 〉 ∀ η, ξ ∈ g, μ ∈ g∗ . (20)

Proposition 4 Let (·, ·) be an invariant scalar product on g, the following diagram
is commutative:

g∗ Ad∗
g−1

g∗

g
Adg

g

Equivalently, Ad∗
g−1(μξ ) = μAdgξ for every ξ in g.

Proof Take η in g.

〈Ad∗
g−1(μξ ), η〉 = 〈μξ ,Adg−1(η)〉 = (ξ,Adg−1(η))

= (Adg(ξ), η) = 〈μAdg(ξ), η〉 .
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This proves the commutativity of the diagram. �

Proposition 4 establishes the relation between the Bäcklund transformations on
g∗ described here and the ones on g in Suris’s book [26].

g∗ g∗BTF F
G

g g
BTF̂

F̂

Given the Bäcklund transformation BTF on g∗, we define the Bäcklund transforma-
tion BTF̂ on g for a function F̂ : g → G as follows:

BTF̂ (ξ) = η such thatμη = BTF (μξ ) .

Take ζ in g to obtain the precise expression of BTF̂ when BTF (μξ ) = Ad∗
�+(F(μξ ))

μξ :

(η, ζ ) = 〈μη, ζ 〉 = 〈BTF (μξ ), ζ 〉 = 〈Ad∗
�+(F(μξ ))

μξ , ζ 〉
= 〈μξ ,Ad�+(F(μξ ))ζ 〉 = (ξ,Ad�+(F(μξ ))ζ ) = (Ad(�+(F(μξ )))−1ξ, ζ ) .

Thus η = Ad(�+(F(μξ )))−1ξ and the Bäcklund transformation on g is given by

BTF̂ (ξ) = Ad(�+(F(μξ )))−1ξ (21)

because ofProposition4.Note that F(μξ ) = F̂(ξ).As expected, all properties proved
for the Bäcklund transformations BTF on g∗ in Proposition 2 and Corollary 1 can
also be proved by inheritance from the correspondingBäcklund transformations BTF̂
on g because of the identification between g∗ and g given by the bi-invariant scalar
product.

6 Example

We apply the formalism developed in the above sections to discretize the completely
integrable system called Toda lattice, in particular, the finite nonperiodic one as
described in [27]. That system is Hamiltonian and represents the dynamics of n par-
ticles of unit mass, constrained tomove on the linewith positions Qi (t) andmomenta
Pi (t) under the influence of exponential repulsive forces. Moser showed in [18] that
the Toda lattice is a completely integrable system, that is, there exist smooth functions
H1, . . . , Hn defined on the phase space, which are functionally independent and in
involution, that is, {Hi , Hj } = 0 for all i, j = 1, . . . , n. In particular, H1, . . . , Hn are
constants of motion for the Toda lattice [17]. In [4] it is studied the integrability of
lattice systems that admit a R-matrix approach.
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The Lie group G for the Toda lattice consists of the n × n invertible matrices
denoted by GL(n). The corresponding Lie algebra gl(n) admits different splittings,
in particular, we consider gl(n) = g+ ⊕ g− where g+ is the set of lower matrices and
g− is the set of skew symmetric matrices.

As described at the end of Sect. 3, we take R = 1
2 (π+ − π−), where π+ : g → g+

and π− : g → g− are the projections onto the corresponding factors given by
π+(L) = (Lu)

T + Ld + Ll and π−(L) = Lu − (Lu)
T . The notation Lu , Ld and Ll

stands for the strictly upper triangular part, the diagonal and the strictly lower tri-
angular part of L , respectively. The transpose of a matrix L is denoted by LT . It is
clear that π+(L) is a lower triangular matrix, π−(L) is a skew symmetric matrix and

π+(L) + π−(L) = L . Equivalently, the linear map R = 1

2
(π+ − π−) can be written

as R = π+ − Id
2 = Id

2 − π−.
The identification between ξ in g and αξ in g∗ given by the scalar product is

defined as follows
〈αξ , η〉 = (ξ, η) ∀ η ∈ g. (22)

Now,weassociate thedifferential equation
dαξ

dt
= (ad∗)π+dH(α) αξ = − (ad∗)π−dH(α)

αξ on g∗ with one on g. On the one hand, take η in g

〈
dαξ

dt
, η

〉
= 〈(ad∗)

π+dH(α)
αξ , η〉 = 〈αξ , (ad)π+dH(α) η〉

= (
ξ, (ad)π+dH(α) η

) = − (
(ad)π+dH(α) ξ, η

)
,

using the invariance properties (18) and (20) of the scalar product. On the other hand,

d

dt
〈αξ , η〉 = d

dt
(ξ, η) =

(
d

dt
ξ, η

)
.

Thus,
d

dt
ξ = −[π+dH(α), ξ ] = [π−dH(α), ξ ].

The identification between g and g∗ in (22) in the example under consideration is
given by the trace of the product of matrices, that is,

〈μξ , η〉 = tr(ξ η) .

TheHamiltonian for the Toda lattice is H(αξ ) = 1

2
tr(ξ ξ T ) so that 〈dH(αξ ), η〉 =

tr(ξ η) and dH(αξ ) is identified with ξ . The Toda lattice equations can be rewritten
as the following matrix equation:

dξ

dt
= [π−(ξ), ξ ] = [(ξ)u − (ξu)

T , ξ ] = [ξ, (ξu)
T − ξu] (23)
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as appears in [8, 27]. We have just shown that the system admits a Lax pair rep-
resentation coming from a R-matrix approach satisfying the modified Yang-Baxter
equation and we can conclude it is integrable. It can also be proved that the flow of
such a system admits a unique QR factorization [8]: et L0 = Q(t)R(t), where Q(t)
is an orthogonal matrix and R(t) is an upper triangular matrix. The discrete flow
becomes eL(1) = R(1)Q(1).

To apply the discrete variational principle described in Sect. 4 we consider the
following discrete Lagrangian for the Toda lattice defined on the Lie group of the set
of invertible square matrices:

Ld : GL(n) −→ R

g −→ 1

h
tr(g) ,

where tr(g) denotes the trace of g. For η in g

〈dLd(g), η〉 = 1

h
tr(η).

Thus the element dLd(g) in the dual Lie algebra gl(n)∗ is identified with
1

h
Id in

gl(n), where Id is the identity matrix.
To write the Lie-Poisson method described in (9)–(10) we must first compute

〈(rg1)
∗dLd(g1), η〉 = 〈dLd(g1),Terg1η〉 = 1

h
tr(ηg1) = tr

(
1

h
g1η

)
.

As 〈μξ , η〉 = tr(ξ η), we have ξ = 1

h
g1 andμ1 = μg1/h . Now, using the cyclic prop-

erties of the trace, we have

〈μ2, η〉 = 〈Ad∗
g+
1
μ1, η〉 = 〈μ1,Adg+

1
η〉 = 〈μg1/h,Adg+

1
η〉

= tr

(
1

h
g1g+

1 η(g+
1 )−1

)
= 1

h
tr

(
g+
1 g−

1 g+
1 η(g+

1 )−1)

= = 1

h
tr

(
g−
1 g+

1 η(g+
1 )−1g+

1

) = 1

h
tr

(
g−
1 g+

1 η
) =

(
1

h
g−
1 g+

1 , η

)
.

Hence, the Lie-Poisson method is given by

μ1 = μg1/h

μ2 = μg−
1 g+

1 /h .

This method agrees with the ones known in the literature, see for instance [27],
because at the level of the Lie group starting from g1 the next step is g−

1 g+
1 .
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To recover the Bäcklund transformations in [26] in the case of matrix Lie groups
we must consider the following discrete Lagrangian:

Ld : GL(n) −→ R

g −→ 1

h
tr(g − log(gT )) ,

where log : G → g is the inverse map of the exponential map exp : g → G. Using
the properties of matrices and Taylor series evaluated at matrices we have

〈dLd(g), η〉 = tr

(
1

h

(
Id − g−1

)
η

)
.

Thus dLd(g) in gl(n)∗ can be identified with
1

h

(
Id − g−1

)
in gl(n). The starting

point in g∗ is given by

〈μ1, η〉 = 〈(rg1)
∗dLd(g1), η〉 = 〈dLd(g1), (Trg1)η〉

= tr

(
1

h

(
Id − g−1

1

)
ηg1

)
= tr

(
1

h
(g1 − Id) η

)
.

On the other hand, by the binvariant inner product there exists ξ1 in g such that
〈μξ1 , η〉 = tr(ξ1η) = 〈μ1, η〉 for all η in g. Hence,

ξ1 = 1

h
(g1 − Id) , equivalently, g1 = Id + hξ1 ,

as appears in Suris’ book [26] as a choice for the arbitrary conjugation covariant
function F̂ : g → G, F̂(ξ) = Id + hξ .

Similarly, the next step in the Lie-Poisson method is given by

〈μ2, η〉 = 〈Ad∗
g+
1
μ1, η〉 = 〈μ1,Adg+

1
η〉 = 〈μ(g1−Id)/h,Adg+

1
η〉

= tr

(
1

h
(g1 − Id)g+

1 η(g+
1 )−1

)
= 1

h
tr

(
(g−

1 g+
1 − Id)η

)
=

(
1

h
(g−

1 g+
1 − Id), η

)
.

Thus,

μ1 = μ(g1−Id)/h

μ2 = μ(g−
1 g+

1 −Id)/h .

We show now that the Bäcklund transformation BTF̂ : g → g,

BTF̂ (ξ) = �−1
+ (F̂(ξ))ξ�+(F̂(ξ)) = �−(F̂(ξ))ξ�−1

− (F̂(ξ))
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for an arbitrary conjugation covariant function F̂ : g → G given in [26] agrees with
the Lie algebra element identified with μ2. The choice of F̂(ξ) is a transcedent
problem, according to Suris, which happens to be solved by taking F̂(ξ) = Id +
h f (ξ) in most of the known integrable cases, as long as the expression makes sense
and lies in the Lie group G.

Here we take
g1 = F̂(ξ1) = hξ1 + Id, (24)

so that

BTF̂ (ξ1) = (hξ1 + Id)−1
+ ξ1(hξ1 + Id)+ = (g+

1 )−1ξ1g+
1 = 1

h
(g+

1 )−1(g1 − Id)g+
1

= 1

h
((g+

1 )−1g1g+
1 − Id) = 1

h
(g−

1 g+
1 − Id)

Effectively, BTF̂ (ξ1) = ξ2 = 1

h
(g−

1 g+
1 − Id) that nicely closes the example.

It is important to highlight that our discrete variational approach replaces the
“simplest possible choice” of (24) in [26] by the choice of a discrete Lagrangian as
shown in the example.
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Numerical Precession in Variational
Discretizations of the Kepler Problem

Mats Vermeeren

Abstract Kepler’s first law states that the orbit of a point mass with negative energy
in a classical gravitational potential is an ellipsewith one of its foci at the gravitational
center. In numerical simulations of this system one often observes a slight precession
of the ellipse around the gravitational center. Using the Lagrangian structure of
modified equations and a perturbative version of Noether’s theorem, we provide
leading order estimates of this precession for the implicit MidPoint rule (MP) and
the Störmer-Verlet method (SV). Based on those estimates we construct some new
numerical integrators that perform significantly better thanMP and SV on the Kepler
problem.

Keywords Variational integrators · Modified equations · Kepler problem
Orbital precession

MSC 2010: 65L12 · 65P10 · 70F05 · 70H33

1 Introduction

TheKepler problemmodels a pointmassmoving in a classical gravitational potential.
Its Lagrangian is

L (x, ẋ) = 1

2
|ẋ |2 + 1

|x | ,

where |x | denotes the Euclidean norm on RN . The equations of motion are
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ẍ = − x

|x |3 . (1)

It is well known that the orbits of theKepler problemwith negative energy are ellipses
with one of their foci at the origin. Since every orbit lies in a plane, it is sufficient to
study this problem in R

2.
In this work we are interested in numerical integration of the Kepler problem.

Very good integrators for this problem are already available, see for example [3] and
the references therein. Our main objective here is to illustrate methods to analyze and
improve numerical integrators. For the sake of clarity we start from simple methods.
Accordingly, the improved methods we construct will not be competitive compared
with specialized methods available in the literature.

Central in our treatmentwill be the precession or perihelion advance of the numer-
ical orbits, i.e. the slow rotation of the ellipse that the solution traces. For the exact
solution there is no precession, but no common numerical method integrates the
Kepler problem without precession. Using the theory of modified equations, we will
provide leading order estimates of the precession for the Störmer-Verlet method and
the implicit midpoint rule. We will use those estimates to construct some new meth-
ods which are superior for the Kepler problem. This procedure is similar in spirit to
the concept of modifying integrators [1].

Throughout this paper we use the Lagrangian formulation of classical mechan-
ics. We will describe the modified equations using modified Lagrangians and use a
version of Noether’s theorem to analyze the perturbation. We start by mentioning a
few well-known properties of the Kepler problem that will be useful later on.

Proposition 1 The angular momentum L = x1 ẋ2 − ẋ1x2 and the total energy E =
1
2 |ẋ |2 − 1

|x | are constants of motion of the Kepler problem in R
2. Furthermore, the

angular momentum satisfies

L2 = |x ||ẋ |2 − 〈x, ẋ〉2 ,

where the brackets 〈·, ·〉 denote the standard scalar product on R
N .

Proposition 2 Let a and b denote the semimajor and semiminor axes of an orbit
respectively. Then

• the square of the angular momentum equals L2 = b2

a ,
• the energy equals E = −1

2a ,
• the period equals T = 2πa3/2,

• the eccentricity equals e =
√
1 − b2

a2 .

A thorough analytical study of the Kepler problem, including proofs of these
properties, can be found for example in [7, Chap. 3].
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2 Modified Lagrangians

To study the behavior of a numerical method it is often useful to consider the mod-
ified equation, a perturbation of the original differential equation whose solutions
interpolate the discrete solutions. Generally, modified equations are found as formal
power series in the step size of the method. Here we will truncate these power series
after the first nontrivial term. For an introduction to this subject, see [8, Chap. IX]
and the references therein.

It is well-known that the modified equation of a symplectic integrator applied to
a Hamiltonian system is again Hamiltonian. This means that the modified equation
of a variational integrator applied to a Lagrangian system is Lagrangian as well. We
will use a Lagrangian for the modified equation as the basis of our analysis. For its
construction we refer to [15].

The modified equation of a numerical integrator for the Kepler problem describes
a perturbed Kepler problem. Perturbed Kepler problems are very relevant in celestial
mechanics. In particular, one of the classical tests of general relativity is that its
perturbation in the Kepler potential accounts for the precession of the orbit of the
planet Mercury [16] (along with perturbations caused by the gravitational pull of the
other planets). A Hamiltonian treatment of perturbed Kepler problems can be found
for example in [7] or [3].

2.1 Störmer-Verlet Method

The Störmer-Verlet (SV) discretization with step size h of a second order differential
equation ẍ = f (x) is

xk+1 − 2xk + xk−1 = h2 f (xk).

If f (x) = − d
dx U (x), this is the discrete Euler-Lagrange equation for

L SV (xk, xk+1) = 1

2

∣∣∣∣
xk+1 − xk

h

∣∣∣∣
2

− 1

2
U (xk) − 1

2
U (xk+1).

As shown in [15], the modified Lagrangian of second order accuracy is

Lmod,2(x, ẋ) = 1

2
|ẋ |2 − U (x) + h2

24

( 〈
U ′(x), U ′(x)

〉 − 2
〈
ẋ, U ′′(x)ẋ

〉 )
.

By definition its Euler-Lagrange equation agrees with the modified equation with a
defect of order O(h4). In the particular case of the Kepler problem this becomes

Lmod,2(x, ẋ) = 1

2
|ẋ |2 + 1

|x | + h2

24

(
1

|x |4 − 2
|ẋ |2
|x |3 + 6

〈x, ẋ〉2
|x |5

)
. (2)
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Fig. 1 Störmer-Verlet method with 1000 steps of size h = 0.5. Left: numerical solution. Right:
exact solution of the modified equation of second order accuracy. In both images the dashed ellipse
is the exact solution. The initial values are chosen as described in Sect. 6.1

A comparison of the numerical solution and the solution of the modified equation of
second order accuracy is shown in Fig. 1.

2.2 Implicit Midpoint Rule

The second order formulation of the implicit midpoint rule (MP) applied to the
differential equation ẍ = f (x) is

xk+1 − 2xk + xk−1 = h2

2
f

(
xk + xk+1

2

)
+ h2

2
f

(
xk−1 + xk

2

)
.

If f (x) = − d
dx U (x), this is the discrete Euler-Lagrange equation for

L M P(xk, xk+1) = 1

2

∣∣∣∣
xk+1 − xk

h

∣∣∣∣
2

− U

(
xk + xk+1

2

)
.

The modified Lagrangian of second order accuracy is

Lmod,2(x, ẋ) = 1

2
|ẋ |2 + h2

24

( 〈
U ′(x), U ′(x)

〉 + 〈
ẋ, U ′′(x)ẋ

〉 )
.

For the Kepler problem we have

Lmod,2(x, ẋ) = 1

2
|ẋ |2 + 1

|x | + h2

24

(
1

|x |4 + |ẋ |2
|x |3 − 3

〈x, ẋ〉2
|x |5

)
.
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Fig. 2 Implicit midpoint rule with 1000 steps of size h = 0.5. Left: numerical solution. Right:
exact solution of the modified equation of second order accuracy. In both images the dashed ellipse
is the exact solution. The initial values are chosen as described in Sect. 6.1

A comparison of the numerical solution and the solution of the modified equation of
second order accuracy is shown in Fig. 2.

3 Noether’s Theorem with Perturbations

The key observation in our study of the perturbed Kepler problem is that Noether’s
theorem [12, 13] can be extended to describe how perturbations affect conserved
quantities.

Theorem 1 Consider a Lagrange function L : TR
2 → R and a horizontal vector

field ξ on TR
2, i.e. ξ = ξ1

∂
∂x1

+ ξ2
∂

∂x2
with coefficients ξi that are functions TR

2 →
R. Let

ξ (1) =
2∑

i=1

(
ξi

∂

∂xi
+ ξ̇i

∂

∂ ẋi

)

be the first prolongation of ξ , evaluated on solutions of the Euler-Lagrange equations,
i.e. with

ξ̇i =
〈
∂ξi

∂x
, ẋ

〉
+

〈
∂ξi

∂ ẋ
,

(
∂2L

∂ ẋ2

)−1 (
∂L

∂x
− ∂2L

∂x∂ ẋ
ẋ

)〉
.

If

ξ (1)L =
〈
∂G

∂x
, ẋ

〉
+ εF

for some functions F : TR
2 → R and G : R2 → R, and a (small) parameter ε ∈ R,

then on solutions of the Euler-Lagrange equations we have
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d

dt

(〈
∂L

∂ ẋ
, ξ

〉
− G

)
= εF,

where by abuse of notation ξ = (ξ1, ξ2). In particular, if εF = 0, we have a conserved
quantity A := ∂L

∂ ẋ1
ξ1 + ∂L

∂ ẋ2
ξ2 − G.

Proof We have

d

dt

(〈
∂L

∂ ẋ
, ξ

〉
− G

)
=

〈
d

dt

∂L

∂ ẋ
, ξ

〉
+

(
ξ (1)L −

〈
∂L

∂x
, ξ

〉)
−

〈
∂G

∂x
, ẋ

〉

= ξ (1)L −
〈
∂G

∂x
, ẋ

〉
−

〈
∂L

∂x
− d

dt

∂L

∂ ẋ
, ξ

〉
= εF.

�

3.1 The Laplace-Runge-Lenz Vector

Following [9] we consider the Kepler problem and the vector field ξ defined by

ξ1 = −1

2
x2 ẋ2 and ξ2 = x1 ẋ2 − 1

2
ẋ1x2. (3)

On solutions we have

ξ̇1 = −1

2
ẋ2
2 + 1

2

x2
2

|x |3 and ξ̇2 = 1

2
ẋ1 ẋ2 − 1

2

x1x2
|x |3 .

A straightforward calculation then shows that

ξ (1)L =
〈
∂L

∂x
, ξ

〉
+

〈
∂L

∂ ẋ
, ξ̇

〉
= ẋ1

|x | − 〈x, ẋ〉 x1
|x |3 = d

dt

(
x1
|x |

)
.

Hence we can apply the unperturbed Noether theorem (i.e. εF = 0) with G(x) = x1
|x |

and find that

A(x, ẋ) = −ẋ1x2 ẋ2 + x1 ẋ2
2 − x1

|x | = |ẋ |2x1 − 〈x, ẋ〉 ẋ1 − x1
|x |

is a conserved quantity.
The conserved quantity A is the first component of theLaplace-Runge-Lenz (LRL)

vector, which points from the gravitational center to the perihelion and has a mag-
nitude equal to the eccentricity e of the orbit. The second component of the LRL
vector is

B(x, ẋ) = |ẋ |2x2 − 〈x, ẋ〉 ẋ2 − x2
|x |
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and can be obtained by setting ξ1 = x2 ẋ1 − 1
2 x1 ẋ2 and ξ2 = − 1

2 x1 ẋ1. We denote by
ω = arctan

(
B
A

)
the angle of the LRL vector with the first coordinate axis.

Remark 1 The existence of this conserved quantity is related to the fact that the
three-dimensional Kepler problem possesses an SO(4)-symmetry, rather than just
the obvious SO(3)-symmetry. In suitable coordinates a solution can be “rotated”
into other solutions with the same energy but different angular momentum [11, 14].

3.2 Precession in the Perturbed Kepler Problem

Now consider the perturbed Kepler problem, L = 1
2 |ẋ |2 + 1

|x | + εL (x, ẋ). Note
that this also induces a perturbation in the prolonged vector field, which now reads
ξ (1) + εξ (1), because the quantities ξ̇1 and ξ̇2 contain second derivatives which are
evaluated using the perturbed equations of motion. We call the change in angle of
the LRL vector over one period of the unperturbed system the precession rate.

Proposition 3 If the major axis of an orbit is O(ε)-close to the x2-axis, then the
precession rate is

�ω = −2εT

e

[〈
EL(L ), ξ

〉]
+ O(ε2), (4)

where T is the period of the unperturbed orbit, EL(L ) = ∂L
∂x − d

dt
∂L
∂ ẋ is the Euler-

Lagrange expression for L , ξ = (ξ1, ξ2) is defined by Eq.3, and [ · ] denotes the
average over one period.

Proof Set G = x1
|x | and F = ξ (1)L + ξ (1)L , then

(
ξ (1) + εξ (1)

) (
L + εL

)
=

〈
∂G

∂ ẋ
, ẋ

〉
+ εF + O(ε2),

where ξ (1) + εξ (1) is the first prolongation of ξ on solutions of the Euler Lagrange
equations of the perturbed LagrangianL + εL . Hence by Theorem1 it follows that

d

dt

(〈
∂(L + εL )

∂ ẋ
, ξ

〉
− G

)
= εF + O(ε2),

from which we conclude that

dA

dt
= ε

(
F − d

dt

〈
∂L

∂ ẋ
, ξ

〉)
+ O(ε2)

= ε

(
ξ (1)L + ξ (1)L − d

dt

〈
∂L

∂ ẋ
, ξ

〉)
+ O(ε2). (5)
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Now observe that

ξ (1)L − d

dt

〈
∂L

∂ ẋ
, ξ

〉
=

〈
∂L

∂x
, ξ

〉
+

〈
∂L

∂ ẋ
, ξ̇

〉
− d

dt

〈
∂L

∂ ẋ
, ξ

〉

=
〈
EL(L ), ξ

〉
+ O(ε),

where the error term comes from the fact that ξ̇ is evaluated on the unperturbed
system. We also have that

ξ (1)L =
〈
∂ξ1

∂ ẋ
,EL(L )

〉
ẋ1 +

〈
∂ξ2

∂ ẋ
,EL(L )

〉
ẋ2 =

〈
∂ξ1

∂ ẋ
ẋ1 + ∂ξ2

∂ ẋ
ẋ2,EL(L )

〉
.

For our choice of ξ , defined in Eq.3, we have ∂ξ1
∂ ẋ ẋ1 + ∂ξ2

∂ ẋ ẋ2 = (ξ1, ξ2) = ξ , hence
Eq.5 simplifies to

dA

dt
= 2ε

〈
EL(L ), ξ

〉
+ O(ε2).

The change in angle of the Laplace-Runge-Lenz vector is given by

ω̇ = d

dt

(
arctan

B

A

)
= 1

A2 + B2

(
A
dB

dt
− B

dA

dt

)
.

Choose a coordinate system such that A = O(ε) and B ≥ 0. Then B approximately
equals the eccentricity e and the derivative of the angle of the LRL vector is

ω̇ = − 1

B

dA

dt
+ O(ε2) = −2ε

e

〈
EL(L ), ξ

〉
+ O(ε2).

�

4 Numerical Precession

We now apply Proposition3 to the modified Lagrangians from Sect. 2. This gives us
a leading order estimate of the precession rates of the integrators.

4.1 Störmer-Verlet Scheme

The perturbation term of the truncated modified Lagrangian (Eq.2) is

εL = h2

24

(
1

|x |4 − 2
|ẋ |2
|x |3 + 6

〈x, ẋ〉2
|x |5

)
.
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In the following we identify ε = h2

24 . We want to evaluate Eq.4. Using the leading
order equations of motion (Eq.1), which are valid up to an error of order O(h2), we
find

EL(L ) = 4
x

|x |6 − 6
|ẋ |2x

|x |5 + 30
〈x, ẋ〉2 x

|x |7 − 12
〈x, ẋ〉 ẋ

|x |5 + O(h2).

Using the fact that 〈x, ξ 〉 = 1
2 (x1 ẋ2 − ẋ1x2)x2 = 1

2Lx2 and 〈ẋ, ξ 〉 = Lẋ2, the leading
order equations of motion, and Proposition1 we obtain

[〈
EL(L ), ξ

〉]
=

[
2

x2
|x |6 − 3

|ẋ |2x2
|x |5 + 15

〈x, ẋ〉2 x2
|x |7 − 12

〈x, ẋ〉 ẋ2
|x |5

]
L + O(h2)

=
[
30

x2
|x |6 + 24E

x2
|x |5 − 15L2 x2

|x |7 + 4
d

dt

ẋ2
|x |3

]
L + O(h2). (6)

The average [·] is taken along the unperturbed orbit, which is periodic, so
[

d
dt

ẋ2
|x |3

]
=

0. For the other terms we have the following Lemma, which corresponds to the
computation of the Cn(e) of [3].

Lemma 1 On solutions of the unperturbed Kepler problem for which the major axis
is the x2-axis there holds

(a)

[
x2

|x |5
]

= a

b5
e,

(b)

[
x2

|x |6
]

= a2

b7

(
3

2
e + 3

8
e3

)
,

(c)

[
x2

|x |7
]

= a3

b9

(
2e + 3

2
e3

)
,

where a and b are the semimajor and semiminor axes of the orbit respectively, and
e is the eccentricity.

Proof Introduce polar coordinates x1 = −r sin θ , x2 = r cos θ , where θ = 0 corre-
sponds to the positive x2-axis. We have

[
x2

|x |k
]

=
[

cosθ

|x |k−1

]
= 1

T

T∫

0

cosθ

|x |k−1
dt.

Using Proposition2 and Kepler’s laws as in [5], we can rewrite this as

[
x2

|x |k
]

= b5−2k

πa4−k

π∫

0

(1 + e cos θ)k−3 cos θ dθ

= b5−2k

πa4−k

π∫

0

∑
j

(
k − 3

j

)
e j cos j+1 θ dθ.
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Whenever, j is even, we have
∫ π

0 cos j+1 θ dθ = 0. For j = 1 and j = 3 we find∫ π

0 cos2 θ dθ = π
2 and

∫ π

0 cos4 θ dθ = 3π
8 . Hence

[
x2

|x |k
]

= b5−2k

πa4−k

(
π

2

(
k − 3

1

)
e + 3π

8

(
k − 3

3

)
e3 + . . .

)
.

The claims now follow by evaluating this expression for k = 5, 6, 7. �

Combining Proposition3, Eq.6, and Lemma1 we find that the precession per
revolution is given by

− 4πa3/2 h2

24

(
30

a2

b7

(
3

2
+ 3

8
e2

)
+ 24

−1

2a

a

b5
− 15

b2

a

a3

b9

(
2 + 3

2
e2

))
b√
a
sgn(L)

+ O(h4)

= −4πab
h2

24

(
30

a2

b7

(
15

8
− 3

8

b2

a2

)
+ 24

−1

2a

a

b5
− 15

b2

a

a3

b9

(
7

2
− 3

2

b2

a2

))
sgn(L)

+ O(h4)

= −πh2

24

(
15

a3

b6
− 3

a

b4

)
sgn(L) + O(h4),

assuming the major axis of the orbit is O(h2)-close to the x2-axis. However, since
both this expression and the perturbed Kepler problem are rotationally symmetric,
we can conclude that statement holds regardless of the orientation of the major axis.

In summary we have the following:

Theorem 2 The numerical precession rate of the Störmer-Verlet method with step
size h is

− sgn(L)
π

24

(
15

a3

b6
− 3

a

b4

)
h2 + O(h4),

where a and b denote the semimajor and semiminor axes of the orbit of the exact
solution and sgn is the sign function. In particular, the precession and the motion
are in opposite directions.

For the example shown in Fig. 1, the precession rate predicted by Theorem2 is
0.067 radians per revolution and the observed numerical precession rate is 0.064
radians per revolution.

4.2 Implicit Midpoint Rule

In exactly the same way as for the Störmer-Verlet method, we obtain the following
result:
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Theorem 3 The numerical precession rate of the midpoint rule with step size h is

sgn(L)
π

12

(
15

a3

b6
− 3

a

b4

)
h2 + O(h4).

In particular, the precession is in the same direction as the motion.

Note that in the leading order this expression differs by exactly a factor −2 from
the expression for the Störmer-Verlet method. We will exploit this in the next section
to construct new integrators.

For the example shown in Fig. 2, the precession rate predicted by Theorem3 is
−0.13 radians per revolution and the observed numerical precession rate is −0.16
radians per revolution.

5 New Integrators

Based on Theorems2 and 3 we propose three new integrators. They all have a pre-
cession rate of order O(h4) instead of O(h2).

5.1 Linear Combination of the Lagrangians

Consider the discrete Lagrangian

L(x j , x j+1) = 2

3
L SV (x j , x j+1) + 1

3
L M P(x j , x j+1)

= 1

2

∣∣∣∣
x j+1 − x j

h

∣∣∣∣
2

− 1

3
U (x j ) − 1

3
U (x j+1) − 1

3
U

(
x j + x j+1

2

)
.

Its Euler-Lagrange equations define an implicit method,

x j+1 − 2x j + x j−1 = −2h2

3
U ′(x j ) − h2

6
U ′

(
x j−1 + x j

2

)
− h2

6
U ′

(
x j + x j+1

2

)
.

We refer to this integrator as the mixed Lagrangian (ML) method. By construction,
this is a variational integrator.

5.2 Lagrangian Composition

Consider the discrete Lagrangians
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L j (xk, xk+1) =
{

L M P(xk, xk+1) = 1
2

∣∣ xk+1−xk

h

∣∣2 − U
( xk+xk+1

2

)
if 3| j,

L SV (xk, xk+1) = 1
2

∣∣ xk+1−xk

h

∣∣2 − 1
2U (xk) − 1

2U (xk+1) otherwise.

We look for a discrete curve (x j ) j that extremizes the action

N∑
j=1

L j (x j−1, x j ) = L SV (x0, x1) + L SV (x1, x2) + L M P(x2, x3) + · · · .

This gives us three different Euler-Lagrange equationswhich are applied for different
values of j mod 3. Indeed D2L j (x j−1, x j ) + D1L j+1(x j , x j+1) simplifies to

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

x j+1 − 2x j + x j−1 = −h2

2
U ′

(
x j−1 + x j

2

)
− h2

2
U ′(x j ) if j ≡ 0 mod 3,

x j+1 − 2x j + x j−1 = −h2U ′(x j ) if j ≡ 1 mod 3,

x j+1 − 2x j + x j−1 = −h2

2
U ′

(
x j + x j+1

2

)
− h2

2
U ′(x j ) if j ≡ 2 mod 3.

Hence to determine the evolution we alternate between the Störmer-Verlet method
(for j ≡ 1 mod 3) and two new difference equations. We refer to this integrator as
the Lagrangian composition (LC) method. Strictly speaking the LC method should
be considered as an integrator with step size 3h, but for fair comparison with the
other methods we will still refer to the internal step h as the step size.

This method of composing variational integrators is equivalent to composing the
corresponding symplectic maps [10, Sect. 2.5].

5.3 Composition of the Difference Equations

Alternatively we can compose the difference equations obtained by the implicit
midpoint rule and the Störmer-Verlet method respectively,

⎧
⎪⎨
⎪⎩

x j+1 − 2x j + x j−1 = −h2

2
U ′

(
x j−1 + x j

2

)
− h2

2
U ′

(
x j + x j+1

2

)
if j ≡ 2 mod 3,

x j+1 − 2x j + x j−1 = −h2U ′(x j ) otherwise.

We refer to this integrator as the difference equation composition (DEC) method.
Just like for the LC method, we will abuse terminology and call the internal step h
the step size.

It is not clear if this construction yields a variational method, but numerical exper-
iments show long-term near-conservation of energy and angular momentum. This
seems to be a general phenomenon: also for other potentials U and other varia-
tional integrators, the corresponding DECmethod shows the long-term behavior one
expects from a variational integrator.
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6 Numerical Results

In this section we compare the newmethods of Sect. 5 numerically with the Störmer-
Verlet scheme, the implicit midpoint rule, and two fourth order symplectic methods:
the well-known integrator of Forest and Ruth [6] and Chin’s “C” algorithm which is
especially well-suited for the Kepler problem [2, 4].

6.1 Choice of Initial Values

In all our examples we use the initial values

x(0) = (−3, 0) and ẋ(0) = (0, 0.45).

For the discretizations we need specify x0 = x(0) and x1 ≈ x(h). Our convention is
to choose x1 such that the discrete momentum p0 = −D1L(x0, x1) equals the initial
velocity ẋ(0).

For the composition of difference equations no discrete Lagrangian and hence no
discrete momentum is known. To determine the second initial point x1 in this case
we use the momentum p0 corresponding to the Störmer-Verlet method, because this
is the method we would have used to calculate x1 if x0 was not the first point.

The choice of the initial value x1 does not affect the precession behavior. However,
it can have a significant effect on the error over time. If the initial condition has a
slightly wrong energy, then the period of the numerical solution will have a slight
error as well. This will cause a linearly growing phase shift.

6.2 Precession

Figure3 shows the precession rates on a logarithmic scale for all five methods and
a few choices of step size. It shows that the precession rates of the new methods
behave like h4, compared to h2 for the methods from Sect. 2.

As for the three newmethods, the mixed Lagrangian method beats the Lagrangian
compositionmethod, but the surprisingwinner is the composition of difference equa-
tions.

All our newmethods have smaller precession rates than the fourth order symplectic
integrator of Forest and Ruth [6]. On the other hand, Chin’s fourth order symplectic
“C” algorithm [2, 4] outperforms our methods.
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Fig. 3 Precession rate in radians per revolution for the differentmethodswith step sizes h = 0.0625,
h = 0.125, h = 0.25 and h = 0.5

Fig. 4 Smoothed graph of the error in position over a time interval of length 3000 with step size
h = 0.45. The markers are only for the purpose of identifying the methods, they do not correspond
to individual time steps

6.3 Total Error

The precession rate is not as closely related to the total error as one might expect. In
many cases the numerical solution has a phase shift which contributes significantly
to the total error. For the composition methods LC and DEC this phase shift is highly
dependent on the step size and the initial conditions. Hence the total error growth
for these methods is also sensitive to the choice of step size and initial condition.
This can be seen by comparing Figs. 4 and 5. In these figures we show a long time
calculation with a large step size, leading to large errors. This means that the result
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Fig. 5 The evolution of the error with step size h = 0.5

is useless for practical purposes, but it allows us to visualize the rate of error growth
of the different methods relative to each other.

6.4 Speed

To give a rough comparison of the computational effort required for the different
methods, we list the relative running times of a long time calculation (20000 steps):

Störmer-Verlet (SV) 0.67s Mixed Lagrangian (ML) 23s
MidPoint rule (MP) 22s Difference Equation composition (DEC) 7.9s
Forest-Ruth (FR) 2.0s Lagrangian Composition (LC) 8.2s

Chin C (C) 2.2s

We made a limited effort towards optimizing our implementation, so the given run-
ning times should only be taken as a rough indication. As expected the explicit
methods SV, FR, and C are the fastest. Between those, SV is about three times faster
than the other two. For the composition methods DEC and LC only one out of every
three steps is implicit, hence they are roughly three times faster than MP and ML.

7 Conclusion

Using a modified equation approach, we have studied the precession rates of the
implicit midpoint rule and the Störmer-Verlet method applied to the Kepler problem.
We used the Lagrangian point of view, which lends itself to the use of a perturbed
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version of Noether’s Theorem. The leading order estimates of the precession rate
motivated the construction of three new integrators. They are significantly better than
themethods we started from, but they are clearly outperformed by known specialized
methods.

Our main goal was to elucidate methodology, rather than to obtain competitive
methods. The techniques we used to analyze the integrators can be applied to any
variational integrator and generalized to any order. However, it is not clear in general
if we can use a similar procedure to write the resulting expressions in terms of the
semi-axes of the orbits. Hence further research is needed in order to convert these
ideas into a scheme to improve more advanced methods.
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Full Affine Equivariance and Weak
Natural Transformations in Numerical
Analysis—The Case of B-Series

Olivier Verdier

Abstract Many algorithms in numerical analysis are affine equivariant: they are
immune to changes of affine coordinates. This is because those algorithms are defined
using affine invariant constructions. There is, however, a crucial ingredient missing:
most algorithms are in fact defined regardless of the underlying dimension. As a
result, they are also invariant with respect to non-invertible affine transformation
from spaces of different dimensions. We formulate this property precisely: these
algorithms fall short of being natural transformations between affine functors. We
give a precise definition of what we call a weak natural transformation between
functors, and illustrate the point using examples coming from numerical analysis, in
particular B-Series.

Keywords Affine · Allegory · Equivariance · Natural transformation

MSC codes 18B10 · 58J70 · 65L06

1 Affine Equivariance

We define an algorithm as a function F from a data space D to a computation
space C:

F : D → C.

In most of the examples, D and C are manifolds.
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Recall that for a given dimension d, the affine group Aff(d) is defined as the
semi-direct product Aff(d) := GL(d) � Rd . The action of Aff(d) on Rd is defined
as follows. An element

g =
[

A b
0 1

]
, A ∈ GL(d), b ∈ Rd ,

acts on an element
[

x
1

]

by matrix multiplication. The action is thus

g · x = A x + b.

Definition 1.1 Suppose that the group Aff(d) acts on the spaces D and C. An algo-
rithm F : D → C is affine equivariant if the following diagram commutes, for any
a ∈ Aff(d).

D1 D2

F(D1) F(D2)

a

a
F F

In practice, affine equivariancemeans invariance with respect to a change of affine
coordinates. It means in particular invariance with respect to

• translations (change of origin)
• anisotropic scalings (change of units)
• rotations
• shearing

We can rephrase Definition 1.1 in order to prepare for Sect. 2.We regard the group
Aff(d) as a category with one object � [3, Sect. 4.3]. We regard C and D as objects
in the category of smooth manifolds and smooth maps. The actions of Aff(d) on D
and C now define functors. With a slight abuse of notation we note these functors D
and C, so the actual data and computational spaces are D� := D(�) and C� := C(�).
Affine equivariance (Definition 1.1) now expresses that the algorithm F is a natural
transformation from the functor D, to the functor C. Indeed, Definition 1.1 can be
rewritten as

F ◦ D(a) = C(a) ◦ F (1.1)

or, using a commuting diagram,
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D� D�

C� C�

D(a)

C(a)

F F
.

We give many examples of such functors D and C in this note.
For convenience, for an affine map a(x) = Ax + b, we introduce the correspond-

ing tangent map
Ta := A.

Note that the notion of a tangent map is defined for any nonlinear map: indeed, most
of what we present in this section can be generalised to any group action (see Remark
1.7).

Example 1.2 (Quadrature) The data domain consists of all intervals and continuous
functions on those intervals. This is the union of the spacesC0([α, β]), wherewe keep
track of the interval [α, β], so a piece of data is D = (α, β, f ), where f ∈ C0([α, β]).
Formally, the data domain D is thus a fibre bundle.

The action of Aff(1) on a pair (α, β) is the diagonal action

a · (α, β) = (a(α),a(β))

and the action of Aff(1) on C0([α, β]) is defined by

a · f := f ◦ a−1,

so the total action is a fibre bundle mapping (it preserves the fibres).
The action of Aff(1) on the computational domain C = R is the linear action

a · x = Ta x .

Affine equivariance is now the requirement that the quadrature formula should fulfil

F
(
a · (I, f )

) = a · F(I, f ). (1.2)

Explicitly, this corresponds to the requirement that F should behave as the exact
integral under affine transformations. Indeed, the exact integral fulfils

aβ+b∫
aα+b

f
(
(y − β)/α

)
dy = a

β∫
α

f (x)dx

for any real numbers α �= 0 and β, which is equivalent to (1.2).
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Ifwe interpret the group actions as functors, then the data functorDmaps the group
object � to D�, the fibre bundle defined above, and an invertible one-dimensional
affine map a is mapped to D(a) defined by

D(a)(α, β, C0([α, β],R)) = (aα,a β, f ◦ a−1).

Similarly, the computational functor C maps the group object � to C� = R, and an
invertible one-dimensional affine map a is mapped to C(a) defined by

C(a) := Ta.

Example 1.3 (Numerical integrators)We consider numerical integration of ordinary
differential equations (ODEs). The data domainD is the set of compactly supported
vector fields on an affine space Ad of fixed dimension d:

D = X0(Ad).

The affine action of the group Aff(d) on a vector field is defined by

a · f := Ta ◦ f ◦ a−1.

The computational domain C is the set of diffeomorphisms:

C = Diff(Ad).

The action on a diffeomorphism is the adjoint action

a · Φ := a ◦ Φ ◦ a−1.

The equivariance assumption is thus

F(a · f ) = a · F( f ).

Again, that requirement makes sense as the exact solution fulfils that property for any
invertible mappings (not only the affine ones) [12, Sect. 2.4]. Enforcing equivariance
with respect to all invertible transformation would leave us with the exact solution
alone.

For an initial condition x0, the condition means that

F(Ta f ◦ a−1)(ax0) = aF( f )(x0). (1.3)

The layman description of the invariance of an integrator is that if onemoves both the
initial condition and the vector field with an affine transformation, then the computed
point is also moved by the same affine transformation.
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Let us see what that definition becomes for a concrete example of an integrator,
the forward Euler method. In that case,

F( f ) = [
x �→ x + f (x)

]
.

Writing a x = Ax + b, we can check that

F
(

A f
(

A−1(y − β)
))

(Ax0 + β) = (Ax0 + β) + A f (x0)

= A(x0 + f (x0)) + β

= a(F( f )(x0)),

which was condition (1.3).
Using the functor description, the data domain is now D� = X0(Ad), and an

invertible affine transformation a is mapped to D(a) ∈ Hom(D�,D�) defined by

D(a)( f ) = Ta ◦ f ◦ a−1.

The computational functor C maps the group object to C� = Diff(Ad), and an invert-
ible map a is mapped to C(a) ∈ Hom(C�, C�) as

C(a)(Φ) = a ◦ Φ ◦ a−1.

Remark 1.4 It turns out that all Runge–Kutta methods are affine equivariant. It has
therefore been conjectured that Runge–Kutta methods, or more precisely, B-Series
methods, were the only integrators enjoying that property. A recent result shows that
this is not the case [12]. An example of an integrator which is affine equivariant but
not a B-Series method is

F( f ) := [
x �→ f (x)

(
1 + div( f )(x)

)]
.

See Example 2.6 for a complete characterisation of B-Series.

Example 1.5 (Polynomial interpolation and splines) Here the domain is An
d , the

data of n points Pi in an affine space Ad of dimension d. The computation is a curve
C∞(R,Ad), which interpolates the points Pi in a variety of generalised meanings:
exact interpolation, splines of various smoothness, etc.

The actions of the affine group Aff(d) are particularly simple in this case. As we
shall see in Example 2.4, this simplicity reflects the fact that the algorithm is in this
case a natural transformation between affine functors.

On the domain, D = An
d , the action is the standard diagonal action

a · (P1, . . . , Pn) := (a(P1), . . . ,a(Pn)).

The action is essentially the same on C:
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a · γ := a ◦ γ.

The equivariance condition is thus simply that

F
(
a P1, . . . ,a Pn

) = a F(P1, . . . , Pn).

The interpretation is particularly intuitive: first moving the control points and
then computing the interpolation curves gives the same result as first computing the
interpolation curve and then moving it with the same displacement.

Examples of interpolation algorithms which are affine equivariant are

• exact interpolation
• Bézier splines [14, Sect. 2.2]
• B-Splines [14, Sect. 5.7]

Again, we give the functorial point of view for completeness. The data functor
D maps the group object to D� = An

d , and an invertible affine map a is mapped
to D(a) ∈ Hom(D�,D�) defined by D(a)(Pi ) = (a Pi ). The computational domain
is C� = C∞(R,Ad), and the functor C maps an invertible affine map a to C(a) ∈
Hom(C�, C�) defined by C(a)(γ ) = a ◦ γ .

Example 1.6 (Downhill simplexminimization algorithm (Nelder–Mead)) The space
isAd , and the data is a function ϕ ∈ C0(Ad) to minimise, as well as a set of n starting
points. The algorithm F then produces a new set of n points.

Usually there are n = d + 1 points, which span a simplex (hence the name of the
algorithm), but this is too restrictive, as we shall see in Example 2.5.

There are several variants to that algorithm, but the crucial aspect here is that they
are all affine invariant [6].

The action on functions is given by a · ϕ := ϕ ◦ a−1, and the action on points
is again the diagonal one: a · xi = a(xi ). The requirement of equivariance is thus
F

(
a · (ϕ, xi )

) = a · F(ϕ, xi ). Of course, the actual Nelder–Mead algorithm consists
of N iterations of the function F until convergence, and the iterated function F N

inherits the equivariance property of F .
What is the meaning of affine equivariance in that case? It is the idea that if

one transforms the function to minimise with an affine transformation, and if one
transforms the initial simplex by the same transformation, the final result will be the
same as if one had run the algorithm directly, only transforming the last simplex.

The functorial point of view is D� = An
d × C0(Rd), with corresponding action

D(a)(ϕ, X) = (ϕ ◦ a−1,a X). The computational domain isC� = An
d andC(a)(X) =

a X . In both cases, a X denotes the diagonal action on an element X ∈ An
d .

Remark 1.7 Even though the main focus of this section is the affine group, it is
legitimate to ask which algorithms are equivariant with respect to another group.
Note that Definition 1.1 is unchanged: we only replace the affine group with another
Lie group, with suitable actions on the data domain D and computational domain C.

There are already some answers if we restrict the discussion to numerical inte-
grators on homogeneous spaces, where equivariance is described along the lines of
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Example 1.3. If the underlying homogeneous space is reductive, then all the standard
extensions of Runge–Kutta methods on homogeneous spaces (Crouch–Grossman,
RKMK, commutator-free) are equivariant with respect to the group at hand [13].

When the homogeneous space is symplectic, there are no general way to construct
equivariant, symplectic integrators. In some cases, when the symplectic homoge-
neous space is the coadjoint orbit of a Lie group, the construction is still possible
using appropriate symplectic realisations, i.e., Poissonmaps froma symplectic vector
space into the Lie–Poisson space at hand. The integrators thus obtained are automat-
ically equivariant with respect to the Lie group at hand [9, 10].

Remark 1.8 Affine transformations play also a fundamental role in finite element
methods. The families of polynomial differential forms discovered by Raviart,
Thomas, Nédélec, later put in a common framework by Hiptmair, all have a common
point: they are all affine invariant spaces: they aremapped to themselves by invertible
affine maps (see [1, Sect. 1.3] and references therein). Remarkably, one can describe
all such spaces [2, Th. 3.6]. The techniques used are very similar to those used to
describe all the affine equivariant integrators in [12].

Remark 1.9 We conclude this section by mentioning that there are many algorithms
which are not affine equivariant.

First of all, some algorithm are not equivariant because there are no obvious
groups acting on the data or computation spaces. An example would be the ODE
integrators known as splitting methods [11] because the algorithm is dependent of a
particular structure of the problem.

Second of all, many algorithms are not scaling invariant. Examples are optimisa-
tion methods such as gradient descent, or even conjugate gradient. These methods
are, however, invariant with respect to rigid motions.

When the translation group acts in a meaningful way on the data space, to the
knowledge of the author, all algorithms used in practice are translation equivariant.
However, it would be easy to artificially construct an algorithm which is not.

Finally, some algorithms used in numerical linear algebra are invariant with some
group, again, if the action on the data space is meaningful. For instance, Arnoldi
iterations and GMRES are equivariant with respect to the action of various groups
[15, Th. 34.2, Th. 35.1]. Other algorithms, such as the Q R algorithm, can be regarded
as a discretization of a corresponding continuous dynamical system [4]. It is therefore
possible that, in this case, equivariance properties could be derived, although it is clear
that, the Q R decomposition is not equivariant in any obvious way. Unfortunately,
to the knowledge of the author, a systematic study of the equivariance properties of
algorithms in numerical linear algebra is currently not available.
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2 Full Affine Equivariance

In almost all the examples of Sect. 1, the algorithms are in fact defined in any dimen-
sion. Sowe have instead a sequence of algorithms Fd for every dimension d, mapping
a data domain Dd into a computational domain Cd .

For instance, an interpolation algorithm is defined for any dimension d, takes n
points in Ad as input, and returns a curve in Ad . As a result, the data domain is
Dd := An

d and the computational domain is Cd := C∞(R,Ad).
The crucial observation is that these functions Fd must be related. What we pro-

ceed to do now is to express this precisely. This will sometimes lead to surprising
results (see the characterisation of Example 2.6).

We first motivate on an examples why full affine equivariance is needed.

Example 2.1 (Downhill simplexminimization algorithm revisited)We revisit Exam-
ple 1.6. For each natural number d, the space is Ad . As we saw in Example 1.6, the
data is a function ϕ : Rd → R to minimise, as well as a set of n starting point, and
the algorithm F then produces a new set of n points.

We say that two data points D1 and D2 in C∞(Ad) × An
d , respectively equal to

ϕ1, X1 and ϕ2, X2 are related, which we denote by

D1
a� D2

if
ϕ1 = ϕ2 ◦ a and X2 = a X1,

where the operation a X1 is the diagonal action.
The difference with Example 1.6 is that the relation between ϕ1 and ϕ2 can no

longer be expressed as ϕ2 = ϕ1 ◦ a−1, as a is no longer required to be invertible.
The requirement that the algorithm F is affine equivariant in a stronger sense, is

now that
D1

a� D2 =⇒ F(D1)
a� F(D2).

We will examine the consequences of such a stronger requirement in Example 2.5,
but we first put it in a formal setting.

Remark 2.2 We use the word “equivariance”, which is not completely correct.
Indeed, equivariance is usually applied to natural transformations between functors
from a group object. It may then perhaps be applied to any natural transformation.
However, as we shall see in Definition 2.3, the algorithms which are fully affine
equivariant fall short of being natural transformations, they are instead weak natural
transformations (Definition 2.3).

We first describe the affine category. It consists of finite dimensional affine spaces
as objects, and affine maps between affine spaces as morphisms. To simplify the
notations, we will identify all the affine spaces of the same dimensions, so the objects
of the affine category are identified with the natural numbers:
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d ≡ Ad . (2.1)

As a result, Hom(m, n) denotes the affine maps between the affine spaces Am and
An .

The data and computational domain are now replaced by the relevant functors.
These functors map an object in the affine category (hence, a natural number) to an
object in a category of smooth manifolds.

It turns out that we need the category of relations associated to that of manifolds
and smooth maps. An object in that category is still a manifold, but a morphism
between manifoldsM andN is now a submanifold ofM × N . If that submanifold
is a graph, then this corresponds to a smooth map between M and N , but this is
otherwise a relation. We refer to [5] for a complete treatment of relation categories,
also called allegories. For the general definition of full equivariance (Definition 2.3),
we only need to assume that D and C are functors from the affine category to an
allegory.

The data functorDmaps an affine space d (identifiedwith its dimension according
to (2.1)) to somemanifoldDd . Amorphisma ∈ Hom(m, n) ismapped to amorphism
D(a) ∈ Hom

(Dm,Dn
)
in the above allegory.

The data and computation objects are now indexed by an integer (the dimension).
We denote by x1

a� x2 the fact that x1 is related to x2 by the affine map a, as in
Example 2.1. This is also denoted by (D1, D2) ∈ D(a).

The full equivariance condition is expressed as

D1
a� D2 =⇒ Fi (D1)

a� Fj (D2), (2.2)

which can also be written as

(D1, D2) ∈ D(a) =⇒ (
F(D1), F(D2)

) ∈ C(a).

What is the meaning of the full equivariance in the context of allegories? The
answer is that such a method is almost a natural transformation between the functors
D and C. To understand this, we can reformulate condition (2.2) using composition
in the allegory.

But we must first address a small problem: the algorithm is a function, and is thus
not a morphism in the allegory (a relation). But a function F naturally gives rise to
a relation given by its graph, and we denote the corresponding relation by F :

F := {
(D, C)

∣∣ C = F(D)
}
.

We compute the composition

Fn ◦ D(a) = {
(D1, F(D2))

∣∣ (D1, D2) ∈ D(a)
}
,
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and the composition

C(a) ◦ Fm = {
(D1, C2)

∣∣ (F(D1), C2) ∈ C(a)
}
.

For an affine map a ∈ Hom(m, n), condition (2.2) is thus

Fn ◦ D(a) ⊂ C(a) ◦ Fm .

Note that if the relation above was equality instead of subset, it would be exactly the
requirement that F be a natural transformation between the functors D and C. This
leads us to the definition of a weaker notion of a natural transformations in allegories.

Definition 2.3 Given two functors D and C from a category A to an allegory B,
a weak natural transformation is the data, for any object M in the category A, of
a morphism FM ∈ Hom(DM , CM), and such that for any object M and N in the
category A, and any morphism a ∈ Hom(M, N ) we have

FN ◦ D(a) ⊂ C(a) ◦ FM . (2.3)

The reader should compare (2.3) with (1.1).
One can examine the meaning of full affine equivarience by breaking it into

particular cases. Indeed, the affine category has two important subcategories: the
category of injective affine maps, and the category of surjective affine maps. We
will call injective equivariance and surjective equivariance the property of being
a weak natural transformation with respect to the corresponding subcategories. For
each dimension d, there is also a subcategory containing only the object d, and the
invertible affine maps on that object: this is the category that we studied in Sect. 1.
For each dimension, we will denote the corresponding equivariance by bijective
equivariance.

1. Injective equivariance generally means that if the data of the algorithm happens
to lie in an affine subspace, then the result of the computation not only will lie
on the subspace, but will also work exactly as if the lower dimensional version
of the algorithms was used with that data.

2. Projective equivariance generally indicates how the algorithm behaves with cer-
tain degenerate data. It highly depends on the algorithm. In the case of ODE
integrators, it has a very understandable meaning (see Example 2.6).

3. Bijective equivariance, is what we covered in Sect. 1.

Example 2.4 (Polynomial interpolation and splines) We revisit Example 1.5. Now
the dimension d is arbitrary, and the algorithm works in any dimension.

The domain is An
d , the data of n points in an affine space of dimension d. The

data functor D maps the object d of the affine category to Dd = An
d . An affine

map a ∈ Hom(m, n) is mapped to the relation D(a) which we identify to the map
D(a)(X) := a X , where we used the diagonal action. The computational functor C
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maps the object d to C∞(R,Ad), and the relation C(a) is identified to the function
C(a)( f ) := a ◦ f .

Note that in this case, both compositions occurring in (2.3) are graphs, so the
inclusion is in fact an equality, and F is in this case a natural transformation between
the functors D and C.

Injective equivariance here is related to a well known property of splines and
interpolation: if the control points actually lie in a subspace, then the whole interpo-
lating curve or spline, also lies in that subspace. What is more, that curve is exactly
the same as if the calculation had been done in a lower dimensional space instead.

Surjective equivariance is perhaps less intuitive: it means that interpolation com-
mutes with affine projections. Computing the interpolation of projected points on a
smaller subspace gives the same result as projecting the interpolated curve instead.

Example 2.5 (Downhill simplex) We now revisit Example 1.6. The data functor is
Dd = C∞(Ad) × An

d and amapa ∈ Hom(m, n) ismapped toD(a) ∈ Hom(Dm,Dn)

defined as the relation

D(a) = {(
(ϕ1, X1), (ϕ2, X2)

) ∣∣ ϕ1 = ϕ2 ◦ a X2 = a X1
}
.

The computational functor is simply

C(a) = {
(X1, X2)

∣∣ X2 = a X1
}
.

Note that C(a) is in fact a graph, so it is associated to a function.
What does injective equivariancemean in that case?Weconsider an injective affine

mapa ∈ Hom(m, n). The relationϕ1 = ϕ2 ◦ ameans that the functionϕ1 ∈ C∞(Am)

to minimise is the restriction of the function ϕ2(An), along the subspace given by
the image of a ∈ Hom(m, n). Equivariance means in this case is that: if one starts
with a degenerate simplex, i.e., if all the points lie in the subspace above, then the
simplex algorithm will find the minimum in that subspace, i.e., the minimum of the
function ϕ1. Picture here?

Let us examine surjective equivariance. We consider a surjective affine map a ∈
Hom(m, n). The relationϕ1 = ϕ2 ◦ a nowmeans thatϕ1 is equal toϕ2 and is constant
on the fibres (i.e., the level sets) of a. This is an example of degenerate data. What
equivariance means in this case is that the simplex algorithms works fibre-wise, i.e.,
the result will not depend on where the initial points X were chosen inside the fibres.

Example 2.6 We now look at the example that we understand perhaps best of all:
numerical integration ofODEs. The data functorDmaps an affine space of dimension
d to Dd = X0(Ad), the space of compactly supported vector fields on Ad . An affine
map a ∈ Hom(m, n) is mapped to the relation D(a) ∈ Hom(Dm,Dn) defined by

D(a) = {
( f1, f2)

∣∣ f2 ◦ a = Ta ◦ f1
}
.
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The computational functorCmaps an objectd toCd := Diff(Ad). The relationC(a) ∈
Hom(Cm, Cn) is defined by

C(a) = {
(Φ1, Φ2)

∣∣ Φ2 ◦ a = a ◦ Φ1
}
.

The meaning of injective equivariance is known in numerical analysis as
preservation of weak (affine) invariants [7, Sect. IV.4]. An affine weak invariant
is an affine subspace which is preserved by the flow of the vector field. If that sub-
space is the image by an affine map a of an affine space of smaller dimension (one
can choose a to be injective), the requirement of weak invariance is exactly that of
being in relation with another vector field. Injective equivariance thus means that: if
a vector field has a weak invariant subspace, not only is it preserved by the numerical
flow, but that numerical flow is the same as if computed in the lower dimensional
subspace instead.

The meaning of surjective equivariance is particularly interesting. Suppose that
a ∈ Hom(m, n) is a surjective affine map. The requirement that ( f1, f2) ∈ D(a) is
that the flow of f1 descends to the flow of f2. After change of variable, this can be
rewritten as the differential equation

x ′ = g1(x)

y′ = g2(x, y).

The property of surjective equivariance is that the numerical integrator behaves like
the exact solution: the numerical flow descends to the numerical flow of f2.

We fully understand that case, as we can give a complete characterisation of the
fully affine equivariant integrators in the sense above: these are exactly the integrators
which have a B-Series [8].

3 Conclusion

One of the biggest open questions is how weak natural transformations extend to
other group actions. Indeed, there are many examples of integrators on homogeneous
spaces, which generalise the equivariance with respect to a group. However, as we
saw, the equivariance with respect to the affine category seems to be of the utmost
importance. We do not know of any other category for which a range of numerical
algorithms are equivariant.

A particularly acute question is the characterisation of numerical integrators on
homogeneous spaces: as [12] shows, group equivariance is not sufficient. So what is
the nonlinear equivalent of the affine category? This is an area of ongoing research,
but we speculate that they may be related to free Lie algebras, or possibly the related
structures of post-Lie algebras
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