®

Check for
updates

Multiple Data Quality Evaluation
and Data Cleaning on Imprecise
Temporal Data

Xiaoou Ding(®)
Harbin Institute of Technology, Harbin 150001, Heilongjiang, China
dingxiaoou@stu.hit.edu.cn

Abstract. With data currency issues draw the attentions of both
researchers and engineers, temporal data, which describes real world
events with time tags in database, is playing a key role in data ware-
house, data mining, and etc. At the same time, 4V features of big data
give rise to the difficulties in comprehensive data quality management
and data cleaning. On one hand, entity resolution methods are faced with
challenges when dealing with temporal data. On another hand, multiple
problems existing in data records are hard to be captured and repaired.
Motivated by this, we address data quality evaluation and data clean-
ing issues in imprecise temporal data. This project aims to solve three
key problems in temporal data quality improvement and cleaning: (1)
Determining currency on imprecise temporal data, (2) Entity resolution
on temporal data with incomplete timestamps, and (3) Data quality
improvement on consistency and completeness with data currency. The
purpose of this paper is to address the problem definitions and discuss
the procedure framework and the solutions of improving the effectiveness
of temporal data cleaning with multiple errors.
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1 Introduction

Data quality evaluation and data cleaning plays a key role in the whole life circle
of big data management today [23]. With the increasing demand in efficiency
and currency, the temporal feature in data has been recognized as an impor-
tant issue in data science. However, the quality problems in temporal data are
often quite serious and trouble data transaction steps (e.g., acquisition, copy,
querying). On one hand, various information systems store data with different
formats, which makes entity resolution process necessary. The attribute values
are possible to change with the evolution of time. It adds to the difficulties in
entity resolution. In practice, certain attribute of records referring to the same
entity may change over time. All of these records may be valid and proper for
describing a certain entity only at a particular time period. For example, DBLP
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collects researchers’ paper information for many years. The information for the
same author about different papers may be different since the author’s affilia-
tion, partners or even names may change over time. On another hand, currency,
consistency and completeness problems are always costly in multi-source data
integration. These problems result in the low reliability of data, and they also
add to the confusion in data applications.

Researchers have gone a long way in data quality and data cleaning, particu-
larly in accuracy, consistency, completeness and record de-duplication [3,12,14].
It has been found that currency issues in temporal data also seriously impact
data repairing. In addition, these problems are possible to affect each other
during repairing, rather than completely isolated [5,14]. However, existing data
repairing methods fails to pay attention to the temporal feature in data, with-
out which the performance of them is challenged to break through bottleneck.
Motivated by this, we propose multiple data cleaning in temporal data in this
project.

2 Problem

We address two main issues in this project, as summarized below.

Problem 1: We first study the entity resolution method on imprecise temporal
data. Due to the fact that reliable timestamps are often not available and com-
plete, or even absent in practice, it is necessary to improve the entity resolution
method to perform well on imprecise temporal data. We propose the problem
definition in Definition 1.

Definition 1. R = (Ay,...4,,) is a relation schema and Ig = {ry,...,rn} is a
set of instances of R which contains n records. Ir has no precise timestamps.
The Entity Resolution problem on imprecise temporal data is to clus-
ter the records into clusters, such that records in the same clusters refer to the
same entity over time and records in different clusters refer to different entities.

Problem 2: We study the detecting and repairing approach on incomplete and
inconsistent data with incomplete timestamps, to achieve multiple data quality
improvement on completeness, consistency and currency. The problem definition
is presented in Definition 2.

Definition 2. Data cleaning on consistency, completeness and cur-
rency. Given a low-quality data D, data quality rules including a set @ of
CCs and a set X of CFDs, and a confidence o for each attributes. Data quality
improvement on D with completeness, consistency and currency is to detect the
dirty data in D and repair it into a clean one, denoted by D,., where

(a) ¥r(r € D,) has a reliable currency order value satisfying the set ® of CCs,
denoted by (D,,D) = .

(b) D, is consistent referring to the set X of CFDs, i.e., (D,,D) = X.

(¢) The missing values in D are repaired with the clean ones whose confidence
> o into D,.

(d) The repair cost cost(D,., D) is as small as possible.
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3 Proposed Framework and Solution

Solution of Problem 1: The method overview is shown in Fig. 1, which has
two main parts: similarity comparison and clustering, respectively. We first
define temporal attributes’ unstableness, which depicts the evolving probability
of attribute values of entities. Accordingly, a dynamic weight scheme is designed
to match these records more precisely than the traditional fixed weight scheme.
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Fig. 1. System architecture for Problem 1

Then, we combine the data currency constraint and matching dependency
rules effectively and propose a temporal clustering algorithm that takes data
currency into consideration to guarantee result quality.

After that, we develop a rule-conducted uniform framework for resolving tem-
poral records with integration of data quality rules, and design several efficient
algorithms to track the problems in the framework. Specifically, we propose algo-
rithms to (1) block records into disjoint blocking and exclude false positives in
each block, (2) compute unstableness of attributes and dynamic weight scheme,
(3) generate a cluster of each block, and (4) determine initial clusters in the
clustering results.

Solution of Problem 2: Since that completeness and consistency are met-
rics focusing on measuring the quality with features in values, while currency
describes the temporal order or the volatility of records in the whole data set.
We process consistency and completeness repairing along the currency order,
respectively. We outline the 3C data cleaning method in Fig. 2. It includes four
main steps.

Step 1: We first construct currency graphs for records with the given CCs, and
make conflict resolution in the currency graphs. If conflicts exist, the conflicted
CCs and the involved records will be returned. They are supposed to be fixed
by domain experts or revised from business process.
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Fig. 2. Framework for Problem 2

Step 2: We then determine the currency order of all the records extracted
from CCs. We update the longest currency order chain in each currency graph
iteratively, and compute currency values to each record. This currency order is
obtained as a direct and unambiguous metric among records on currency.

Step 3: After that, we repair consistency issues with the global currency orders.
We input consistency constraints (CFDs for short) first, and then we define
a distance metric Diffcc to measure the distance between dirty data and clean
ones, combining consistency difference with currency orders. That is, we attempt
to repair the dirty data with proper values which have the closest current time
point.

Step 4: We repair incomplete values with Bayesian strategy because of its obvi-
ous advantages in training both discrete and continuous attributes in relational
database. We treat currency orders as a weighted feature and train the com-
plete records to fill in the missing values if the filling probability no less than a
confidence measure. Up till now, we achieve high-quality data on 3C.

4 Related Work

Study on data quality is extensive for decades in many fields. With the demand
for high quality data, many metrics beside accuracy are necessary for quality
improvement [27].

Data Quality Evaluation. [3] provides a systematic introduction of data qual-
ity methodologies, in which completeness, accuracy, consistency and currency
are four important dimensions. As for completeness issues, many kinds of algo-
rithms have been proposed to fill the missing values [10], like statistic-based,
probability-based, and learning oriented and etc. As for consistency, different
semantic constraints such as FD, CFD, and CIND, have been defined to guide
data cleaning under specific circumstance [4,12], where conditional functional
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dependency (CFD) is a general and effective consistency constraints for query-
ing and inconsistency detection in database [9,13]. Also, consistency constraints
as well as data quality rules discovery problem is proposed and studied in works
like [7,17]. Currency describes to which extent a data set is up-to-date [3]. When
various data sources are integrated, timestamps are always neither complete nor
uniform. It promotes the study on currency determination without available
timestamps. [15] is the first to propose a constraint-based model for data cur-
rency reasoning. And several fundamental theoretical problems are discussed in
both [12,15].

Furthermore, as the dimensions are not independent issues in data integra-
tion [12], data cleaning approaches have been developed with integrating sev-
eral data quality dimensions. [14] reports advanced study on critical dimensions
and provides a logical framework for a uniform treatment of the issues. [9] pro-
pose a framework for quality improvement on both consistency and accuracy. [5]
discusses time-related measures with accuracy and completeness, and proposes
functions of computing their mutual relationships.

Entity Resolution. (ER) also known as record linkage, duplicate detection, and
duplicate identification, aims to take a set of records as input and find out the
records referring to the same real-world entities [2,18,26,28]. Researchers have
developed multiple similarity metrics for matching duplicate records, including
character-based [1,24], token-based [8] and numeric similarity metrics [19]. [11]
summarizes several common categories of ER, including probabilistic matching
[25], supervised learning [22], rule-based approaches [19,20], etc.

With temporal data accumulated rapidly in variety information systems,
some methods coped with lexical heterogeneity in ER problem may fail to per-
form well in resolving temporal records directly due to existence of evolving
heterogeneity. [21] studies linking temporal records and propose time decay to
capture the evolution of entity value over time. [16,28] study efficient rule evo-
lution techniques for clustering issues in ER. [6] proposes a fast algorithm to
match temporal records.

While advanced techniques in temporal ER problems achieve high efficiency
and accuracy, few methods can be well applied to record matching on datasets
without timestamps. The reason is that existing methods mostly depend on
definite timestamps and under such circumstance, we can only reason a relative
currency order with currency constraints. It motivates us to propose a rule-
based ER method to address the entity value evolution effectively on imprecise
temporal data.

5 Conclusion and Future Work

Now, we are in the midst of cleaning temporal data with multiple errors. We
have already propose an entity resolution method in imprecise temporal data.
We propose attribute unstableness to capture the entity evolution over time, and
apply dynamic weight schema for improving pairwise similarity computation. We
apply rules to determine the currency order of records from target attributes, and
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propose a novel clustering algorithm along with a pruning method to improve
the quality of ER.

We have constructed currency order graph with currency constraints, and
determined the currency of each record, accordingly. Based on the currency
orders deduced from currency constraints, we will construct the complete method
of repairing low-quality data with incomplete and inconsistent values, which
lacks for available timestamps. Future works includes (1) seeking for more rules
to model the evolving trend of the temporal data more accurate and learning
efficient methods to find the rules, and (2) design the balance strategy of cleaning
cost and effectiveness of the multiple data cleaning.
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