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Abstract. Emotion analysis is one of the most active domains, hence
attracts lots of attention of researchers in the natural language process-
ing field. However, most of existed works are involved in classification
tasks of the current sentence, lack of analysis of upcoming sentences.
On the other hand, with the development of automatic human-computer
dialogue systems, a response given by the computer side should become
increasingly like human beings, for instance, the ability of expressing
sentiment or emotion. The challenges lies in how to predict the emotion
of a nonexistent sentence currently, which make this problem quite dif-
ferent from traditional sentiment or emotion analysis. In this paper, for
the scenarios of open-domain conversation, we propose an architecture
based on deep neural networks to predict the emotion before giving the
response. In particular, we use a bidirectional recurrent neural network
to get the embedding of the current utterance, and joint the represen-
tations of its retrieval results, to obtain the best emotion classification
of the upcoming response. Experiments based on an annotation dataset
demonstrate the effectiveness of our proposed approach better than tra-
ditional methods in terms of accuracy, precision, recall, and F-measure
evaluation metrics. Then the following is some analysis of the results and
future works.
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1 Introduction

Emotion expression is one of the most important activities when human beings
communicate with each other. For traditional face-to-face conversation, indi-
viduals often take delight in indicating their emotion by facial expression and
tone. Recently with the prosperity of social media, emotion could be presented
through many ways such as text including emotion words or emoji, and users
are gradually accustomed to deliver their current emotion on web platforms like
Facebook and Twitter, in order to make their messages more lively.
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Table 1. Two examples of emotion in human-human conversation

Hence, a large number of researchers in the natural language processing
(NLP) field have paid attention to emotion analysis, which is usually a clas-
sification task, aiming to classify a span of text into one of several pre-defined
emotion categories [1,17]. There are some different ways to define these cate-
gories according to affective science, and one of the most frequent way contains
eight classes, i.e., like, surprise, disgust, fear, sadness, happiness, anger and none,
especially for the emotion analysis of Chinese short text [1].

On the other hand, as one of the most challenging problems in artificial
intelligence (AI), automatic human-computer dialogue systems have developed
rapidly this several years. In order to make the computer side capable to com-
municate at the human level, it is necessary for the dialogue systems to express
emotion proactively [2]. Thanks to the studies of controlled response generation,
which means adding particular information into the generation process [3], it is
possible to obtain an emotional response, if given the emotion category it should
express [2]. Therefore, it becomes important to predict the correct emotion for
the upcoming response before generation.

Under the scenarios of open-domain human-computer conversation, it is quite
different from traditional sentiment or emotion analysis:

– The biggest challenge lies in that the prediction should be completed before
generation, so that the result could be regarded as an extra input containing
emotional information for the upcoming response, instead of classification on
an existed sentence or document;

– Another point is that for open-domain scenarios, the content of conversation
could refer to any area, and the utterances are usually with short length and
casual expression, which make this task more challengeable [1];

– Last but not least, it is still lack of large-scale annotated dataset for emo-
tion analysis, especially for the scenarios of open-domain human-computer
conversation, which make supervised learning more difficult.

For traditional studies on sentiment or emotion analysis, most of them focus
on classifying the current sentence. However, emotion of the upcoming response
in conversation scenarios is quite different from the current utterance, so it is not
suitable to simply propagate the same emotion category. As the examples showed
in Table 1, under scenarios of human-human conversation, the second person may
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Fig. 1. For one-round conversation manually input by humans, we plot the proportion
of emotion expressed in the first utterance, when given a particular emotion of the
second person. The emotion consists of seven categories except none, i.e., like, surprise,
disgust, fear, sadness, happiness, and anger. We aim to find out the relation of the
emotion between the two utterances in one-round conversation. Generally speaking,
most of the emotions expressed in the second utterances are different from its context,
which make the problem more complicated.

start to present his emotion (as the first example, from none to happiness), or
there probably is an emotional transformation with the conversation proceeding
(as the second example, from anger to sadness). Moreover, in order to find out
this difference quantitatively, we also investigate over one thousand pieces of
one-round human-human conversation, which contain emotional expression in
the sentence given by the second person according to human annotation. As
shown in Fig. 1, our observation is that, only a small percentage of sentences
maintain the same emotion category with their previous utterances. Therefore,
it is necessary to introduce extra information to predict the upcoming response
in conversation scenarios.

Thanks to the maturity of information retrieval (IR), we could collect the req-
uisite information from retrieval-based methods. With the development of social
media, accumulate numbers of individuals send posts and reply other people on
these platforms like Twitter1 and Baidu Tieba2. These kinds of resource could
be regarded as human-human conversation, so that it is possible to construct
data collections with large scales for human-computer dialogue systems. Since

1 http://www.twitter.com.
2 https://tieba.baidu.com.
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conversation tasks could be transformed to information retrieval scenarios, one
kind of methods to get the upcoming response is selecting an existing sentence
from a large scale of corpus as the best reply to the input post [4,5]. The advan-
tages of retrieval-based conversation systems are that the computer side could
behave almost like a human and the replies usually have high correlation with
the input posts.

Thus, in this paper, we take advantage of the information in retrieval results,
to predict the emotion of the upcoming response. Our motivation is that retrieval
results could be regarded as candidate responses, which indicate the directions
of the final upcoming response, so they probably contain key information of
the upcoming emotion that is difficult to be found out only according to the
current utterance. Therefore, it is natural to combine the current utterance and
its retrieval results. To be specific, we propose a novel architecture based on deep
neural networks to deal with this combination and learn emotion classification.
Based on the layer of word embeddings, we get the embedding of the current
utterance using a bidirectional recurrent neural network (RNN) improved by
Long Short-Term Memory (LSTM), and then concatenate it with the sentence
embeddings of retrieval results, which are also obtained by a bidirectional LSTM
model. Finally, we use full connection layers and a softmax function to complete
the emotion classification. Comparing to the traditional methods of emotion
analysis, our approach could integrate information from retrieval results and
better predict the emotion category.

To sum up, the main contributions of this paper are as follows.

– To the best of our knowledge, we are the first to address the problem of emo-
tion analysis for the upcoming response under open-domain human-computer
conversation scenarios, which is quite different from traditional emotion clas-
sification.

– We propose a novel classification model using deep neural networks to solve
this problem, combining the current utterance and its retrieval results into
a hybrid framework, for the purpose of obtaining more information of the
upcoming response.

– Empirical experiments demonstrate the effectiveness of our approach, with
a better performance competing to traditional methods in terms of different
evaluation metrics.

2 Related Work

2.1 Conversation Systems

With the increasing effect to people’s everyday life, open-domain human-
computer conversation systems have attracted much attention of industrial and
academic communities. Many state-of-the-practice systems are developed and
have amounts of users, including Siri of Apple, Xiaobing of Microsoft, and Dumi
of Baidu. There is also a rising trend for academic studies to tackle the correlation
and flexibility challenges, mainly with retrieval-based or generative methods.



356 X. Li and M. Zhang

Information retrieval is a classical topic which has developed for decade years.
The traditional task is getting a ranked list of documents related to the given
query, with a process consisting of pre-filter and re-ranking [27]. After retrieving
candidates from a large scale of documents, features such as latent structures [6]
are calculated to execute a ranking model, like learn-to-rank [7] or semantic
matching [8]. When considering scenarios of human-computer conversation as
selecting the most appropriate response for the current utterance, it is natural
to adapt information retrieval technology for both traditional vertical dialogue
systems and open-domain conversation. Leuski and Traum developed a virtual
human dialogue system named NPCEditor, using information retrieval tech-
niques [9]. Higashinaka et al. proposed a method to filter noise for candidate
sentences in dialogue systems, with techniques of syntactic filtering and content-
based retrieval [10]. Retrieval-based approaches could search an enough intelli-
gent response while combining with high-quality and large-scale of conversation
data resources [5,11].

In addition to information retrieval, another kind of methods is based on
generation. Compare with retrieval-based methods that use instances already
existing, generation-based ones are regarded more flexible. Besides filling tem-
plates [12] and paraphrase generating [13], statistical machine translation and
neural networks are two main kinds of technologies to generate the best response.
Based on techniques of Statistical Machine Translation, Langner et al. generate
replies by translating the internal dialogue state [14], while Ritter et al. propose
a data-driven approach to generate the reply for posts in Twitter [15]. Recently,
with neural networks and deep learning being demonstrated useful for many
natural language processing tasks, recurrent neural networks are used in conver-
sation systems increasingly, for example, Shang et al. formalize the generation of
reply as a decoding process and used recurrent neural networks for both encod-
ing and decoding [16]. The encoder-decoder framework based on neural networks
are also adapted to other complex scenarios, such as context-sensitive generation
in conversation systems [18].

Since the technology of information retrieval could be used to obtain the
response under conversation scenarios and demonstrated effective, it is natural
for us to believe that the retrieval results could indicate possible directions of
the real upcoming response and exploit key information in them.

2.2 Sentiment Analysis

Traditional sentiment or emotion analysis is a significant research task which
has attracted many researchers in the domain of natural language processing.
Research work on sentiment analysis often focuses on classifying the polarities of
positive and negative, or extends to the third polarity of neutral, or sometimes
adds fine-grained classes like a spectrum such as very positive and very negative.
Emotion analysis is a kind of classification task aiming to distinguish several pre-
defined emotion categories, such as happy, sad, and so on, while sometimes the
emotion classification could be multi-label.
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With the development of natural language processing, many theories and
technologies have been used to deal with traditional sentiment or emotion anal-
ysis. Since some words could provide clear clues of sentiment or emotion clas-
sification, an effective series of approaches is lexicon-based models, which rely
heavily on dictionaries [19,20]. Another kind of methods with high performance
is feature-based models using traditional classifiers, which is called distant super-
vision by leveraging sentences or documents with human annotation. Support
vector machine and conditional random fields based machine learning models
are used to implement the emotion classification of web blog corpora [21]. Wen
and Wan mined class sequential rules to improve performance of the support
vector machine for emotion classification in microblog texts [1]. Other theories
like statistical machine translation [22], graph-based approach [24] and topic
model [23,25,39] are also used to deal with this kind of tasks.

Recent years, with the development neural networks, research work appears
continuously using deep learning approaches to improve the performance of tasks
in the natural language processing field, including sentiment or emotion analy-
sis. Since semantic features and latent information could be represented by its
embedding, one series of methods is to add specific information indicating sen-
timent or emotion categories into the word embeddings while training by neural
networks [26,28,29]. Proposing novel structures of neural networks is another
kind of approaches with high performance [30–33], which means adapting the
theory of deep learning to these tasks. Furthermore, context of human interac-
tion are considered to improve sentiment or emotion analysis under some specific
scenarios, especially on social networks [34–36].

Under human-computer conversation scenarios, there are also some research
works about sentiment or emotion topics. A neural learning approach is proposed
to estimate the sentiment of the upcoming response in dialogue systems, while
it only distinguish the sentiment polarities of positive and negative, or adding
neutral as extension, instead of several categories of emotion, and it only consider
about the information in the conversation process, without extra information
such as retrieval results [37]. Another series of works is emotional conversation
generation, as one kind of controlled response generation, aiming to gift the
computer side ability of expressing emotion [2,38,40]. However, this kind of
works regard the emotion category as a given input, instead of calculating it.

To the best of our knowledge, under scenarios of open-domain human-
computer conversation, it still lacks works of emotion analysis for the upcoming
response, and the prediction result could be regarded as the input of emotional
conversation generation. Therefore, we propose a novel classification model uti-
lizing retrieval results to solve this problem.

3 Approach

3.1 Task Definition

Given the current utterance X = {x1, x2, ..., xT }, our aim is to train a clas-
sification model which could predict the emotion possibility P (y|X), y ∈ Y for
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Fig. 2. The whole process to classify the emotion category of the upcoming response.

the upcoming response of the utterance X, under open-domain human-computer
conversation scenarios. Y is the pre-defined emotion set mentioned before, e.g.,
Y = {like, surprise, disgust, fear, sadness, happiness, anger, none}.

3.2 Overview

The whole process of our proposed approach is shown in Fig. 2, which generally
consists of three parts.

– Due to the lack of large-scale annotated dataset for emotion analysis, espe-
cially for the scenarios of open-domain human-computer conversation, the
first part is a traditional emotion classifier to label the emotion of the response
for each data item. The original training data consist of pairs of (utterance,
response), and after the classification, they will become pairs like (utter-
ance, emotion), since actually, we only need the emotion label of the response
instead of its content. Here we use a bidirectional LSTM model as the classi-
fier, which has better performance than traditional methods [2].

– Then, the second part is a retrieval structure, to get the retrieval results of
the current utterance. Hence, after the retrieval process, each data item will
be extended to tuples like (utterance, emotion, retrieval results), as the final
input of our proposed classification model, noting that the emotion label is
needed only in the training process.

– For the final part, it is our proposed classification model based on deep neu-
ral networks, to predict the emotion of the upcoming response. The model
calculate the sentence embeddings of the current utterance and its retrieval
results respectively, and deliver their combination to a softmax layer.

3.3 Bidirectional LSTM

Since natural language sentences could be regarded as sequences, it is natural
to use recurrent neural networks to model sentences and get their embeddings.
For each hidden layer, the inputs are the current word embedding as well as
the last hidden layer, until the end of the sentence, and the final hidden layer
is regarded as the embedding of the whole sentence, which could represent all
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the sequential information. In practice, due to the increasing sparsity with the
propagation going on, the Long Short-Term Memory (LSTM) [41] is often used
to improve its performance.One LSTM unit could be regarded as a hidden state
in the RNN structure, which could remember the information of words far away
from the current word in the sentence. The specific calculation is given by

ft = σ(Wf [ht−1, xt] + bf ) (1)

it = σ(Wi[ht−1, xt] + bi) (2)

C ′
t = tanh(WC [ht−1, xt] + bC) (3)

Ct = ft ∗ Ct−1 + it ∗ C ′
t (4)

ot = σ(Wo[hh−1, xt] + bo) (5)

ht = ot ∗ tanh(Ct) (6)

where W’s are weights and b’s are bias terms. xt is the word embedding; ht is
the hidden state at time step t; and the signal “*” denotes element-wise product
of two vectors.

Bidirectional LSTM is an important variance of the RNN structure, which
has been demonstrated with high performance under lots of scenarios [42].For
each time step t, there are two hidden states, both connected with the input layer
and the output layer. Thus, it could be regarded as two RNN chains that one
propagates from the beginning to the end of the sentence, and another is from the
end to the beginning, sharing the same input and deciding the output together.
The advantage of this structure is not only to utilize the past information of the
current word, but also the future information after it.

Therefore, bidirectional LSTM has high performance on traditional emotion
classification task and we directly use it to label the response as mentioned
before. Besides, it also is an important part of our proposed classification model
to predict the emotion of the upcoming response, which will be introduced later.
Instead of giving output at each time step, we only concatenate the final hidden
states of the two RNN chains as the sentence embedding in this paper, because
our classification scenarios aim at whole sentences.

3.4 Retrieval Structure

To get the retrieval results of the current utterance, we use a retrieval framework
based on textual similarity to search out k candidate responses just like retrieval-
based dialogue systems, which are semantically related to the utterance and
could indicate the directions of the final upcoming response. In this part, we
describe in detail the retrieval-based section, which adapts typical frameworks
in the domains of search engine or advertisement selection, as shown in Fig. 3,
working in a two-step retrieval-and-ranking strategy.

To start, the only input is the current utterance, and we use it to retrieve up
to ten hundred candidate replies, from a large scale of conversation campus. The
campus consists of post-reply pairs like one-round conversation, so the candidates
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Fig. 3. The retrieval structure using a two-step strategy, the same with typical frame-
works in the domain of information retrieval.

picked up should have at least one post textually similar to the utterance. This
step is accomplished based on standard keyword retrieval structures, similar to
the Lucene3 and Solr4 system.

After the coarse-grained retrieval, we have a set of raw candidate replies, and
next we need to rerank these candidates in a fine-grained fashion, using much
richer information from different perspective. Semantic meanings of a post and
its reply are both important, so features should be exacted respectively focusing
on three aspects, which means between the utterance and the post, the reply, and
the post-reply pair, including textual similarity, measures of word embeddings,
and so on. Finally, we get a ranking model and then use it to get top k replies,
as the retrieval results of the current utterance.

3.5 Classification Model

Having the retrieval results of the current utterance, naturally the most impor-
tant part is our proposed classification model to predict the emotion category of
the upcoming response. As shown in Fig. 4, the whole structure model the cur-
rent utterance and its retrieval results respectively and combine them together
to make the final classification, based on deep neural networks.

For the left part in Fig. 4, we aim to obtain sentence embedding of the current
utterance. A word embedding layer is at the bottom to represent input words
in the utterance, and then put into a bidirectional LSTM structure introduced
before, given by

su+t = LSTM(su+t−1, e(xt)) and su−
t = LSTM(su−

t+1, e(xt)) (7)

where xt is the input word and e(xt) indicates its embedding. “u” in the super-
script means modeling the utterance; “+” means the direction from the begin-
ning to the end; yet “−” is the opposite. Then, we concatenate the two final
hidden states of the two directions and after an extra full-connection layer, we

3 http://lucene.apache.org.
4 http://lucene.apache.org/solr.

http://lucene.apache.org
http://lucene.apache.org/solr
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Fig. 4. The structure of our proposed model to predict the emotion category of the
upcoming response. Note that there are k retrieval replies on the right part, and we
only figure out two for simplicity.

complete the modeling process of the current utterance and get its final sentence
embedding su, e.g.

su = σ(Wu[su+T ; su−
1 ] + bu) (8)

where Wu is the weight matrix, bu is the bias term, and “;” is the concatenation
operation of two vectors.

For the modeling process of the retrieval results, as the right part in Fig. 4
shown, the calculation is similar to that for the utterance, which means

si+t = LSTM(si+t−1, e
′(rit)) and si−t = LSTM(si−t+1, e

′(rit)) (9)

si = σ(Wr[si+T ; su−
1 ] + br) (10)

where r’s are words in retrieval results and “i” in the superscript indicates the
i-th retrieval result, with a range of 1 to k.

Then, we combine the two parts through concatenating sentence embed-
dings of the current utterance and all k retrieval results, and after another full-
connection layer, we put it into the final softmax layer to make the emotion
classification, e.g.

P (y|X) = softmax(W2σ(W1[su; s1; ...; sk] + b1) + b2) (11)

4 Experiments

4.1 Datasets and Setups

For the whole process of our emotion analysis, there are 4 datasets as follows.

– Conversation Dataset. To construct the index base for our retrieval section,
we collected massive resources from Chinese forums, microblog websites, and
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community QA platforms such as Baidu Zhidao, Baidu Tieba, Douban forum,
Sina Weibo5, and totally extracted nearly 10 million post-reply pairs.

– NLPCC Datasets. These two datasets were used in challenging tasks of emo-
tion classification in NLPCC2013 and NLPCC20146. We use them to train a
traditional emotion classification model with bidirectional LSTM to label the
replies of our training data.

– Training Dataset. Over 1.3 million post-reply pairs collected the same way
as the conversation dataset, with emotion labels of the replies given by the
bidirectional LSTM classifier.

– Test Dataset. Also post-reply pairs with emotion labels of the replies. Note
that the emotion labels here are annotated by humans as the “ground truth”,
different from those of training dataset. Each item is annotated by 3 individ-
uals in an independent and blind fashion, and finally we get an annotated
dataset consisting of 1996 pairs, with eight categories mentioned before, and
its kappa score κ = 0.427, showing moderate inter-rater agreement.

Metrics. We use several evaluation metrics to demonstrate the effectiveness
of our proposed model. The first one is accuracy, which could indicate the cor-
rectness directly. Note that the type of none is less meaningful, yet occupies
a high proportion. So more important series of metrics is precision, recall and
F-measure, which is usually used for emotion analysis [1].

Training Settings. For the training process, we use cross-entropy objective
as the loss function and all dimensions of embedding vectors are 128. Different
retrieval results should share the same variate to be trained including word
embeddings, parameters of bidirectional LSTM and the full connection layer in
our model design, yet different from those for modeling the current utterance.
However, for the consideration of running time, finally we make k equal to 1.

4.2 Baseline Algorithms

To demonstrate the effectiveness of our proposed model, we include the following
methods as baselines. Besides traditional approaches, we also use some basic
neural network structures to model the current utterance and make classification.
For fairness, we conduct the same data cleaning and layer dimensions in neural
networks for all algorithms. Specifically, we filter out utterances containing words
with very low frequency, and also utterances containing over 50 words. Basic data
pre-processing is also done, including word segmentation and so on.

SVM. SVM is one kind of traditional classification model to construct hyper-
planes according to pre-defined features. Here, it is primarily based on filtered
word features, and also some secondary features such as the emotion category
of the current utterance given by the traditional emotion classifier. Besides, we
use its linear version due to the large scale of our training data.

5 http://zhidao.baidu.com, http://tieba.baidu.com, http://douban.com, http://
weibo.com.

6 http://tcci.ccf.org.cn/conference/2013|2014/.

http://zhidao.baidu.com
http://tieba.baidu.com
http://douban.com
http://weibo.com
http://weibo.com
http://tcci.ccf.org.cn/conference/{2013|2014}/
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Table 2. Performance of the emotion classification for the upcoming response

Method Accuracy Macro average Micro average

Precision Recall F-measure Precision Recall F-measure

SVM 0.4118 0.1669 0.0283 0.0484 0.2222 0.0335 0.0581

CNN 0.4284 0.1571 0.0021 0.0041 0.1667 0.0026 0.0052

LSTM 0.4238 0.2413 0.0165 0.0309 0.2639 0.0167 0.0314

Bi-LSTM 0.4279 0.3231 0.0183 0.0346 0.2658 0.0185 0.0346

Our method 0.4259 0.3892 0.0786 0.1308 0.4026 0.0819 0.1361

CNN. Convolutional neural networks is a kind of structure good at extract-
ing local features. Instead of the way of full-connection, a neuron in the convo-
lutional layer could only have particular numbers of connections from the last
layer. After the convolutional operation, there is often a pooling layer to inte-
grate the information. Specifically, the convolutional layer has 128 filters, with
a window size of 3, and here we use max pooling.

LSTM. A recurrent neural network structure improved by Long Short-Term
Memory units, which is introduced before.

Bi-LSTM. The variance of LSTM with two recurrent directions, which is
also introduced before.

4.3 Performance

In this section, we show the performance of our proposed model against other
baselines, and report the performance of emotion classification in all the men-
tioned evaluation metrics in Table 2. Since retrieval results could give key infor-
mation for the real upcoming response in some degree, it is obvious that our
method utilizing retrieval results perform better than those only with the current
utterance, whatever SVM or basic neural network structures, with a comparable
accuracy and higher precisions, recalls, and F-measures. However, sometimes the
retrieval results are general replies without any emotional information, such as
“I think so”, so the recall is always lower than the precision, which have large
room for improvement.

4.4 Analysis

To analyze the performance of our proposed model specifically, we also inves-
tigate the F-measure for each emotion category. Some emotion categories have
higher F-measures than the macro-average F-measure, while others not, espe-
cially for the “fear” emotion. The reason is that it occupies only a low proportion
in practical conversation, so that could not be adequately trained. Thus, our
observation is that emotion with higher appearance tends better performance,
such as the “like” emotion, with a higher percentage than the other six emotion
categories.
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Table 3. A case study of the emotion classification for the upcoming response

Table 3 shows a case study, in which the current utterance is just a statement
without any clear emotion, but the upcoming response comes up with “like”
emotion with the expression of “so nice” to the “school”. There is no clue to
deduce this emotion only from the content of the utterance, yet the retrieval
result could indicate that its response will probably be in the “like” emotion
category.

5 Conclusion

In this paper, under open-domain human-computer conversation scenarios, in
order to solve the problem of emotion analysis for the upcoming response, we
propose an approach of jointing representations of the current utterance and its
retrieval results using deep neural networks, and deeply analyze its performance
through experiments. Empirical results demonstrate our approach better than
traditional methods in terms of different metrics. For the future work, one direc-
tion is to propose more progressive models to consider contextual information
in the conversation process, and another may be a global model to joint the
emotion analysis and the controlled response generation, in stead of giving the
emotion before the generation process.

Acknowledgements. National Natural Science Foundation of China NSFC Grant
(NSFC Grant Nos.61772039, 91646202 and 61472006).
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