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Preface

The Asia Pacific Web (APWeb) and Web-Age Information Management (WAIM)
Joint Conference on Web and Big Data is a leading international conference for
researchers, practitioners, developers, and users to share and exchange their
cutting-edge ideas, results, experiences, techniques, and tools in connection with all
aspects of Web data management. As the first joint event, APWeb-WAIM 2018 was
held in Macau SAR, China, during July 23–25, 2018, and it attracted participants from
all over the world.

Along with the main conference, APWeb-WAIM workshops intend to provide an
international forum for researchers to discuss and share research results. After
reviewing the workshop proposals, we were able to accept five workshops, which
covered topics in Web data, health-care data, massive open online course data,
knowledge graph data, data mining, and data science. The diversity of topics in these
workshops contributed to the main themes of the APWeb-WAIM conference. For these
workshops, we accepted 31 full papers that were carefully reviewed from 44 sub-
missions. The five workshops were as follows:

– Mobile Web Data Analytics 2018 (MWDA 2018)
– Big Data Analytics for Health Care 2018 (BAH 2018)
– The First International Workshop on Knowledge Graph Management and Analysis

(KGMA 2018)
– Data Management and Mining on MOOCs 2018 (DMMOOC 2018)
– APWeb-WAIM Data Science Workshop 2018 (DS 2018)

August 2018 Leong Hou U
Haoran Xie
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Hybrid Decision Based Chinese News
Headline Classification

Yukun Cao, Xiaofei Xu, Ye Du, Jun He, and Li Li(B)

College of Computer and Information Science, Southwest University,
Chongqing 400715, China

yukun.cao@outlook.com , lily@swu.edu.cn

Abstract. In recent years, short text classification is attracting more
attention. With the development of social platforms such as micro blog-
ging and wechatting, Chinese short text classification has great impact on
public opinion analysis and sentiment mining. Among social media texts,
news headline classification has substantial influence on both academia
and Internet economy. The issues such as semantic sparsity caused by
the limited length of texts, and the grammatical nonstandard of the text,
have prevented the performance of classification. In the paper, a Chinese
news headline classification method based on multi model decision is
proposed. First, an effective Convolutional Neural Network (CNN) is
applied as one of text classifiers, at the same time, a Long Short-Term
Memory (LSTM) is used as another text classifier as well. The aim is
to obtain both abstract semantics of news headlines through CNN and
context information between word sequences through LSTM. Second, an
efficient text categorization tool - fastText (Facebook) is introduced to
get the most excellent and balanced results. Finally, a decision model is
proposed to favor the best performance of classification. A simple but
very effective voting system is proposed and the result is very promising.
Experiments based on the dataset from nlpcc 2017 Task2 has proved the
efficiency of our method. Our method achieves much higher performance
(F1 of 79%) than the baseline provided by nlpcc 2017.

Keywords: CNN · LSTM · fastText · Short text classification
Hybrid decision

1 Introduction

This paper focuses on classification of Chinese news headlines. The classification
of Chinese headlines is one of tasks in short text classification [1]. A news headline
can be categorized into a precise classification from the semantic point of view.
Compared to other text-based classification tasks, news headline classification
faces with a couple of challenges. The following examples are from nlpcc 2017
Evaluation Task 21.

1 https://github.com/FudanNLP/nlpcc2017 news headline categorization.

c© Springer Nature Switzerland AG 2018
L. H. U and H. Xie (Eds.): APWeb-WAIM 2018, LNCS 11268, pp. 3–12, 2018.
https://doi.org/10.1007/978-3-030-01298-4_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-01298-4_1&domain=pdf
https://github.com/FudanNLP/nlpcc2017_news_headline_categorization
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(Challenge 1) (The English translation: The tragedy will never happen
again.) . (The sentence is short with little or no con-
text. No significant semantic feature is available in this case.)

(Challenge 2) (The English translation:
Why Liu became the founding emperor of Han dynasty? What was the reason
behind it?) (The sentence fails to follow standard grammatical structure.)

(1) due to limited length of the text, only sparse semantics will be available.
In other words, it is difficult for traditional statistical machine learning meth-
ods to abstract semantic features on a significant level. (2) the style of news
headlines (coming from different networks, newspapers and magazines) might
be totally different. Additionally, headlines usually are not completely compli-
ant with standard grammar rules [2].

We first apply the Convolutional Neural Network(CNN) to deal with Chal-
lenge 1, the semantic sparseness of news headlines. The word embedding in the
convolution calculation [3] is regarded as the abstract-level representation of a
sentence. Unlike CNN which depicts textual features in neighboring spaces, the
Recurrent Neural Network (RNN) is able to abstract textual features in time
series. It takes into account the semantic relationship information with more
concise sequences [4]. For Challenge 2, RNN will attempt to learn fine informa-
tion when a sentence rule is confusing and the front and back components are
not dependent. The RNN variant model, the Long Short-Term Memory (LSTM)
is commonly used in the field of textual text classification. In order to improve
the accuracy and stability of classification, the fastText classifier is introduced2.
It provides an easy to manage but effective method for text representation and
classification.

In our work, the above three models (CNN, LSTM and fastText classifier)
are combined as a hybrid system. Internally, a voting mechanism is available to
guide the best selection of results from three models. In the experiment, heuristic
rules are provided which work well to cope with above two challenges. This
is evidenced by the enhancement of classification accuracy of some ambiguous
categories. We then apply our method Task2 of nlpcc 2017 Evaluation. In the
experiment, F1 measure reaches 79%, which is much higher than the baseline
provided by nlpcc Evaluation and the average F1 measure of all participating
teams of the task.

The remaining of the paper is organized as follows: Sect. 2 will briefly summa-
rize the related work. Section 3 will introduce the details of our method. Section 4
details the experiment and discussions. Finally, Sect. 5 is the conclusion.

2 Related Work

Short text classification has been widely studied and concerned in the text cat-
egorization task. News headline categorization is a very typical short text clas-
sification task. Due to short text and irregular syntax, the short text features

2 https://fasttext.cc.

https://fasttext.cc
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are sparse. It is difficult to obtain good results from the “ feature engineering +
classifier” method based on traditional machine learning.

Some studies use external corpus to enrich the semantic information of short
texts. For example, Banerjee et al. [5] use network resources to expand short
texts. However, it is difficult to obtain and organize high quality corpus from a
large number of network resources. At the same time, adding external corpus
makes the text representation more complicated. Other studies have classified
short texts by constructing Latent Dirichlet Allocation(LDA) models [6] to mine
hidden topics from external large-scale corpus.

In recent years, due to the development of deep learning. The distributed rep-
resentation of words is obtained through a neural probabilistic language model
[7], namely the word embedding process, which provides a powerful feature rep-
resentation of words. Mikolov et al. [8] proposed a simpler and more effective
word2vec word embedding method. It has been well validated in the seman-
tic dimension and has greatly advanced the process of text analysis. Combined
word embedding, a large number of studies have used CNN/RNN and other deep
learning networks and their variants to obtain a text classification model. For
example, Xu et al. [9] proposes a CNN model for short text classification. Young
et al. [10] combines RNN and CNN for efficient short text classification.

Deep learning methods have achieved good results in text categorization.
However, there are also problems with excessive training time and costs. The
fastText developed by facebook, which provides a simple and effective method
for text representation and classification [11], making text classification faster
and more efficient.

Referring to the previous methods, this paper constructs simple but effective
CNN short text classifier and LSTM short text classifier combined with the
classification results of fastText as a baseline. In order to enhance the stability
and accuracy of classification, this paper proposes a hybrid decision voting model
based on the experimental results.

3 Methodology

3.1 CNN Short Text Categorization Model

In short text categorization, because of its limited length and compact structure,
it can express semantics independently. So it possible for CNN to deal with this
type of issue. Yoon Kim [12] proposed a short text classification model based on
CNN. It mainly consists of 4 parts:

Input layer. The input layer is the n × k matrix of the word vectors cor-
responding to the words in the sentences (assuming there are n words in the
sentence, the dimension of the vector is k), let Xi ∈ R

k be the k-dimensional
word vector corresponding to the i-th word in the sentence. So Xi:i+j refer to
the concatenation of words Xi, Xi+1, . . . , Xi+j , where the sentence with degree
n is represented as

X1:n = X1 ⊕ X2 ⊕ . . . Xn. (1)
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where ⊕ is the concatenation operator.
Convolutional layer. In the convolutional layer, which obtains several fea-

ture maps through a convolution operation. The convolution window size is h
× k (h denotes the number of words, and k denotes the dimension of the word
vector amount). Through this large convolution window, we will eventually get
a number of feature maps of 1 column. For example, feature ei is obtained from
a window of words Xi:i+h−1 by

ei = f(W · Xi:i+h−1 + b). (2)

Here b ∈ R is a bias term, f is a non-linear function such as hyperbolic tangent
and a filter W ∈ R

hk. Finally, a feature map will be generated from each possible
window of words in the sentence {X1:h, X2:h+1, . . . , Xn−h+1:n}:

e = [e1, e2, . . . , en−h+1]. (3)

with e ∈ R
n−h+1.

Pooling layer. The model uses a “max-over-timepooling” method [13] to
simply obtain the maximum value from a one-dimensional feature map, which
is interpreted as representing the most important signal, ie:

ê = max{e}. (4)

Fully connected layer. The one-dimensional vector output by the pooling
layer is connected to a softmax layer by a full connection. Eventually, model can
get and output the probability distribution on the different categories.

This paper learn from the above model to propose a simple CNN text clas-
sification model. The model is shown in Fig. 2. Firstly, an Embedding layer
is constructed to process text into a vector.The main process is shown in Fig. 1.
secondly, the dimension of the vector is reduced by a convolutional layer and a
pooling layer, and then a flatten layer is added to compress the vector dimension
to 1D. finally, model get the output through two fully connected layers.

Fig. 1. Embedding process

3.2 LSTM Short Text Categorization Model

RNN can use sequence data and capture context information very well, so it can
also be applied to text classification. As a variant of the RNN. LSTM(Long Short
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Fig. 2. CNN categorization model Fig. 3. LSTM categorization model

Term Memory), which is a sequence model based on recurrent neural networks to
memory each node of the input sequence [14]. This method has a feature which
is very important in processing and predicting long interval and delay events.
Therefore, this method performs very well in processing sequenced text data.

LSTM has many different variations, the typical model is used for illustration.
A cell consists of three gates (input, forget, output) and a cell unit. A gate uses
a sigmoid activation function, while input and cell state usually use tanh to
convert. LSTM’s cell can be defined using the following equation:

Gates:
it = g (Wxixt + Whiht−1 + bi) (5)

ft = g (Wxfxt + Whfht−1 + bf ) (6)

ot = g (Wxoxt + Whoht−1 + bo) (7)

Input Transformation:

c int = tanh (Wxcxt + Whcht−1 + bc in) (8)

State Update:
ct = ft ∗ ct−1 + it ∗ c int (9)

ht = ot ∗ tanh (ct) (10)

This paper presents a simple LSTM short text classification model. Model
shown in Fig. 3.

3.3 fastText

The fastText classifier is developed by Facebook that provides simple and effi-
cient text categorization [11]. It is a method of characterizing learning [15]. Its
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method consists of three parts: model architecture, hierarchical softmax, and
N-gram features.

The model inputs a sequence of words (a piece of text or a sentence), and
finally outputs the probability distribution of the sequence of words belonging
to different classes. The sequences of words in the sentence make up the feature
vector, which is then mapped to the middle layer through a linear change. Then
the middle layer is mapped to the label.

The fastText uses a hierarchical classifier and different classes are integrated
into the tree structure. To improve the runtime of multitasking tasks, it uses
hierarchical softmax techniques. On the basis of Huffman coding, the coding of
tags can greatly reduce the number of model prediction targets.

The word vector representation method of the fastText is similar to word2vec,
but it adds character-level N-gram features, so it performs better than word2vec
in classification problems [15].

This paper selects the fastText classifier as part of the hybrid model. It
can provide good baseline classification results with little additional training
overhead.

3.4 Multi-model Hybrid Decision Voting Model

This paper ultimately uses results voting decisions for CNN, LSTM, and the
fastText. We presented the hybrid decision model based on the performance of
the individual classifiers obtained from the experiments and the voting system
from Zhu et al. [2] on nlpcc 2017 (see Fig. 4).

Fig. 4. The hybrid decision model

Rule1: If the three models have the same judgments, we directly output the
result.

Rule2: If the three models have totally different judgments, we will eventu-
ally be biased towards the results of the fastText.
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Rule3: In the remaining case. We focuses on whether the CNN and LSTM
results are same. If they are the same, the results of fastText will be ignored,
biased the results of deep learning networks. If not, we still retains the result of
fastText.

For Rule1, the idea is obvious. From the experiment, the correct intersection
of the three models accounts for 70% of the test cases, and we list these parts as
trustworthy items. This also reflects the possibility that we use the voting rules
to increase the classification accuracy in the remaining 30%.

Rule2 is based on the individual performance of the three models. Through
experimental testing, the fastText provides a more stable classification effect. So
when the three models have different judgments, we are more inclined to the
fastText.

Rule3 is based on the experimental analysis of [2], we believe that when
the deep learning method has the same judgment, it has a very high degree of
confidence. However, when their judgements are different, CNN and LSTM are
inconsistent in different categories, and it is difficult to have a good judgment
mechanism. At this point we completely ignore their judgments and still choose
the result of fastText.

Finally, through this hybrid decision-making mechanism, all indicators on
the training data have been significantly improved.

4 Experiments and Results

4.1 Datasets

The datasets used in this paper is from nlpcc 2017 task2. The goal of the task is
to categorize a Chinese news headline into one of the predefined 18 categories.
The following table lists the details of the data set (Table 1):

Table 1. The statistic of datasets

Category Train Dev Test Category Train Dev Test

Entertainment 10000 2000 2000 Military 10000 2000 2000

Sports 10000 2000 2000 History 10000 2000 2000

Car 10000 2000 2000 Baby 10000 2000 2000

Society 10000 2000 2000 Fashion 10000 2000 2000

Tech 10000 2000 2000 Food 10000 2000 2000

World 10000 2000 2000 Discovery 4000 2000 2000

Finance 10000 2000 2000 Story 4000 2000 2000

Game 10000 2000 2000 Regimen 4000 2000 2000

Travel 10000 2000 2000 Essay 4000 2000 2000

This paper will use 156,000 samples of data as a training set and 36,000
samples of data as a development set. Finally, the model will be evaluated with
36,000 test data.
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4.2 Experiment Setup

Data preprocessing. In the CNN and RNN models, the same data prepro-
cessing process is used in this paper. Firstly, the Chinese word segmentation is
performed using the jieba3. Later, when the sentence is processed into a sequence
of word indexes, 35 is determined as the maximum sentence input length after
a number of experimental verifications. We padding zero-length sequences with
zeros,and the label is finally processed as an 18-dimensional ont-hot vector.

CNN and LSTM. In this work, we choose kreas4 to build the deep learning
model. It is worth noting that at the word embedding layer, we set the dimensions
of the sentence vector to 300 dimensions, which proved to be effective.

Fasttext. This paper uses the fastText toolkit5 provided by facebook.

4.3 Results and Discussion

We use macro-averaged precision, recall, F1 and accuracy to evaluate the perfor-
mance of the hybrid decision model. Nlpcc 2017 task2 uses the results of LSTM,
CNN, and NBOW as baselines, this paper introduces them and compares them
with the model. In addition, we count all the evaluation results of participating
in nlpcc 2017 task 2.

The final experimental results are shown in Table 2.

Table 2. Experimental results

Model Precision Recall F1-Score Accuracy

LSTM(nlpcc 2017 baseline) 0.760 0.747 0.750 0.747

CNN(nlpcc 2017 baselines) 0.769 0.763 0.764 0.763

NBOW(nlpcc 2017 baseline) 0.791 0.783 0.784 0.783

CNN(our model) 0.780 0.773 0.774 0.773

LSTM(our model) 0.738 0.728 0.730 0.768

Fasttext 0.792 0.785 0.787 0.786

Hybrid decision model 0.796 0.789 0.790 0.789

We can see that in our three basic approaches, the performance have clearly
outperformed the baseline provided by nplcc 2017. The fastText is the best
and the LSTM is general. The possible reason is that the amount of training
data is small. LSTM is difficult to play its due effect.We will regard this as a
direction for further in-depth study, and explore a LSTM short text classification
model with better performance. The performance of the CNN model and the
fastText model is relatively stable. This shows that for short text classification
3 http://github.com/fxsjy/jieba.
4 https://github.com/keras-team/keras.
5 https://fasttext.cc.

http://github.com/fxsjy/jieba
https://github.com/keras-team/keras
https://fasttext.cc
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problems, they can provide a good baseline result. However, in the embedding we
do not consider much optimization. Further research can incorporate word vector
models pre-trained in corpus of news fields, or enrich the semantic features of
news headlines to achieve better results. The hybrid decision model achieved the
best performance on all evaluation indicators, which also indicated the validity
of the voting rules. Based on the voting model of this paper, the results of the
three basic models can be combined in the most stable manner. Compared to the
baseline results of nlpcc, the voting model undoubtedly shows great advantages.
This is due in large to the good results of the three basic models. However,
compared to the three basic models, the voting model appears to be more stable
and reasonable, balancing the results of the large differences between the models.

Table 3 shows a comparison of our results with all the evaluation results of
participating nlpcc 2017 task2.

Table 3. The performances of all evaluation results and our model

Model Precision Recall F1-Score Accuracy

Best in nlpcc 2017 0.831 0.829 0.830 0.830

Median in nlpcc 2017 0.789 0.785 0.787 0.785

Average in nlpcc 2017 0.733 0.722 0.727 0.722

Hybrid decision model 0.796 0.789 0.790 0.789

Our results are upstream in all assessments. We noticed that in the [2], the
results of CNN, GRU, and SVM were combined with similar voting models and
they also showed better performance. Therefore, it is possible to combine tra-
ditional machine learning methods with deep learning models. However, simply
balancing and selecting the classification results of different models is not an
innovative method. Method with the highest evaluation result, we can see that
the better extraction and expansion of the semantic features of short texts is an
extremely important aspect as shown in [16].

5 Conclusion

In the paper, a multi-model decision voting mechanism is proposed to improve
performance of the short text classification. The aim is to group Chinese news
headlines into the predefined categories automatically. We incorporate two clas-
sifiers and use the fastText classifier to tune the difference between deep learn-
ing classifiers. A more stable result is achieved in the experiment. Experimental
results show that our hybrid method is effective and efficient. We are planning to
consider more semantic features of sentence vectors, for instance, introducing a
large amount of corpus of current and domestic news to enrich word embedding
models and expand semantic representations of the sentences.
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Abstract. Robust clustering on categorical sequences remains an open
and challenging task due to the noise data and lack of an inherently
meaningful measure of pairwise similarity between sequences. In this
paper, a self-representation model is proposed as a representation of cat-
egorical sequences. Based on the model, we transform the robust cluster-
ing to a subspace clustering problem. Furthermore, an efficient algorithm
for robust clustering of categorical sequences is also proposed, which pro-
vides the new measure with high-quality clustering results and the elim-
ination of noise sequences using the subspace method. The experimental
results on the synthetic and real world data demonstrate the promising
performance of the proposed method.

Keywords: Categorical sequences · Self-representation
Robust clustering

1 Introduction

The past few years have been a rapid increase in the amount of sequence data in
mobile web domain, such as speech sequences, text documents, web usage data,
behavior or event sequences, etc. With the upsurge in the amount of sequence
data, its automatic analysis has become increasingly important, yet still remains
a challenging task in the data mining domain [1]. In this paper, we focus on the
challenging problem of clustering categorical sequences, in which the instances
are ordered list of nominal categories (such as the click-through events of web
usage sequences, the 20 possible amino acids making up protein sequences, and
so on).
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Unlike vectorial data, categorical sequences may be of different length and
have inherent structure that a fully nonparametric method cannot capture. Vari-
ous algorithms have been developed for categorical sequences. Disregarding their
difference, the key point behind them is to transform raw categorical sequences
into the form of vectorial data where traditional clustering algorithms can be
directly applied. These approaches defined for categorical sequences in the litera-
ture [2] can be roughly divided into two groups: directly approach and indirectly
approach, respectively, in the following representation.

The former approach, such as n-gram [3], SCS [4], etc., directly measures the
similarity between sequences. These methods vary in the definition of a pairwise
similarity measure: n-gram finds the concurrence of the common subsequences
to measure the similarity of two sequences; SCS suggests a different approach
to find the significant subsequence, which is not the simple n-gram. In fact,
SCS constructs a natural language processing method using symbol strings as
“words” and sequences as texts to measure the similarity of the two sequences,
the method of finding “words” is similar to the method of biological sequences
searching for matching fragments. However, such methods cannot capture the
hidden properties underlying the categorical sequences such as global structural
natures in the sequences, which is important for pattern extractions.

Such an approach is able to capture the global structural natures hidden in
sequences, which we also called model-based approaches, first project sequences
into a new space, and then define the similarity between the sequences in the
new space. Model-based approaches aim at exploring a best model to fit the
observation sequences. In this type of methods, HMM has attracted increasing
attention over the last decade. Blasiak [5] makes use of the transfer matrix of the
HMM model to represent a sequence. Smyth [6] presented a probabilistic model-
based approach to clustering sequences using HMM. This approach first devises
a pairwise distance matrix between observation sequences by computing a sym-
metrized similarity. This similarity is obtained by training an HMM for each
sequence, so that the log-likelihood of each sequence, given each model, can be
computed. While model-based approaches provide a general probabilistic frame-
work for clustering categorical sequences, the measure between two sequences
only uses the model parameters generated by the two sequences. Obviously,
these methods do not take into account overall statistics and if the sequence is
very small over dataset, the effectiveness of this statistically-based method will
be reduced.

Another challenging issue is noise in categorical sequences. In fact, most
categorical sequences are infected with significant quantities of noise [7], which
confuses the identification of cluster structures. In such cases, the performance
of clustering could be disturbed by noise data [8]. Figure 1 gives an example. The
sequence set shown in Fig. 1 consists of six sequences in two groups c1 and c2
and the sequence data O3 and O4 differ greatly from the rest of sequences, which
we called noise data. If the cluster analysis is performed directly, this leads to
seriously affected the performance of clustering due to the noise data disturbing
the partition of the rest of the data.
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Fig. 1. The noise data in clusters;

In this paper, we propose a self-representation model to solve these problem.
Our model is derived from the representational learning perspective, based on
the discrete probability distribution using Hidden Markov Model(HMM) and
kernel embedding of distribution(KED). In this model, the sequence is repre-
sented by all other sequences and to construct a uniform-length feature vector
to capture the overall statistical information. Because of each feature of vector
represents a object in dataset, the feature selection is equivalent to sample selec-
tion, which means that we can transform the robust clustering into a subspace
clustering problem to deal with noise data. To provide robust clustering results
for the clustering process, we also propose a soft subspace clustering algorithm
for categorical sequences, named SSCS. A series of experiments on synthetic
and real-world categorical sequences are conducted to examine the performance
of the proposed clustering algorithm, and the experimental results show their
effectiveness.

The remainder of this paper is organized as follows. Section 2 discusses the
background knowledge on HMM and KED. Section 3 describes the proposed
self-representation model in detail. In Sect. 4, we present the design of SSCS
algorithm. Section 5 experimentally evaluates the proposed method. Section 6
gives our conclusion and discusses the directions of future work.

2 Background

2.1 Hidden Markov Model

HMM is a statistical generative model. It has been popularly used in temporal
sequence analysis for bioinformatics, speech recognition, motion pattern detec-
tion, text classification and sign language identification. HMM possess many
advantages that make it practical both in research and applications.

A discrete-time hidden Markov model λ can be viewed as a Markov model
whose states are not directly observed: instead, each state is characterized by
a probability distribution function, modelling the observations corresponding to
that state. More formally, an HMM is defined by the following entities:



16 K. Xu et al.

– S={S1,S2,...,SD} the finite set of possible (hidden) states;
– The transition matrix A={aij ,1 � j � D} representing the probability of

moving from state Si to state Sj ,
aij=P [qt+1=Sj |qt=Si],1 � i, j � D,

with aij � 0,
∑D

j=1 aij = 1, and where qt denotes the state occupied by the
model at time t.

– The emission matrix B = {b(o|Sj)}, indicating the probability of emission of
symbol o ∈ V when system state is Sj ; V can be a discrete alphabet or of
continuous set (e.g. V = IR), in which case b(o|Sj) is a probability density
function.

– π = {πi}, the initial state probability distribution,
πi = P [q1 = Si],1 � i � D,

with πi � 0 and
∑D

i=1 πi = 1.

For convenience, we represent an HMM by a triplet λ = (A,B,π).
Let Oi be an observation sequence, and let λ be the parameters of an HMM.

The following are the main tasks of an HMM learning algorithm [9]:

– Compute the posterior probability of observation sequence given the model,
i.e., P (Oi|λ) (the forward-backward algorithm).

– Find an optimal sequence of states that maximizes the probability of the
observation sequence Oi (the Viterbi algorithm).

– Learn the parameters λ that maximize the probability of the observation
sequence P (Oi|λ) (the Baum-Welch algorithm).

2.2 Kernel Embedding of Distribution

Here, we briefly review the kernel embedding of distribution approach [10]. The
key idea of this line of work is to implicitly map distribution into infinite dimen-
sional feature spaces using kernel, such that subsequent comparisons and manip-
ulations of distributions can be achieved via feature space operations. This can be
thought of as a generalization of the feature mapping of individual points, as used
in classical kernel methods. By mapping probabilities into infinite-dimensional
feature spaces, we can ultimately capture all the statistical features of arbitrary
distributions [11].

In the following we denote by X the space, and let k : X × X → IR
be a positive definite kernel. For any positive definite kernel k, there exists
a Hilbert space H uniquely associated with the kernel, called the reproduc-
ing kernel Hilbert space (RKHS), which consists of functions on X [12]. It is
known that the reproducing property holds for H: for any x ∈ X and f ∈ H,
we have < k(·, x), f >H= f(x), where < ·, · >H denotes the inner product
of H. Here,k(·, x) =: φ(x) is the (possibly infinite-dimensional) feature vec-
tor of x. Then we can compute the inner product between feature vectors by
< φ(x), φ(x′) >H= k(x, x′) using the reproducing property.

Let P be the set of all probability distributions on X . Then we represent any
probability distribution P ∈ P as an embedding into H defined by [10]:

mP := EX∼P [φ(X )] (1)
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Namely, we represent the distribution P by the expectation of the feature vector
φ(X). We refer to mP ∈ H as the kernel embedding of distribution P . We have
a reproducing property for mP in terms of expectation: for any f ∈ H, we have
< f,mP >H= EX∼P [f(X)] [10].

If the map P → H : P → mP is injective, i.e. mP = mQ, then the kernel
k used for embedding is called characteristic [13]. In other words, if we use a
characteristic kernel, mP uniquely identifies the distribution P . Thus, if our
objective is to estimate the difference between probability distributions P and
Q, it suffices to estimate the difference of mP and mQ, see details in Fig. 2. Note
that, the discrete probability distribution is just one of the special cases.

Fig. 2. Geometric interpretation of kernel embedding of distribution, P , Q represent
the probability distribution of random variables X and Y , respectively.

3 A Self-representation Model

In this section, we present a detailed description of our self-representation model
for categorical sequences set, in which all the sequences are composed from the
finite alphabet Ω.

The traditional sample self-representation method is to represent every sam-
ple as the linear combination of other samples, such that make good use of
the correlation between samples, e.g. let O =< O1, O2, ..., ON > be the sample
space, and the self-representation of Oi in [14] is defined as Ôi = OZi, where Zi

is a column vector of N ×1. Note that, this approach cannot be directly used
for categorical sequences due to its implicit assumption that the dimensions of
the elements in O should be consistent.

To represent sequence by self-representation, we adopt HMM to modeling
each sequence and the posterior probability of each sequence given each model
can be computed, we represent Oi by an N -dimensional vector composed of
posterior probabilities. Formally, we define the self-representation of Oi as:

Ôi =< P (Oi|λ1), P (Oi|λ2), ..., P (Oi|λN ) > (2)
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Where P (Oi|λj)(1 � i, j � N) represents the probability of model λj to generate
Oi by using the standard forward-backward algorithm [9] and λj is the HMM
parameters of observation sequence Oj by applying the Baum-Welch algorithm
[9]. In fact, the probability of model λj to generate Oi represents the correlation
between samples Oi and Oj , which is essentially the same as the traditional
self-representation model.

In HMM, if the length of categorical sequence is large, the posterior prob-
ability will approaches to 0. From a statistical perspective, such a probability
typically is meaningless. Thus, we enlarge the difference in these probabilities
by normalization. The normalized vector Ôi is defined as:

Ôi norm =
Ôi

∑
Ôi

=< Pi1, Pi2, ..., PiN > (3)

Where Pij = P (Oi)|λj
∑

Ôi
. In fact, the sequence Oi is represented as a probability

distribution by normalized. This means that the distance between sequences
is equivalent to the difference between probability distributions. We use the
Kronecker delta kernel k(x, x′) = δ(x, x′) [11] in KED, the feature map φ(x) is
then the standard basis of ex in IRN. We denote by X a random variable with
distribution P (X) and define P (x = j) = Pij , it is reasonable to say that the
P (X) is the discrete probability distribution of Oi. So the discrete probability
distribution of Oi mapped to RKHS is defined as:

⎛

⎜
⎜
⎜
⎜
⎝

Pi1

·
·
·

PiN

⎞

⎟
⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎝

P (x = 1)
·
·
·

P (x = N)

⎞

⎟
⎟
⎟
⎟
⎠

= EX(φ(X)) =
N∑

x=1

P (x)ex = mÔi
(4)

For convenience, we use mi to denote mÔi
. Note that, mi =< mi1,mi2, ..,miN >

is an N -dimensional vector in RKHS and the self-representation model of cate-
gorical sequences is outlined in Algorithm 1.

Algorithm 1 The self-representation model of categorical sequences
Input: N categorical sequences {O1, O2, .., ON}
Output: N elements in RKHS {m1,m2, ...,mN}

1. For each sequence Oi, set the transition matrix uniformly and set the number
of hidden states

2. Fit one HMM for each Oi using Baum-Welch algorithm to obtain HMM models
parameters λ = {λ1,λ2, ...,λN}

3. Calculate posterior probability of sequences using forward-backward algorithm,
the form of each sequence in Eq. (2) can be obtained, and normalize Eq. (2)
according to Eq. (3).

4. According to Eq. (4), obtain {m1,m2, ...,mN}
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4 Robust Clustering of Categorical Sequences

In the subsection, we propose a soft subspace clustering algorithm for categorical
sequences. Suppose that we are given a set of N sequences {O1, O2, ..., ON}
which is equivalent to {m1,m2, ...,mN} from which k clusters are searched for.
We denote the kth cluster by ck with nk being its number of objects, such
that

⋃k
k=1 ck = DB and

∑K
k=1 nk = N . The set of K subsets is denoted by

C = {ck|k = 1, 2, ...,K}. Based on the above, the clustering criterion to be
minimized can be defined as:

J(C,W ) =
K∑

k=1

∑

mi∈ck

N∑

d=1

wθ
kd(mid − μkd)2 +

K∑

k=1

ζk(1 −
N∑

d=1

wkd) (5)

where μkd = 1
nk

∑
mi∈ck

mid,W = {wkd}K×N is the weight matrix, the wkd

indicates the degree of contribution of the dth dimension to the cluster ck and
subjects to the constraint that

∑N
d=1 wkd = 1, wkd � 0. Here, weighting exponent

θ controlling the strength of the incentive for clustering on more attributes and
ζk for ∀k the Lagrange multipliers enforcing the constraints for the weights.

Given DB to be clustered into K clusters of C, the goal is to look for a saddle
point by minimizing the weighted within-cluster scatters with respect to C and
W , and maximizing with respect to the Lagrange multipliers. The usual method
of achieving this is to use partial optimization for each parameter. Following this
method, minimization of J(C,W ) can be performed by optimizing C and W in
a sequential structure analogous to the mathematics of the EM algorithm [15].
In each iteration, we first set W = Ŵ , and solve C as Ĉ to minimize J(C, Ŵ ).
Next, C = Ĉ is set and the optimal W , say Ŵ is solved to minimize J(Ĉ,W ).

The first problem can be solved by assigning each input mi to its most
similar center, by comparing the object-to-center distances of mi to the K cluster
centers. Formally, we assign mi to cluster k according to

k′ = argmin∀k

N∑

d=1

ŵθ
kd(mid − μkd)2 (6)

The second optimization problem is solved by setting the gradients of
J(Ĉ, Ŵ ) with respect to each ŵkd and ζ̂k to zero, derived

ŵkd =

[
∑

mi∈ck

(mid − μkd)2
] 1

1−θ N∑

d=1

[
∑

mi∈ck

(mid − μkd)2
]− 1

1−θ

(7)

It can be seen that SSCS is an extension to the EM algorithm [16]. Therefore,
we refer the reader to that paper for the discussions of convergence. The time
complexity of SSCS is O(KND).

5 Experimental Evaluation

In this section, we evaluate our proposed algorithm on both synthetic data and
real-world data. We set the initial hidden Markov model parameters and choose
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the value of ? that makes the result the best. For comparison, three different
clustering approaches were used as the baselines. The first one is called KHMM
which adopt the transfer matrix of the HMM model to represent a sequence
and map each row of the transition matrix to RKHS with KED, and then it is
the same as SSCS; The second one is referred to as Kmeans-SSCS which differs
with SSCS in that it performs standard k-means algorithm in RKHS instead
of subspace method; The last one is n-gram which is the mainstream sequence
similarity measurement method.

We intentionally select above three algorithms as baselines in order to study
three aspects of proposed algorithm: 1. How the overall statistics information
of sequence affects the clustering accuracy (KHMM); 2. The sensitivity to noisy
data (Kmeans-SSCS); 3. Contrast with mainstream methods (n-gram).

5.1 Synthetic Data

We generated 100 sequences ranging from 100–200 in length from 2-component
HMM mixture (K = 2, 50 sequences from each), with 3 hidden states. Specif-
ically, we set the transfer matrix and emission matrix of two Hidden Markov
Models to be different. We also generated 10 sequences ranging from 100–200
in length from other 2-component HMM mixture as the noise data (5 sequences
from each). We use α to denote the average degree of deviation between the
noise model and the sequence model and larger α means noise data are more
deviated from the clusters.

Each algorithm will run 20 times under different α value and we average clus-
tering accuracy for all trials (see Fig. 3). It can be seen form Fig. 3 that with the
α increasing (means the noise level increases), the performance of all the algo-
rithms decreases. It can be clearly seen that SSCS is less sensitive to the variation
of α than other algorithms. This is because, SSCS makes use of subspace method
to identify the noise data. While KHMM also adopt subspace method, it repre-

Fig. 3. Clustering accuracy of algorithm under intrinsic noise
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sents sequences as transfer matrix rather than self-representation, so KHMM is
actually also affected by noise.

5.2 Real-World Data

This set of experiments was designed to examine the performance of SSCS in real-
world applications, these algorithms are tested on three sequence data sets from
different domains. The first one consists of sequences used for speech recognition
[9,17], the second one is from the SWISS PROT protein sequence data bank
and the third one is homologous vertebrate gene database(HOVERGEN) which
is from PBIL. The detailed parameters of each data set are listed in Table 1.

Table 1. Summary of the parameters for the real-world datasets

Dataset
The number of

sequences
The average length
of the sequences

The number of
sequence classes

Speech sequences 50 1898 5

Protein sequences 33 871 5

Homologous vertebrate genes 285 1307 6

We set the number of hidden states is 4, and each algorithm will run 50 times.
The average performances are reported in Table 2 with the format average ±1
standard deviation and the best result are marked in bold typeface. Table 2
shows our proposed algorithm outperforms the other four algorithms by a large
margin in terms of both clustering quality and stability. The two algorithms
based on the posterior probability(SSCS, Kmeans-SSCS) perform better than
KHMM, which demonstrates that adopt the transfer matrix of the HMM model
to represent a sequence is not useful approach, due to the lack of overall statistical
significance. Because the hidden properties underlying the categorical sequence
are not captured, the n-gram has lower accuracy than other algorithms.

Table 2. Comparison of Accuracy by different algorithms, on the real-world datasets

Dataset SSCS KHMM
Kmeans-

SSCS
n-gram

Speech
sequences

0.9817± 0.02 0.8813±0.10 0.9126±0.21 0.7049±0.24

Accuracy
Protein

sequences
0.9126± 0.12 0.8669±0.09 0.8873±0.16 0.8710±0.15

Homologous
vertebrate genes

0.8743± 0.06 0.8498±0.14 0.8574±0.17 0.8010±0.12
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6 Conclusion

In this paper, we present a self-representation model for categorical sequences
and a robust clustering algorithm is proposed which is relatively insensitive to
noise and has improved accuracy on categorical sequences clustering. We first
derived the form of self-representation model of categorical sequence based on
HMM and KED. Based the new model, we transform the robust clustering to
a subspace clustering problem. The experimental results on both synthetic and
real-world data show its outstanding effectiveness.

For future work, we may consider the self-representation model with repre-
sentative sample instead of entire datasets. Another effort will be directed toward
multidimensional sequences.
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Abstract. Spatial keyword queries are widely used in location based
service systems nowadays to find the spatial web object people need.
The returned objects usually are relevant to the query but not diversified
each other. Motivated by this, we study the problem of diversified spatial
keyword query on topic coverage, which returns k relevant objects close
to the query, and they together can cover a certain number of topics for
the purpose of diversification. We devise two novel algorithms, one aims
to iteratively include the objects with minimum marginal penalty on top
of a carefully designed indexing structure; the other adopts a hierarchy
based selection policy, and its effectiveness can be confirmed by an error
bound derived through the theoretical analysis. Empirical study based
on real check-in dataset demonstrate the good effectiveness and efficiency
of our proposed algorithms.

Keywords: Spatial keyword query · Diversification · Topic coverage
Error bound

1 Introduction

With the widespread use of smart phones and mobile internet nowadays, increas-
ing volume of spatial web objects are becoming available on the web that may
represent Point of Interests (PoIs) such as restaurants, hotels and shops. Query-
ing on these data has been considered as one of the most frequently used queries
today, especially in map services or POI recommendation [16–18]. This calls
for techniques to support efficient processing of spatial keyword queries, which
take a geo-location and a set of keywords from user as input, and return most
relevant PoIs that match the inputs. The study of spatial keyword search has
attracted great deal of attention from both academic and industrial communi-
ties, with numerous effective indexing structures and query processing method-
ologies [9,10,13,19,20] designed for recommending users suitable spatial web
objects efficiently. However, the ranking approaches of existing methods mainly
focus on the similarity (regarding to spatial and textual similarity) between the
objects and query only, without considering their diversification among returned
objects.
c© Springer Nature Switzerland AG 2018
L. H. U and H. Xie (Eds.): APWeb-WAIM 2018, LNCS 11268, pp. 24–34, 2018.
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Fig. 1. An example of map search services

Example 1. Consider the example in Fig. 1, a user issues a query q with a location
and a keyword ‘restaurant’ to find three PoIs for recommendation. Conventional
spatial keyword query approach tends to select the most close objects that match
the given keywords, i.e. {p3, p5, p9}. But we find out p3 and p5 have the same tags,
which means the two objects are similar. A more rational result is {p3, p4, p9}
since p4 is as close as p5 to q and has more uncovered tags.

For the example in Fig. 1, every tag of the objects corresponds to a topic
that represents the user’s possible intention. The query result should cover more
topics to meet the user’s various needs. Some objects in the dataset may have
few tags but a lot of user comments, so that we can use these comments to derive
a set of latent topics by the techniques of word embedding. Every latent topic is a
tag with statistical meanings. Motivated by the above example, in this paper we
study the problem of spatial keyword querying with proportional topic coverage.
Given a set of spatial objects, we aim to find k objects that satisfy the following
conditions: (1) each of them contains the keywords in the query; (2) are close to
the query location; (3) cover at least a threshold of topics.

To sum up, the main contributions of this paper can be briefly summarized
as follows:

– We formally define the problem of diversified spatial keyword querying on
topic coverage.

– We propose a greedy heuristic algorithm to efficiently retrieve objects in the
increasing order of marginal penalty. To further optimize the query, we adopt
novel indices, which prune the search space effectively.

– We propose an algorithm with provable approximation bound, which divides
the objects that satisfy the keyword constraint into levels and selects the ones
with most uncovered topics.

– Comprehensive experiments on real and synthetic dataset demonstrate the
effectiveness and efficiency of our proposed methods.
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Table 1. The summary of notations

Notation Definition

O A set of objects in the dataset

o, o∗ (q) An object (query)

R,R∗ A set of objects returned as output

f(q,R) The distance function of q and R
ξmax The maximum spatial distance in the search

Γmax The threshold of topics to be covered

D(q, o) The spatial distance between q and o

MPen(o,R) The marginal penalty of o

Dopt Sum of spatial distance of the optimal result

Topt Number of all topics of the optimal result

D The estimator of Dopt

2 Problem Definition

In this section, we give some basic definitions and then formalize the problem.
Table 1 summarizes the mathematical notations used in this paper.

Definition 1 (Spatial Web Object). A spatial web object is described by a spatial
point in 2-dimensional space, a set of terms (keywords) from a vocabulary V, and
a few topics it belongs to. It is formalized as o = (o.loc, o.T, o.ζ), where o.loc is
the coordinate of o, o.T denotes the terms to describe this object, and o.ζ is a set
of topics it covers. For presentation simplicity, we use spatial object to represent
it in short.

Definition 2 (Candidate Object Set). Given a set O of spatial objects, a query
q = (q.loc, q.T ) and a threshold Γmax, we say a subset S, S ⊆ O, to be a
candidate object set if and only if it satisfies

– keyword constraint. Every object o in S contains all the query keywords, i.e.,
∀o ∈ S, q.T ⊆ o.T . This guarantees all the returned objects to be textually
related to q.

– diversification requirement. All the objects in S cover at least Γmax topics
together, i.e., |∪o∈So.ζ| ≥ Γmax, which indicates that the user can be informed
of diversified information subject to the query.

Definition 3 (Distance Function). Given a set O of spatial objects and a query
q, we define a distance function f(q,R) for a subset R ⊆ O with |R| = k, which
is formalized as follows.

f(q,R) =
∑

o∈R

D(q, o)
ξmax

(1)
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where D(q, o) denotes the Euclidean distance between q and o in spatial, and
ξmax is the maximum spatial distance among all objects in the given dataset.

Problem Statement. In this paper, we investigate the problem of the diversified
spatial keyword query on topic coverage (DSK query). Given a set of spatial
objects O, a query q, a distance function f , an integer k and a threshold Γmax

(Γmax can be set as k by default), we aim to find a candidate object set R of
size k, i.e., R ⊆ O, |R| = k, ∀o ∈ R, q.T ⊆ o.T , and | ∪o∈R o.ζ| ≥ Γmax, such
that f(q,R) is minimized.

3 Marginal Penalty Based (MP) Algorithm

This section proposes a heuristic method, called MP based algorithm, to find
rational result that can find a good balance between objective function and
diversification constraint.

The basic idea of the MP algorithm is to select the k objects one by one
according to certain criterion. The whole searching process is divided into two
stages: (1) When the diversification is not satisfied yet, we aim to include those
objects (containing all keywords in query) that are not only spatially close to
query, but also to diversify the result. To find a proper balance between them, we
use the concept of marginal penalty to rank the unselected objects. Suppose that
we have already picked several objects into the result set R, then the marginal
penalty of an object o can be calculated as

MPen(o,R) =
D(q, o)

|o.ζ \ ∪o∗∈R o∗.ζ| (2)

where D(q, o) is the spatial distance from o to q, and |o.ζ \ ∪o∗∈R o∗.ζ| is the
number of topics covered by o but not by all the objects in R. Obviously, the
marginal penalty help us to select those object. (2) If the diversification require-
ment has been satisfied, we select the closest objects that contains all keywords
in query to minimize the distance function f(q,R).

To speed up the query processing of MP algorithm, we propose some indexing
structures that can integrate spatial, keywords and topic information seamlessly.

IQ∗ -tree base method. We carefully design a variant of IR-tree, i.e. IQ*-tree,
to avoid large dead space for DSK query. For spatial, we utilize the Quad-tree
instead of R-tree to organize the objects. The Quad-tree partitions the spatial
space by recursively subdividing it into four quadrants or regions. Each quad-
tree node has (1) a set of inverted lists to denote the keyword information; (2)
a bitmap to denote the topics it covers, i.e. the i-th bit is set as 1 if there exists
an object in this node covers the i-th topic, otherwise set as 0. In this way all
the required information in query processing can be incorporated in the tree
structure.

S2I based method. S2I [13] is a text-first index that utilizes keywords con-
straint to prune the search space preferentially, which coincides to our problem
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seamlessly. As shown in Fig. 2, the structure of S2I is composed of two parts:
the term inverted list and the aggregated R-tree (aR-tree) or block. The term
inverted list is the structure to store the information for every term emerging
in the objects, which includes the term frequency, the type and the pointer to
a block or an aR-tree. The index maps each term into an aR-tree or a block.
When the frequency of a term exceeds a given threshold, we store the objects
that contain it in an aR-tree, otherwise, the objects are put into blocks in a file.

The block stores a set of objects whose frequency of certain keywords is
relatively less. For every object in the block, we store its location and a bitmap
to denote if each topic can be covered by the objects in the block. The objects
in the same block are disordered.

The aggregated R-tree (aR-tree) is based on the traditional R-tree with the
covered topics embedded in its node. The leaf node stores the information of
the objects contained in it, while a non-leaf node utilizes a bitmap to store the
topics covered by the objects that belong to this node, similar to the IQ∗-tree.

Fig. 2. An example of S2I on objects in Fig. 1

In addition, we use two extra lists to store the number of nodes and objects
in the aR-trees and blocks respectively.

Since the S2I is a text-first index, we just need to consider the aR-trees or
blocks pointed at by all the keywords (terms) in q. Recall that every object
returned must satisfy the keyword constraint, i.e., contain all the keyword in the
query, so we only have to process one aR-tree and single block to get the objects
with the minimum marginal penalties according to Lemma1.

Lemma 1. Given an index S2I, we only have to traverse one aR-tree and single
block in the S2I to get the objects with the minimum marginal penalties.

Proof. For the query q, we do not need to traverse all the aR-trees and blocks in
the S2I to get the desired result, because the objects that contain all the query
keywords emerge in all the aR-trees or blocks that contain one of the keyword in
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the query. So the one with minimum marginal penalty in one aR-tree or a block
also has the minimum value in the others.

In the query processing, we visit the aR-tree and the block with the minimum
number of nodes and objects respectively on behalf of all the aR-trees and blocks
that contain one single query keyword. During the search in an aR-tree, we visit
its node N in increasing order of the best match marginal penalty, which is defined
as follows.

MPenbm(N,R) =
D(q,N.mbr)

|Occui=1| (3)

where D(q,Nmbr) is spatial distance of the MBR of N to the query q and
|Occui=1| is the number of occurrences of 1 in the bitmap of N , i.e., the number
of covered topics by the objects in the node. We keep finding the next object
that satisfies the keyword constraint with the minimum marginal penalty and
maintain the top-k best objects. For a block, we traverse the objects in it in the
increasing order of the marginal penalty and keep at most k best ones. After
that, we store all the objects found in the aR-tree and block, then iteratively
choose the one with the minimum marginal penalty and add it to the result.
The search algorithm terminates when we have already found k objects or all
the desired number of topics have been covered.

4 Hierarchical Greedy (HG) Algorithm

The MP algorithm retrieves k objects by a local greedy way, but it may not
guarantee both diversification constraint and distance function accuracy. With
an aim to improve the quality of the result, we introduce another solution called
hierarchical greedy (HG) algorithm. It adopts the method to partition all objects
into different hierarchical levels, and then selects a specific number of objects
from each level.

The basic idea of HG algorithm is to divide the objects into levels based on
their spatial distance to the query and then select the objects with the most
uncovered topics in each level.

Suppose that the user wants to retrieve k objects, then we divide the objects
within the radius of D centered at the query location into 1 + �log2k� levels
according to their spatial distance to q using the following formula:

Li =

⎧
⎪⎨

⎪⎩

{o ∈ C,D(q, o) ∈ ( D
2i ,

D
2i−1 ]}; i = 1, 2, ..., 	log2k


{o ∈ C,D(q, o) ∈ (D
k , D

2i−1 ]}; i = �log2k�
{o ∈ C,D(q, o) ∈ (0, D

k ]}; i = 1 + �log2k�
(4)

where C is the set of objects that satisfy the keyword constraint. The objects
in the first level L1 are the most distant from the query q with spatial distance
between D

2 and D; the second level L2 contains objects whose distances to q are
between D

4 and D
2 , and so on; in the last level L1+�log2k�, the spatial distance of

objects is at most D
k .
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After the division, we select different number of objects in different levels.
For the lower levels, we choose less objects since their spatial distances to q are
larger than those in the higher ones; on the contrary, we choose more from the
higher levels. Provided that the objects in the search region of radius D centered
at the query location are divided into 1+�log2k� levels, in the first �log2k� levels,
we select up to 2i(1 ≤ i ≤ �log2k�) objects and we pick k ones from the last
level. At each level, we choose the objects in increasing order of the number of
uncovered topics.

When D is small, the objects found in the region closer to the query may not
cover the desired number of topics. Then D is increased at a rate so that we can
find a combination that covers more topics. By redividing all the objects within
the radius of the enlarged D, we select limited number of objects in each level
to constitute a new result.

The HG algorithm terminates when all the desired number of topics is covered
or D exceeds the sum of k maximum spatial distances.

If there exists an optimal set of k objects that minimize the distance function
with total spatial distance of Dopt and covers Topt topics, the HG algorithm
returns a collection of objects with size up to 5k and total spatial distance at
most (1 + b) ∗ (2�log2k� + 1) ∗ Dopt that covers at least (1 − 1

e ) ∗ Topt topics [7].

5 Experiments

5.1 Experiment Settings

We use a real dataset by extracting the PoIs from the check-in records of
Foursquare within the area of Los Angles. The dataset contains 294338 PoIs
and we tag them with some random tags. According to the statistical results,
each object in the dataset has 3 topics on average. In the experiments, the default
values of the parameters are summarized in Table 2.

Table 2. Default parameter values

Parameter Default value Description

k 10 No. of returned objects

Γmax 15 No. of topics to be covered

O 100K No. of objects

b 1 Increasing rate of D

5.2 Performance Evaluation

We investigate the efficiency of the proposed algorithms when varying the values
of the parameters shown in Table 2. In the following part of this section, we
use MP-NIX to represent the MP algorithm without an index; MP-IQ∗ and
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MP-S2I on behalf of the MP algorithm using the indices IQ*-tree and S2I
respectively. The HG algorithm is represented as HG.

Effect of k. The number of returned objects, k, has interesting impact on the
performance of all algorithms as shown in Fig. 3. For all MP based algorithms,
their running time all increases as k goes up since it takes more iterations to
compute the marginal penalty of the remaining objects and choose ones with
the minimum values. For the HG algorithm, the running time decreases as k
increases. This is due to the difficulty of finding a set of objects to cover Γmax

topics if k is relatively small, which incurs the HG algorithm to keep searching
and enlarging the radius until the subspace is large enough, and it is harder to
terminate the search in advance by using bounds. The number of visited objects
of MP-NIX and HG are the same (i.e., the default value of dataset size).

Fig. 3. Effect of k Fig. 4. Effect of Γmax

Effect of Γmax. Figure 4 plots the query time and number of visited objects
of all methods when varying the value of parameter Γmax. In overall, the HG
algorithm runs slower than the others as it tends to find more accurate result.
We can easily observe that the querying time of MP algorithms are quite stable
without surprise, as the number of iterations in query processing are subject to
k. While the HG algorithm requires more querying time when Γmax increases,
because it incurs additional cost to find an object to cover Γmax topics with
relatively small spatial distance cost.

Effect of |O|. In Fig. 5, we can see the significant influence of the size of dataset
O on the efficiency of the algorithms. The larger the dataset is, the greater I/O
and query time are consumed to process the query by all proposed algorithms as
expected. The MP-S2I approach is the most efficient algorithm on all values of
|O| on the dataset. From the figures we notice the linear growth of the number
of objects of MP-NIX and HG on the dataset, but that of MP-S2I and HG
are relatively stable due to the use of indexing structure and query optimization
strategies.

Effect of b on HG algorithm. Figure 6 explains the effect of the parameters
b. We can infer the number of visited objects of HG stays constant (i.e., the
dataset size) whenever k and b vary, because the algorithm calls for the scan
over all objects to derive the final result. Moreover, when the value of b remains
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Fig. 5. Effect of O Fig. 6. Effect of b

unchanged, the running time of the HG algorithm decreases when k increases,
which is not beyond expectation because the algorithm keeps searching and
enlarging the radius until the subspace is large enough. Note that, in Fig. 8(b),
the query time decreases as b increases since larger b indicates D will meet the
optimal result faster.

6 Related Work

Below, we introduce two important categories of related work.

Spatial Keyword Query. With the prevalence of spatial objects associated
with textual information on the Internet, spatial keyword queries that exploit
both location and textual description are gaining in prominence. A prototypical
spatial keyword query takes a user location and user-supplied keywords as argu-
ments and returns web objects that are spatially and textually relevant to these
arguments. A range of contributions are already made in the literature that
study different aspects of spatio-textual querying [4,9–14,19,20]. Many novel
indexing structures are proposed to support efficient processing on SKBQ and
SKAQ, such as S2I [13]. Numerous work studies the problem of spatial keyword
query on why-not questions [5], interactive querying [20], etc.

Search Result Diversification. Diversification is an aspect to measure the
search result quality. In recent years, search result diversification has been exten-
sively studied [2,3,6,8,15] to satisfy different intentions (e.g., content, novelty
and coverage) in different applications. The approaches used for search result
diversification have been surveyed in [1]. The search result diversification prob-
lem can be classified into the following two categories: implicit an explicit. Our
problem belongs to the former category. Most work on search result diversifica-
tion aims to find a set of k items based on a scoring function that considers both
relevance and diversity.

However, the problems studied in the above work substantially differ from
our diversified spatial keyword query on topic coverage and their approaches
cannot directly applied in our work.
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7 Conclusion and Future Work

This paper studies the problem of retrieving spatial objects close to the query
location and diversified to cover sufficient topics. We propose two novel algo-
rithms, one iteratively includes the objects in increasing order of the marginal
penalty and novel indices are designed to speed up the query processing; the
other adopts a hierarchy based selection policy, so as to guarantee the result not
only to be diversified, but also has an error bound regarding distance function.
In the future, it will be interesting to incorporate the problem of diversified spa-
tial keyword query on topic coverage without road network, to recommend users
more informative results in real applications.
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Abstract. Subspace classification of multivariate time series (MTS)
data is currently a challenging problem, due to the difficulties in defin-
ing a meaningful similarity measure for distinguishing between the series
features. In this paper, a new representation model called Sequence-As-
Feature (SAF) is proposed, where each MTS in the new representation
is a vector of sequential attributes, each being an univariate time series,
such that the common similarity measures can be readily adapted. An
attribute-weighted measure is then defined using a conditional probabil-
ity distribution (CPD) modeling method. Based on these, a prototype
classifier is derived to classify the test MTS in a linear time complex-
ity, with the MTS prototype optimized according to the CPD model
of sequential attributes. Experimental results on MTS data sets from
three real-world domains are given to demonstrate the performance of
the proposed methods.

Keywords: Multivariate time series · Representation model ·
Conditional probability model · Attribute weighting · Subspace
prototype classification

1 Introduction

A time series is a series of numerical data in order, generally, taken at succes-
sive equally spaced points in time. Well-known examples include the temporal
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measurements of environmental sensors in a ubiquitous computing system, and
the electroencephalogram (EEG) signal measured on a dynamical system that
presents brain activity. In practice, such signals could be collected through mul-
tiple channels, composing a multivariate time series for the sample. Currently,
multivariate time series analysis has received wide interest in the broad com-
munities including machine learning and data mining, owing to its capacity in
extracting meaningful statistics and discovering interesting patterns from the
complex data [1,2].

Classification of time series, however, is a nontrivial task. This is due to the
fact that, compared to the common attribute-value data, where dissimilarity
between samples can be calculated directly on the attributes, the mathemati-
cal structure is much more complex in the domain of time series. As a result,
popular dissimilarity measures such as the Euclidean distance are inappropriate,
because the chronological dependencies inherent in the series would be ignored.
To bypass this limitation, space transformation methods aimed at embedding
time series in vector spaces are commonly used. Examples include the feature-
extraction methods [3–5] and deep learning methods, which extract subsequences
of interest (for example, the shapelets [6]) or learn the deep representation (for
example, the DCNN networks [7]) to feature the series. Such methods prevent
the structural information in the series from being lost, but the transformation
would be inefficient and highly domain-dependent.

Another challenging issue is attribute weighting, which entails distinguishing
the contribution of the data features for class prediction. Technically, this is
related to the subspace classification problem [8], aimed at learning appropriate
sets of attributes that span projected subspaces where the classes exist. Such
a technique is essential for many machine learning applications, especially with
high-dimensional data. For example, in the multivariate EEG data discussed in
the beginning of this section, the dimensionality of the data collected at each
time point reaches 64. In such high-dimensional data, there would be many
noisy features that do not contribute to class prediction [9]. Classification with
attribute weighting for such data becomes crucial as it effectively classifies the
new sample in the space spanned solely by some relevant features. However, few
attempts have been made to apply such techniques to multivariate time series
classification. The main obstacle is that the existing methods are mainly based on
the hypothesis that one multivariate time series is precisely a sequence of vectors
[10]. As such, distinguishing between different data features becomes unrealistic
because here each multi-dimensional vector is treated as an indivisible whole for
dissimilarity computation.

In this paper, a new representation called sequence-as-feature (abbreviated
SAF) representation, is proposed for multivariate time series. Each multivari-
ate time series in the new representation is a vector of sequential attributes,
such that the common attribute-weighting technique can be readily adapted.
Based on the new representation, an efficient classifier is proposed for subspace
classification on multivariate time series, with the prototypes and the attribute-
weighted measures defined on the probability model of the sequential attributes.
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A series of experiments on real-world multivariate time series data from various
domains are conducted and the experimental results show their effectiveness.

2 Subspace Classification of Multivariate Time Series

The prototype-based classifier for subspace classification on multivariate time
series (MTS), abbreviated PCMT, is presented in this section. We begin by
describing some preliminaries and a few related work, followed by the new rep-
resentation model for MTS.

2.1 Preliminaries

In what follows, the training set is denoted by Tr = {(M̃i, Ci)|i = 1, 2, . . . , N},
where M̃i is the ith multivariate time series of length T with Ci ∈ [1,K] being
its class label. Here, T is the number of time points at which the data of time
series are taken. The kth training class is denoted by πk = {M̃i|(M̃i, k) ∈ Tr},
where k = 1, 2, . . . , K and K is the number of pre-defined classes. The number
of samples in πk is denoted by |πk|. Suppose that there are D observations in
the t-th time point of each M̃i and denote the observations on the dth channel
by st

id, where t = 1, 2, . . . , T and d = 1, 2, . . . ,D. As discussed in Sect. 1, each
M̃i is traditionally viewed as a series of D-dimensional vectors, i.e.,

〈s1i1, s1i2, . . . , s1iD〉〈s2i1, s2i2, . . . , s2iD〉 . . . 〈st
i1, s

t
i2, . . . , s

t
iD〉 . . . 〈sT

i1, s
T
i2, . . . , s

T
iD〉.

The similarity of M̃i and M̃j could thus be computed using the simple Euclidean
distance, based on the assumption that M̃i and M̃j have the same length T .

To capture the structure information in MTS data, a number of feature-
extraction methods have been suggested. In such methods, a set of sequential
patterns is extracted and used to convert each MTS into a vector. Such patterns
include the Shapelets [6], principle components [11] and the Local features at
Thinned-out Keypoints (LTK) [10], etc. Model-based methods have also been
used for the purpose, for instance, by learning a hidden Markov model for each
time series and then representing it as a vector of the model parameters [12].
Generally, they have a high time complexity as extraction for the desired pat-
terns is typically a time-consuming process. Recently, LSTM network (i.e., a
recurrent neural network composed of long short-term memory units) has been
used to learn a deep representation model for time series [7]. However, the prob-
lem becomes difficult when the time series are in multi-dimensionality, as it is
typically designed for univariate time series.

Different from such indirect methods based on space transformation, a few
direct measures have been proposed to compute the dissimilarity on the original
MTS. For example, in Dynamic Time Warping (DTW) [13], the time series are
stretched or shrunk nonlinearly along the time points with certain restrictions
(typically, within a window of a fixed length), in order to compute an optimal
match between them. The distances between the time points in the warping path
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are finally aggregated to measure the dissimilarity. Like the indirect methods
discussed before, DTW also does not distinguish between the time series data
from different channels in the multivariate case.

2.2 The Sequence-As-Feature Representation

In the traditional sequence-of-vectors representation model, each MTS M̃i is pre-
cisely the D × T matrix where each column corresponds to one D-dimensional
vector, 〈st

i1, s
t
i2, . . . , s

t
iD〉 for t = 1, 2, . . . , T . Modeling such matrix variate distri-

butions, however, is currently a challenging problem, as most of the established
methods focus on the multivariate case. We thus suggest the sequence-as-feature
(SAF) representation, by considering each M̃i as a vector of sequential attributes,
i.e., representing M̃i by

〈S̃i1, S̃i2, . . . , S̃id, . . . , S̃iD〉,

where S̃id = s1ids
2
id . . . st

id . . . is the univariate time series consisting of the dth
observations at all the time points.

This new representation allows the time series collected from different chan-
nels having different lengths, since they are represented by vectors of the same
length D. Thus, in the following pages, we will use Lid = |S̃id| to denote the
length of S̃id instead of the previous constant T . Furthermore, we transform each
univariate time series into a categorical sequence, by discretizing its numeric val-
ues into symbols. By the transformation [4,14], the time series S̃id = s1ids

2
id . . .

is discretized into the categorical sequence X̃id = x1
idx

2
id . . ., which is a string of

Lid symbols each being a category discretized from the original numeric value
at the time point. This finally results in a new representation for multivariate
time series, as shown in Definition 1.

Definition 1. The multivariate time series M̃i in the SAF representation is
denoted by

M̃i = 〈X̃i1, X̃i2, . . . , X̃id, . . . , X̃iD〉
where X̃id = x1

idx
2
id . . . xt

id . . . xLid

id with xt
id ∈ Xd is a 1-dimensional categorical

sequence, called the d-th sequential attribute of M̃i. Here, Xd is the set of symbols
collected from the sequences on the d-th sequential attribute.

The SAF representation thus allows the similarity between M̃i and M̃j to be
measured by summarizing the individual similarity on each sequential attribute,
using the traditional measures defined for attribute-value data. Such measures
include the popular class-dependent weighting definition [9], given by

Simπk
(M̃i, M̃j) =

∑D

d=1
wkd

β × sim(X̃id, X̃jd) (1)

subject to

∀k :
∑D

d=1
wkd = 1 and ∀k, d : wkd ≥ 0, (2)



Sequence-As-Feature Representation for Multivariate Time Series 39

based on the assumption that the univariate time series in one MTS from differ-
ent channels are conditional independent. Here, sim(·, ·) measures the structural
similarity of M̃i and M̃j on the dth sequential attribute. The exponential weight
wkd

β measures the contribution of that attribute for class prediction, with the
weighting exponent β �= 0 and �= 1 controlling the strength of the incentive for
classification on more attributes. The greater the contribution, the higher the
attribute weight.

2.3 Prototype-Based Classification

The dissimilarity measures such as that defined in Eq. (1) can be easily applied to
derive a distance-based classifier (for example, the k-NN classifier [1,2]) for MTS
classification. In the work described here, we are interested in the prototype-
based classifier [8,15], because of its inherent simplicity, clear geometrical inter-
pretations and its effectiveness reported in the literature. Roughly speaking, in
the prototype classifier, one prototype or representative is built for each class
from the training samples; the class of a new sample is then predicted as the
class of its most similar prototype. However, the existing prototype methods
cannot be directly applied to MTS data, due to the difficulties in formulating
the class prototypes for the data (obviously, the concept of class centroid as fre-
quently defined for numeric data is meaningless in this case). We thus turn to
the probability model-based method, as follows:

The main idea is to learn a multivariate probability model for each training
class based on the SAF representation, such that the class and consequently its
prototype can be represented by the model parameters. Here, the conditional
probability distribution (CPD) model [12] is used, which is a special Markov
chain model based on the hypothesis that occurrence of each symbol xt

id in the
sequence X̃id = x1

idx
2
id . . . xt

id . . . is closely related to its preceding subsequence
yt

id = x1
id . . . xt−1

id . Hence, the length-normalized probability of M̃i with regard
to the class πk can be estimated, given by

pk(M̃i) =
∏D

d=1
pk(X̃id) =

∏D

d=1

(∏Lid

t=1
pk(xt

id|yt
id)

) 1
Lid

(3)

where pk(xt
id|yt

id) with pk(x1
id|y1

id) = pk(x1
id) is the conditional probability mea-

suring the sequential dependency of xt
id on its preceding subsequence with regard

to πk. In practice, we use the CPD model of order n, where each preceding sub-
sequence is truncated to a length that does not exceed n.

Based on the CPD modeling method, the class prototype for each training
class πk (k = 1, 2, . . . ,K) can be formulated as a set of the model parameters,
i.e., θk = {pk(x)|x ∈ Xd, d ∈ [1,D]}⋃{pk(x|y)|x ∈ Xd, y ∈ Yd, d ∈ [1,D]}, when
the similarities over all the samples in πk reaches the maximum in the sense
of Eq. (3). Here, Yd denotes the set of preceding subsequences collected from
the discretized time series on the dth sequential attribute. This suggests the
following Definition 2 (in the logarithm domain).
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Definition 2. Denote the class prototype of πk by Ãk, which is the average
series parameterized by the set θk that maximizes

J(θk) =
∑

M̃i∈πk

ln pk(M̃i)

subject to
∀d and y ∈ Yd :

∑
x∈Xd

pk(x|y) = 1.

Using the Lagrangian multiplier technique, the problem of Definition 2 can
be transformed into an unconstrained optimization problem, and the optimal
definitions for the variables can then be solved by setting the gradients to zero,
yielding pk(x|y) = fπk,d(yx)/fπk,d(y) and pk(x) = fπk,d(x)/

∑
M̃i∈πk

Lid. To sur-
mount the zero-probability problem, we then use the add-one smoothing method
and obtain

pk(x|y) =
fπk,d(yx) + 1
fπk,d(y) + |Xd| (4)

and

pk(x) =
fπk,d(x) + 1∑

M̃i∈πk
Lid + |Xd| (5)

for ∀x ∈ Xd and ∀y ∈ Yd. Here, fπk,d(·) is the times a subsequence occurs in the
sequences of πk on the dth sequential attribute.

The above derivation also allows the sample-to-prototype similarity measure
to be defined. In the sense of Eq. (1), the similarity is given by Simπk

(M̃i, Ãk)
for the sample M̃i and the prototype Ãk of πk. Since the prototype has been
formulated as an optimized CPD model according to Definition 2, the similar-
ity can be computed by the log-likelihood of M̃i to the model. The larger the
likelihood, the more similar the sample to the prototype. Replacing sim(·, ·) in
Eq. (1) with the log-likelihood results in

Simπk
(M̃i, Ãk) =

∑D

d=1
wkd

β × ln pk(X̃id) (6)

where pk(M̃i) is computed using Eq. (3) with the parameters set to those in the
optimized θk, given by Eqs. (4) and (5).

Now, the training algorithm of our PCMT can be defined. The goal is to learn
the classification model V = (Θ,W ), with Θ = {θk|k = 1, 2, . . . ,K} being the
set of class prototypes (learned according to Definition 2) and W = {wkd|k =
1, 2, . . . ,K; d = 1, 2, . . . ,D} the set of attribute-weights. To learn the weight
wkd for the sequential attribute d of πk, we define the following objective func-
tion that needs to be maximized: J(W ) =

∑K
k=1

∑
M̃i∈πk

∑D
d=1 Simπk

(M̃i, Ãk)
subject to the constraints defined in Eq. (2). Again, using the Lagrangian multi-
plier technique and setting the gradients with respect to the variables to 0, the
resulting weight can be obtained as

wkd = αkd
1

1−β ×
(∑D

d′=1
αkd′

1
1−β

)−1

(7)
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with
αkd = −

∑
M̃i∈πk

ln pk(X̃id).

Using the learned model V , the prediction algorithm of PCMT is called to
classify each test sample M̃i First, K sample-to-prototype similarities between
M̃i and the class prototypes are computed, using Eq. (6) and the parameters
in V . Then, the class label of M̃i is predicted as the most similar prototype k′

according to
k′ = argmaxk=1,2,...,KSimπk

(M̃i, Ãk). (8)

Table 1. Details of the real-world multivariate time series.

Data set # Classes (K) # Samples (N) # Time points (T ) # Attributes/Channels (D)

EEG-S1 2 200 256 64

EEG-S2 2 192 256 64

Robot-LP4 3 117 15 6

JapVowels 9 640 7∼29 12

By applying the classification algorithms, in practice, we first collect the
preceding subsequences by scanning each sequence, and save them in a prefix
tree where each path corresponds to a subsequence. The height of the tree is
thus n + 1 (including the root). Since the number of preceding subsequences for
a time series of length T would reach T in the worst case, the time complexity
for building the trees is O(nTD|X |), where |X | denotes the average number of
symbols appearing on the sequential attributes. Considering N samples of length
T in average, the time complexity of the PCMT training algorithm can thus be
given as O(nTDN |X |), in the worst case. The time complexities of the prediction
algorithm is O(nTDK|X |), which is independent of the size of the training set.

3 Experimental Evaluation

In this section, we evaluate the performance of PCMT on real-world data sets.
Four multivariate time series sets from the UCI Machine Learning Repository
were used, as Table 1 shows. The data sets belong to three real-world domains.
We obtained two EEG series sets, EEG-S1 and EEG-S2, from the domain of
genetic predisposition studies. The difference is that EEG-S1 consists of 200
subjects exposed to a single stimulus (S1), while for the EEG-S2 set the sub-
jects were exposed to two stimuli (S1 and S2) where S2 differed from S1. The
time series in the fourth set, named Robot-LP4, were obtained from the failure
detection domain. The set named JapVowels is the Japanese Vowels database,
belonging to the speech recognition domain. The set contains time series of 12
LPC cepstrum coefficients taken from 9 speakers, with the length ranging from 7
to 29 (this means that JapVowels contains time series having different lengths).
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3.1 Attribute-Weighting Results

This set of experiments was designed to examine the effectiveness of PCMT
in terms of attribute weighting. In applying PCMT , the weighting exponent
β and the order n of the CPD model should be specified in advance. In the
experiments, each data set was partitioned into one training set (66.7%) and
one test set (33.3%), and the performance was evaluated with respect to the
parameters, in terms of classification accuracy. The results show that PCMT is
robust when β < 0, and the classification accuracy tends to drop with a large
β. We also observe that the accuracy drops when n > 3 with a fixed β. Below,
the classification results are reported by setting β = −0.5 with the order of the
CPD model used by PCMT is fixed at 3 based on these observations.

Fig. 1. The attribute weights learned by PCMT for the individual classes in the four
real-world multivariate time series sets.

Different from the existing classifiers, PCMT is able to produce a set of
attribute weights, indicating the individual contributions of the time series from
different channels based on the SAF representation. Figure 1 shows the change
in the attribute weights for each data set, from which one can see different con-
tributions of the same attribute for the classes in the same data set. The figures
also show obvious changes in the weights for the sequential attributes. This
sort of weights distribution allows us to extract a reduced attribute subset for
class prediction. According to the figures, for example, the electrode time series
from the channels falling in {1, 2, 5, 6, 7, 12, 16, 22, 25, 32, 39, 48, 57, 62, 63, 64} for
EEG-S1 and {1, 2, 5, 7, 12, 13, 16, 21, 22, 25, 32, 39, 57, 62, 63, 64} for EEG-S2 can
be removed, with 25% dimensionality reduction, because of their low contribu-
tion in identifying the correlation of genetic predisposition to alcoholism. The
performance of the reduced attribute subset will be examined in Sect. 3.2.
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3.2 Performance Comparisons

The second set of experiments was designed to evaluate PCMT with comparison
to other mainstream methods for multivariate time series classification. Four rep-
resentative similarity measures were used. The first one is the simple Euclidean
distance as discussed in Sect. 2.1, which is abbreviated EU in the experiments.
We chose the well-known DTW [13] as the second competing measure. Two indi-
rect measures: the PCA-based measure [11] and the recently published LTK [10],
were also chosen.

Table 2. Average accuracy of different methods on the real-world time series sets.

Data set EU PCA DTW LTK PCMT

EEG-S1 0.625 ± 0.056 0.565 ± 0.100 0.660 ± 0.080 0.555 ± 0.079 0.850 ± 0.074

EEG-S2 0.630 ± 0.124 0.636 ± 0.108 0.599 ± 0.081 0.578 ± 0.084 0.848 ± 0.073

Robot-LP4 0.775 ± 0.077 0.785 ± 0.081 0.843 ± 0.092 0.783 ± 0.113 0.812 ± 0.048

JanVowels - - 0.925 ± 0.038 0.892 ± 0.049 0.953 ± 0.034

Table 3. Average classification accuracy of the methods on the reduced data sets with
the removal of nonsignificant attributes identified by PCMT .

Data set D PCMT+EU PCMT+PCA PCMT+DTW PCMT+LTK

EEG-S1 48 0.640 ± 0.083 ↑ 0.563 ± 0.073 0.670 ± 0.071 ↑ 0.590 ± 0.136 ↑
EEG-S2 48 0.578 ± 0.079 ↓ 0.542 ± 0.098 ↓ 0.604 ± 0.086 ↑ 0.583 ± 0.087 ↑
Robot-LP4 5 0.853 ± 0.097 ↑ 0.818 ± 0.090 ↑ 0.836 ± 0.066 ↓ 0.801 ± 0.109 ↑
JanVowels 9 - - 0.928 ± 0.023 ↑ 0.905 ± 0.036 ↑

Table 2 shows the average classification accuracy of different methods on the
four data sets. In the experiments, each data set is classified by each classifier
using ten-fold cross-validation, and the average accuracy is reported in the format
average ± 1 standard deviation. From the results in the table, we see that
PCMT is able to obtain high-quality results, especially on the EEG sets, where
they outperform the competing methods by more than 20% except the EEG-S1
case of DTW. LTK performs the worst, while PCA and EU fail in classifying
the JapVowels set because of the varying length of the times series in the set.

To understand the strength of the attribute-weighting method used in
PCMT , we created four reduced data sets each for one series set by remov-
ing those nonsignificant attributes, according to the global weights learned by
PCMT as shown in Fig. 1. In details, the 3rd sequential attribute associated
with the force Fz1 was removed from the Robot-LP4 set; for the JapVowels
set, the attributes corresponding to the 4th, 8th and 12th LPC coefficient were
deleted. The EEG sets were reduced based on the discussion in Sect. 3.1. Table 3
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shows the change in average accuracy of the competing methods on the reduced
sets. It can be seen that, interestingly, the four methods obtain more accurate
results on the reduced data than on the original data in the most cases. This
indicates that the attribute-weighting method used in our PCMT is able to cap-
ture significant structural information hidden in the sequential attributes, from
which the existing methods can also benefit.

4 Conclusions

In this paper, we defined a new classifier for subspace classification on multivari-
ate time series data. Unlike the existing methods, which are mainly based on the
sequence-of-vectors representation, we proposed to represent each multivariate
time series as a vector of sequential attributes (called sequence-as-feature repre-
sentation), such that the similarity can be computed by an attribute-weighted
measure. We also proposed a prototype-based classifier, called PCMT, by learn-
ing the class prototype and the attribute weights assigned to the sequential
attributes, based on the conditional probability distribution modeling on the
new representation. Experiments are conducted on four real-world multivariate
time series data sets from three domains, and the experimental results show the
effectiveness of PCMT compared with the existing methods. For future work, we
would like to extend the similarity measure to a nonlinear formulation without
the independence assumption.
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Abstract. Traffic congestion has been an important problem all over the world.
It is necessary to discover meaningful traffic patterns such as congestion prop-
agation patterns from the massive historical dataset. Existed methods focusing
on discovering congestion propagation patterns can’t mine transitivity of time
and space very well. The spatio-temporal co-location pattern mining discovers
the subsets of features which are located together in adjacent time periods fre-
quently. So we propose using the spatio-temporal co-location pattern mining to
discover congestion propagation patterns. Firstly, we propose the concepts of
Spatio-Temporal Congestion Co-location Pattern (STCCP). Secondly, we give a
framework and an algorithm for mining STCCPs. Finally, we validate our
algorithm on real data sets. The results show that our method can effectively
discover congestion propagation patterns.

Keywords: Co-location pattern � Traffic congestion pattern � Spatio-temporal
congestion co-location

1 Introduction

In the field of transportation, due to the rapid development and expansion of the city,
the number of cars has increased dramatically in the cities. The inconvenience caused
by urban congestion has become an urgent problem to be solved in the current social
development [5]. Hence, it is essential to discover interesting patterns of congestion
propagations in the traffic networks [6].

Existed works focusing on discovering propagation relationships among spatio-
temporal congestions mainly include Region-based method [2–4], Road-based method
[1], etc. The Region-based method modeled the traffic networks by partitioning the
urban area into several regions [2, 3] or junctions [4], a regional graph was built with
nodes as regions and traffic flows were represented by links between them. However,
since continuous road network was partitioned into isolated regions, the Region-based
method is failed to reveal the complete spatial transitivity. For example, Fig. 1 shows 4
snapshots of a crossroad in a day. If road C and road D are partitioned into one region
then we can’t discover the propagation relationships between road C and road D. For
solving this shortcoming, a Road-based congestion propagation identification method
from sensor data was proposed in [1], this work discovers traffic congestion from
sensor data and constructs causality trees from traffic congestions to estimate their
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propagation probabilities. However, there still exist several limitations. Firstly, the
robustness of traditional sensor data is not guaranteed. Once a sensor is damaged, a
large number of data will be lost, which is not conducive to the mining of traffic
congestion propagation patterns. Secondly, the flexibility also not perform well on
traditional sensor data. Sensor data is easy to be limited to the interval of the monitor
and the sensor data is discontinuous. So, it is difficult to find a short time congestion
propagation pattern. For example, as shown in Fig. 1(c), the sensor on road C can’t
detect the actual congestion of road B.

Motivated by above issues, we designed a new road-based congestion propagation
identification method on floating car data (FCD) [7], by introducing the spatio-temporal

co-location congestion pattern mining. The traditional spatio-temporal co-location
pattern mining discovers the subsets of features which are located together in adjacent
time periods frequently [8, 9]. Thus, using spatio-temporal co-location pattern mining
technique [10], we can discover the road spatial transitivity and time transitivity.
Meanwhile, using continuous FCD, we can discover congestion propagation patterns
including short time congestion transfer patterns.

However, the traffic congestion pattern needs to consider various attributes such as
traffic velocity and traffic flow direction. Thus, how to apply the spatio-temporal co-
location mining technique on FCD is main challenge in this paper.

Addressed on solving this challenge, this paper focuses on mining STCCPs from
FCD. The contributions of our work can be summarized as follows: (1) proposing the
new concepts of spatio-temporal co-location congestion pattern(STCCP); (2) proposing

(a) snapshot 1 (b) snapshot 2 

(c) snapshot 3 (d) snapshot 4

Fig. 1. 4 snapshots of traffic on one day
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a framework of mining STCCPs and an efficient algorithm to discover the STCCPs; (3)
evaluating the efficiency and effectiveness of proposed method on real data set.

The remainder of the paper is organized as follows: Sect. 2 introduces STCCP basic
concepts and related measures; Sect. 3 gives a STCCP mining framework and the
corresponding algorithm; the experimental evaluation is discussed in Sect. 4; Sect. 5
ends this paper with some conclusive remarks.

2 Related Definitions

In this section we will formally define the spatio-temporal congestion co-location
pattern (STCCP). Before we introduce the relevant definitions, we first explain Table 1
and Fig. 2. Table 1 is a 4-days records of FCD. In the data set, the direction of the
traffic is from the road C to the road B to the road A. Figure 2 shows the spatio-
temporal co-location instances of Table 1.

According to the discussion in Sect. 1, we firstly introduce the concepts of spatio-
temporal co-location pattern as following:

Definition 1 (spatio-temporal features). Given a spatial feature set SF={sf1,…, sfn}, a
temporal feature set TF={tf1,…, tfm}, the spatio-temporal feature represents a combi-
nation of any temporal feature and spatial feature in the set. The spatio-temporal feature
stfi,j is represented by a pair of tuples: stfi,j =<sfi, tfj> (tfi2TF, sfj2SF). The spatio-
temporal feature set is a combination of the temporal feature set and the spatial feature
set. It is represent as: STF={stf1,1,…,
stfn,m}= {<sf1,tf1>,…,<sfn,tfm>}

Example 1 As shown in Table 1, <A, T1> is a spatio-temporal feature, among them A
is a spatial feature and T1 is a temporal feature. We note that given a data set, the set of
spatio-temporal features is a Cartesian set of spatial and temporal feature sets, for a

Table 1. 4-days record of FCD

Fig. 2. Spatio-temporal co-location instance
of Table 1
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given set of spatial features SF={sf1,…,sfn} and temporal feature set TF={tf1,…,tfm}
whose spatio-temporal feature set STF={stf1,1,…,stfn,m}={<sf1, tf1>,…,<sfn, tfm>},
n*m represents the total number of spatio-temporal features.

Definition 2 (Spatio-Temporal Instance). Given a spatial-temporal feature stfi,j, the
spatio-temporal instance is a certain record in the spatio-temporal feature. A spatio-
temporal instance stii,j,k represented as a triplet< i (the instance belongs to the spatial
future id), j (the instance belongs to the temporal feature id), k (the spatio-temporal
instance id)>, A set of instances of a spatio-temporal feature stfi,j is denoted as STIi,j={
stii,j,1,…, stii,j,o}, o represents the total number of spatio-temporal instance.

Example 2 As shown in Table 1, STIA,T1={ stiA,T1,1, stiA,T1,2} is a set of instances
stfA,T1, a spatio-temporal instance stiA,T1,2=<A, T1, 2> represents the second instance of
Day 1 on the road A.

The STCCP mining framework makes full use of traffic velocity and traffic flow
direction to identify traffic congestion correctly. Next we give the definition of con-
gestion instance and spatio-temporal neighborhood relationship.

Definition 3 (Spatio-Temporal Congestion Instance). Given a spatio-temporal fea-
ture stfi,j, its instance set STIi,j ={stii,j,1,…, stii,j,O}, a congestion coefficient p, then the
critical velocity of congestion is calculated as follows:

vjam ¼
Xn�m�o

w¼1

vw
n �m � o � p ð1Þ

In the formula,
vjam —— represents the critical speed of congestion for a given road;
vw —— represents the speed of the spatio-temporal instance stii,j,w;
p—— given congestion threshold p;
o—— the total number of instances of the spatio-temporal features stfi,j;
m—— the total number of temporal features in the data set;
n—— the total number of spatial features in the data set;

If the speed vw of spatio-temporal instances stii,j,w satisfies vw<vjam, then the
instance stii,j,w is considered to be an instance where congestion occurs, and is called
spatio-temporal congestion instance.

Example 3 As shown in Fig. 2, the stiA,1,2 is a spatio-temporal congestion instance.
Every congest traffic record is a spatio-temporal congestion instance.

Definition 4 (Spatio-Temporal Co-location Congestion Pattern). Spatio-temporal
co-location congestion pattern is a set of spatio-temporal features with the same
temporal feature sc={ stf1,j, stf2,j,…, stfk,j }, where sc�STF, k is the number of
spatio-temporal features included in sc. called the size of spatio-temporal pattern
sc.

Example 4 As shown in Fig. 2, sc={ stfA,T1, stfB,T1, stfC,T1} is a 3-size spatio-temporal
co-location pattern.
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Definition 5 (Spatio-temporal neighborhood relationship). Given two spatio-
temporal instances stii1,j1,l and stii2,j1,h (i1 6¼i2) and a time interval threshold t_win, if
(1) the spatio-temporal features sfi1 and sfi2 of the two instances are up to x (x>1)
edges on the directed topology diagram And (2) |h-l|� |x-1|*t_win, called that stii1,j1,l
and stii2,j1,h satisfy the x-spatio-temporal neighborhood relationship.

Example 5 As shown in Fig. 2, stiA,T1,2 and stiB,T1,1 satisfy 2-spatio-temporal
neighborhood relationship.

Definition 6 (Row instances and Table instances of spatio-temporal co-location
congestion patterns). Given a k-size spatio-temporal co-location congestion pattern
sc={ stf1,j, stf2,j,…, stfk,j }, if a spatio-temporal congestion instance set STI’ satisfies 1)
contains all features of a spatio-temporal co-location pattern sc, and none of the subsets
of STI’s can contain all the features of sc, 2) Any two spatio-temporal instances in STI’
satisfy the x-spatio-temporal neighborhood relationship, then STI’ is called a row
instances. The set of all row instances of the sc is called a table instance, denoted as: T
(sc).

For evaluating the interestingness of STCCP, we give the definition of spatio-
temporal participation index and participation rate as follows:

Definition 7 (Spatio-Temporal Participation Index and Participation Rate). The
Participation Rate(PR) of a spatio-temporal feature stfi,j in a spatio-temporal co-
location congestion pattern sc={ stf1,j, stf2,j,…, stfk,j } is represent as PR(sc, stfi,j), which
is the ratio of the number of non-repeated occurrences of all instances of sc in the
spatio-temporal co-location pattern sc to the total number of instances of stfi,j. The
formula is as follows:

PR sc; stfi;j
� � ¼ pstfi;j T scð Þj j

T stfi;j
� �� ��� �� ð2Þ

Where

p is a de-duplication relational projection operation.

The Participation Index(PI) of the spatio-temporal co-location congestion pattern
sc={ stf1,j, stf2,j,…, stfk,j } is expressed as PI(sc), which is the minimum among PRs of
all the features of the co-location patterns sc. The formula is as follows:

PI scð Þ ¼ minki¼1 PR sc; stfi;j
� �� � ð3Þ

Given a minimum participation threshold min_prev. When PI(sc)�min_prev, we
call this pattern is a prevalent spatio-temporal co-location congestion pattern.

Example 6 As shown in Fig. 2, the STCCP sc={stfC,T2, stfB,T2, stfA,T2}, PI(sc,
stfA,T2) = 1, PI(sc, stfB,T2) = 0.5, PI(sc, stfC,T2) = 0.5,PR(sc) = 0.5, PI(sc) = 0.5. Given a
min_prev = 0.4, then the STCCP sc is a prevalent STCCP.
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3 The Mining Framework and the Basic Algorithm

In this section we will describe the framework of STCCP mining and then give a basic
algorithm of STCCP mining.

As shown in Fig. 3, we give a framework of mining spatio-temporal co-location
congestion patterns. The steps are as follows:

First, we collect the floating car GPS data as input.
Second, we match the input data and map data generate road topology map. Then

compute travel time and identify congestion status of each road.
Third, we mine spatial-temporal co-location congestion patterns from processed

data. Then analysis mined patterns.
According to Definition 7, we give the proof that the spatio-temporal co-location

congestion pattern satisfies the anti-monotone, and design a mining algorithm prevalent
spatio-temporal co-location congestion pattern (APSTCCP) based on the anti-
monotone.

Theorem 1 (anti-monotone). The participation rate and participation index decrease
monotonously with the increase of spatio-temporal co-location pattern size.

Proof. If there is a spatio-temporal co-location pattern c1[ c2,c1 \ c2 6¼ ;, |table_in-
stance(c1 \ c2)|�min(|table_instance(c1))|, |table_instance(c2)|). According to Defini-
tion 7, PI(c1 \ c2)�min(PI(c1), PI({c2})). Therefore, the participation Ratio and
participation index decrease monotonously with the increase of spatio-temporal co-
location congestion pattern size.

The algorithm of prevalent spatio-temporal co-location congestion pattern
(APSTCP) mining is designed as follow:

Fig. 3. Framework of mining spatio-temporal co-location congestion patterns
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Input
STF={stf1,1,…,stfn,m},STI={sti1,1,1,…, stin*m*o},t_win, p, min_prev
Output
all prevalent spatio-temporal co-location congestion patterns 
Variable
STI’  spatio-temporal congestion instance set 
Ck k-size candidate STCCPs 
Pk k-size prevalent STCCPs 
Tk table instance set of k-size candidate STCCPs 
m the total number of temporal features in the data set
Method:
1.  num_stf=|STF| c2_table_instance =∅ C2 ∅
2.  Initialized Ck, Pk, Tk,to be empty 
3. STI’=gen_jam_instancs (STI, p);// Generate spatio-temporal 
congestion instance sets 
4.  T_C2=gen_table_ins_2(E, t_win, STI’)// Generate table in-
stances of 2-szie candidate STCCPs 
5.  P2=select_prevalent_C (T_C2, min_prev) // Generate 2-size 
prevalent STCCPs
6. k=2;
7.  While(Pk≠∅ and k num_stf) do 
8.  { 
9. Ck+1=gen_candidate (Pk, P2)// Generate k+1-size candidate 
STCCPs
10. T_Ck+1=gen_table_ins_k(T_Ck, T_C2) //  Generate table in-
stances of k+1-szie candidate STCCPs 
11. Pk+1=select_prevalent_C (T_Ck+1, min_prev) // Generate k+1-
size prevalent STCCPs 
12. k=k+1
13.  } 
14.  Return  (P2,…,Pk)// return all prevalent STCCPs 

4 Experiments

In this section we will show the effectiveness and practicability of the algorithm on the
Guiyang traffic data. The Guiyang traffic data set contains a total of 132 roads and
7,662,385 records in 92 days. The data set size is 594MB. In order to study traffic
congestion patterns better, we choose the morning peak data from 7 to 9 o’clock for
experimentation.

Firstly, we will test the sensitivity of the min_ prev and t_win. We used control
variables method in the experiments. First, we let min_ prev = 0.6, and we attempt let
t_win = 1, t_win = 2, t_win = 3, and t_win = 4. Figure 4 shows the result of the
relationship of t_win and number of prevalent spatio-temporal co-location congestion
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patterns. We find that the number of prevalent spatio-temporal co-location congestion
patterns increases with the increase of t_win and t_win is not very sensitive. Similarly,
we let t_win = 1, and we attempt let min_ prev = 0.58, min_ prev = 0.6, min_ prev =
0.62, and min_ prev = 0.64. Figure 5 shows the result of the relationship of min_ prev
and number of prevalent spatio-temporal co-location congestion patterns. We find that
the number of prevalent spatio-temporal co-location congestion patterns reduce with
the increase of min_ prev and min_ prev is more sensitive than t_win. The selection of
parameters needs expert knowledge or lot of experiments. Finally, we choose t_win =
2, min_pre = 0.6 by lots of the experiments.

Secondly, we will illustrate the propagation process of two STCCPs {A, B, D} and
{A, B, F} in Fig 6. The Fig 6 shows that road A is jammed in snapshot 1, after 2
snapshots (t_win = 2) road B is jammed in snapshot 3. The road D and F are jammed in
snapshot 5. The result shows STCCPs are congestion propagation patterns. If the road

A become smooth as soon as possible, the traffic will become smooth quickly.
Besides, there is some interesting discovery by comparing the same pattern’s

average velocity every day. Among Fig. 7, the redder the block, the lower the average
velocity. Just as shown in Fig. 7, we can detect that prevalent STCCP {A, B} is a full
time pattern, prevalent STCCP {C, E} is a working day pattern.

Fig. 4. The relationship of t_win and number of prevalent STCCPs.

Fig. 5. The relationship of min_prev and number of prevalent STCCPs.
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Through the above experiments, we verified the effectiveness of the mining algo-
rithm APSTCP that means we can find congestion propagation patterns correctly. In
addition, we also found some interesting period patterns by evolutionary analysis
mined STCCPs.

5 Conclusion

We propose a new method to mine spatio-temporal co-location congestion pattern.
Firstly, we propose the concepts of spatio-temporal co-location congestion pattern
(STCCP). Secondly, we give a framework and algorithm of STCCP mining. Finally,
we offer an experimental evaluation real data sets. The results show that our method
can effectively discover congestion propagation patterns.

Actually, our method can be applied not only to traffic field. Our potential future
research is to apply and extend the use of the present algorithms in the domain of
internet traffics or other fields.

Fig. 6. Propagation process of {A, B, D}, {A, B, F}

(a) full time pattern {A, B} (b) working day pattern {C, E}

Fig. 7. Two prevalent STCCPs average velocity
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Abstract. In this paper, the combination of Near-Infrared (NIR) spec-
troscopy and a novel forecasting algorithm called XGBoost was proposed
for food internal quality evaluation. First, the original NIR spectral data
was preprocessed by Savitzky-Golay smoothing method to reduce the
influence of noises. Secondly, the preprocessed spectra was submitted to
PCA to extract essential information. Finally, the model was established
by using the XGBoost algorithm. The performance of the proposed model
was examined by comparing with different models including back prop-
agation neural network (BPNN) and support vector regression (SVR).
The results showed that the new proposed model outperformed other
two models and this XGBoost-based tool was suitable for food internal
quality control.
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1 Introduction

With the rapid development of economy and society, people are consuming more
and more food. The consumers are paying more attention from the quality of
appearance to internal quality and safety. However, traditional internal quality
analytical methods need destruct and homogenize the interested samples, these
methods are time consuming and they require a considerable amount of manual
work and materials [1,2]. Nondestructive food internal quality measurement has
been a popular subject of interest for researchers.

NIR spectroscopy has been proposed as an alternative to traditional methods,
and it has been widely used for rapid analysis of agricultural products [3]. This
technology is a powerful analytical technique because it has advantages of non-
destructive, easy-operated, accurate, low-cost and reliable. Moreover, it need no
sample preparation and could analyze multiple internal quality attributes simul-
taneously [4]. NIR spectroscopy is suitable for quality control of food since it
is based on the principle that different chemical composition of the analyzed
samples have its own specific absorption pattern in NIR region [5,6].

In general, food internal quality evaluation is composed of the following steps:
(1) spectral data acquisition; (2) spectral data preprocessing; (3) establishing
models with a set of samples; (4) validating established models with another
set of independent samples. The spectral data preprocessing step is important
and should be implemented initially because of the influences of temperature,
light scatter, baseline drift and background noise. These influences could directly
affect the forecasting accuracy. In the field of NIR spectroscopy, Savitzky-Golay
smoothing method is the most common used method for spectral data prepro-
cessing [2]. Spectral data always has thousands of variables, redundant variables
may involve useless or irrelevant information for forecasting tasks, which will
result in deterioration for models’ forecasting abilities [7]. Furthermore, high
dimensional input could make the modeling time become remarkably long. In
this study, PCA algorithm was used to extract main features from the spectral
data and reduce the input dimensionality. PCA, proposed in 1901 by Pearson [8],
is a very effective data mining technique and has been widely applied for dealing
with spectral data. PCA has the abilities to reduce dimension and orthogonalize
the high dimensional data to obtain a set of values that are linearly uncorrelated,
these values are called principal components (PCs). Generally, the first several
PCs are qualified to represent most of the whole variances. Therefore, a few PCs
could be considered as the new input.

For model establishing step, many reports have been reported for food qual-
itative and quantitative analysis using different regression algorithms [9,10].
Extreme gradient boosting (XGBoost) algorithm is an outstanding machine
learning algorithm which is based on the gradient boosting decision tree
(GDBT) [11]. On the basis of GDBT, XGBoost modifies the objective func-
tion and the loss function. There are two types of boosted trees in XGBoost:
the regression trees and the classification trees. XGBoost is an extension of ran-
dom forest [12], compared to the random forest algorithm, XGBoost can utilize
regularization to further reduce overfitting, improve forecasting accuracy and
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decrease the time needed to construct trees [13]. XGBoost can be applied to
solve multiple machine learning problems in various domains [14].

In this paper, a new method is proposed for food internal quality attributes
forecasting based on NIR spectroscopy. This approach is developing through
combining Savitzky-Golay smoothing method, PCA, and XGBoost. We will
investigate the potential of this new approach for food internal quality fore-
casting, and compare the performance of the new proposed model with different
supervised machine learning algorithms, including BPNN and SVR.

2 Data Processing

In this paper, a new approach with the functions of noise reduction and fore-
casting modeling capabilities is proposed. The proposed approach consists of
Savitzky-Golay smoothing method, PCA and XGBoost. The Savitzky-Golay
first-order derivative with a 5-point moving window is used to reduce noises
from the original spectral data, the PCA is applied to select main features from
the preprocessed spectral data and the XGBoost is applied as the forecasting
tool. The specific process of the proposed model was described below and the
overall framework of the this model was shown in Fig. 1.

Step1: Noise reduction: The Savitzky-Golay smoothing method is used to
reduce the noises from the raw spectral data.

Step2: Main feature extraction: The PCA is used to extract main features of
the de-noised spectral data.

Step3: Forecasting: Use the main features and the XGBoost model to get the
final forecasting results.

3 Experiments and Results

3.1 Spectral Datasets

The NIR spectral dataset of corn was chosen for this study, which is available
on http://www.eigenvector.com/data/Corn/index.html. This dataset has NIR
spectra of 80 corn samples measured at Cargill Inc. (Minneapolis, MN, USA)
using three different NIR spectrometers (M5, MP5 and MP6).The spectra is
collected in 2 nm intervals within the spectral range 1100–2498 nm. Reference
values include moisture, oil, protein and starch. Table 1 listed the reference value
distributions. This dataset has been widely used for standardization regulariza-
tion [15]. In this study, the spectral data, collected by using m5 instrument, was
used for data analysis. 60 samples were selected randomly as the calibration set
while the remaining 20 samples were used as the validation set. The calibration
set is used to construct the forecasting models, and the validation set is regarded
as an independent test set.

http://www.eigenvector.com/data/Corn/index.html
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Fig. 1. The overall framework of the proposed model.

Table 1. Summary statistics on reference values of the corn NIR spectral dataset.

Reference value Min. Max.

Moisture 9.38% 10.99%

Oil 3.09% 3.83%

Protein 7.65% 9.71%

Starch 62.83% 66.47%

3.2 Spectral Preprocess and Feature Selection

For the dataset, the spectral data was subjected to the Savitzky-Golay first-order
derivative with a 5-point moving window (fitted by a polynomial of two degree)
to reduce the baseline drifts and enhance the small spectral difference.

Since large number of variables in the input vector may involve irrelevant
information and deteriorate the performance of models, PCA was applied to
the de-noised spectra for main feature selection. Table 2 listed the contribution
rate and the accumulative contribution rate of the first 10 PCs. In this paper,
the number of PCs generated by PCA was selected based on the criterion for
an increment of explained variance lower than 0.25% [16]. Therefore, the first 8
PCs were used as the input to construct forecasting models.

3.3 Calculation and Performance Evaluation

All computations were performed in Matlab R2014b under Windows 7 with
3.6GHz CPU and 4GB memory. To assess the forecasting capacity of the
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Table 2. The contribution rate and the accumulative contribution rate of the first 10
PCs.

PCs Contribution rate, % Accumulative contribution rate, %

PC1 84.58% 84.58%

PC2 8.51% 93.09%

PC3 2.61% 95.70%

PC4 0.93% 96.63%

PC5 0.83% 97.46%

PC6 0.68% 98.14%

PC7 0.41% 98.55%

PC8 0.25% 98.80%

PC9 0.20% 99.00%

PC10 0.16% 99.16%

established models, two indices served as the criteria to evaluate the forecast-
ing performance. They were root mean square error of calibration (RMSEC) and
root mean square error of prediction (RMSEP). The smaller values of the indices
indicated the better forecasting performance. RMSEC and RMSEP are defined
as follows:

RMSEC,RMSEP =

√
√
√
√

1
n

n∑

i=1

(ŷi − yi)2. (1)

Where ŷi is the predicted value of the i-th observation, yi is the measured value
of the i-th observation and n is the number of observations in the calibration set
or validation set.

3.4 Comparison of Different Models

For BPNN models, the structure of BPNN was three layers, where the number
of neurons for the input layer was determined by the number of PCs, that for
hidden layer was optimized by using leave-one-out cross validation and that for
the output layer was one. Tangent-sigmoid function and linear function were used
as the transfer functions in the hidden layer and the output layer respectively.
Table 3 showed the optimal number of neurons in the hidden layer.

For SVR models, radial basis function (RBF) was used as the kernel function
since it has abilities to reduce the computational complexity of training process.
Penalty factor C and RBF width coefficient γ, are two main factors in RBF.
Grid search and 4-fold cross validation were used to find the optimal parameter
set (C, γ), the best parameter set (C, γ) should guarantee the SVR model has
the minimum mean square error. Table 4 listed the optimal parameter set (C,
γ) values. For XGBoost models, Table 5 showed the parameter setting for the
XGBoost models.
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Table 3. The optimal number of neurons in the hidden layer of BPNN models.

Reference value The number of neurons

Moisture 8

Oil 19

Protein 12

Starch 14

Table 4. The optimal values of parameter set (C, γ) in SVM models.

Reference value C parameter γ parameter

Moisture 16 0.031

Oil 8 0.063

Protein 84.45 0.031

Starch 3.03 0.125

Table 5. The optimal number of neurons in the hidden layer of BPNN models.

Parameter Value

max depth 100

learning rate 0.1

n estimator 100

objective reg:linear

nthread −1

gamma 0

min chile weight 1

max delta step 0

subsample 0.85

Three models (i.e. XGBoost, BPNN and SVR) were established on the
dataset. Table 6 presented the forecasting accuracy comparison results. The fore-
casting accuracies were represented in terms of RMSEC and RMSEP. A good
model should have lower RMSEC and RMSEP.

In summary, XGBoost achieved relatively low RMSEC and RMSEP values
on all four reference values. BPNN gave the worst performance among the three
algorithms. For RMSEP, XGBoost performed better than SVR on oil and pro-
tein. For RMSEC, XGBoost gave relatively better forecasting accuracies than
the other two on all four reference values. These results revealed that XGBoost
could achieve a good forecasting accuracy and have potential for practical appli-
cations with a comparable accuracy. By means of different forecasting models,
the forecasting accuracy comparisons were presented in Figs. 2, 3, 4 and 5.
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Table 6. Forecasting accuracy comparison of three algorithms.

Reference value BPNN SVR XGBoost

RMSEC RMSEP RMSEC RMSEP RMSEC RMSEP

Moisture 0.12 0.26 0.05 0.12 0.007 0.2

Oil 0.12 0.15 0.06 0.15 0.002 0.12

Protein 0.27 0.31 0.09 0.23 0.006 0.17

Starch 0.25 0.69 0.19 0.41 0.02 0.47

Fig. 2. RMSEC and RMSEP comparisons among different forecasting models on mois-
ture.

Fig. 3. RMSEC and RMSEP comparisons among different forecasting models on oil.
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Fig. 4. RMSEC and RMSEP comparisons among different forecasting models on pro-
tein.

Fig. 5. RMSEC and RMSEP comparisons among different forecasting models on
starch.

4 Conclusion

In this paper, a new approach based on XGBoost was proposed for food inter-
nal quality evaluation. Also the forecasting performances for BPNN, SVR and
XGBoost were compared. The experimental results revealed that the XGBoost
model could obtain satisfactory and robust performance than its competitors.
Therefore, it may be a promising method for spectroscopy-based food internal
quality evaluation with a comparable accuracy.
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Abstract. Combining the latest biological results of behavior of intensive flight
of starlings, this paper presents topological formation structure and an improved
particle swarm algorithm based on the flight mechanism of starlings and its
application to the formation of UAV cluster. It also proposes an approach of
controling formation behavior of UAVs based on the improved artificial
potential fields method. Through simulation experiments, the comparative
results are given for verifying the efficiency of formation missions of our
methods, as well as simulation of cluster behavior of aggregation and dispersion.
The results provide technical assistance for simulation of autonomous collabo-
rative formation of large-scale UAV cluster.

Keywords: UAV cluster � Collaborative formation � Starlings’ flight
mechanism � Improved particle swarm algorithm (PSO) � Improved artificial
potential fields (APF) � Cluster aggregation behavior � Cluster dispersion
behavior

1 Introduction

In order to expand the operational capability of unmanned aerial vehicle (UAV),
researchers have proposed the concept of Coordinated Deployment Flight (CFF) of
UAV cluster [1]. The UAV cluster is arranged according to a certain way to ensure that
UAVs can fly in a certain formation and make adjustments during flight according to
environment and missions. The purpose is to improve the coordination capability and
operational efficiency of UAVs.

According to density and degree of formation of UAV cluster, formation can be
divided into strict formation and non-strict formation. Strict formation, also called fixed
formation, makes each UAV stay fixed in the formation strictly. It will not change the
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distance between UAVs even though flight conditions are changed. Such formation is
usually used for a high flight requirement; while non-strict formation allows distance
between UAVs and structure of the entire formation to change with environment and
conditions in flight. This formation is often used in some occasions where flight
requirement is not so high. In the paper we study the latter method of formation.
The UAV group does not have a fixed formation way, but try to keep distance between
UAVs and behavior consistency. In the recent years, research on formation and control
of UAV cluster has gradually become a hot direction in the field of UAV applications
and many results are achieved. The common UAV formation methods include leader-
following method, virtual structure method, behavior-based method, artificial potential
fields method and graph-based method [2–6] etc. Jadbabaie et al. [2] proposed a leader-
following method and applied it to the formation control of ground robots. This method
assumes that there are a long UAV and some wing UAVs. Long UAV tracks the target
according to the designated route; while wingman UAV follows long UAV. This
method is relatively simple that each wingman UAV gets flight status of long UAV and
then calculates its own route. It transfers the formation issue into a relatively simple
tracking issue. However, if long UAV fails, formation of the entire UAV will be
affected. Kuwata and How [3] improved the leader-following method and proposed a
virtual structure method. All UAVs move following a virtual point which is equivalent
to the leader in the leader-following method. The method overcomes the limitation of
the impact on the whole formation through the virtual point under the condition that
long UAV is destroyed. Each UAV receives the same virtual point information.
Although there is almost no error in information transfer, calculation and communi-
cations volume are relatively large. Kan and Shea [4] then extended a stochastic
scenatio of deterministic systems for the solution of the classical leader-following
containment control problem. Both leader-following method and virtual structure
method are a kind of centralized control method. Da and Wu [5] designed a behavior-
based approach. Each UAV in the formation has four basic behaviors, including
avoiding obstacles, avoiding collisions, searching for target, and maintaining forma-
tion. The overall behavior of each UAV is the weighting of these four behaviors.
Bennet et al. [6] proposed a formation method based on APF method. But it is easy to
fall into a local optimal solution and it is difficult to add constraints in the method.
Communication topology plays an important role for UAV formation. Saber and
Murray [7] achieved control of UAV formation by designing a coherence agreement
related to graph theory.

In the recent years, learning from the behavioral pattern of biological group, the
research method through swarm intelligence is gradually becoming a new trend, which
can increase robustness and scalability of UAV cluster formation. Qiu et al. [8] pro-
posed a multi-UAVs autonomous formation method based on level mechanism of
pigeon behavior, which models topological structure and leadership mechanism in
UAV cluster through graph theory and APF. This method is similar to leader-
following. The difference is that it makes classification on wingman UAV. Low-level
wingman is not only effected by long UAV, but also effected by a high-level of
wingman UAVs. So this method is more suitable for the application of strict formation,
but limited to non-strict formation. In the paper, we study the behavioral mechanism of
starlings and establish a kind of topological structure and movement model that
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simulates the flight mechanism of starlings. Also, we present a method to achieve
mutual avoidance among individuals within UAV cluster on the basis of the
improvement of traditional APF method, which can represent cluster aggregation
behavior and cluster dispersion behavior.

The rest of the paper is organized as follows. Section 2 presents starling swarm
collaborative mechanism. We present our UAVs formation method and formation
behavior control method in Sects. 3 and 4, respectively. Section 5 gives experiment
results and simulation. Conclusions are finally presented in Sect. 6.

2 Starlings’ Flight Mechanism

Starling’s flight characteristics. There are roughly two clustering ways of bird. One is
linear formation of one-line or herringbone, such as geese, pigeons etc. The other is
dense cluster formation, such as starlings, locusts etc. When starlings fly, thousands of
starlings fly together, which covers the sky like a huge cloud. Even if the number of
cluster is very large, their actions are highly coordinated with each other. The entire
cluster can quickly change their flight direction synchronously. The phenomenon how
the whole group maintains coordination and coherence has always attracted the
attention of many biologists.

Ballerini et al. [9] recorded three-dimensional positions of each starling individual
using computer vision technology and found that there was an anisotropy in individual
distribution in starling population. Individual only interacts with its nearest 6–7
neighbors, which is a kind of measurement of topological distance, but not a traditional
metric distance. Cavagna et al. [10] obtained high-precision position and velocity of
starling population using stereo imaging technology and studied response to external
disturbances. Individual can indirectly effected by individuals far away, but such effect
is far less than the impact of individuals in the direct scope on it, which further reveals
the reason why starlings can fly together highly consistently.

Movement model. According to the flight mechanism of starling, we present our
motion model as shown in Fig. 1. Number of starlings is N. Scope of vision of each
starling is Rv. The current velocity is denoted by v, and position is denoted by P. The
maximum flying velocity is the constant Vm. When there is an invaders, velocity of
escape is defined as Ve. Taking the current position of starling as the centre, within a
certain range with a radius of Rv, each starling compares the distance between
neighbour in the set X and itself, and choose the 7 nearest neighbours as the reference
objects. As shown in Fig. 1a, the reference objects are represented in gray. Each
neighbor in the set X with 7 objects is represented by Xi. Velocity is represented by vi
and position is Pi. Each starling adjusts its velocity When starlings gather together

v according to the velocity vi of the neighbors in X. In order to prevent from collisions,
safety distance between starlings is set as Rs. When the distance between two starlings
is less than Rs, there is a repulsion between two starlings, thus they get away from each
other spontaneously.

Cluster behaviors. When starlings gather together, shown in Fig. 1b, a center point
C is determined according to the position Pi of each object in the set X, and starling
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adjusts its own velocity to get closer to point C. On the other hand, when starlings are
scattered, shown in Fig. 1c, starling determines the position E of the center point of a
cluster according to the current state of the cluster, and then immediately turns and flees
away from E. And its velocity gradually accelerates during the escape until the velocity
reaches the escape velocity Ve.

3 UAV Cluster Formation Method

3.1 Topological Formation Structure

Based on biologists’ observation on starling, Montes et al. [11] introduced topological
structure to particle swarm algorithm (PSO) and presented that the topology had a
significant impact on the PSO. Young et al. [12] theoretically demonstrated the cor-
rectness of 6–7 neighbours, which provides theoretical support for the formation
modelling via simulating the flying mechanism of starlings.

The flight characteristic of starlings is that it always maintains specific topology in
which each individual is effected by its neighbors and adjusts its flight in time. In the
traditional PSO, there is a lack of information exchange among individuals. Each
individual only communicates with the best individual. As a result, cluster easily loses
its omnipotence and falls into local extreme. Therefore, we consider adding topology to
formation on the basis of the PSO, which enables each individual to interact with its 7
nearest neighbors. Through the improvement, it can increase the capability of global
search and also ensure accuracy of local search. Figure 2 shows our method of topo-
logical structure and its example we made for simulating 300 starlings.

a) Movement model b) Aggregation behavior c) Dispersion behavior

Fig. 1. Starling’s movement model and cluster behavior.

Fig. 2. Topological structure of simulated starling flight mechanism.
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As shown in Fig. 2, a kind of topology is created with 7 neighbor UAVs for cluster
formation. Each UAV can obtain information of neighbor’s velocity and acceleration.

3.2 Velocity and Location Update

Velocity update. The flight mechanism of starling is introduced to UAVs formation to
make UAV cluster have the flight characteristics of starlings. The topological mech-
anism is added to the item of velocity in the velocity update equation of the traditional
PSO. Velocity update vi in the k + 1 iteration is defined in Eq. (1).

vðkþ 1Þ
i ¼ x� vðkÞi þ c� rand � v tpðkÞi

v tpðkÞi ¼ 1
NX

P
n2X

vðkÞn

8<
: ð1Þ

where x is inertia weight coefficient. c is topological learning factor. rand represents a
random number between [0, 1]. NX is number of neighbors, defaults to 7. X is a set of
neighbors that has a topology effect with the current UAV. 7 nearest neighbors to UAV
are selected. Due to the introduction of topological factor to UAV cluster, each UAV
maintains a certain degree synchronization in velocity with its neighbors. Although this
is not a strict formation, the entire group will fly like a cluster.

Location update. Location update is based on the updated velocity, position update xi
in the k + 1 iteration is defined in Eq. (2).

xðkþ 1Þ
i ¼ xðkÞi þ vðkþ 1Þ

i � s ð2Þ

where s is unit of time, normally set to 1.
Taking into account the actual flying situation of starling, effects by neighbors are

not static. In order to ensure to maintain a certain safety distance during the flight,
topological action factor c is set in the paper as shown in Eq. (3).

c ¼ 1� x; k� 2
3 itermax

0; others

�
ð3Þ

where itermax is the largest evolutionary algebra. When x decreases, population
gradually loses its diversity. The topological function is needed to be strengthened so
that the information interaction between the individual and other individual is enhanced
to avoid the population from converging to the local point. As finding the local optimal
solution after the default two-thirds algebra, it will no longer maintain the diversity of
the population. At this time, set c = 0 to ensure accuracy.

3.3 Inertia Weight Coefficient

The kinetic energy of UAV at the k-th iteration is defined as Ei ¼ 1
2mv

2
i , where m is

quality of UAV, assuming as 1. v is velocity of movement. Therefore, the total kinetic

energy of the entire cluster is calculated as E ¼ PN
i¼1

Ei. The total energy reflects the
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evolution of the algorithm. If the kinetic energy is large, which means that evolution is
fast, it is required to reduce x; otherwise, meaning that evolution is slow, it is required
to add x. Here, x is adjusted by Eq. (4).

x ¼ xmax � ðxmax � xminÞ � k
itermax

þ a� rand � e�E ð4Þ

where k is evolutionary algebra. a is control factor. xmin and xmax is dynamic range of
weight, representing the minimum weight and maximum weight, respectively. Under
the influence of kinetic energy, x plays a buffer role, which allows inertia weight to be
adjusted adaptively according to the evolutionary velocity of the algorithm.

4 UAVs Formation Behavior Control Method

4.1 APF Improvement

APF [13] finds a collisionless path by searching for descending direction of potential
function under the help of combining the gravitation field at the destination and
repulsion field around obstacle. Because of its performances of fast calculation and
good real-time, it is often used in the applications of track planning of UAV. However,
there are the issues of unreachable destination and local extremum. Fax and Murray
[14] solved the problem of unreachability by designing a new potential field function.
Kelasidi et al. [15] solved the problem of local extremum. When path planning falls
into local extremum, a virtual obstacle was added in the environment of potential field
to break the current balance of potential field to jump out of local extreme. Based on
these research results, we further improve the APF method and propose the following
method for controlling the formation behavior of UAVs.

Shown in Fig. 3,O and G represent obstacle and target, respectively. Obstacle repel
UAV and target appeals to long-distance UAV. UAV is effected by the resultant force
due to repulsive force and attractive force. According to Eq. (5), we can obtain attractive
function Fa, repulsive force function Fr and potential field angle Af, respectively.

Fig. 3. APF diagram.

70 R. Xie et al.



Fa ¼ 1
2 nD

2
rg

Fr ¼ 1
2lð 1

Dro
� 1

D�Þ2

Af ¼ \ðPFa þ
P

FrÞ

8>><
>>: ð5Þ

where n and l are gravity coefficient and repulsion coefficient, respectively. Drg is the
distance between UAV and the target. Dro is the distance between UAV and obstacle.
D* is influence radius of obstacle.

Collision analysis. After setting the parameters of Drg and Dro through appropriate
experiments, it can implement the function for UAV to avoid static obstacles. How-
ever, if there are some moving objects, it is easy for UAV to collide with these moving
objects and the UAV’s adaptability will become very poor. Figure 4 gives a schematic
of three collision scenarios. Figure 4a shows a kind of rear-end collision, i.e. the
collision when velocity or acceleration of a UAV is greater than that of another UAV in
front of it. Avoidance is generally based on APF method. Figure 4b shows a kind of
intercept collision. Although UAV adopts APF method for collision avoidance, it will
crash for no time to avoid because another UAV’s velocity or acceleration is too large.
Figure 4c shows a kind of head-on collision. The situation is more complicated than the
situation in Fig. 4b. Although collisions, the two cases shown in Fig. 4b and Fig. 4c,
can be avoided by increasing the repulsive force or increasing repulsive force coeffi-
cient, it will cause unnecessary judgements for many collision avoidance behavior from
long distance. The traditional APF method is designed from the perspective of static
obstacle avoidance, not considering velocity and acceleration of moving objects, which
has some certain limitations.

Improved APF. The APF method is improved and is introduced to the UAV formation
control to prevent from collisions between UAVs. Known velocity and acceleration of
UAV at the current time t, it is possible to predict the position P and the position Pi of

a) Rear-end collision b) Intercept collision c) Head-on collision

Fig. 4. Three collision scenarios.
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other UAVs in the formation after the time interval t0. For two UAVs, if the distance
between Pi and P is lower than the safety distance threshold Rs after t0, avoidance will
be taken in advance. The function of repulsive force Fr is modified as shown in Eq. (6).

Fr ¼
1
2 lð 1

Dro
� 1

D�Þ2; dðPi;PÞ\Rs

0; others

(
ð6Þ

where d(Pi, P) represents the distance between the current predicted position and the
predicted position of other UAV after the time interval t0.

As two UAVs predict each other’s location and take evasive measures in advance,
to a certain extent, the collisions shown in Fig. 4a and b can be avoided. If it is
predicted that the distance between UAVs is greater than the safe distance, no evasive
measure needs to be taken. To some extent, the collision behavior shown in Fig. 4c can
be also avoided. In order to avoid collisions, such prediction method is introduced to
the traditional APF, i.e. transforming the original static APF to a dynamic APF. Part of
the Java implementation code is as follows.

public void avoidCrash(Vector<UAV> swarm) {
Vector<UAV> swarmInVision=getSwarmInVision(swarm);
if(calDistance(this.loc,target)>arrivalDistance) {
if(companion.id!=this.id) {
double[] companionNextLoc=new double[] 

{companion.next[0],companion.next[1]};
double[] myNextLoc=new double[] {this.next[0], 

this.next[1]};
double predictedDistance=

calDistance(companionNextLoc,myNextLoc);
// When distance between UAVs is less than safe 

distance, add repulsion
if(predictedDistance<(companion.SAFE_RADIUS+this.S

AFE_RADIUS)) {
vdirection[0]=vdirection[0]-(50/predictedDistance);
vdirection[1]=vdirection[1]-(50/predictedDistance);
getNextLoc(loc,vdirection);}}}}

4.2 Cluster Aggregation Behavior

When UAVs converge, the centre point between UAV and its neighbour is calculated
according to the current location and the state of its neighbour, and then move closer to
the centre. The centre point gives a gravitational force to UAV. But this central point is
constantly changed. From the perspective of the entire cluster, the distance between all
centre points will also gradually decrease.
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The UAV cluster takes an evasive mechanism internally. If the distance between
UAV and its neighbor is less than the safe distance, they will be mutually exclusive.
When aggregation occurs, the distance between UAV continues to shrink. If resultant
force of gravity between center point and single UAV and repulsion between UAVs is
zero, the entire UAV formation maintains a relatively constant state in a collection area.
Part of the Java implementation code is as follows.

public void aggregation(Vector<UAV> swarm) {
Vector<UAV> swarmInVision=getSwarmInVision(swarm);
double[] centerLoc=new double[]{this.loc[0], 

this.loc[1]};
if(swarmInVision.size()!=0) {
for(int i=0; i<swarmInVision.size(); i++) {
UAV companion=swarmInVision.get(i);
centerLoc[0]+=companion.loc[0];
centerLoc[1]+=companion.loc[1];

}
// Get coordinates of center point
centerLoc[0]=centerLoc[0]/((double)(swarmInVision.si

ze()+1));
centerLoc[1]=centerLoc[1]/((double)(swarmInVision.si

ze()+1));
seek(centerLoc);

}
avoidCrash(swarm);
getNextLoc(loc, vdirection);
loc[0]=next[0], loc[1]=next[1];
vdirection[0]=next[2], vdirection[1]=next[3];

}

4.3 Cluster Dispersion Behavior

When dispersion is happened, the coordinates of the center point of the entire UAV
cluster are obtained. UAV gets a unit vector pointing from the center point to itself
according to the position of the center point and itself, and then UAV turns according
to the direction of the vector. Thus, the entire UAV cluster spontaneously spread
around, which can achieve the purpose of formation dispersion. Part of the Java
implementation code is as follows.
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public void dispersion(Vector<UAV> swarm) {
double 

vLength=Math.sqrt(vdirection[1]*vdirection[1]+vdirectio
n[0]*vdirection[0]);

double[] centerLoc=new double[] {this.loc[0],this.loc[1]};
double vx, vy;
double x=loc[0], double y=loc[1];
double xlast, ylast;
// Get coordinates of center point
centerLoc=getCenterLoc();
for(int i=0; i<swarm.size(); i++) {

double[] eDirection=new double[2];
eDirection=getUnitVector(centerLoc, this.loc);
// Do not change the velocity, change the 

direction of velocity away from the center point
eDirection[0]=(vLength*eDirection[0]*1.1);
eDirection[1]=(vLength*eDirection[1]*1.1);
vdirection=eDirection;
getNextLoc(loc, vdirection);

}
avoidCrash(swarm);
loc[0]=next[0], loc[1]=next[1];
vdirection[0]=next[2], vdirection[1]=next[3];

}

5 Simulation

5.1 Experiment

In order to verify the effectiveness of our method, we simulate formation flight of UAV
cluster. For easy observation, two-dimensional plane is used for simulation, not con-
sidering height. A simple search task for UAV cluster is arranged in simulation.

We test our method from the aspects of formation performance and its impact on
execution task of UAV cluster. The efficiency of the formation method is proved by
comparing the effectiveness between traditional PSO and improved PSO with starling
flight mechanism (starling-PSO). Also, the effectiveness of aggregation behavior and
dispersion behavior is proved by observing formation changes of UAV cluster.

When the program starts, UAV cluster randomly appear in a specific area. The initial
position, velocity, and direction are randomly generated. The initial parameters are set as
follows. Control factor a is set to 1. The weight dynamic rangesxmax andxmin are chosen
as 1 and 0.7, respectively.x is set to 1 initially. Topological effect factor c is defined as 1.
The maximum number of iterations is defined as 5000. The threshold of unit safety
distance Rs is defined as 50.When the entire UAV cluster is located within a unit distance
range of 500 from the target location, the task is regarded to be completed.
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5.2 Test Results and Simulation

We test the efficiency of UAV cluster using different numbers of UAVs. The number of
UAVs is 100, 300, 500 and 1000, respectively. We also test the behavior of aggre-
gation and dispersion of UAV cluster under the number of UAVs is 300.

Formation efficiency comparison. The comparison result of the efficiency of forma-
tion missions is shown in Fig. 5. Compared with the formation method based on the
traditional PSO, using our method which joins the flight mechanism of starling, the
number of iterations of performing tasks of UAVs is significantly reduced, even only
the original half. It is proved that our method has obvious effect on the formation of
UAV cluster, which can greatly reduce the number of iterations and improve the
efficiency of the entire cluster.

Formation aggregation simulation. The simulation results of UAV formation
aggregation are shown in Fig. 6. Figure 6a shows the formation before aggregation.
After the 10, 20, 30 and 40 iterations, the changes of UAV formation are shown in
Fig. 6b–e, respectively, representing the obvious aggregation of UAV formation.
Each UAV constantly adjusts the position of the virtual center according to the status of
itself and its neighbors. It is also shown that the formation of the entire cluster is
relatively unchanged after the completion of the aggregation.

Formation dispersion simulation. The simulation results of UAV formation disper-
sion are shown in Fig. 7. Figure 7a shows the formation before dispersion. After the
10, 20, 30 and 40 iterations, the changes of UAV formation are shown in Fig. 7b–e,
respectively, representing the individual UAV spreads out and the entire group
maintains the status of formation no longer. In the dispersion behavior, since the only
one center point is calculated, the center point will not change. Therefore, there is no
phenomenon that spreads outward from the center.

Fig. 5. Comparison of the efficiency of UAV formation.
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a) Before aggregation b) the 10th iteration c) the 20th iteration

d) the 30th iteration e) the 40th iteration

Fig. 6. Simulation of UAV formation aggregation.

a) Before dispersion b) the 10th iteration c) the 20th iteration

d) the 30th iteration e) the 40th iteration

Fig. 7. Simulation of UAV formation dispersion.
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In the simulation process, there may be some situations happened that some
individuals may be far from the cluster, leaving behind the group, but the individual
will soon return to the cluster. To some extent, it is proved that our method is robust to
UAV cluster.

6 Conclusion

Our main work is summarized as follows.

1. With the increasing number of UAVs in UAV applications, many traditional
methods are not suitable for UAV concentrated formation. According to the latest
biological research results of intensive flight of starlings, combining bionic mech-
anism as well as swarm intelligence algorithm, we propose modeling method for
autonomous formation of UAV cluster which can simulate flight mechanism of
starlings and have self-organizing and adaptive features.

2. We present an improved PSO method for autonomous formation of UAVs. Our
experimental results show that the number of iterations of performing flight mission
has been significantly reduced or even reduced by half after joining the starling
flight mechanism to the formation algorithm, which can greatly improve the effi-
ciency of performing tasks. Also, it will not affect task execution of the entire
cluster when one or some individuals within cluster is/are left behind or fail, which
can increase robustness of the cluster.

3. We improve the traditional APF and present an implementation method for the
aggregation behavior and dispersion behavior, which can solve the issue of
avoidance in UAV cluster formation.
In the simulation, the parameters debugging is actually very complicated. If the
setting of parameters is not appropriate, it will directly affect the execution task or
even the task cannot be completed. For the further research, it is required for us to
adjust the parameters adaptively, such as inertia weight etc. Also, the proposed
topology is needed to be optimized to have better efficiency and robustness of
information dissemination, which can be proved to be superior to other classic
complex network structures.
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Abstract. A large volume of user check-in data (check-ins) generated from
location-based social networks enable a number of important location-aware
services such as grouping users and recommending point-of-interests (POIs).
Measuring the similarity between users according to check-ins is a key issue in
many technologies for location-aware services such as clustering and collabo-
rative filtering. Some works convert check-ins into vectors and compute the
similarity between vectors, such as Cosine similarity and Pearson similarity, as
the similarity between users. However, these similarity measurements do not
exploit well the spatio-temporal gather and decay of check-ins. It can be easily
observed that users tend to visit nearby places at nearby times. In this paper, we
define co-occurrence patterns based on the time similarity and the location
similarity. Then, we propose the spatio-temporal similarity by utilizing the most
similar co-occurrence patterns. Finally, we verify the spatio-temporal similarity
is effective by applying it to time-aware POI recommendation.

Keywords: Check-ins � Location-aware service � Spatio-temporal similarity

1 Introduction

With the rapid development of information technology such as mobile terminal and
mobile internet, location-based social networks (LBSNs) such as Foursquare and
Gowalla have become increasingly popular in recent years. Users can share their
trajectories and activities in LBSNs by check-in which represents a user visited a point-
of interest (POI) at a specific time. Due to rich and useful information in a large volume
of user check-in data (check-ins) such as ‘who’, ‘when’ and ‘where’, these check-ins
enable a number of important location-aware services such as grouping users and
recommending POIs, which are the efficient ways of helping service providers and
users to acquire the needed information from massive check-ins [1–3].

Measuring the similarity between users according to check-ins is a key issue in
many technologies for location-aware services such as clustering and collaborative
filtering (CF). Take user-based CF for traditional POI recommendation as an example.
User-based CF methods think that users who have more similar check-in behaviors
have more similar POI preferences. The methods firstly find similar users by measuring
the similarity between users according to check-ins. Then, the methods estimate scores
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for POIs by a weighted combination of check-ins of similar users. At last, the methods
recommend top-N POIs which were not visited before [1–4].

When measuring the similarity between users according to check-ins, some works
convert check-ins into vectors and compute the similarity between vectors, such as
Cosine similarity and Pearson similarity, as the similarity between users. [1–4] con-
struct a User-POI matrix to represent check-ins, and the similarity between users is
measured by the similarity between vectors. A User-POI matrix represents check-ins
regardless of time. However, it can be observed that users tend to visit different places
at different times, and users tend to periodically visit the same places at the same times.
Based on the above observation, [5–7] focus on time-aware POI recommendation. In
[5], a day is split into multiple equal time slots based on hour, the time dimension is
introduced into the User-POI matrix, a User-Time-POI cube is used to represent check-
ins, and the similarity between users is measured by Cosine similarity between
matrixes.

It is noted that the above similarity measurements do not exploit well the spatio-
temporal gather and decay of check-ins. We argue that the spatio-temporal gather and
decay of check-ins are important because it can be easily observed that users tend to
visit nearby places at nearby times. For example, a user usually has lunch in restaurants
near to working place during nearby lunch hours. Motivated by the above, we propose
the spatio-temporal similarity between users.

Generally, the main contributions of the paper can be summarized as follows.

• We define co-occurrence patterns based on the time similarity of time slots and the
location similarity of POIs.

• We propose the spatio-temporal similarity between users by utilizing the most
similar co-occurrence patterns.

• We verify the spatio-temporal similarity is effective by applying it to user-based CF
for time-aware POI recommendation.

The rest of the paper is organized as follows. Section 2 introduces related work.
Section 3 details the spatio-temporal similarity between users. Section 4 shows the
results of experiments. Section 5 concludes the paper.

2 Related Works

Some works for measuring the similarity between users construct a User-POI
(UP) matrix to represent check-ins in which an element UP(u, p) is non-zero if user
u visited POI p; otherwise, UP(u, p) is zero. The similarity between users u and v is
measured by the similarity between vectors UP(u,.) and UP(v,.) [1–4]. The work in [5]
splits a day into multiple equal time slots based on hour, introduces the time dimension
into the User-POI matrix, and uses a User-Time-POI (UTP) cube to represent check-ins
in which an element UTP(u, ts, p) is one if user u visited POI p at time slot ts;
otherwise, UTP(u, ts, p) is zero. The similarity between users u and v is measured by
the similarity between matrixes UTP(u,.,.) and UTP(v,.,.). Then some similarity
functions, such as Cosine similarity and Pearson similarity, are adopted to compute the
similarity between vectors or matrixes [1–5].
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Another works design directly the similarity measurement for check-ins by con-
sidering the hierarchy or the sequence of locations. [8] presents the similarity between
semantic locations by using the hierarchical location category. [9] presents the maximal
semantic trajectory pattern similarity to measure the similarity between semantic tra-
jectories. [10] formalizes the basic principles of similarity measurements and presents
the mobility similarity. [11, 12] take into account both the hierarchy and the sequence
of locations. [13] extracts routine activities and calculates hierarchically the similarity
based on routine activities.

However, the above similarity measurements do not exploit well the spatio-
temporal gather and decay of check-ins. We follow User-Time-POI cube presented in
[5] to represent check-ins. But distinct from Cosine similarity used in [5], we propose
the spatio-temporal similarity between users.

3 The Spatio-temporal Similarity between Users

Let u2U denote a user in the user set U, t denote a time in a day where 0� t < 24,
p2P denote a POI in the POI set P where p is located at a geo-location (x, y). A check-
in c(u, t, p(x, y)) records user u visited POI p located at geo-location (x, y) at time t.

In [5], a day is split into 24 equal time slots denoted as T = {0, 1, …, 23} based on
hour, a User-Time-POI (UTP) cube is used to represent check-ins in which an element
UTP(u, ts, p) = 1 if there is a check-in c(u, t, p(x, y)) where time t lies in time slot ts2T;
otherwise, UTP(u, ts, p) = 0. The similarity between users u and v is measured by
Cosine similarity between two slice matrixes of the UTP cube, which are the matrixes
TPu(ts, p) for user u and TPv(ts, p) for user v. That is to say, the similarity between users
u and v is computed as

UserSimilaritycosine u; vð Þ ¼
P

ts2T
P

p2P TPu ts; pð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
ts2T

P
p2P TP

2
u ts; pð Þ

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
ts2T

P
p2P TP

2
v ts; pð Þ

q ð1Þ

In this paper, we propose the spatio-temporal similarity between users by exploiting the
spatio-temporal gather and decay of check-ins.

3.1 Co-occurrence Pattern

Definition 1. Given two time slots ts and rs in T, a time threshold tt (0� tt� 12). The
time similarity of ts and rs is defined as

TimeSimilarity ts; rsð Þ ¼
f ts� rsj j ts� rsj j � 12and ts� rsj j � tt

f 24� ts� rsj jð Þ ts� rsj j[ 12 and 24� ts� rsj jð Þ� tt
0 others

8<
:

ð2Þ
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where 8x� 0, f(x): x!(0, 1]; 8x1; x2 � 0, f(x1) > f(x2) if x1 < x2; f(x) = 1 if x = 0. In this
paper, f(x) = e-x is adopted [6].

Definition 2. Given two POIs p and q in P, a distance threshold dt (0� dt). The
location similarity of p and q is defined as

LocationSimilarity p; qð Þ ¼ g Distance p; qð Þð Þ Distance p; qð Þ� dt
0 others

�
ð3Þ

where Distance(p, q) is the distance between p and q which can be computed according
to the coordinates of p and q; 8x� 0, g(x): x!(0, 1]; 8x1; x2 � 0, g(x1)>g(x2) if x1<x2; g
(x) = 1 if x = 0. In this paper, g(x) = e-x is adopted [6].

According to Definitions 1 and 2, the function f(x) (g(x)) represents that the time
similarity (the location similarity) of time slots (POIs) decreases with the increase of
their distance when their distance is not larger than the threshold, and the maximum is
1. The time similarity (the location similarity) is 0 when the distance of time slots
(POIs) is larger than the threshold. Based on the time similarity (the location similarity)
of time slots (POIs), we define co-occurrence patterns and the pattern similarity.

Let TPu 8u 2 Uð Þ be the matrix generated from the UTP cube by slicing on the user
dimension. It is noted that TPu(ts, p) = 1 if UTP(u, ts, p) = 1; TPu(ts, p) = 0 if UTP(u, ts,
p) = 0.

Definition 3. Given two users u and v in U. Two non-zero TPu(ts, p) and TPv(rs, q) are
called a pair of co-occurrence patterns between u and v if and only if they satisfy
TimeSimilarity ts; rsð Þ[ 0 and LocationSimilarity p; qð Þ[ 0.

Definition 4. Given a pair of co-occurrence patterns TPu(ts, p) and TPv(rs, q) between
u and v. The pattern similarity of TPu(ts, p) and TPv(rs, q) is defined as

PatternSimilarity TPu ts; pð Þ;TPv rs; qð Þð Þ ¼
a� TimeSimilarity ts; rsð Þþ 1� að Þ � LocationSimilarity p; qð Þ ð4Þ

where 0� a� 1 is a turning parameter.

3.2 The Spatio-Temporal Similarity

Intuitively, if two users have more check-ins at more nearby times and more nearby
places, they should have higher similarity. By utilizing the most similar co-occurrence
patterns and the pattern similarity, we propose the spatio-temporal similarity between
users.

For a non-zero TPu(ts, p) in TPu, there may be no non-zero element in TPv which is
a co-occurrence pattern with TPu(ts, p), or there may be several non-zero elements in
TPv each of which is a co-occurrence pattern with TPu(ts, p). We focus on the most
similar co-occurrence patterns with TPu(ts, p) which may be also more than one.
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Definition 5. Given two users u and v in U. For a non-zero TPu(ts, p) in TPu, the set of
the most similar co-occurrence patterns with TPu(ts, p) w.r.t. non-zero elements in TPv
is defined as

MSPatternSet TPu ts; pð Þ;TPvð Þ ¼
TPv rs; qð ÞjargmaxTPv rs;qð Þ PatternSimilarity TPu ts; pð Þ;TPv rs; qð Þð Þð Þ

n o
if there are co� occurrence patterns in TPvwith TPu ts; pð Þ

; if there is no co� occurrence pattern in TPvwith TPu ts; pð Þ

8><
>:

ð5Þ

Definition 6. Given two users u and v in U. For a non-zero TPu(ts, p) in TPu, the
similarity of TPu(ts, p) and its most similar co-occurrence pattern in TPv is defined as

MSPatternSimilarity TPu ts; pð Þ;TPvð Þ ¼
PatternSimilarity TPu ts; pð Þ;TPv rs; qð Þð Þ8TPv rs; qð Þ 2 MSPatternSetðTPu ts; pð Þ;TPvÞ

if MSPatternSet TPu ts; pð Þ;TPvð Þ 6¼ ;
0 if MSPatternSet TPu ts; pð Þ;TPvð Þ ¼ ;

8<
: ð6Þ

It is noted that the most similar co-occurrence patterns may be not symmetrical. That
is to say, the most similar co-occurrence pattern with TPu(ts, p) is TPv(rs, q), but the
most similar co-occurrence pattern with TPv(rs, q) may be not TPu(ts, p). Furthermore,
the proportion of the most similar co-occurrence patterns in check-ins should be
considered when measuring the spatio-temporal similarity between users.

Definition 7. Given two user u and v in U. The spatio-temporal similarity between
u and v is defined as

UserSimilarityspatio�temporal u; vð Þ ¼P
TPu ts;pð ÞMSPatternSimilarity TPu ts;pð Þ;TPvð Þþ P

TPv rs;qð ÞMSPatternSimilarity TPv rs;qð Þ;TPuð Þ
2
ffiffiffi
m

p ffiffi
n

p

ð7Þ

where m and n are the number of non-zero elements in TPu and TPv respectively.
In Definition 7, the weight of each non-zero TPu(ts, p) in TPu is set as 1

m which
supposes that the probability of each non-zero element is same. Similarly, the weight of
each non-zero TPv(rs, q) in TPv is 1

n. For each non-zero TPu(ts, p) in TPu, the weight of
MSPatternSimilarity(TPu(ts, p), TPv) is set as 1ffiffiffi

m
p ffiffi

n
p which is the geometric mean.

Similarly, the weight of MSPatternSimilarity(TPv(rs, q), TPu) is 1ffiffi
n

p ffiffiffi
m

p . Finally, the

arithmetic average of the sum of all weighted MSPatternSimilarity(TPu(ts, p), TPv)s
and the sum of all weighted MSPatternSimilarity(TPv(rs, q), TPu)s is defined as the
spatio-temporal similarity UserSimilarityspatio-temporal(u, v) between u and v.

It is noted that UserSimilarityspatio-temporal(u, u) = 1 and UserSimilarityspatio-
temporal(u, v) = UserSimilarityspatio-temporal(v, u) . And the spatio-temporal similarity is
equal to Cosine similarity on condition that (1) time slots satisfy: |ts-rs| > 0 if ts 6¼rs;
(2) POIs satisfy: Distance(p, q) > 0 if p 6¼q; (3) time threshold tt = 0 and distance
threshold dt = 0. In fact, compare with Cosine similarity, the spatio-temporal similarity
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considers the similar check-ins besides the same check-ins when tt > 0 or dt > 0. To
some extent, it not only exploits the spatio-temporal gather and decay of check-ins but
also alleviates the sparsity issue of check-ins.

4 Experiments

The goal of experiments is to evaluate the effect of the spatio-temporal similarity
between users by applying it to user-based CF for time-aware POI recommendation
which aims at recommending top-N POIs for a user u at a time slot ts [5].

4.1 Experiment Setup

In experiments, we use the check-ins from Foursquare and Gowalla which are used and
provided by [5]. Foursquare dataset contains 194108 check-ins made by 2321 users at
5596 POIs within Singapore between Aug. 2010 and Jul. 2011. Gowalla dataset
contains 456988 check-ins made by 10162 users at 24250 POIs within California and
Nevada between Feb. 2009 and Oct. 2010. The datasets are divided into train, test and
tune datasets. We use train and test datasets.

We follow the metrics in [5] to evaluate the effect of the methods, i.e. preci-
sion@N and recall@N where N is the number of recommended top-N POIs. Given a
user u and a time slot ts, the set of POIs in test dataset is denoted as Tu, ts and the set of
recommended top-N POIs is denoted as Ru, ts. Then the precision and recall for time
slot ts are calculated as follows.

precision tsð Þ ¼
P

u2U Ru;ts \ Tu;ts
�� ��P
u2U Ru;ts

�� �� and recall tsð Þ ¼
P

u2U Ru;ts \Tu;ts
�� ��P
u2U Ru;ts

�� �� ð8Þ

The overall precision and recall are calculated as follows.

precision ¼ 1
Tj j

X
ts2T precision tsð Þ and recall ¼ 1

Tj j
X

ts2T recall tsð Þ ð9Þ

It is noted that, following [5], we focus on the relative improvement the method has
achieved instead of the absolute value due to the low density of the datasets which
results in low precision and recall.

We compare the spatio-temporal similarity with Cosine similarity and Pearson
similarity. The formula of Cosine similarity is formula (1) [5]. The formula of Pearson
similarity is as follows [11].

UserSimilarityPearsonðu; vÞ ¼
P

ts2T
P

p2P TPu ts; pð Þ �~uð Þ TPv ts; pð Þ �~vð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
ts2T

P
p2P TPu ts; pð Þ �~uð Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
ts2T

P
p2P TPv ts; pð Þ �~vð Þ2

q
�������

�������
ð10Þ

where ~u ¼
P

ts2T
P

p2PTPu ts;pð Þ
Tj j Pj j .
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4.2 Performance of Methods

Effect of the methods. In the spatio-temporal similarity, tt = 1 (time slot), dt = 0.5
(km), f(x) = g(x) = e-x, a ¼ 0:5. All methods recommend top-N POIs to a user at a time
slot based on top-k similar users. The results are shown in Figs. 1 and 2. From Figs. 1
and 2, we can see that precision@N decreases but recall@N increases when N in-
creases. Precision@N and recall@N do not obviously change when k increases. This
implicates that not all similar users need be used when recommending, which will
reduce the computing time. It is noted that the precision@N and the recall@N of the
spatio-temporal similarity outperform that of Cosine similarity and Pearson similarity.
On Foursquare dataset, the improvement of precision@N is about 6%–20%, and the
improvement of recall@N is about 7%–21%. On Gowalla dataset, the improvement of
precision@N is about 6%–11%, and the improvement of recall@N is about 8%–16%.

Further, we analyze the precision(ts) and recall(ts) of all methods for different time
slots. We take the results on Foursquare dataset shown in Fig. 3 as a case, where tt = 1
(time slot), dt = 0.5 (km), f(x) = g(x) = e-x, a ¼ 0:5, k = 500, N = 5. From Fig. 3, we can
see that the changes of precision(ts)@5 and recall(ts)@5 of all methods are similar.
When ts = 2 or 3, precision(ts)@5 and recall(ts)@5 reach the minimums. When ts = 5
or 6, precision(ts)@5 and recall(ts)@5 reach the maximums. It is noted that the pre-
cision(ts)@5 and the recall(ts)@5 of the spatio-temporal similarity outperform that of
Cosine similarity and Pearson similarity on 22 time slots except ts = 0, 2. The
improvement of precision(ts)@5 is more than 10% on 20 time slots, and the
improvement of recall(ts)@5 is more than 10% on 19 time slots.
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Fig. 1. Effect of the methods for Precision@N and Recall@N on Foursquare dataset
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Effect of the thresholds and the parameter. To evaluate the effect of the time
threshold and the distance threshold of the spatio-temporal similarity, we design two
groups of experiments. In the first group, tt = 1 (time slot), f(x) = g(x) = e-x, a ¼ 0:5, k =
500. The method recommends top-N POIs when dt = 0, 0.5, 1, 1.5 (km). In the second
group, dt=0.5 (km), f(x) = g(x) = e-x, a ¼ 0:5, k = 500. The method recommends top-
N POIs when tt = 0, 1, 2, 3 (time slot). Here, we report two groups of results on
Foursquare dataset shown in Figs. 4 and 5. From Figs. 4 and 5, we can see that
precision@N and recall@N with tt = 1 and dt = 0.5 are better than that with other
thresholds in most cases. The reason is that the most similar co-occurrence patterns are
used to compute the spatio-temporal similarity. The most similar co-occurrence pat-
terns may not change when the thresholds reach some values. This implicates that the
thresholds needn’t be too big in application, for example, tt = 1 and dt = 0.5 correspond
with that users tend to visit places away 0.5 km within an hour.
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Fig. 2. Effect of the methods for Precision@N and Recall@N on Gowalla dataset
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Fig. 4. Effect of the distance threshold for Precision@N and Recall@N on Foursquare dataset
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For the effect of the turning parameter of the spatio-temporal similarity, we report
the results on Gowalla dataset shown in Fig. 6, where tt = 1 (time slot), dt = 0.5 (km), f
(x) = g(x) = e-x, k = 500. The method recommends top-N POIs when a = 0, 0.2, 0.4, 0.5,
0.6, 0.8, 1. From Fig. 6, we can see that precision@N and recall@N reach the maxi-
mums when a = 0.6 or 0.8. This implicates that the spatio-temporal gather and decay of
check-ins should be considered, and the spatio-temporal similarity between users are
reasonable.

5 Conclusion and Future Works

The paper considers the spatio-temporal gather and decay of check-ins, defines co-
occurrence patterns based on the time similarity of time slots and the location similarity
of POIs, proposes the spatio-temporal similarity between users by utilizing the most
similar co-occurrence patterns, and verifies the spatio-temporal similarity is effective by
applying it to user-based CF for time-aware POI recommendation.

In future works, the spatio-temporal gather and decay of check-ins including the
functions f(x) and g(x) and the turning parameter a will be well explored.
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Abstract. In recent years, with the rapid development of science and
technology, artificial intelligence has gradually entered various fields, and
medicine is no exception. For the patients with hand or leg disability
after hand injury surgery, the rapid development of artificial intelligence
undoubtedly also contributes to improving their life a lot.

Lately, gesture-based human-computer interaction has further acceler-
ated its research due to its natural and intuitive interaction, but building
a powerful gesture recognition system is still based on traditional visual
methods such as the one proposed in [1] based on multiple cameras which
uses color matching for motion detection and tracking and applies it to
vehicle control; and another gesture recognition algorithm using stereo
imaging and color vision proposed in [2].

The popularity of accelerometers and gyroscopes opens up a new path
for gesture recognition. This paper presents a gesture recognition algo-
rithm based on neural network using accelerometer and gyroscope, and
applies it to a simple mobile game and smart socket. The mobile game
will be used in the hand rehabilitation training of patients after hand
injury surgery, leg disability patients inconvenience, smart socket will
help them more easily and quickly manage household electricity.

Keywords: Gesture recognition · Accelerometer · Gyroscope
Smart bands · Neural network · Recovery exercise · Smart home

1 Introduction

In the context of pervasive computing, gestures have increasingly become attrac-
tive in the human-computer interaction of consumer electronics and mobile
devices. With gestures, we can not only deploy a wide range of applications
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in complex computing environments such as virtual reality systems and inter-
active gaming platforms, but also can help facilitate our daily lives. Potter L E
describes the use of gesture recognition can be for hearing or visually impaired
people to provide assistance in [3], Khnel C also mentioned the gesture recogni-
tion related technologies to achieve smart home.

The relationship between medicine and artificial intelligence has gradually
become inseparable. Hand functional exercise is particularly important for hand
injuries. Hand injury patients begin hand functional training 4 weeks after the
operation, which not only can increase the patient’s blood supply, prevent tendon
adhesion and joint stiffness, but also for the prevention of muscle fibrosis or disuse
atrophy has a positive meaning, but the traditional Hand function exercise has
the following disadvantages:

(1) relatively monotonous movements, the frequently same operation will
cause patients feel irritable.

(2) the stage of exercise cannot be standardized; the patient cannot control
their movements well.

The mobile phone games proposed in this paper have obvious advantages for
the recovery of hand trauma surgery:

(1) The mobile phone games are simple in operation, simplifying the tradi-
tional hand-function exercises into game-based exercises not only exercises the
hand joints, but also the patient is not bored by frequent and monotonous oper-
ations.

(2) In the stage of exercise, we can set different exercises in different games.
Patients can play different games in different stages of recovery, thus ensuring
the standardization of the stage.

For patients with leg disabilities, mobility is the biggest problem. There-
fore, the household safety electricity has become particularly important, gesture-
controlled smart socket proposed in this paper will be an effective solution to this
problem. Patients do not have to move the body next to the socket to control
the power, just make the corresponding gestures of the appropriate switch in
the position. This simplified operation not only helps patients with leg disability
to manage their electricity more conveniently, but also enables their families to
relocate to work comfortably. Currently the most effective tool for capturing ges-
tures is the electromechanical or magnetic sensing device (data glove) [5], which
uses a sensor connected to a glove to convert a finger’s motion into an electrical
signal to determine the gesture, which method provides the most full gesture
real-time measurement, but it also has the following disadvantages: (1) the cost
is too high; (2) gloves must be wore, not particularly convenient; (3) complicated
calibration and setting are required to obtain accurate measurement.

Vision-based gesture recognition is an effective alternative based on data
glove because it provides a more natural and convenient interaction, however,
due to the limitations of the optical sensor, the captured image requires high
illumination conditions so it is difficult to detect the gesture information stably,
which largely limits the performance of gesture recognition.
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In recent years, there have also been more accelerometer-based gesture recog-
nition technologies. Accelerometers have achieved a wide range of achievements
in the research of gesture recognition because of the cheapness and portability.
Accelerometer-based personalization Gesture recognition and its related appli-
cations mentioned in [6], however, its shortcomings are also gradually exposed:
The accelerometer recorded a relatively simple information, only a simple three-
dimensional acceleration information, which directly increases the recognition
phase of the algorithm design difficulty, so come to a correct gesture is relatively
difficult.

In this article we will discuss a gesture recognition technique based
on accelerometers and gyros, both of which are widely installed in most
mobile devices such as smartphones and smartbands. The advantages of using
accelerometers and gyroscopes over the above techniques are that accelerometers
and gyroscopes can collect information synchronously. By accurately analyzing
these information, correct gestures can be obtained without being affected by
external environmental factors, such as light conditions [1].

The rest of the paper is organized as follows. We discuss the gesture recogni-
tion in the second part, and then in the third part we explain the experimental
results . Next we will show in detail in Part 4 two applications implemented with
this gesture recognition system: the mobile game Flappy bird and the smart
socket, and finally we will conclude in the fifth section.

2 Gesture Recognition

2.1 Data Collection

In our experiment, we used the Microsoft band to obtain relevant informa-
tion (see Fig. 1). Microsoft Band is a health tracking wearable device made
by Microsoft to improve our daily lives. The device is equipped with accelerom-
eters and gyroscopes that collect data in real time, And luckily Microsoft gave
developers various APIs for the band. and we noticed these advantages so chose
the device for data acquisition.

To make the data we get more accurate, we used the Xbox Kinect (see Fig. 1)
to record the video. Xbox Kinect is a component of the Xbox that records video
and time stamp information.

Four volunteers from Chongqing University participated in this data connec-
tion, they are all boys. First, the volunteer wore a Microsoft band and sat in
front of the Xbox Kinect camera, awaiting the start of the acquisition signal
that the band and the Xbox Kinect began collecting data at the same time.
When the signal was received, volunteers began to make a series of the wave of
action: up and down, the action lasted 47 s. After the action was recorded, all
the volunteers were asked to make some gestures that they would use in their
daily life, which also lasted 47 s (Fig. 2).
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(a) 1 (b) 2

Fig. 1. Microsoft band and Xbox kinect.

(a) 1 (b) 2

Fig. 2. All the participants were told to make a series of up and down gesture for 47 s.

2.2 Data Preprocessing

We need to mark the data recorded by the Xbox Kinect. Because the time to
complete each gesture is not the same. Some gestures may require eight frames
of data, some may require four frames, and the data for each gesture is flagged
as a corresponding number: flagged as 1 when the gesture is raised and flagged
as 0 when the gesture is dropped, Table 1 shows a period of data.

The fourth axis means the time of recoding this accelerometer data. One
gesture was done in this data piece and was labeled as one.

2.3 Gesture Segmentation and Feature Extraction

The purpose of gesture segmentation is to identify the start and end of each
movement from the information acquired by the accelerometer and gyroscope.
Gesture recognition must have a reliable and accurate segmentation capability.
There are many ways to achieve gesture segmentation. In [7,8], the gesture is
divided directly by pressing and releasing the button. However, this technique
has obvious disadvantages. It does not suffice for our mobile games because we
do not have time to press and release a button to split the gesture during the
game. In [9], Euclidean distance is used to measure the distance between time
frame data. If the distance is above the threshold, it is considered the beginning
of the gesture. In order to solve this problem effectively and simply, we propose
a new segmentation scheme. A fixed-length sliding frame is designed to contain
DATA = a[1], a[2], ..., a[L], where a[n] = (ax[n], ay[n], az[n], gx[n], gy[n], gz[n]).
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Table 1. In this piece of accelerometer data the first three vertical axes mean the
magnitude of acceleration of XYZ axis.

X Y Z Time Label

0.425 0.152 1.116 1510131514837.00 0

0.055 0.182 0.957 1510131514720.00 0

0.09 0.131 0.985 1510131514582.00 1

0.092 0.154 0.985 1510131514468.00 1

0.26 0.138 0.964 1510131514368.00 1

0.057 0.24 1.015 1510131514234.00 1

−0.069 0.147 0.98 1510131514057.00 1

−0.082 0.211 0.99 1510131513918.00 0

−0.067 0.125 0.983 1510131513817.00 0

−0.1 0.177 0.981 1510131513700.00 0

For most volunteers, completing a gesture is basically between four and eight
frames, so we define L = 7.

2.4 Classcifier Construction

Fully connected neural network has been widely used in e-mail spam detection,
financial fraud detection, emotion recognition and other fields. Fully connected
neural networks can make predictions very fast because all the knowledge it
learns is encoded in weights. In this paper, we set up a three-layer fully connected
neural network. The network consists of an input layer, two hidden layers and
an output layer, as shown (Fig. 3):

Fig. 3. Topology of a three-layer Fully-connected network classifier.

Assumed that n[i] are the numbers of nodes in the ith layer and m is the
number of sample. The output layers is expressed as:

y = f(w[3]f(w[2]f(w[1]X + b[1]) + b[2] + b[3]) (1)
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where X is a(n[0],m) matrix in the input layer, w[i] is the connective weight
between nodes in the (i − 1)th layer and the ith layer, b[i] are bias terms [12].
For hidden layer1 and hidden layer2 each node is a neuron with a nonlinear
activation function call ReLu which is described by f(z) = max(0, z). And
for output layer we use activation function call sigmoid which is described by
f(z) = 1/(1 + exp(−z)) (Figs. 4 and 5).

Fig. 4. Rectified Linear Unit (ReLu) activation function, which is zero when x < 0 and
then linear with slope 1 when x > 0.

Fig. 5. Sigmoid non-linearity squashes real numbers to range between [0, 1] therefore,
in output value f (Z) of each node is between [0, 1]. By using forward propagation
algorithm and backpropagation algorithm [10], we can train neural networks effectively.
After fully-connected network is trained, it can be used to recognize hand gesture.

3 Experimental Results

In order to reduce the differences between participants, it is necessary to stan-
dardize the features. By mapping to the range of each participant’s feature [0,
1], the characteristics of each participant are normalized separately. The result
is then divided by the standard deviation.
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Tensorflow 1.4 was employed to classify the using features we have extracted.
For fully connected networks, the hyper parameter iteration is set to 1000. The
parameter means that the learning rate per iteration is set to 0.0005. To speed
up the gradient descent, we used the mini batch gradient descent method and
set each batch to 32. We also used Adam, an algorithm for first-order gradient-
based optimization of stochastic objective functions, based on adaptive estimates
of lower-order moments to speed up gradient descent. Adam is computationally
efficient and requires little memory. When we do not use regularization, the
fully connected network has obvious over-fitting problems. In order to solve this
problem, dropout was used [11]. The key to exit is to randomly drop units (along
with their connections) from the neural network during training. The drop out
parameter is set to 0.85.

We use a 4x cross-validation method to evaluate the performance of fully
connected network classifiers. In the evaluation, 300 samples from all participants
were randomly selected as the test set. The rest of the gesture samples are set
as training sets.

Figure 6 shows the cost value per five iterations. Figure 7 shows the recog-
nition rate every 5 iterations. In Fig. 6, the cost value decreases rapidly at the
beginning of the iteration. Then the cost curve is minimized. In other words, we
do not iterate over all the data at one iteration. We train 32 data at a time,
some of the training data may be of low quality, resulting in a minimized cost
value. This is a weakness of mini batch gradual decline. In Fig. 7, the accuracy
increases rapidly in a short period of time and remains high all the time.

Fig. 6. This fig shows the cost value per five iterations.

The recognition accuracy rates and F1score for each data set are given in the
Table 2. And the confusion matrix for gesture recognition is shown in Table 3.



Gesture Recognition Based on Accelerometer and Gyroscope 97

Fig. 7. This fig shows the cost value per five iterations.The red curve represents the
accuracy rate of training set and the blue curve represents the accuracy rate of cross-
validation set.

Table 2. Gesture Recognition Accuracies (%).

Training set Cross-validation set F1score
Accuracy rate 96.7 96.5 0.74

Table 3. Confusion matrix for gesture recognition.The horizontal axis means actual
class and the vertical axis means predicted class.

True False

True 124 2

False 9 222

4 Application

4.1 Mobile Games-Flappy Bird

Flappy bird is a simple and difficult mobile game in which players have to control
a chubby bird that spans obstacles made up of pipes of various lengths. Easy to
get started but want to customs clearance is not easy. Flappy bird was launched
at the Apple App store in May 2013 and topped the list in over 100 countries
in February 2014. Despite there are no elaborate animations, no fun rules of the
game and no numerous levels, it has suddenly become very popular, downloads
exceeded 50 million times (Fig. 8).

Our discussion shows that the combination of this game and gesture recogni-
tion will provide a new way for the recovery exercise of patients with hand injury
surgery. After wearing a Microsoft wristband, the patient can use the gestures to
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Fig. 8. Flappy bird.

control the bird’s flight: When the arm is lifted, the bird will go up and when the
arm falls, the bird will fall rapidly. Throughout the game, patients waving their
arms rhythmically do not let the bird fall, which will effectively help patients
exercise rehabilitation exercises. There are some advantages to help patients with
hand injury surgery recovery exercise by playing this game:

(1) Flappy bird swept the world, the patient in the hands rehabilitation exer-
cise during the game will not feel boring, which can speed up hand rehabilitation.

(2) different game can be set in different stages of the rehabilitation, which
can effectively improve the speed of late recovery.

Similar to Flappy bird, there are some simple mobile games, such as Fruit
Slice, Angry Birds, these games can be made into a gesture operation of the
game for hand injury surgery, the patient can choose any games they want to
play for recovery exercise, which not only can avoid boring caused by playing a
single game too long, but also can exercise different hand joints through different
games.

4.2 Smart Home-Smart Socket

Smart socket is currently the most popular smart home products, it is different
from the traditional socket, in addition to the power interface in addition to the
internal USB interface and a WIFI connection device, you can control a variety
of smart home appliances. However, the current smart socket has the following
disadvantages:

(1) control operation is too dependent on APP, operation and experience is
not good, you need a few steps to control the appliance switch.

(2) smart socket control Home appliances need WIFI, if there is no good
WIFI signal, the outlet can not be well controlled (Fig. 9).

The smart socket discussed in this article is based on a Bluetooth connection.
After the user wears the Microsoft wristband and performs Bluetooth interfacing
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Fig. 9. Smart Socket.

with the smart socket, the user can control the socket switch by gesturing: the
user swings the wrist socket on and swings the wrist again The socket is closed.
The advantages of using the gestures to control the smart socket are as follows:

(1) There is no limitation of APP, just connect the Bluetooth to control the
socket, convenient and quick.

(2) For people with disabilities on the leg, just gently swipe wrist to control
the outlet, which greatly facilitates the lives of such people.

Smart sockets are just a small part of the smart home where we can extend
the gestures recognition to more smart homes, such as smart switches, that make
it easy to manage lighting, curtains, or other household items using gestures,
This will undoubtedly bring a whole new world to people with a great degree of
convenience, especially for those with inconvenient mobility.

5 Conclusion

In this paper, we propose a gesture recognition algorithm based on accelerometer
and gyroscope. Accelerometer and gyroscopeoli are installed on many smart
wearable devices. The core algorithm of the gesture recognition system discussed
in this paper is a three-layer neural network model, The input value is the
accelerometer value, the gyroscope value and the given label when the data
is preprocessed. The classifier obtained after learning can directly convert the
gesture information into the output label 0 or 1 in the application to make
different the response to. This simple and efficient method can be implemented
on a variety of devices.

We use this gesture recognition system in two environments, one in a simple
mini-game for rehabilitation exercise in patients with hand injury surgery and
one in a smart socket for the convenience of people’s lives. Both applications have
different hardware features and system resources, with high recognition accuracy
and recognition speed.Both applications using gestural recognition systems help
the appropriate population. We should also believe that the significance of ges-
ture recognition is not only the case, the rehabilitation of patients with hand
injury surgery is a good example, we are constantly exploring the use of human-
computer interaction can also bring any unexpected surprises, which is endless.
We just hope our research can help people to further understand the role that
artificial intelligence plays in this era. That is our ultimate goal.
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Abstract. Human activity recognition (HAR) based on smartphone sensors
provides an efficient way for studying the connection between human physical
activities and health issues. In this paper, three feature sets are involved,
including tri-axial angular velocity data collected from gyroscope sensor, tri-
axial total acceleration data collected from accelerometer sensor, and the esti-
mated tri-axial body acceleration data. The FFT components of the three feature
sets are used to divide activities into six types like walking, walking upstairs,
walking downstairs, sitting, standing and lying. Two kinds of CNN architectures
are designed for HAR. The one is Architecture A in which only one set of
features is combined at the first convolution layer; and the other one is Archi-
tecture B in which two sets of the features are combined at the first convolution
layer. The validation data set is used to automatically determine the iteration
number during the training process. It is shown that the performance of
Architecture B is better compared to Architecture A. And the Architecture B is
further improved by varying the number of the features maps at each convo-
lution layer and the one producing the best result is selected. Compared with five
other HAR methods using CNN, the proposed method could achieve a better
recognition accuracy of 97.5% for a UCI HAR dataset.

Keywords: Human activity recognition � Convolutional neural network
Smartphones � Accelerometer � Gyroscope

1 Introduction

With the rapid advancement of technology, smart phones become an integral part of
human’s daily life. Smartphones are usually embedded with various sensors gathering
data for smart security, user authentication, intelligent health monitoring, human
activity recognition (HAR) and so on. HAR has been widely used in intelligent
wearable device, human computer interaction, athletic training and competition, mili-
tary, healthcare domains such as health assisted diagnosis and treatment, cognitive
disorder recognition systems, elder care support, rehabilitation assistance and so on [1].
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HAR system is a typical pattern recognition system, which could be divided into
several parts, including sensing, segmentation, feature extraction and classification. [2]
In the process of the HAR based on smartphones, data collection from built-in sensors
is the first step. So, it is very important to choose the proper kinds of sensors in
research. Akram Bayat et al. [3] only use acceleration data generated by users’
smartphones to recognize six kinds of activities. In the works of Wanmin Wu et al. and
Yongjin Kwon et al. [4, 5], accelerometer and gyroscope embedded in a smartphone
are both used. They found that combining these two complementary sensors can
improve the recognition accuracy. Shinya Matsui et al. [6] use three sensors including
accelerometers, magnetometers, and gyroscopes for HAR. Their experiments have
proved that different kinds of data from different sensors do improve the recognition
accuracy of activities by offering extra information.

The feature extraction in traditional method takes a lot of effort because it has to be
done manually. Features extracted in traditional methods can be divided into two types:
time-domain features and frequency-domain features. Time-domain features include
mean value, standard deviation, kurtosis, skewness, Inter-quartile-Range (IR), corre-
lation between axes, zero crossing rate, etc. Frequency-domain features includes
frequency-domain entropy, Fast Fourier Transform (FFT) coefficients and Discrete
Cosine Transform (DCT) coefficients, etc. Some others approaches such as Principal
Component Analysis (PCA), Autoregressive Model and Haar filters are also used in
HAR researches [6, 7].

HAR is a classic multi-classification problem that uses one-dimensional sensor
signals and extracts discriminative features to recognize human activities by a classi-
fication method [8]. The quality of the classifier has significant influence on the HAR
system. Traditional classification methods used in HAR include Support Vector
Machines (SVM), k-Nearest Neighbor (k-NN), Decision Tree (DT), Naive Bayesian
(NB), Hidden Markov Model (HMM), etc. So, for the traditional methods, it is
important to combine an effective feature extraction method with a good classification
method in HAR.

Deep learning could transform raw data into more abstract expressions of higher
level through some simple but nonlinear models. Complex functions could be also
learned by means of enough combinations of transformations [9]. Deep learning carries
automatic features extraction instead of manual heuristic operation. That is to say, the
core aspect of deep learning is that the features of each layer are not designed for
artificial engineering, but rather a universal learning process from the data [9]. For the
past several years, deep learning has demonstrated a strong and excellent learning
ability in many fields such as computer vision, speech recognition, and machine
translation. In the field of HAR, deep learning can enhance HAR efficiency by auto-
matic feature extraction. Convolutional neural network (CNN) is a kind of deep feed-
forward artificial neural network; it has remarkable performance for large image pro-
cessing [10–12]. Recently, CNN is also applied to the HAR, and the results are dra-
matic and encouraging [1, 2, 13–17].
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2 Related Works

The previous works related to HAR using deep learning techniques have shown
promising results. Yuqing Chen et al. use a CNN contains 3 convolution layers and 3
pooling layers for HAR [2]. They set the width of convolution kernel to 2 and set up a
validation set to locate the best epochs. The average classification accuracy of their
method is about 93.8%. A wider time span of temporal local correlation (1 � 9–
1 � 14) with a low pooling size (1 � 2–1 � 3) is exploited and is shown to be
beneficial to HAR by Charissa Ann Ronao et al. [16]. This work uses the time-series
sensor data and additional information of FFT of the HAR data separately as the input
to CNN. They show that the accuracy rate reaches 94.79% for the time-series data, and
reaches 95.75% for the FFT of the HAR data. It can be seen that using the data in
frequency domain produces better results than using the data in time domain. Ming
Zeng et al. [13] design a simple network architecture, including an input layer, a
convolution layer, a max-pooling layer, a 1024 neuron fully-connected layer and a soft-
max layer to for HAR. Daniele Rav et al. [17] propose a deep learning architecture: a
filter is applied to the input, and the weighted sums are computed in the temporal
convolution layer which is followed by a fully-connected layer and a soft-max layer for
classification. In their works, they decrease the computation cost by limiting the
connections from the input nodes in order to extract features efficiently through fewer
nodes and levels. The works of Tahmina Zebin et al. show that the performance is
noticeably enhanced when the third convolution layer is added [1].

3 Design of the CNN Architectures

From the previous works, it can be seen that the CNN architecture is vital for the final
recognition results. So the influence of the network architectures on the recognition
accuracy is studied. In the experiments, two different CNN architectures are designed,
which are called Architecture A and Architecture B, and they are shown in Figs. 1 and 2
respectively. The differences between the two architectures are the size of input maps and
the size of filter maps in the first convolution layer. So the only difference of the two
architectures is in the first convolution layer. As shown in Figs. 1 and 2, 1-channel and
2D convolution are performed and three convolution layers are applied in our work
because the three convolution layers are shown to be a proper setup for HAR [2, 16]. It is
also found in our experiments that using three convolution layers in CNN can produce
better results than using one or two convolution layers, while using four convolution
layers produces similar results.

The details of the Architecture B are shown in Fig. 1, where the input maps contain
tri-axial angular velocity data from the gyroscope sensor, tri-axial total acceleration
data from the accelerometer sensor and the tri-axial estimated body acceleration data.
The filter size is 13 � 3 and the step size is 1 � 3.

The details of the Architecture A are shown in Fig. 2. The tri-axial angular velocity
data from the gyroscope sensor is duplicated at the end of the input in architecture B for
including all pairs of feature sets in the convolution. The filter size is 13 � 6 and the
step size is also 1 � 3. The advantage of doing this is that the information among three
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different sets of features is combined at the first convolution layer: the tri-axial angular
velocity information from the gyroscope sensor and the tri-axial total acceleration
information from the accelerometer sensor are combined, the tri-axial total acceleration
information from the accelerometer sensor and the tri-axial estimated body acceleration
information are combined, the tri-axial angular velocity information from the gyro-
scope sensor and the tri-axial estimated body acceleration information are combined
respectively. In this case, each filter map covers two different sensor information in
architecture B.

After the input layer, 3 CNN layers are included in the two architectures.
Each CNN layer includes convolution, batch normalization, clipped-Relu [18] and
max-pooling. After that, dropout, fully connected and soft-max are applied in the two
architectures. Then a dropout layer is added to randomly set input elements to zero with
a given probability, which is set to 50% in our experiments. This operation corresponds
to temporarily dropping a randomly chosen unit and all its connections from the
network during the training. The dropout could prevents overfitting [19, 20].

The validation data set is also used in the experiments to control the number of
epochs during the training process. The addition of validation set could prevent the
over-fitting of the training.

For different optimizers, many different hyper-parameters are also analyzed in these
experiments. In the experiments, the order of the training data is randomized before
each training epoch. One common solution is to use a back propagation algorithm to
train the network with SGDM [21] and Adam [22].

Fig. 1. Deep learning architecture A for HAR.
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4 Experiments

4.1 Data Set

The UCI HAR dataset [23] are downloaded. The UCI dataset includes tri-axial total
acceleration data from the accelerometer sensor, the estimated body acceleration and
tri-axial angular velocity data from the gyroscope sensor for six kinds of activities
including walking, walking upstairs, walking downstairs, sitting, standing and lying.
The UCI dataset is collected from a group of 30 volunteers in the 19 to 48 age range.
The sensor signal is preprocessed by the noise filter, and then sampled in the fixed
width sliding window of 2.56 s with 50% overlap. The acceleration sensor signal has
gravity and body parts, which are separated by a Butterworth low pass filter to body
acceleration and gravity acceleration in the UCI dataset. There are total 7352 examples
for the training data and 2947 examples for the test data in the raw date set. For the
convenience of calculation, the training set samples is extended to 8000 with random
repetition, then 1000 examples are randomly picked from the training set to serve as
validation data set, and the test set samples is also extended to 3000 with random
repetition. As shown in the previous studies, data in the frequency domain works better
for HAR than the data in time domain [24–26]. So only the frequency-domain data is
used in our experiments. More specifically, the FFT of the input data are used as the
input to the network.

4.2 Experimental Results

It is obvious that the choice of hyper-parameters is significant to the performance of the
network when CNN is used to solve practical problems. Therefore, this experiment
shows different accuracies with different values of Hyper-parameter settings.
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Fig. 2. Deep learning architecture B for HAR.
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Validation data set also is applied and the values of two important parameters in
validation are evaluated in our experiments. One is the frequency of network validation
in terms of the number of epochs, which is set to one. The other is the patience of
validation stopping which determine the iteration number automatically during the
training process. Figure 3 shows the relationship between the loss on the validation
data set and the number of epochs with 30 kernels in each layer and with different
optimizers. It is found that 15 is a good setting for the patience of validation stopping.
The similar result is found when the number of filter is set to 10, 20, 30, 60, 90, 120,
150, 180, 210, 240, 270 and 300 respectively.

For comparing the two different CNN architectures, the experiments have been
done ten times. For the fairness and objectivity, an accuracy rate is obtained by
averaging the results of 10 random experiment results. When the Adam optimizer is
used in this CNN architecture, the average accuracy for architecture A is 96.30% and
the average accuracy for architecture B is 96.72%. When the SGDM optimizer is used
in this CNN architecture, the average accuracy for architecture A is 95.91% and the
average accuracy for architecture B is 96.49%.

The results of the 10 experiments are also plotted in Fig. 4. It can be seen that for
most cases the final recognition accuracy of architecture B is higher than that of
architecture A with both optimizers.

The number of filter maps is very important for the CNN network architectures. For
seeking the most appropriate number of filter maps per layer for Architecture B, ten
experiments are done with different number of filter maps in different layers. The curves
about the average accuracy of the Architecture B under different filter map numbers in
the different layers are plotted, where the number of filter maps is set to 10, 20, 30, 60,

Fig. 3. (A) and (B) are the results for architecture A. (C) and (D) are the results for architecture
B. Adam optimizer is used in (A) and (C). SGDM optimizer is used in (B) and (D).
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90, 120, 150, 180, 210, 240, 270 and 300 respectively. First of all, we only change the
number of the filter maps in the first layer when all other parameters are fixed. As
shown in Fig. 5(A), 180 is the best number for the first layer. Second, we only change
the number of the filter maps in the second layer when the number of filter maps in the
first layer is set to 180 and other parameters remain the same. As shown in Fig. 5(B),
60 is the best number in the second layer. Finally, we set the number of filter maps in
the first and second layer to 180 and 60 respectively, and only change the number of
filter maps in the third layer. As shown in Fig. 5(C), 30 is the optimal number of filter
maps in third layer. So, a good setting for the numbers of filter maps in the three layers
is (180, 60, 30).

Table 1 shows the confusion matrix produced using the Adam optimizer with the
good setting found above for Architecture B. It is found that the recognition accuracy
of all six activities is over 93%. And the accuracy of laying is up to 100%, the accuracy
of walking and walking upstairs is over 99%. The accuracy of walking downstairs is up
to 98.1%. The accuracy of sitting and standing is lower than other activities, but still
reaches 95.5% and 93.3% respectively. A probable cause is that sitting and standing
both are static movements, so the data collected for the two activities are similar, thus
the local features extracted by CNN are similar as well.

The two proposed CNN architectures including Architecture A and Architecture B
are also compared with CNN architectures for HAR proposed in other papers for the
same UCI HAR dataset. Both Architecture A and Architecture B uses the good setting
for the numbers of filter maps which is (180, 60, 30). The recognition accuracies
produced with different CNN architectures are compared in Table 2. From Table 2, it
can be seen that using the proposed Architecture B produces the highest recognition
accuracy, while using the proposed Architecture A produces the second highest
recognition accuracy among all the 7 CNN methods.

Fig. 4. The result of 10 random tests in the frequency-domain. The Adam optimizer is used in
(A) and the SGDM optimizer is used in (B).
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5 Conclusion

In this paper, Architecture A and Architecture B are designed for HAR. From the
experimental results, it is easily found that the accuracy of the Architecture B is higher
than that of Architecture A under the same conditions. It is found that the CNN
network architecture which uses the combinations of different kinds of signal sources at
the first convolution layer, as in Architecture B, can produce better HAR results. The
reason may be that the kind of architecture can extract more discriminative features for
classification. Our future work is to apply the Architecture B on more datasets and to
improve the recognition rate by adding more features to input data.

Table 1. Confusion matrix of the architecture B

Target Class Output Class Precision
Walking Upstairs Downstairs Sitting Standing Laying

Walking 500 0 4 0 0 0 99.2%
Upstairs 1 474 4 0 0 0 99%
Downstairs 5 3 423 0 0 0 98.1%
Sitting 0 0 0 462 22 0 95.5%
Standing 0 0 2 35 517 0 93.3%
Laying 0 0 0 0 0 548 100%
Recall 98.8% 99.4% 97.7% 93% 95.9% 100% 97.5%

Fig. 5. The relationship between the number of filter maps in every layer and the final accuracy
of architecture B.

Table 2. Comparison with other methods

Method Accuracy on test data set

CNN [2] 93.8%
CNN [25] 95.31%
Deep CNN [1] 97.01%
tFFT + Convnet [16] 95.75%
CNN + Stat.features [25] 96.06%
Proposed Architecture A 97.08%
Proposed Architecture B 97.50%
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Abstract. In order to find key and useful messages among massive
online resources, this paper propose a method to classify documents
about soybean metabolism based on Singular Value Decomposition
(SVD) and Fuzzy c-Means(FCM). Singular Value Decomposition (SVD)
is an important way of matrix decomposition, which can represent a
complex matrix by dividing it into smaller and simpler submatrices that
describe important properties of matrices. After the dimension reduc-
tion, the Fuzzy c-Means (FCM) is used for clustering, which makes the
objects divided into the same cluster have the highest similarity, while
the object between different clusters have the lowest similarity. Besides,
term frequency (TF) and entropy weight method (EWM) can also be
used to construct matrix.

Keywords: Soybean metabolism · Text classification · SVD · FCM
TF · EWM

1 Introduction

A rapid growth of the online users inspires plenty of internet resources and
data about soybean metabolism, which is a topic worth paying attention to. To
quickly identify the article about soybean metabolism, it becomes essential to
find out the useful and key information among a massive of internet resources
and data.

Nowadays, a number of approaches have been developed to find out the arti-
cles about soybean metabolism, and one of the most classic methods is Vector
Space Model(VSM) [2], which is founded in terms of rigorous machine learning
theory to understand and analysis, besides it also represents the contents of doc-
uments with a set of index terms. For this reason, the Vector Space Model(VSM)
has been widely used in text categorization. However, this approach requires a
high-dimensional space to represent a document without taking into account
semantic relationship between the terms, which could lead to poor classification
c© Springer Nature Switzerland AG 2018
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performance [5]. Besides, a small number of features can be considered as irrel-
evant [1]. In articles about soybean metabolism, there will be a large number of
words, so the Vector Space Model(VSM) maybe is not a good way to classify.

To represent the relationship between a lot of words and a mass of texts
about soybean metabolism, the Singular Value Decomposition(SVD) is used,
which relies on the fact that Singular Value Decomposition(SVD) reduces noise
to improve the accuracy of text classification [9]. Meanwhile, it could not only
reduce the dimensional space that Vector Space Model(VSM) cannot resolve,
but also improve the classification accuracy.

In this paper, we implement a large number of words and a mass of texts
by using Singular Value Decomposition(SVD). The unsupervised methods TF
and Fuzzy c-Means(FCM) are also used. The unsupervised method TF approach
can capture the relevancy among words and text documents [13], and the Fuzzy
c-Means(FCM) can group data into some small categories. After that, we use
confusion matrix to judge the accuracy of classification.

The rest of this paper is organized as following: the related work about text
mining are described in Sect. 2. Section 3 explains the background about the
detail of some algorithm we used. The detail of some algorithms, such as Singu-
lar Value Decomposition and Fuzzy c-Means, is described in Sect. 3.1. Section 4
presents the experiment results and analysis. Finally, we conclude this paper in
Sect. 5.

2 Related work

At present, with the increasing demand for improving soybean production, soy-
bean metabolism has been paid more and more attention to. Therefore, it is
increasingly important to quickly find articles about soybean metabolism. Today,
there are many mature technologies for text mining. However, the labeled data
provides less information than unlabeled data most of the time. Traditional K-
means cluster technique can divide a class into several sub-classes to bring more
similar documents into the same group, which can largely strengthen the rela-
tionship between the words and sub-classes [8]. However, K-means cannot get a
posteriori probability that a sample belongs to this cluster. To solve this prob-
lem, Expectation-Maximization(EM) is used. It is a class of iterative algorithms
for maximum likelihood or maximum a posteriori estimation in problems with
incomplete data [3], which can be combined with a naive Bayes classier to learn
from labeled and unlabeled documents [7]. But Expectation-Maximization(EM)
can only get local extremum rather than global extremum.

In cluster algorithms, due to its simplicity and ability to detect clusters of
data, Density-Based Spatial Clustering of Application with Noise(DBSCAN) has
been widely used [10]. The drawback is that when detecting boundary objects of
neighboring clusters, it will become unstable. BIRCH has poor anti-interference
ability to abnormal data. A new clustering algorithm called CURE identifies
clusters having non-spherical shapes and wide variances in size, which execution
times lower than BIRCHs [4].
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In addition, clustering and region oriented queries are common problems in
spatial data mining [12]. A new clustering method called CLAHANS is developed
and designed for large data sets, which is based on randomized search and is more
efficient than PAM [6]. Another active spatial data mining algorithm that can
effectively support user-defined triggers for dynamically evolving spatial data
appears, called STING+, which utilizes the advantage of using active database
systems and effective tracking in STING [11].

In this paper, we cluster articles on soybean metabolism by combining Sin-
gular Value Decomposition and Fuzzy c-Means, which can distinguish articles
about soybean, metabolism, soybean metabolism and others.

3 Backgroud

3.1 Singular Value Decomposition

The Singular Value Decomposition(SVD) of term-by-document A(m*n) can be
calculate in formula

A = USV T (1)

In formula, the U and V are matrixes respectively named as left singular matrix
and right singular matrix.

Sm×n = diag (δ1, δ2, · · · , δm) (2)

It is a diagonal matrix, which is arranged from big to small.

3.2 Dimension Reduction

In all these documents, there will be a mass of words, meaning that n must be a
very large number. For this reason, we need to reduce dimension. Take the first
k, which is far less than both m and n, as a nonzero singular value, then we can
get

Ak = UkSkV
T
k (3)

In the formula, Uk is formed by the first k columns of U, V T
k is constituted by

the first k rows of VT , comprised by the first k factors, which is largely represents
original matrix. The product of the three matrices on the right results in a matrix
that is close to A. The closer k is to n, the closer the product is to A. Then we
get inner product, named Nm×kby taking the inner product of A and V T

k .

3.3 Fuzzy c-Means

Fuzzy c-Means(FCM) algorithm is a clustering method based on partition, whose
purpose is to maximize the similarity among objects divided into the same cluster
and minimize the similarity among different clusters. It is a kind of flexible fuzzy
partition and diffusely used in classification.
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The core concept of FCM is to divide a data set X to c classes. Then there
will be C centers in c cluster. The membership matrix uij means the value each
sample belongs to each class. The object function of FCM is

J ==
c∑

i=1

n∑

j=1

um
ij ‖xj − ci‖2 (4)

The constraint condition is
c∑

i=1

uij = 1, j = 1, 2, · · · , n (5)

Then we will get

minJ(U, V ) = min

{
n∑

k=1

c∑

i=1

(um
ik) (dik)2

}
(6)

And

minJ(U, V ) =
n∑

k=1

{
min

[
c∑

i=1

(uik)m(dik)2
]}

(7)

In order to find the extreme value of the objective function under constraint
conditions, we construct a new function by using Lagrange multiplier method

F =
c∑

i=1

(uik)m(dik)2 + λ(
c∑

i=1

uik − 1) (8)

d2ik = ‖Xk − Vi‖2 (9)

The optimum conditions for finding the extreme value of F function are as follows

∂F

∂λ
= (

c∑

i=1

uik − 1) = 0 (10)

∂F

∂uik
=

[
m(uik)m−1(dik)2 − λ

]
= 0 (11)

∂F

∂vi
=

n∑

k=1

(uik)mxk − vj

n∑

i=1

(uik)m = 0 (12)

The necessary conditions to solving extreme conditions 10 are as follows

uik =
1

∑c
j=1(

dik

djk
)

2
m−1

(13)

vj =
∑n

k=1(uik)mxk∑n
k=1(uik)m

(14)
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The first step to use FCM is setting number of types c and parameter m. Sec-
ondly, define initial membership matrix U(0). Thirdly, calculate the new cluster
centers Vj through 12 and new membership matrix using 11. Finally, a matrix
norm is used to compare the membership matrix between two iterations, and
stop iterating when ‖U(k + 1) − U(k)‖ ≤ e. Then we will get a membership
matrix about classes and samples.

4 Experiments

4.1 Experiment Design

The flow chart is shown in Fig. 1

Fig. 1. Flow chart of the experiment.

In this paper, we collect 600 articles whose subjects are mainly about soybeans
metabolism and extract the titles, key words and abstracts as data sets, which
is divided into four categories as follow Table 1.

And a corpus D of soybeans metabolism is defined by D = {D1,D2, · · · ,Dm},
where each article Di contains with amount of words Wi = {w1, w2, · · · , wn}.
Obviously, in an article there will be lots of words, usually named as stop-words,
which appear frequently but with no real meaning, such as a, an, one and so
on. Besides, there will be some punctuation mark and special character. For this
reason, we delete stop-words and useless words, then construct a document-by-
word text. Take the soybean metabolism for example, which is shown in Fig. 2
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Table 1. Data set and the number of each class.

Main content Number of articles

Metabolism 150

Soybean 150

Soybean metabolism 150

Other 150

Fig. 2. The document-by-word text.

In Fig. 2, the word soybean and metabolism are marked in different colors. For
one word Wi, we calculate its frequency through the method TF which used the
formula

tfi,j =
ni,j∑
k nk,j

(15)

In formula the numerator Ni,j means the number of occurrences of the word
Wi in text Dj , while the denominator is the sum of occurrences of all words in
text document Dj . Then we can construct a document-by-word matrix named
A with m rows and n columns,every row of which means a document, and its
columns are the frequency of words appears in document. By this way, we could
get a matrix named data with 600 rows and 8891 columns.

To emphasize the contribution or importance of four characteristics, we put a
weight on each classes though the entropy weight method(EWM), which means
the smaller the entropy value, the more discrete the index is, the greater influence
of the index on the comprehensive evaluation.

The three matrices are obtained after using singular value decomposition to
A. The matrix U based on row vector with m rows and m columns. The diagonal
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matrix S is a singular value matrix of A with m rows and n columns. The matrix
V T based on column vector with n rows and n columns.

In this paper, for further dimension reduction, We extract k rows from matrix
V and get a matrix N, which based on the dimension of article vector, with k
rows and n columns via the formula

Nm×k = A · V T
k (16)

Which k is the most proper to represent the matrix N? We can get solution by
counting how many rows in matrix S can greatly represent matrix S, the formula
is

1 −
∑k

1 Si∑m
1 Si

≤ 0.01 (17)

It means k rows of matrix can represent matrix S, so that we can reduce dimen-
sion to K rows.

4.2 Experiment Result

Figure 3 shows 200-dimensional data in two data. In our experiment, the FCM
is used to cluster the matrix N. And we compress the dimension of matrix N to
200 rows. The data is divided to four classes, four different colors describe four
categories. It can be seen that our approach can divide data into four categories.

Fig. 3. Four types data are depicted in different colors.

Figure 4 describe the value of the target function varies with the increase of the
number of iteration. When the number of iteration increase bigger than 2, the
curve gradually flattens out. So, the parameter of iteration should be 2, which
will get a better results.

In Fig. 5, it can be see four classes membership matrix value changes with
the number of samples. The value of membership is bigger, the higher the degree
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Fig. 4. The change curve of the function with the number of iterations.

Fig. 5. The change trends in four classes membership matrix value.

Fig. 6. The matrix N is divided into three kinds of categories.

that the sample point belongs to the category, and the closer the membership
value is to 0, the lower the degree that the sample point belongs to the category.
According to the maximum membership principle in fuzzy sets, we can be deter-
mine which class each sample point belongs to. For better observation, the con-
fusion matrix can be shown in Fig. 6.

In confusion matrix, the greater the element on the diagonal, the smaller the
value on the non-diagonal, the better the performance of the algorithm. We can
see that our approach have good performance in two categories. While in three



Text Classification Methods Based on SVD and FCM 119

categories, the kind of metabolism texts cannot be distinguished well between
the kind of soybean texts and other texts. In four categories, the kind of other
texts and soybean texts can be divided well.

Fig. 7. F1-score and accuracy of FCM and K-Means of the three classification results.

In Fig. 7, we compared F1-score between FCM and K-means in 2 clusters, 3
clusters and 4 clusters, the accuracy of clustering and F1-score decrease with the
increase of classification number. Besides, the number of accuracy and F1-score
in FCM have better performance than in K-means, which proves our approach
has better performance than K-means.

5 Conclusion and Future Work

In this paper, we use TF and EWM to construct a terms-by-documents matrix
about soybean metabolism. Then, SVD is used to reduce the dimension of orig-
inal matrix. Finally, FCM is used to cluster matrix. By using above methods,
we can quickly find the relevant texts about soybean metabolism in the massive
text data. In experimental results, four categories cannot be divided well, which
may have two reasons. First, the selection of data sets is not good enough so
that the data is too smooth and the data categories arenot distincted. Second,
the algorithm is not accurate enough. In future works, we will try some other
data in the model, and improve the accuracy of the model for both two reasons.
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Abstract. Lung cancer is one of the most diagnosable form of cancer
worldwide. Recent researches have showed that the diagnoses of pul-
monary nodules in Computed Tomography (CT) chest scans based on
deep learning have made a significant progress for the medical diagnoses.
However, the existence of many false positives or the high costs of pro-
cessing time make it impossible to apply to clinical practice. Toward this
purpose, this paper proposed a new image processing method to improve
the performance by exploiting the power of acceleration technologies via
OpenCL. We use parallel programming and pipeline models to parallelize
the CT image preprocessing, and classify them by 3D CNNs according to
the significant differences between nodules and non-nodules in 3D shapes.
Extensive experimental results have shown that image processing can be
accelerated significantly on GPU. In addition, the experiments on 500
patients indicate that our proposed method improved the performance
by 12.5% and achieved 97.78% sensitivity rate for segmentation.

Keywords: CT images · Pulmonary nodules · OpenCL

1 Introduction

Lung cancer is one of the most diagnosable form of cancer worldwide. It has been
estimated that there will be approximately 234, 030 new diagnosed cases of lung
and bronchus cancer and 154, 050 deaths in the USA in 2018 [1]. Recent years,
the use of Computed Tomography (CT) scans for automatically identifying pul-
monary nodules has attracted great attentions in research and applications at
computer-aided diagnoses. Early diagnosis of pulmonary nodules in Computed
Tomography chest scans have a huge impact on the quality and length of life
of lung cancer patients. However, it is a hard work for a radiologist to evalu-
ate hundreds of scanned results with poor sensitivity and specificity daily [2].
c© Springer Nature Switzerland AG 2018
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Hence, implementing computer-aided diagnosis (CAD) of pulmonary nodules
can effectively diminish the work-load of clinicians.

To identify pulmonary nodules, most of the early researches use machine
learning methods to extract the nodules features and then classify these features
for the detection. SVM, Boosting, Decision trees, k-nearest neighbor, LASSO,
neural networks are used as classify algorithms [3]. However, in conjunction with
additional information such as demographic data and morphological features,
the methods also required the high time costs on processing. Recently, several
research groups have developed techniques in order to reduce the high computa-
tional cost of image processing in other areas, such as seafloor classification, face
recognition, etc [4]. Chen et al. proposed a parallel sparse coding algorithm for
seafloor image analysis [5]. Rajat et al. developed general principles for massively
parallel unsupervised learning tasks using GPUs [6]. However, these improved
algorithms mentioned above need to apply additional restrictions, especially not
for CT images.

In this work we intend to develop an image processing method based on
OpenCL to meet the following requirements. First, the method should to be
suitable for identification of pulmonary nodules in CT images. Second, the learn-
ing models should have a good applicability with as few restrictions as possible.
Third, the computational cost should be reasonable so that it can be adopted
in clinical practice. In recent years more and more programs with parallel data
processing use the GPU computing. As an open standard, OpenCL can execute
programs on the CPU and GPU computing platforms. Therefore, in this paper
OpenCL is selected to speed the algorithm. The rest of the paper is organized
as follows. A redesigned parallel learning algorithm and our proposed methods
based on OpenCL are introduced in Sect. 2. The experimental results and eval-
uation using the CT images are presented in Sect. 3. We conclude this work in
Sect. 4.

2 Method

To process CT images, our identification approach consists of three stages in
functioning: Data pre-processing, Data segmentation, and Removal of false pos-
itives. First, the raw CT images in the format of Communications in Medicine
(DICOM) standard is denoised and transformed into Digital JPG format and
the associated tag data of XML is changed into PNG format. Second, the clean
normalized data are then segmented to extract the suspected nodular lesions.
An optimized 2D FCNs is used to segment and extract the suspected nodular
lesions from CT images. However, the use of 2D FCNs can bring in many false
positives, which will be removed in the next stage. Finally, nodule candidates
detected by the FCNs are fed into 3D CNNs to remove the false positives and
the final results are output.
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2.1 Image Preprocessing

At first, a data set needs to be denoised and transformed to fit the learning
network architecture. Pydicom package is used to read a series of DICOM images
into arrays about Hounsfield Units (HU) [7]. HU scale is a linear transformation
of the original linear attenuation coefficient measurement. The Hounsfield scale,
is a quantitative scale for describing radiodensity. We can identify the nodules in
lung tissue based on the different values of HU. The value in HU is from 1024 to
about 3200 on the Hounsfield scale. The specific attenuation of various tissues
in the chest are shown in Table 1.

Table 1. The HU values corresponding to substance

Substance HU

Air +1000

Bone Over +200

Blood From +13 [8] to +50 [9]

Lung From −700 to +600 [10]

Nodule From 0 to +150

The entire preprocessing process includes four steps, as follows:
Step 1. Load the DICOM file, which is used as a reference and named as “pix-

elArray”, to extract metadata. We then use the “SliceThickness” attributing to
calculate the spacing between pixels in Z-axis to link the nodules in the adjacent
slices. The CT DICOM images are not directly in HU. The raw metadata is
transformed to HU format according to Eq. 1.

dateHU = metadataV alue ∗ slope + intercept. (1)

Step 2. By locating the apex pulmonis and basis pulmonis in the CT slices,
we can reserve those slices which contains the lung tissue. The slices that locate
above the apex pulmonis or below the basis pulmonis can be removed. We then
extract the regions of interest.

This can be done by either segmenting the contour or using HU threshold only
with sensitivities of 98.9% and 97.78% accordingly. Since the contour method
is much more expensive in time than that of HU threshold method, we would
focus on HU threshold method in this article and set the HU threshold within
[−800, 300] to distinguish lung tissue and bone and reduce the sample space
significantly. These extracted regions are then normalized by the MinMax Scaling
into an image format.

Step 3. The tagged data is generated and stored in a XML document. For each
item in the tagged data, four experienced chest radiologists perform two-round
diagnoses. In the first round, each physician independently diagnoses, marks the
location of nodules, and labels a nodule in three categories:
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C1: unblindedReadNodule if diameter of the nodule ≥3 mm;
C2: unblindedReadNodule if diameter of the nodule <3 mm;
C3: non-nodules if the diameter of the non-nodule ≥3 mm.

In the subsequent unblinded-read round, each radiologist independently
review their own marks along with the anonymized markers from the three
other radiologists to render a final decision. Such a two-round labeling can label
all results completely, avoiding forced consensus. We select all of the nodules
marked with “unblindedReadNodule” for training and evaluation. As such, all
the nodules in XML form are transformed into the images expressed in pixels.

Step 4. In order to make the adjacent slices have an equal distance, new slices
need to be created and added from the existed slices and some existed slices may
need to be removed. The insertion of a new slice can be done by using Cubic
Spline Interpolation, a special case of Spline interpolation that is often used to
avoid Runge’s phenomenon. In this step, the normalized slices have the uniform
distances (1 mm) between adjacent slices.

2.2 Parallelization via OpenCL

However, when faced with large amounts of data, the image preprocessing will be
time-consuming. In order to speed the preprocessing, parallel implementations
are considered. There are two levels of parallelism we can take advantages of. In
the first level (level-1) of parallelism, it can be found that all the CT images can
be optimized independently. The whole data set is divided into several subsets.
Each CT image is calculated by a set of threads. In the second level (level-2) of
parallelism, the preprocessing can be parallelized as well. In our implementation,
the entire process is a combination of sequential stages and parallel stages.

In order to take advantage of GPUs parallel architecture, the learning task
is implemented to fit the two levels of parallelism: blocks and threads. Blocks
are used to achieve the data parallelism by working on separate subsets. Inside
a block, each thread computes just 2 kernels so as to exploit more fine-grained
parallelism. In this method, all threads within a block can synchronize with each
other by using a pipeline model to share memory very quickly. As Fig. 1 shows,
sequential stages and parallel stages are organized as a pipeline model to work.
The algorithm is described as Algorithm 1. The mainly part is to distribute the
tasks and transfer the data between CPU and GPU.

Since the HU threshold method is expensive in time, as Eq. 1, the HUvalue
is calculated as Algorithm 2 inside a block. In this work, we did not use multiple
GPUs in our implementation.

2.3 Segmentation and Filtering

After preprocessing, the normalized data should be segmented and filtered to
identify the pulmonary nodules. In papers [11,12], in order to locate the pul-
monary nodules, it first uses three-sized sliding windows (5 ∗ 5, 7 ∗ 7, 9 ∗ 9) to
frame a part in the map as a candidate area. It then extracts visual features
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Fig. 1. The pipeline model to parallel computing.

Algorithm 1 Pipeline (dataBuffer1, dataBuffer2, intercept, partialMax,
partialMin)
1: pointBuffer[2] ← dataBuffer1, dataBuffer2
2: pointBuffer[cursor] ← readFromDisk
3: while True do
4: GPUMemory ← CPUMemory
5: Launch the kernel
6: Enqueue the command Read memory from GPU (No Block)
7: pointBuffer[!cursor] ← readFromDisk
8: Wait GPU Calculating and Transforming
9: Writing to disk

10: cursor ←!cursor
11: if ReadTextOver then
12: break
13: end if
14: end while

associated with candidate regions. This approach can be time consuming and
produce considerable miss detections for the nodules adhering to lung walls or
blood vessels as showed in Fig. 2. In this paper, the proposed method by seg-
menting suspected nodules in FCNs helps to obtain high sensitivity. We modified
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Algorithm 2 kernel1(dataArray, slope, intercept, partialMax, partialMin)
1: HUvalue ← dataArray[globalId] ∗ slope + intercept
2: if HUvalue > upperLimit then
3: HUvalue ← upperLimit
4: end if
5: if HUvalue < lowerLimit then
6: HUvalue ← lowerLimit
7: end if
8: partialMax[localId], partialMin[localId] ← HUvalue
9: barrier the local memory fence

10: i ← groupSize/2
11: while i ¿ 0 do
12: if localId < i then
13: partialMax[localId] ← Max(partialMax[localId], partialMax[localId + i])
14: partialMin[localId] ← Min(partialMin[localId], partialMin[localId + i])
15: end if
16: barrier the local memory fence
17: i ← i >> 1
18: end while
19: Output partialMax[0]
20: Output partialMin[0]

(a)

(b)

Fig. 2. (a) The images are recognizable in traditional methods. (b) The images where
nodules adhere to lung tissue are not recognizable traditionally.

the network architecture as depicted in Table 2 to fit less complicated classifiers
than that of Çiçek et al. [13] methods.

Since the cross sections of pulmonary nodules are very similar to the blood
vessels in shapes, it is difficult to clearly identify the nodules in 2D networks.
The method of 3D CNNs is adopted to construct three-dimensional shapes and
distinguish the nodules from result of FCNs. We first integrate the 2D suspected
nodules into a three-dimensional shape. According to the standard of medical
requirements on pulmonary nodules, the small-sized nodules where the areas
less than 10 need to be removed. We then dilate the results of FCNs into a
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Table 2. The best network architecture

3 ∗ 3 rectangular structured element since there can exist many scattered results
referring to the same nodule. Finally, these three-dimensional shapes are fed into
the Convolutional Neural Networks for classifications.

3 Experiment

In order to evaluate the performance of the preprocessing and segmentation
under different parameters and network architectures, a series of experiments
were carried out on a large lung Image data set. In this section, we present
a brief discussion of out experimental data set, experiment platform and the
results.

3.1 Data Set

Our experiments dataset is the Lung Image Database Consortium image collec-
tion (LIDC-IDRI) [14]. It consists of lung cancer screening thoracic computed
tomography scans with marked-up annotated lesions and contains 1018 cases.
The original DICOM images (anonymized and uncompressed) are associated
with XML files for all 1018 CT scans.

3.2 Experiment Platform

All the experiments are conducted on a GPU framework. We implemented the
GPU implementation on a workstation that contains an Nvidia Tesla K40 with
8 GB system memory. The host CPU is Intel Core i7 − 3820 CPU at 3.60 GHz
with 16 GB memory. The compiler version is CUDA 5.5.
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3.3 Results and Discussion

We conduct the experiments and present the detailed experimental results on
CT images preprocessing and the sensitivity rate of segmentation. In our exper-
iments, we mainly evaluate the following two aspects:the performance of image
processing, and the segmentation performances under different parameters and
network architectures. In training the models, each experiment requires 10, 000
iterations.

3.3.1 Image Processing Performance
We implemented the parallel execution via OpenCL. We applied the optimization
on the random data set using Algorithm1 and Algorithm 2. The dataset contains
500 patients and 105, 606 CT images. In this experiment, we conduct a compar-
ison between three technologies (CPU only, GPU without pipeline and GPU
with pipeline) at the full capacity of a single device. The base case implementa-
tion is a single thread implementation on Intel Xeon E5606 2.13 GHz CPU with
8 GB memory. The GPU implementation on a single Nvidia K20 GPU device. In
the GPU implementation, we scheduled a 1-dimensional grid consisting of 1,024
blocks. Each thread block is 1-dimensional and contains 512 threads.

Table 3. Computation time of three parts

Without pipeline With pipeline

Load data 651(81.07%) 643(91.60%)

Compute 137(17.06%) 42(5.98%)

Others 15(1.87%) 17(2.42%)

Total 803 702

From Fig. 3 we can find that GPU has tremendous performance advantage
for the image processing. A single K40 device can achieve more than 8 times
speedup than the CPU implementation. On the other hand, the overwhelmingly
dominant computational effort is spent on loading data, as shown in Table 3. By
contrast, the pipeline model is efficient and it can improve the performance of
12.5%.

3.3.2 Sensitivity Rate
To find the suspected nodules precisely, we proposed a segmentation method
through adjusting the architectures of FCN. Taking this into consideration, lager
sized networks need to learn much more parameters, require much more itera-
tions, and increase overfitting and the time costs potentially. Furthermore, deep
structured networks might increase the generalization error. To segment nodules
and non-nodules, our first intention was to use a minimal model that was capable
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Fig. 3. Performance on single device.

of learning the exact architectures of the network. In the experiment, the net-
work structures were different on convolutional layers. The part of convolutional
was divided into four blocks which included several convolutional layers and a
max-pooling layer.

In order to further optimize the network structure, different network struc-
tures are used to compare with the others. As shown in Table 4, the number
of every lays in Category2, Category4 and Category5 is the same. However, in
Category4, the one by one (1 ∗ 1) convolution is used in the last layer of Block3
and Block4. In Category5, the dilated convolution with the dilation rate k = 3
is used in the last layer of Block1 and Block2 and in last two layers of Block3
and Block4.

In the experiment, the sensitivityRate is used as an evaluation. It is com-
puted as follows:

sensitivityRate = TP/(TP + FN) (2)

where TP means true positive, FN means false negative.
As illustrated in Fig. 4, the results showed that appropriately increased the

number of network layers can improve the performance. Given the same number
of network layers, it showed that (1 ∗ 1) convolution is useful and the dilated
convolution is still not need.

Table 4. Optimize the network architectures

Block1 Block2 Block3 Block4

Category1 1 1 1 1

Category2 2 2 3 3

Category3 2 2 2 2

Category4 2 2 3 3

Category5 2 2 3 3
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Fig. 4. The sensitivity rates on optimized network architectures.

Finally, based on Category4 of Table 4, the loss weight was gradually tuned
to fit the general cases in lung CT images. The results demonstrated that when
the loss weight was set to 0.004790, the sensitivityRate would achieve the best
result of 0.9778.

4 Conclusion

In order to automatically identify of the pulmonary nodules, a novel method for
CT images processing is proposed. In this work, we conduct a detailed study
regarding the performance and sensitivity rate via OpenCL. The results on CT
images show that it is very important to use GPU to achieve the best per-
formance. In addition, pipeline model demonstrates the better performance. In
future, the work will focus on the scalability of multicore GPU to adapt to the
application of large amount of CT images.
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Abstract. In this work, we use a 3D Fully Convolutional Network
(FCN) architecture for pulmonary nodule segmentation. Our method
integrates FCN and Conditional Random Field(CRF) into an end-to-
end network. Using this approach, the spatial features of CT image series
can be better utilized to obtain the three-dimensional global features of
pulmonary nodules according to the context. The model includes pul-
monary nodule segmentation and classification recognition and the noise
is reduced by effective image preprocessing. We achieved competitive
results during the testing phase of the LIDC/IDRI dataset for segmenta-
tion and detection with sensitivity of 0.918 using 3D-FCN and VGG19.

Keywords: Pulmonary nodule · Semantic segmentation · Fully
convolutional network

1 Introduction

Lung cancer is the leading cause of global cancer death. The main reason for the
close proximity between morbidity and mortality is the low recognition rate in
the early stage of lung cancer. Therefore, early diagnosis and early treatment of
lung cancer are very important for improving lung cancer survival and reducing
lung cancer mortality.

Before the appearance of deep learning, the work of image semantic segmenta-
tion includes the simplest pixel-level ‘threshold method’, pixel-based clustering-
based segmentation method, and segmentation method based on‘map partition-
ing’, etc. Most of these methods perform image segmentation based on the low-
order visual information of the image pixels [1]. The calculation complexity of
these methods is not high without training, however, it is not effective on difficult
complex segmentation.

After computer vision has entered the era of deep learning, Semantic segmen-
tation also entered a new stage of development. A series of semantic segmentation
methods based on convolutional neural networks have been proposed represented
by FCN.
c© Springer Nature Switzerland AG 2018
L. H. U and H. Xie (Eds.): APWeb-WAIM 2018, LNCS 11268, pp. 134–141, 2018.
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2 Related Work

FCN is mainly transformed from Convolutional Neural Network (CNN) model,
replacing the traditional fully connected layers fc6 and fc7 with deconvolution
layers [2]. The SegNet and DeconvNet models belonging to Encoder-Decoder
architecture proposed later are similar with the FCN. The biggest differences
between them are the upsampling methods. In FCN, the upsampling method
is to add the feature vector after deconvoluting to the high resolution layer.In
FCN, the upsampling method is to add the feature vector after deconvoluting
to the high resolution layer. The latter two map the values of the feature to the
new one based on the location of the pooled pool, and then connect to result in
deconvolution layer [3,4]. One of the defects of FCN is that upsampling cannot
restore all the lost information losslessly. In this regard, Dilated Convolution
is a good solution , that can greatly improve the recognition of the semantic
categories and the fineness of the segmentation [5,6].

The method of Deep Learning + Probabilistic Graph Model (GPM) is pro-
posed considering the space context of each pixel for settling the defects of image
semantic segmentation not taking into account the spatial context of each pixel
as a whole [7,8]. The GPM is integrated into the deep learning framework to
form a fully automatic end-to-end system, which is used to explain connection
between the nature of image pixel [9,10].

The above FCN model based on natural image segmentation has also achieved
important breakthroughs in the segmentation of medical images. U-Net network
architecture is a Semantic Separation Network based on FCN, which has been
proved to be suitable for the segmentation of medical images [11]. As research
continues to deepen, U-Net has made some progress that PSP-Net splits the
entire image into four equal parts and pools it to get global information [12].
Mask R-CNN integrates the advantages and methods of object recognition and
has also achieved good results [13].The above methods are all based on two-
dimensional medical image segmentation, inspired by the successful application
of 3D-CNN model in human behavior recognition. In recent years, researchers
have also used the two-dimensional sequence characteristics of medical images to
apply them to the field of medical image recognition and segmentation [14].For
example, a network model called DeepMedic combines three-dimensional multi-
scale CNN and full-connected CRF on the basis of the above studies, and has
been used for the segmentation of brain tumors [15].The 3D U-Net model directly
expands the U-Net model and achieves stereoscopic segmentation of the kidney
under sparse sample conditions [16]. The 3D FractalNet model enables the stereo-
scopic segmentation of cardiovascular MRI medical images based on FCN [17].
The above-mentioned methods all extend the two-dimensional FCN network to
three-dimension, and do not fully consider the contextual relationship of the
pixels in the three-dimensional space, nor do they study the three-dimensional
stereoscopic segmentation of the CT image.

In general, the semantic segmentation method based on FCN is a very pop-
ular research topic. Scholars are trying to apply the FCN model more deeply
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to the field of medical image segmentation in multi-scale feature integration,
structure prediction and network structure aspects.

The segmentation and labeling of pulmonary nodules in CT images has made
great strides. After segmented for lung parenchymal structure and preprocessed,
the data task is to search for pulmonary nodule candidate regions, and then clas-
sify and identify the ROIs, in order to distinguish between benign and malignant
tumors in further. Due to the lack of the Ground Truth, its a very difficult prob-
lem to find pulmonary nodules because some of the nodules were attached to the
blood vessels, trachea, and pleura. In previous studies, the segmentation meth-
ods such as active contour model, fuzzy clustering method, threshold method,
and template matching were successively proposed [18]. However, due to complex
lung structure, the types of nodules which is difficult to accurately segmented
include: micronodules, adhering vascular nodules, adherent pleural nodules, and
ground-glass nodules. At present, no model established by the algorithm can be
applied to all types of nodules [19,20].

With the application of deep learning method in the field of medical image
processing, pulmonary nodule segmentation mainly adopts two modes: image
segmentation-based method and target-based detection method. For example, it
gets practical in using U-Net for cutting, Faster R-CNN for detection, and then
using 3D CNN for target classification and identification.

The Faster R-CNN model is based on the object detection model R-CNN.
Compared with the traditional CNN model, R-CNN proposes candidate regions
for detection, and then uses CNN for detection. This method can not only iden-
tify objects, but also provide target location information [21]. Fast R-CNN speeds
up and simplifies the R-CNN model, and optimizes the way of generating regional
proposals in the model and further improves system performance [22,23].

The Mask R-CNN model inherits the framework of Faster R-CNN. It also
introduces the fully-connected segmentation subnet, performs object detection
and pixel segmentation at the same time. This method is currently a research
hotspot in the field of medical image processing.

In summary, the image semantic segmentation method based on deep con-
volutional neural network is widely used in the segmentation of suspected lung
nodules and has excellent performance.

3 Method

3.1 3D-FCN

The FCN architecture proposed for semantic segmentation improves CNN archi-
tectures for dense predictions without any fully connected layers. Enjoying great
popularity on the low time cost and the segmentation maps to be generated for
image of any size, the FCN architecture can be spread to almost any models.

However, due to the incapability of grasping the connections from the context
of adjacent image slices. So the appropriate way is to feed a combination of
image slices into networks. The methods proposed is take a handful of into a
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combination, which differentiates from the general 3D-FCN. Nevertheless, due
to the tiny scale, the cost of time and memory considerably lower than the
general one.

For segmentation, the network architecture are designed four blocks for con-
volution, three blocks for deconvolution and four concatenation of two result
with the convolution and deconvolution in Fig. 1. In the first convolution block,
the stride is 2 in first dimension for gasp the features in Z-axis. Due to the tiny
scale for learning, the vector will not be convoluted in the first dimension. The
convolution kernels uniformed 3×3×3 requires the value of “Extend” from pix-
els outside of the image boundaries, which guarantee the size of out result with
original same. The concatenation layers which connect with the convolution and
deconvolution are designed for taking multiple inputs that have the same height,
width and depth and concatenates them along the fourth dimension.

Fig. 1. Network structure of the 3D-FCN + CRF model.

3.2 CRF

For each pixel i, there is category label xi and corresponding observation value
yi. Each pixel point is taken as a node, and the relationship between pixels
and pixels is taken as an edge, which constitutes a condition random field. By
observing the variable yi, we can deduce the category label xi corresponding to
pixel i. The CRF conforms to gibbs distribution, and x in the formula is the
observed value above

P (X = x|I) =
1

Z(I)
exp(−E(X|I)) (1)

Where E(X|I) is the energy function, the unary potential function comes from
the output of 3D-FCN, binary potential function is used to describe the rela-
tionship between the pixels and the pixels, encourage similar pixels assigned the
same label, the definition of the distance between the pixel is associated with
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color value and the actual relative distance, the CRF can then segment the image
as far as possible at the boundary. The binary potential function of fully con-
nection CRF describes the relationship between each pixel and all other pixels.
For 3D-FCN, the relationship between each pixel and the pixels in adjacent slice
images needs to be further processed.

4 Experiments and Results

4.1 Dataset and Pre-processing

This study used the LIDC/IDRI dataset, consisting of 1,018 helical thoracic CT
scans collected retrospectively from seven academic centres. The LIDC/IDRI
employed a two-phase image annotation process. In the first phase, four radiol-
ogists independently reviewed all cases. In the second phase all annotations of
the other three radiologists were made available and each radiologist indepen-
dently reviewed their marks along with the anonymized marks of their colleagues.
Findings were annotated and categorized into nodule≥3 mm, nodule<3 mm, or
non-nodule. Non-nodule marks were used to indicate abnormalities in the scan,
which were not considered a nodule. All labeling information for each case is
recorded in an XML file. As shown in Fig. 2, in each CT image, we integrate the
labeling of four radiologists and combine them into a nodule. By preprocessing
the dataset, we eliminate the image noise and unify the CT series images into
16 × 512 × 512.

Fig. 2. CT image series preprocessing process.

4.2 Evaluation Measures

To determine whether the nodule is correctly detected according to the coor-
dinate information. If the nodule falls into a sphere with a center radius of R
according to the reference standard, the detection is considered correct. FROC
curve was calculated based on the final nodule detection probability. Sensitivity
is used as the final criterion. All experiments are performed over five train/test
folds.
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4.3 Setup and Parameters

The Caffe framework is deployed to train on a single NVIDIA Tesla K40c card.
We adopt the method of segmentation + classification, and use 3D-FCN for
segmentation to find out the suspected nodes, and then use the classification
network to judge whether each suspected node is true positive, and give the
probability. The suspected nodes detected by the segmentation network contain
a large number of false positives, the ratio is about 1:20. Therefore, a classifica-
tion network is required for false positive attenuation. We compared CaffeNet,
VGG16 and VGG19 network structures. The initial learning rate of the segmen-
tation network is set to 0.0002, and it is decreased by a factor of 10 every 15 K
iterations, for a total of 50 K iterations. The initial learning rate of the classifi-
cation network is set to 0.0001, and it is decreased by a factor of 10 every 15 K
iterations, for a total of 40 K iterations.

4.4 Experimental Results

Figure 3 shows learning curves of the sensitivity for the CaffeNet, VGG16 and
VGG19 for one of the 5-fold cross validation experiments. We see that the exper-
iment results in stable training and that the model does not overfit. As shown in
the comparison in Table 1, the performance based on 3D-FCN and VGG19 is the
best. And the performance based on 3D-FCN is superior to that based on the
conventional methods using different algorithms. The experimental results show
that the model we proposed is strong and stable for segmentation and detection
of pulmonary nodule on the LIDC/IDRI dataset.

Fig. 3. Tracking sensitivity during training.In this plots we show the training curves
for one of the five cross-validation experiments.
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Table 1. Sensitivity of different methods

3D-FCN U-Net

CaffeNet 90.27% 88.45%

VGG16 91.32% 89.90%

VGG19 91.80% 90.08%

5 Conclusion

In this study, we evaluate the performance of the 3D-FCN on pulmonary nod-
ule detection problem. In view of the similarity and continuity characteristics
of adjacent slices of 2D CT medical image series, a segmented network consist-
ing of 3D-FCN and CRF is used to obtain the suspected nodule area, then the
deep convolution neural network is used to classify them. The experiment results
show that our proposed method is very effective and outperforms the conven-
tional pulmonary nodule detection method on the LIDC/IDRI dataset. Next, we
will further obtain the three-dimensional structural features of pulmonary nod-
ules on the basis of the above work to improve the performance of the system.
Furthermore, we will also extend the experiment to other medical image series
dataset to test the generalization performance of this method.
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Abstract. Since collaborative filtering algorithm cannot make full use of video
attribute information, mining implicit information of video, this paper proposes
a video recommendation algorithm based on knowledge reasoning of knowl-
edge graph. The algorithm uses a knowledge graph with powerful semantic
processing capabilities and open interconnection capabilities. The ontology
model is used to formalize the implicit semantics in the data. By using the
knowledge inference method of the knowledge graph, the existing triplet
information is used to establish new relationships between entities and assign
corresponding weights to the paths. All the semantic information is embedded in
the low-dimensional vector space, and the potential semantic similarity of the
video is calculated by combining the path weights. And then, integrate semantic
similarity into collaborative filtering for recommendation. Experiments show
that this algorithm can make up for the deficiency that collaborative filtering
algorithms cannot fully utilize the hidden information of video, and enhance the
effectiveness of recommendation at the semantic level, what is more, the rec-
ommendation results are interpretable. To a certain extent, it can solve the
problem of data sparseness.

Keywords: Collaborative filtering � Knowledge graph � Knowledge reasoning
Semantic similarity � Path weight

1 Introduction

In the age of the information explosion, a lot of video software has developed rapidly
and a lot of video data is produced every day. Therefore, users face the trouble with
fragmentation of network video information and information overload, how to make
the user experience more humane and to meet the needs of users becomes an urgent
problem to be solved. Thus, the recommendation systems came into being. In the
recommendation system, the most important problem is to better serve the user, con-
duct an in-depth analysis of the user’s past behavior information, obtain the user’s
actual preference information, and finally recommend interested video to the user. In
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the continuous exploration of many people, several excellent recommendation algo-
rithms have emerged. The current mainstream recommendation algorithms include
collaborative filtering recommendation algorithm (CF) [1], content-based recommen-
dation algorithm [2], knowledge-based recommendation algorithm [3, 4], semantic-
based recommendation algorithm [5], and social network-based recommendation [6].
Every recommendation algorithm has its own advantages and disadvantages. The
collaborative filtering recommendation algorithm can handle unstructured data such as
multimedia, the recommendation results are rich, but there are problems of data
sparseness, cold start and scalability. Content-based recommendation algorithm is not
constrained by scoring sparseness problems, but the diversity of recommended results
is limited. The knowledge-based recommendation algorithm is not constrained by
scoring sparseness and avoids the problems such as the cold start of new users and new
items, however, knowledge base needs to be constructed and it is restricted by
knowledge representation methods. Semantic-based recommendation algorithm can
mine implicit semantic information to improve recommendation accuracy and diver-
sity, but domain ontology needs to be built.

Based on the above analysis, the collaborative filtering recommendation algorithm
fails to make full use of the semantic information of the video itself, which has a certain
impact on the recommendation result. Existing experiments show that knowledge
graph as structured semantic knowledge bases [7], can accurately locate and acquire
knowledge in depth. As a representative of the semantic processing ability with
powerful functions, it can specifically describe one or more relationships among
entities. Using the knowledge inference of knowledge graph can further excavate the
deeper relationship between entity relations and retrieve the missing entities and
relationships, then enrich and expand the knowledge graph. So this paper attempts to
use knowledge inference of knowledge graph to embed existing formalized information
into low-dimensional vector space, excavate the implied information of items, and
enrich the semantic network of extended items. This method can not only realize the
integration of semantic information into collaborative filtering, but also can effectively
achieve the deep acquisition of the implicit semantic information of items, thereby
improving the effectiveness of the recommendation.

2 Related Works

For user-based collaborative filtering algorithm [8], the burden and costs will continue
to increase as the number of users continues to increase. On the contrary, the item-
based collaborative filtering recommendation algorithm does not rely on user infor-
mation, only uses the information of the item itself. For any item, its information will
not change over time. Therefore, the similarity between the target item and the item that
the user has watched or has evaluated can be calculated in advance using the cosine
similarity algorithm, the Pearson algorithm, or the modified cosine similarity algorithm
and so on. According to the obtained similarity matrix, the score prediction is per-
formed, so that the top K items with high ratings that the user may be interested in are
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recommended to the user. The amount of calculations in this process is greatly reduced,
and to a certain extent, the cold start problem is solved. However, since this process
does not consider the semantic information of the item itself, it has a certain influence
on its recommendation effect.

At present, the commonly used knowledge graph inference algorithms [9–11]
including the tensor decomposition method (Rescal algorithm), the conversion-based
method (TransE algorithm), and the path-based inference method (PRA algorithm).
Based on Rescal algorithm, we can achieve better results in inference, but there is a
problem that the time complexity is too large. When the amount of data is too large, the
reasoning effect is limited. The TransE algorithm is relatively simple and the compu-
tational complexity is also low, and the complex semantic relationship between entities
and relationships can be established efficiently. In PRA algorithm, learning and rea-
soning based on the structural characteristics of the knowledge graph can realize
multipath reasoning between any two entities.

Liu et al. proposed Path-based translationmodel(PTransE) algorithm [12–15] and the
relationship between entities on both sides is bidirectional for the semantic information
they contain [16, 17], the algorithm finds all paths between any two entities using path
sorting algorithm (PRA), gets the random walk path p and the probability of the path
within a limited number of hops, for example, triple h; r1; e1ð Þ is in the knowledge graph,
and triple e1; r2; tð Þ exists at the same time, the first triplet’s tail entity e1 and the second
triple head entity e1 is the same entity, then get the path of h to t P(h; t) ¼ r1; r2f g, taking
into account the reliability of the triple, the score of the triplet h; r1� r2; tð Þ not less than
0.01 is added to the new triple set. Use translation models to embed entities and rela-
tionships into the d-dimensional vector space and normalize them. Calculate the loss
function value of the model in vector space and calculate the semantic similarity between
any two entities. There are many ways to combine semantics, for example, additive
model, multiplicative model, and recurrent neural network model, etc. Existing experi-
ments have proved that the semantic combination of the additive model works best.

3 Collaborative Filtering Recommendation Algorithm Based
on Knowledge Inference of Knowledge Graph

To make use of the item information stability of item-based collaborative filtering
recommendation algorithm, and introduce the reasoning mechanism of knowledge
graph, a collaborative filtering recommendation algorithm called PTransE_CF is
proposed. The algorithm not only uses the user-item rating data, but also introduces the
information of the item itself, and fully excavates its implied information. It is expected
to solve the shortcomings of insufficient information utilization, improve the
recommendation efficiency, and to a certain extent solve the problem of data
sparseness.
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3.1 Item-Based Collaborative Filtering Recommendation Algorithm

In a complete recommendation system, suppose there are m users U ¼ u1; u2. . .; umf g,
n items V ¼ v1; v2; . . .; vnf g, and the user-item rating data is constructed into a com-
mon one. The user-item rating matrix Rm�n is shown in (1).

R ¼
R11 R12 . . . R1n

R21 R22 . . . R2n

..

. ..
. ..

.

Rm1 Rm2 . . . Rmn

2
6664

3
7775 ð1Þ

Rij represents the user ui’s rating of the item vj, and the score data indicates that the
user’s likeness to the item. In item-based collaborative filtering recommendation
algorithm, the first step is to calculate the similarity between items; the second step is to
use Top-K to recommend according to the user’s history feedback. This paper uses
cosine similarity to calculate the similarity between the two objects(items). This
method assumes that there are two items Vi;Vj which are n-dimensional vectors, taking
the cosine angle between two vectors as the similarity between the two items, the
formula is as (2).

W Vi;Vj
� � ¼ cos Vi;Vj

� � ¼ Vi � Vj

Vik k � Vj

�� �� ð2Þ

Considering the impact of popular items on the recommendation effect, when a user
watches only the current popular movies, there may be no similarity between these
movies, the introduction of popular item weight factors [16, 17] are helpful to solve this
problem. Then the weight factor of any two popular movies is as (3).

A Vi;Vj
� � ¼ N Við Þ \N Vj

� ��� ��
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N Við Þj j N Vj

� ��� ��q ð3Þ

Among them, N Við Þj j indicates the number of users who like the item Vj, and
N Við Þ \N Vj

� ��� �� indicates the number of users who like the item Vi and the item Vj at
the same time. A Vi;Vj

� �
is the weight factor.

The item similarity matrix of the final item-based collaborative filtering recom-
mendation algorithm can be expressed as (4).

simitemCF Vi;Vj
� � ¼ A Vi;Vj

� � �W Vi;Vj
� � ð4Þ

3.2 The Recommendation Process Based on Knowledge Inference
of Knowledge Graph

Knowledge Inference Algorithm Based on PTransE. In the knowledge graph, the
two entities can be represented in the form of triples (entity 1, relation, entity 2).

148 Z. Xu et al.



Entities can form a powerful and directed semantic network through relationships.
Nodes are made up of entities and relationships form edges. Entities connect with each
other through various relationships form a huge network structure.

For the film field, the movie entities contain features such as release time, director,
actors, and types, each feature of movie is represented in the form of a triplet, the triplet
is shown in Fig. 1.

The interconnections among triples constitute a network of knowledge graph. The
semantic network formed by some movies and movie attributes of movielens is shown
in Fig. 2.

From Fig. 2, we can see that the more relationship paths between two entities, the
more similar attributes of two entities there are. That is, the greater similarity of the
head entity of the triplet with the tail entity under the relation r, the greater the
similarity between the two entities. Then Considering multi-paths and the weights on
distribution of different relation paths, use the PTransE knowledge reasoning method
combining path-based reasoning and transformation-based methods.

Fig. 1. The movie knowledge graph triple

Fig. 2. Part of the knowledge graph of the film
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In order to avoid the path getting too long, and resulting in too many duplicate data
in the training data, limit the length of random walk within 4 hops(Here only get the
even jump results according to actual needs). Using the PTransE model for training, the
above model example of a PTransE algorithm with a path length of 2 is shown in
Fig. 3.

According to the PTransE Algorithm, the similarity of any two movie entities Vi;Vj

can be defined as formula (5).

W Vi;Vj
� � ¼ G Vi; r;Vj

� � ¼ E Vi; r;Við ÞþE Vi; P;Vj
� � ð5Þ

Eðh; r; tÞ ¼ hþ r � tk k represents the energy of the triplet formed by the two
entities through the relationship r, which is equal to the measure of the similarity of the
head entity to the tail entity under the semantic relationship r dðhþ r; tÞ, d is the
Euclidean distance. As can be seen from Fig. 2, the smaller the distance between
two entities, the greater the similarity between the two entities. Therefore, the
distance model (6) is used to solve the similarity of two entities under different
relationships.

Eðh; P; tÞ ¼ 1
Z

X
p2Pðh;tÞ R pjh; tð Þ � 1:0=ðEðh; p; tÞþ 1Þ ð6Þ

P represents the collection of multi-path relationships between two entities. R rjh; tð Þ
represents the probability that the head entity h reaches the tail entity t through the
relationship r. Z ¼ P

p2Pðh;tÞ R pjh; tð Þ is a normalization factor. A path from the head

Fig. 3. PTransE model
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entity to the tail entity is p ¼ r1; . . .; rlð Þ : e0 �!r1 e1 �!r2 e3 �!r3 . . . �!rl el, For any
entity m 2 ei, the probability of walking along path p to m is (7).

RpðmÞ ¼
X

n2ei�1ð�;mÞ
1

eðn; �Þj jRpðnÞ ð7Þ

Where eiðn; �Þ indicates that ei�1 is a direct successor. RpðnÞ indicates the proba-
bility that this path will travel to entity n and R pjh; tð Þ ¼ RpðtÞ. The above path from e0
to el is: p ¼ r1 � r2 � � � � � rl. For the relation p, use the formula (8) for semantic
combination.

p ¼ r1 þ r1 þ r2 þ � � � þ rl ð8Þ

Based on the above ideas, PTransE algorithm can mine the hidden information,
extend semantic network, and increase the accuracy of recommendations.

For any multipath triple (h, p, t), according to the PTransE translation model,
Formula (9) is used to exercise the loss formula. Any two entities directly associated
with loss formula training using formula (10).

Lðp; rÞ ¼
X

h;r0;tð Þ cþEðp; rÞ � E p; r0ð Þ½ �þ ð9Þ

Lðh; r; tÞ ¼
X

ðh;r;tÞ2S h0;r;t0ð Þ2S0ðh;r;tÞ cþEðh; r; tÞ � E h0 þ rþ t0ð Þ½ �þ ð10Þ

h0 and t0 are erroneous triple vectors, they are negative training sample, the erro-
neous triples are derived from the following rules: reserve the head entity, replacing the
tail entity, or keep the tail entity, replacing the head entity. [x] + is the hinge loss
function, where [x] + represents keeping the original value when x is greater than 0,
and taking 0 when it is less than 0. c is a marginal parameter, and uses the idea of
support vector machine (SVM) to maximize the distance between the correct triplet and
the incorrect triplet.

Calculation of Fusion Semantic Similarity. According to the analysis, the user’s
rating of the already viewed movie has a dominant influence on the similarity between
any two movies, and can reflect the user’s interest better. Therefore, according to the
“golden section” principle, the semantic similarity obtained from the knowledge
inference of PTransE and the score similarity of the item-based collaborative filtering
recommendation algorithm are fused at ratio 0.382:0.618. Then get the final list of
similarities [18, 19]. The formula for similarity fusion is (11).

W Vi;Vj
� � ¼ 0:618 � sim itemCF Vi;Vj

� �þ 0:382 �W Vi;Vj
� � ð11Þ

Research on Video Recommendation Algorithm Based 151



simitemCF Vi;Vj
� �

is the similarity of ratings that obtained from item-based col-
laborative filtering recommendation algorithm, W Vi;Vj

� �
is semantic similarity that

obtained from PTransE algorithm. W Vi;Vj
� �

is the similarity after fusion.

3.3 Algorithm Description

PTransE algorithm and CF algorithm are combined to make recommendation in movie
domain, this algorithm is called PTransE_CF, the flow chart of the algorithm is shown
in Fig. 4.

User-Movie
Rating
Matrix

Movie entity 
corresponden

ce table
Data cleaning

Knowledge maps in 
the movie field (KG)

Entity Relationship 
Triad Data

PRA Algorithm

Updated entity 
relationship triples 

data

Translation model training data

Film-movie
semantic similarity 

Movie-movie
similarity

matrix

Similarity fusion

Top-k
recommendation

Recommended list

Fig. 4. The flow chart of PTransE_CF algorithm
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The description of this algorithm is as follows:

Algorithm 1. PTransE_CF Algorithm
Input Initial movie entity set E, Initial relationship set R, Triple set S, Bounda-
ry adjustment parameters ,  Learning rate , Low-dimensional space dimension 
d.
Output: Get the similarity between any two movie entities
/* initialization */
1.  While  E  
2.       

//Embedding entity into a low-dimensional vector space
3. Norm( )   //  Normalized entity
4.  While R
5.

//Embedding relationship into a low-dimensional vector space
6. Norm( )   // Normalized relationship
/* PTransE_CF algorithm process*/
7.  For each
8.     Use PRA to calculate the path and weight of each entity pair 
9. Use additive combination of multipaths

10.    Using translation model PTransE to train loss function
11.    
12. Update the triplet vector in the batch
13. End for
14.  For each E    // Calculate the similarity between any two entities
15. For each  E 
16. Calculate the score similarity according to Item_CF algorithm
17. Calculating Semantic Similarity According to PTransE Algorithm
18. Fusion semantic similarity and score similarity
19. End for
20. End for
21. Return Similarity matrix

4 Experiments and Analysis

4.1 Experiment Environment

The hardware environment of this experiment is: Dell dual-core server, 16 GB storage,
200 GB memory; the software environment is python 3.6.3

4.2 Data Sets

This experiment selected the MovieLens data set of the GroupLens study group. A total
of 943 users generated 100,000 rating data on 1682 movies, each user rated not less
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than 10 movies. According to the rating data of these movies and the knowledge graph
of the movie field, take the main 23 feature attributes of each movie, altogether 7911
triples were tested.

4.3 Evaluation Index

A recommendation algorithm can be evaluated from multiple perspectives, and dif-
ferent evaluation indicators can be used from different perspectives, the following
evaluation indicators are used for this algorithm:

• Accuracy and Recall Rate: Accuracy is the ratio of the recommended movies to the
actual number of recommended movies. Recall rate refers to the ratio of recom-
mended correct movies (Including movies that the recommended user actually likes
and those that are not recommended to the user and that the user does not like) to
the total number of movies. Therefore, the higher the accuracy of the recommen-
dation algorithm, the better recommendation effect is. Similarly, the higher the
recall rate, the better recommended effect is.

• F1 Value: In the evaluation indicators, the contradiction between the accuracy rate
and the recall rate often occurs. That is, when the accuracy rate is too high, the recall
rate is relatively low, whereas if the recall rate is too high, the accuracy rate is
relatively low. Therefore, we need to use the comprehensive evaluation index F-
measure to measure the accuracy of the recommendation.

F�measure ¼ a2 þ 1ð ÞP � R
a2ðPþRÞ ð12Þ

This paper uses F1 to evaluate the recommendation effect, that is, take the
parameter a = 1. The higher F1 is, the better the recommendation effect is.

For example, the confusion matrix for a movie is as Table 1.

According to the confusion matrix, the accuracy rate P, recall rate R, and F1 value
are obtained as formula 13–15.

Accuracy P:

P ¼ TP
TPþ FP

ð13Þ

Table 1. confusion matrix

Users like Users don’t like

Recommended TP FP
Not recommended FN TN
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Recall Rate R:

R ¼ TPþTN
TPþ FPþ FNþTN

ð14Þ

F1 value:

F ¼ 2 � P � R
PþR

ð15Þ

4.4 Experiment Design and Analysis

A MovieLens 10 million user rating data is randomly divided into 80% training set data
and 20% test set data. According to the video recommendation algorithm based on
knowledge inference of knowledge graph proposed in this paper, each group of
experiments was performed 5 times and the average was taken as the final result.

1. K films were randomly selected from 1682 films to find the influence of film
numbers to F1.

As can be seen from Fig. 5, with the increase of the film numbers, the comprehensive
evaluation value F1 is also increasing, so the algorithm can be applied to the envi-
ronment with more items.
2. Select 200 dimensions as the embedded dimension of knowledge reasoning, take

40, 60, 80, 100, 120 as the neighbors number, and compared with several typical

Fig. 5. F1 values at different movie numbers
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algorithms in the collaborative filtering recommendation algorithm, each group of
experiments was performed 5 times and finally averaged.

From Figs. 6, 7 and 8, it can be seen that with the change the neighbors number,
the accuracy rate, recall rate and F1 value of various algorithms fluctuate in different
degrees. In general, the algorithm of this paper has achieved a more ideal result. It
can be concluded that the algorithm has certain advantages over other collaborative
filtering recommendation algorithms in terms of accuracy, recall rate, and F1 value.

Fig. 6. Precision under different K neighbors

Fig. 7. Recall rates under different K neighbors
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5 Conclusion

This paper proposes a video recommendation algorithm based on knowledge inference
of knowledge graph. It makes full use of the potential information of items, mines the
hidden information of objects through knowledge reasoning algorithms, establishes
multi-path relationships between entities, and can represent the attributes of items and
the similarities between items more accurately. The algorithm not only increases the
recommendation effect at the semantic level, but also has scalability, and solves the
cold start problem of the collaborative filtering recommendation algorithm to some
extent. Experiment results show that the algorithm has a certain improvement over
other collaborative filtering recommendation algorithms. In the future research, we will
try to apply the algorithm to cross-domain recommendations. At the same time, for a
larger number of video recommendations, the efficiency of the algorithm needs to be
improved.
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dation of China (No.61702157), Science and Technology Support Program of Hebei Province of
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Abstract. In this paper, we propose a hybrid framework for query pro-
cessing and data analytics over large-scale data on Spark, to support
multi-paradigm process (incl. SQL, OLAP, data mining, machine learn-
ing etc.) in distributed environments. The framework features a three-
layer data process module and a work flow module which controls the
former. We will demonstrate the strength of our framework properly
applying traffic scenarios in a real world.

Keywords: Query processing · Data analytics · OLAP · Work flow
Spark

1 Introduction

Adaptive data processing, as an advanced automatic data processing, can select
models and parameters by a system itself when processing variable data from
applications [6]. The core problem of adaptive data processing is to design a
“smart” mechanism in generating dynamically optimal workflows for variable
requirements. There are some existing approaches to generate workflows, which
are mostly based on manual configurations, such as Apache Oozie [16]. They are
often taxing and poor in reusability due to the limitation of single developer. It
becomes interesting in generating workflows to support adaptive data processing.

Query processing and data analysis have become two useful techniques to
organize, process, and analyze large amounts of data in order to obtain useful
results or knowledge effectively such as hidden patterns, implicit correlations,
future trends, customer preferences, valuable business information etc [2].

There are many techniques for query processing and data analysis. For
instance, SQL represents queries over relational databases (e.g., MySQL) and
OLAP (online analytical processing) [1] provides online analytical processing
(e.g., Oracle OLAP [17,18] and IBM DB2 OLAP [4,19]). Taking advantage of
big data processing and big data analysis, we could treat many complicated
c© Springer Nature Switzerland AG 2018
L. H. U and H. Xie (Eds.): APWeb-WAIM 2018, LNCS 11268, pp. 159–173, 2018.
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tasks and then obtain more valuable information/knowledge [20] by applying
those techniques together. For instance, OLAP provides rapid access to data
(mostly relational data) for analysis to gain useful knowledge from data via effi-
cient query processing tools (e.g., SQL). It is necessary to arrange workflows for
organizing and scheduling those techniques of query processing and data ana-
lytics in handling more complicated tasks such as personalized recommendation
[10]. For instance, we will recommend a possible place for a Taxi driver so that
he/she might pick up some passenger. To this end, we require a workflow to
schedule tools of querying the present time and location of the driver over the
historical orders and then employ some clustering techniques to obtain hot spots.
Finally, we apply some machine learning techniques to rank those hot spots close
to the driver and recommend to him/her. The integrated techniques in a work-
flow is called multi-paradigm [15] technique, as a structured methodology for the
systematic design of enterprise processes [12]. On the other hand, Apache Spark
[13], built on HDFS of Hadoop, provides a high-performance computing archi-
tecture for big data with supporting query processing and big data analytics.
However, as we investigated, there is few multi-paradigm technique for query
processing and big data analysis. Moreover, there is no related tool automating
these tasks. To complete the automation of the work flow is the goal in our future
work. In order to achieve the goal of adaptive data processing, we must solve
the workflow arrangement firstly, that is, the transfer between data query and
data analysis. Not only we can analyze the data that is queried, we can query
and analyze the analyzed results.

In this paper, we propose a hybrid framework for big data analysis on Spark.
The framework features a three-layer data process module and a business pro-
cess module which controls the former. Within this framework, we can support
multi-paradigm data process in order to handle many complicated tasks (incl.
SQL, OLAP, data mining, machine learning etc.), which are interoperated to
process the analysis of various applications of big data (incl. data cube [3], intelli-
gent prediction, and complex network etc.) respectively. Moreover, our proposed
framework built on Spark can process large-scale data efficiently. Multi-paradigm
data process ensures that our framework is in general, and workflow scheduling
ensures the accuracy of these tasks.

2 Multi-paradigm Architecture

In this section, we present a multi-paradigm architecture of our framework in
Fig. 1. This architecture consistes of four parts, namely, storage management,
resource scheduling, query processing and work flow. In the following sections,
we will introduce each part in detail.

2.1 Storage Management

The storage management in Fig. 2 contains two parts, namely, physical storage
and logical storage. The rapid growth of data makes the physical storage of data
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Fig. 1. A multi-paradigm architecture

Fig. 2. Storage management.
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change from single source storage to distributed storage. In order to solve the
storage of multi-source data, we adopt the existing distributed file system such as
Hadoop Distributed File System(HDFS)[8]. In our framework, HDFS is a highly
fault-tolerant system and it can provide high throughput data access, which is
suitable for deployment on cheap machines and the large-scale data sets on the
application.

Besides, it products many types of data due to the different needs of appli-
cations, such as tables, texts, RCFile (the file type of Hive [9]) and sequence
data. In order to support those different types of data, we compose the abstract
relational view by designing the metadata with semantics to convert data types
to the relational data to be handled.

2.2 Resource Scheduling

The resource scheduling is to manage computing resource via Spark shown in
Fig. 3. In this framework, the resource scheduling can manage MySQL (querying
over relational databases), MLlib [13] (machine learning library in Spark), and
GraphX [7] (querying graph databases in Spark) on Spark. The scheduling of
resources is based on the arrangement of the work flow. The work flow decide
when and which the resources will be invoke.

Fig. 3. Resource scheduling.

2.3 Query Processing

The module of query (task) processing shown in Fig. 4 is located on the top of
the framework. This module consists of two layers, namely, querying and DAP
(Data Analysis Process) tools , where the first layer presents queries by applying
SQL or user defined functions and the second layer contains data analysis tools
such as OLAP, DAP on machine learning and DAP on graph.

Our big data analysis and processing of the query language is based on the
improvement of the fusion of SQL and HiveQL in multi-paradigm. First of all, we
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analyze the support of HiveQL and SQL respectively and count the amount of
operations which can be supported by the traditional relational algebra model.
On the basis of the relational algebra model, we add other necessary operators to
construct an extension of the algebraic language model, which can fully support
the operation of HiveQL and standard SQL.

For the operator with higher complexity, it is split into smaller sub operator or
used other methods to optimize it. For the machine learning analysis, we count
the commonly used analytical processing methods, such as classification and
clustering, and define the abstract interfaces for the common machine learning
analysis processing methods. For the graph analysis processing, we also count
the commonly used analytical processing methods, such as the shortest path
algorithm, and define the abstract interfaces for them.

In this module, the framework also relates to the implementation of the
OLAP on the relational database and the machine learning and graph data pro-
cessing tasks on the distributed framework. The traditional relational database
query optimization method is no longer applicable to this situation. According to
the different characteristics of relational storage management query engine and
distributed file system of computing engine, we summarize the query information
and optimize the performance. Firstly, we investigate the statistical index system
used in traditional database and analyze the interaction between each index and
the index in the system. Then, for each index in the index system of statistical
information, we design efficient and accurate sampling methods to calculate the
cost model in query optimization. According to the above statistics, we can also
design a storage and maintenance programs which is easy to update and manage.
And we may use the cost model in the traditional relational database to design
a new cost model which can reflect the query cost of the mixed data.

Fig. 4. Query processing.
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2.4 Work Flow

The module of work flow is the most important to realize multi-paradigm process
of queries (tasks). In this module, we need to do two things: developing a multi
paradigm fusion analysis process orchestration language syntax and the complex
business process scheduling method, which is also called work flow.

In the first part, we need to analyze the patterns and characteristics of ser-
vice orchestration language in service oriented architecture design and design an

Fig. 5. The hMDAP Architecture
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abstract model of the executable process. On the basis of the abstract model,
we summarize the basic activities of complex business process analysis. Finally,
we define the grammar of the business process. In the semantic, we need to
research and analysis the meanings of basic business activities and define the
start point,end point and the basic command.

In the second part, we need to study and analyze complex business processes
in practical applications. Then, we build complex business process models and
refine the way to exchange messages in public business processes. After that,
we need to control the interaction of each part of the resources through the
interaction sequence of messages, achieving a reasonable call for each resource
service. We still need to investigate the applicability of existing object-oriented
design patterns. For the analysis of complex business process integration model,
we design data business processes. We refine the design patterns in complex
business processes based on the advantages and principles of existing design
patterns.

In the real world, the business process model is complex and it takes a lot of
time to analyze. The Fig. 5 illustrates the details of the business process in our
framework. In Fig. 5, when we get a query task, it will invoke the machine learn-
ing algorithms to mining the data which is acquired by quering the database.
The results obtained by the maching learning process will be stored in the
database, that will be utilized to query until getting the precise results. This
module includes the following procedures:

– To design a united language (multi-paradigm process) for representing queries
(e.g., SQL or user defined functions);

– To develop a scheduling method to manage tools of query processing and data
analysis;

– To configure tools of query processing and data analysis.

3 Applications in Traffic

In this section, we present three applications of our framework in traffic. In the
three applications, we employ MySQL as storage and SparkSQL and MLlib of
Spark as the distributed computing framework. In the following subsections, we
mainly design three work flows for the three applications in traffic respectively.

3.1 Order Analysis

The first query QO is to ask how orders of express cars change in a month. To
realize QO, we design a work flow as follows:

1. representing this query QO via StandardSQL;
2. transforming OLAP to StandardSQL by employing Mondrian, which is an

OLAP server with supporting the MDX [14] (multidimensional expressions)
query language [20];

3. configuring and generating Cube by employing XML for further processing
via MDX.
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3.2 Taxi Driver

The second query QT is to ask where is the best place to pick up passengers. To
realize QT , we design a work flow as follows:

1. representing this query QT via XML;
2. configuring XML;
3. designing a scheduling method in the following way:

(a) querying by applying SparkSQL;
(b) clustering via MLlib;
(c) recommending by employing collaborative filtering [11] via MLlib.

3.3 Ride Driver

The third query OR is to ask where is the best place to pick up other passengers
with a close destination. To realize QR, we design a work flow as follows:

1. representing this query QR via XML;
2. configuring XML refer to Spark Streaming [13];
3. desiging a scheduling method in the following way:

(a) querying by applying SparkSQL;
(b) clustering via MLlib;
(c) recommending by employing collaborative filtering via MLlib.

Note that the work flow of QR is slightly different from the work flow of QT in
the configuring XML, where the work flow of QR requires a dynamic configuring
via Spark Streaming while the work flow of QT is static in configuring.

4 Experiments and Evaluations

All experiments are carried out on a 4-site cluster connected by a gigabit Ether-
net switch. Each node has one CPU with 6 cores of 2.2 GHz, 64 GB memory, and
1.2 TB disk. The surrounding of the cluster is as follows: Ubuntu 14.04.5 LTS,
jdk 1.8.0.91, Hadoop 2.6.0, and Spark 2.0.0. The dateset in our experiments con-
sists of 800,000 orders of July 2015 in Beijing provided by CAR Inc. (We state
that the copyright of those datasets is completely owned by CAR Inc.)1.

In the following, we will evaluate three applications stated in Sect. 3.

4.1 Order Analysis

OLAP will be used in our workflow. We can analyze orders from different dimen-
sions in this way. The data cube we construct is shown in Fig. 6.

QO is to ask how orders of express cars change in a month. QO contains two
parameters, namely, region and month. Given two regions of Beijing (i.e., South
of Beijing and North of Beijing) and July, we demonstrate two cases of OT per
day and per week shown in Figs. 7 and 8, respectively.

By comparing Fig. 7(a) with Fig. 7(b) and Fig. 8(a) with Fig. 8(b), we find
that South of Beijing is slightly different from North of Beijing in volume, where
both regions of Beijing have the maximal orders in the middle of July.
1 https://en.zuche.com/.

https://en.zuche.com/
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(a) Data Cube by Day (b) Data Cube by Week

(c) Data Cube by Month

Fig. 6. The Cube Data of OLAP

4.2 Taxi Driver

The query OT is to ask which is the best place to pick up passengers. QT consists
of three parameters, namely, DriverId, date, and location. Given a DriverId 1019
and a fixed start location (home) [40.000, 130.000], we demonstrate three cases
of OT with three different dates 7:00:00, 12:00:00, and 18:00:00 in August 1,
2015 and top 3 positions recommended and their evaluation shown in Table 1)
where the query execution time is in minute. Moreover, the recommendation is
based on three distances (1 km, 3 km, 5 km), three spans of time (60 min, 30 min,
15 min), and two classifications of a week (weekend-nonweekend, per day) in
total 18 cases.

We will get the corresponding hotspots through clustering in each case. If
the position is a hot spot we make the corresponding weight is 1, otherwise the
corresponding weight is empty, so that we get the weight under the condition
that the weight is empty through the collaborative filtering algorithm. So that
the highest weight hot spot is recommended to the user.

In Table 1, we can obtain the best place to pick up passengers for a given
date. For instance, at 7:00:00, we recommend that the driver goes to the position
labeled P56 [116.317847, 39.739821] based on analysis of historical orders at the
same date.
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Fig. 7. Changes in the number of orders per day

4.3 Ride Driver

The query OR is to ask which is the best place to pick up other passengers with
a close destination. Note that the difference between OR and OT is that the
position of the rider changes in real time. Every 5 min we receive a real-time
position, that is, a hotspot recommendation every 5 min. QR also consists of
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Fig. 8. Changes in the number of orders per week

three parameters, namely, DriverId, date, and location. Given a DriverId 1019,
a start location [39.979000,116.477000], and a start date 2015-08-01 06:38:28, we
obtain results of OR shown in Table 2.

In Table 2, we can obtain five best positions to pick up other passengers with
a close destination per 5 min as follows:
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Table 1. DriverId: 1019, Location: [40.000000,130.000000]

Date Positions Evaluation Time

1st 2nd 3rd 1st 2nd 3rd

7:00:00 P56 P11 P55 1.101 0.656 0.682 1.5

12:00:00 P55 P56 P11 0.675 0.675 0.486 1.7

18:00:00 P7 P67 P2 0.669 0.620 0.520 1.9

Table 2. DriverId:1019, Location:[39.979,116.477], Date:2015-08-01 06:38:28

Date Position Position of Recommendation Evaluation of Recommendation

1st 2nd 3rd 1st 2nd 3rd

06:38 39.97901, P18 P50 P49 0.604 0.433 0.289

116.477633

06:43 39.959325, P11 P50 P49 0.448 0.390 0.273

116.496318

06:48 39.945829, P58 P50 P49 0.369 0.369 0.263

116.496174

06:53 39.943506, P41 P49 P48 0.339 0.247 0.247

116.512703

06:58 39.923588, P49 P48 P47 0.231 0.231 0.231

116.525495

07:03 39.905547, P49 P48 P47 0.232 0.232 0.232

116.552516

– P18: [116.422682, 40.051593];
– P11: [116.436737, 39.899177];
– P58: [116.590594, 39.911063];
– P41: [116.361342, 39.922777];
– P49: [116.334574, 39.748205].

Finally, we discuss the query execution time with the growth of dataset scale
(range from 200,000 to 800,000). In Fig. 9, we discuss the change of the query
execution time of DriverId 1019 and Location: [40.000000,130.000000] with the
three different date (7:00:00, 12:00:00, and 18:00:00) with the growth of dataset
scale.

In Fig. 10, we discuss two more drivers as follows: (1) DriverId: 2003, date:
2015-08-01 12:34:02, location: [39.885065,116.184283] and (2) DriverID 3247,
date: 2015-08-01 19:28:10, location: [39.914624,116.403613]. As a result, we find
that the query execution time is highly efficient (close to a linear time).
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Fig. 9. DriverId: 1019
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Fig. 10. DriverId:1019, 2003, 3247

5 Conclusion

In this paper, we proposed a hybrid framework for query processing and large-
scale data analytical processing with supporting multi-paradigm process on
Spark. We employ three applications under the framework. In the special cases,
we can make special customization by the configuration file. For example, change
the cube of dimension in OLAP query, change the model of cluster, which param-
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eters are best suitable in the cluster models. Base on the work flow process we
design, the multi-paradigm mechanism of our framework can be well applied to
process many complicated tasks automatically, which is hardly processed by sin-
gle technique, such as personalized recommendation. On the other hand, taking
advantage of the high-performance of Spark, our proposal can process large-scale
data in an efficient way. We believe that our framework is interesting to those
researchers and engineers who work on processing big data in a multi-paradigm
way. In the future work, we will investigate more techniques of work flows for
many tasks in applications to make the generation of work flow automately.
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Abstract. The boom in Linked Open Data (LOD) has recently stimulated the
research of a new generation of recommender systems—LOD-enabled recom-
mender systems. ROUND (Random walk with restart on an Object-User Net-
work towards personalized recommenDations) is a state-of-the-art method for
network-based top-N recommendation. However, the ROUND method relies
solely on the historical data (i.e., the ratings matrix) and does not take full
advantage of background knowledge from LOD. This paper addresses the
problem of improving network-based top-N recommendation using background
knowledge from LOD by proposing an improved ROUND method called
ROUND-APICSS. The core idea of ROUND-APICSS is that we exploit a
knowledge graph constructed from LOD to calculate semantic similarities
between the objects (items) involved in the recommender system, thereby
improving the object-user heterogeneous network model and the random walk
with restart model on the network. Our experimental results on real datasets
suggest that the incorporation of background knowledge from LOD into the
network-based top-N recommendation models can improve recommendation
accuracy. The results also show the superiority of our ROUND-APICSS method
over the ROUND method in terms of recommendation accuracy.

Keywords: Top-N recommendation
Linked open data enabled recommender systems � Knowledge graph
Object-user heterogeneous network � Random walk

1 Introduction

As personalized information service tools, recommender systems play an increasingly
critical role in alleviating the information/choice overload that people face today.
Advances in Web technology have been becoming the main driving force for the
development of recommender systems technology. Recently, massive structured data
have been published on the Web as freely accessible Linked Open Data (LOD) [1]. At
the same time, various Web knowledge graphs have been built by extracting knowl-
edge from the LOD cloud or large-scale knowledge bases [2]. For example, DBpedia
[3], as a central interlinking hub for the LOD cloud, is a huge RDF dataset [4] extracted
from Wikipedia; it is also a knowledge base (graph) describing millions of entities
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(Web resources) that are classified in a consistent ontology. The boom in LOD has
recently stimulated the research of a new generation of recommender systems—LOD-
enabled recommender systems [5, 6]. The ultimate goal of an LOD-enabled recom-
mender system, such as the sound and music recommender proposed by [7], is to
provide the system with background knowledge about the domain of interest in the
form of an application-specific knowledge graph.

To overcome the weaknesses of existing network-based recommendation methods,
Gan and Jiang [8] proposed a novel method named ROUND (Random walk with
restart on an Object-User Network towards personalized recommenDations). Extensive
evaluations on historical data were performed over two different datasets (MovieLens
and Netflix), and the results showed ROUND’s superiority over such state-of-the-art
approaches as non-negative matrix factorization (NMF) and singular value decompo-
sition (SVD) in terms of not only recommendation accuracy and diversity but also
retrieval performance [8]. However, according to our observations, the ROUND
method relies solely on the historical data (i.e., the ratings matrix) and does not take full
advantage of the background knowledge provided by LOD datasets or Web knowledge
bases. One critical question that how to improve a network-based top-N recommen-
dation method like ROUND with background knowledge from LOD, is still not sys-
tematically explored in existing studies, to the best of our knowledge.

In this work, we address the problem of improving network-based top-N recom-
mendation using background knowledge from LOD by proposing an improved
ROUND method. The core ideas of our improvement to the ROUND method includes:
(i) calculating semantic similarities between the objects (items) involved in the rec-
ommender system by exploiting a knowledge graph constructed from LOD and using
an LOD-based semantic similarity measure—our previously proposed APICSS mea-
sure [9]; (ii) using the calculated semantic similarities to improve the object-user
heterogeneous network model and the random walk with restart model on the network
in the recommendation method. We abbreviate our method as ROUND-APICSS. We
have conducted experimental evaluation to validate the effectiveness of our proposed
ROUND-APICSS method and to demonstrate its performance strength of top-N rec-
ommendation compared to the original ROUND method.

The remainder of this paper is organized as follows. In Sect. 2, we elaborate on
network-based top-N recommendation methods including the ROUND method and our
proposed ROUND-APICSS method. Section 3 presents our experimental evaluation
results and discussions. Finally, we conclude our work in Sect. 4.

2 Network-Based Top-N Recommendation Methods

2.1 The ROUND Method

The ROUND method [8] is a state-of-the-art network-based top-N recommendation
method which consists of two fundamental models: (i) the object-user heterogeneous
network model that integrates relationships among objects1, relationships among users,

1 The term “object” in the ROUND method refers to the “item” in a recommender system.
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and relationships between objects and users; (ii) the random walk with restart model on
the heterogeneous network, as illustrated in Fig. 1.

Construction of the Object-User Heterogeneous Network. The object-user hetero-
geneous network [8], as shown in Fig. 1, is composed of an object layer that contains
all the objects involved in the recommender system and the relationships among the
objects, a user layer that contains all the involved users and the relationships among the
users, and an interconnection layer that embodies the associations between objects and
users. In Gan and Jiang’s work [8], the object-user heterogeneous network was pre-
sented by a 5-tuple H ¼ ðX;W;A;O;UÞ, where X ¼ fo1; o2; . . .; omg is the set of all

Fig. 1. The models of the ROUND method and our improved method.
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objects, W ¼ fu1; u2; . . .; ung the set of all users, A ¼ ðaijÞm�n the adjacency matrix of
the interconnection layer, O ¼ ðoijÞm�m the weight matrix of the object layer, and
U ¼ ðuijÞn�n the weight matrix of the user layer.

As described in [8], A ¼ ðaijÞm�n is a binary matrix, where aij ¼ 1 if object i is
preferred by user j and 0 otherwise, and it is defined by re-assigning 1 to ratings no less
than 3.0 and 0 to all other cases. The weight matrix O ¼ ðoijÞm�m is defined using
ratings-based object similarities and filtered via the k-nearest neighbor strategy as
described later. The object similarity matrix S ¼ ðsijÞm�m is calculated using the cosine
measure as defined by Eq. (1) [10].

sij ¼ Cosineðoi; ojÞ ¼
P

k2UðoiÞ \UðojÞ aikajkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
k2UðoiÞ a

2
ik

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
k2UðojÞ a

2
jk

q ð1Þ

where UðoiÞ and UðojÞ represent the set of users who prefer object i and object j,
respectively. For each object, a number of the weakest relationships are removed by
sorting each column of the object similarity matrix S and resetting similarities to 0 for
objects ranked lower than parameter a. The filtered object similarity matrix is denoted as
O ¼ ðoijÞm�m, which represents a nearest neighbor network of objects. After the fil-
tration, oji ¼ oij is set for any pair ði; jÞ where oij 6¼ 0 but oji ¼ 0, in order to ensure O is
symmetric. The weight matrix of the user layer U ¼ ðuijÞn�n, which represents a nearest
neighbor network of users, is constructed in the same way as that of the object layer.

Random Walk with Restart on the Heterogeneous Network. The basic ideas of the
random walk with restart model on the object-user heterogeneous network are as
follows. As described in [8] and shown in Fig. 1, given a query user (i.e., the active
user), the random walker starts a journey on the object-user heterogeneous network
with some initial probability, with c being the weight of the object layer in the initial
probability and 1 − c that of the user layer in the initial probability. In each step of the
journey, the walker may choose to restart a new journey with probability p or proceed
in the current journey with probability 1 − p. When proceeding, the walker may
choose to jump between the object layer and the user layer with probability b, or
wander in either the object layer or the user layer with probability 1 − b by moving to
one of its direct neighbors. The probability that the walker stays in each node of the
object-user heterogeneous network will finally reach a steady-state after many steps.
The steady-state probabilities indicate a measure of the strength of associations
between the query user and candidate objects, which can then be used to generate top-
N recommendations for the user.

Formally, given an object-user heterogeneous network H ¼ ðX;W;A;O;UÞ, the
transition matrix Â ¼ ðâijÞm�n is constructed by applying row-normalization to adja-
cency matrix A ¼ ðaijÞm�n, where âij represents the transition probability from object
i to user j and is computed using Eq. (2) [8].

âij ¼ aij=
Pn

j¼1 aij; if
Pn

j¼1 aij 6¼ 0
0; otherwise

�
ð2Þ
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Three other transition matrices are constructed in a similar way [8]: matrix Ô ¼
ðôijÞm�m with ôij ¼ oij=

Pm
j¼1 oij ðôij ¼ 0 if

Pm
j¼1 oij ¼ 0Þ representing the transition

probability from object i to object j, matrix Û ¼ ðûijÞn�n with ûij ¼ uij=
Pn

j¼1 uij ðûij ¼
0 if

Pn
j¼1 uij ¼ 0Þ representing the transition probability from user i to user j, and

matrix �AT ¼ ð�aTij Þn�m with �aTij ¼ aji=
Pm

j¼1 aji ð�aTij ¼ 0 if
Pm

j¼1 aji ¼ 0Þ representing
the transition probability from user i to object j.

Matrix X is then constructed using the above four transition matrices and parameter
b (jumping probability), as defined by Eq. (3) [8].

X ¼ ð1� bÞÔ bÂ
b�AT ð1� bÞÛ

� �
ð3Þ

The transition matrix for the network, W ¼ ðwijÞðmþ nÞ�ðmþ nÞ, is therefore constructed
by applying row-normalization to X, where wij represents the transition probability
from node i to node j (Note that i and j can be either objects or users).

The initial probability matrix Pð0Þ ¼ ðpð0Þ1 ;pð0Þ2 ; . . .; pð0Þn Þ can then be defined by
Eq. (4) [8].

Pð0Þ ¼ c�A
ð1� cÞ�U

� �
ð4Þ

where �A is the column-normalization of A, and �U the column-normalization of U.

Let PðtÞ ¼ pðtÞij
� �

ðmþ nÞ�n
contains probabilities that the walker stays at each node at

time t, the iterative formula can be defined by Eq. (5) [8].

Pðtþ 1Þ ¼ ð1� pÞWTPðtÞ þ pPð0Þ ð5Þ

The iteration is repeated until the steady-state probabilities are obtained. Each user has
a steady-state probability for each object (item). The final top-N recommendation
process is as follows. First, all objects are ranked according to the steady-state prob-
abilities, and the top-N objects that have not been consumed by the querying user are
then generated according to the ranking result.

As for the parameters in the method, as described above and shown in Fig. 1, there
are four parameters in the ROUND method [8]: the number of nearest neighbors (a),
the jumping probability (b), the weight of the object layer in initial probabilities (c),
and the restart probability (p). Existing studies have shown that the random walk model
is parameter-insensitive [11]. Gan and Jiang [8] also demonstrated this characteristic
through the parameter robustness experiments, and these parameters were therefore set
to reasonable default values: a = 100 (for the smaller MovieLens dataset) or 200 (for
the larger Netflix dataset), b = 0.5, c = 0.5, and p = 0.8.
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2.2 Our Proposed ROUND-APICSS Method

Our method, called the improved ROUND method with APICSS (abbreviated as
ROUND-APICSS), is an improvement on the ROUND method. In ROUND, both the
construction of the object-user heterogeneous network and the four transition matrices
rely solely on the historical data (i.e., the ratings matrix). For instance, the relationships
among objects in the object layer of the network are defined using ratings-based object
similarity (the cosine similarity). This method of relying solely on ratings does not take
full advantage of the background knowledge about the objects provided by various
Linked Open Data (LOD) datasets or Web knowledge bases like DBpedia. Therefore,
the core idea of our improvement to the ROUND method is to use background
knowledge from the LOD to calculate the similarity between objects, thereby defining
the relationships among objects in the object layer of the object-user heterogeneous
network. In order to achieve this goal, our ROUND-APICSS method needs to complete
the following three core steps in the process of constructing the heterogeneous network,
as shown in Fig. 1:

– Constructing a knowledge graph containing the objects involved in the recom-
mender system by extracting relevant knowledge from the LOD cloud;

– Calculating semantic similarities between the objects by exploiting the constructed
knowledge graph and using an LOD-based semantic similarity measure such as our
previously proposed APICSS measure [9];

– Using the calculated semantic similarities to redefine the object similarity matrix
and thus improve the object-user heterogeneous network, thereby reconstructing the
transition matrix of the object layer and improving the random walk model.

Constructing a Knowledge Graph Containing the Involved Objects. Various Web
knowledge graphs have been built in the recent years, and many application-specific
knowledge graphs have been built by extracting knowledge from the LOD cloud or
large-scale knowledge graphs (such as DBpedia) [2]. In the emerging research field of
LOD-enabled recommender systems [6], some work such as [7] has already proposed
approaches to providing recommender systems with background knowledge in form of
a knowledge graph [5]. Here we can adapt these approaches for constructing the
knowledge graph that contains the objects (items) in the recommender system. More
specifically, the approach for constructing the knowledge graph consists of two steps:

– Object linking: This step approaches the task of linking the objects (items) with the
corresponding resources (entities) in the LOD knowledge bases like DBpedia. It
takes as input the list of objects (items) in the recommender system and any dataset
in the LOD cloud, and returns the mappings between the objects and the resources
URIs [12].

– Subgraph extraction: This step approaches the task of extracting from the LOD
dataset a descriptive and informative subgraph for each object (item), and then
merging the extracted subgraphs to obtain a specific knowledge graph. It takes as
input the list of resources URIs returned by the object linking step, and returns for
each object a set of RDF triples [4] that ontologically describe these objects.
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Each RDF triple is in the form of (subject, predicate, object), where the predicate is
an object property defined in a formal ontology, whereas both the subjects and the
objects are either the objects (items) in the recommender system or other Web
resources in the LOD.

The resulting sets of RDF triples can be represented as a knowledge graph con-
taining the objects involved in the recommender system, as shown in the lower left part
of Fig. 1 and formally defined in Definition 1.

Definition 1 (Knowledge Graph). A knowledge graph KG is a labeled, directed
multi-graph, defined as \R;P; T [ , such that R ¼ fr1; r2; . . .; r Rj jg is a set of
resources (nodes) with each resource representing either an object in the recommender
system or a Web resource in the LOD, P ¼ fp1; p2; . . .; p Pj jg is a set of properties
(directed edges) with each property representing an ontological object property, and
T ¼ ft1; t2; . . .; t Tj jg is a set of RDF triples like r1; p1; r2h i, where p1 2 P is a property
that expresses a relation between two resources r1; r2 2 R.

Calculating Semantic Similarities between Objects Using the Knowledge Graph.
Semantic similarities between the objects can then be calculated by exploiting the
constructed knowledge graph (Definition 1) and using an LOD-based semantic simi-
larity measure such as the partitioned information content (PIC)-based semantic sim-
ilarity (PICSS), a symmetric similarity measure proposed by Meymandpour and Davis
[13] and our improved asymmetric similarity measure called the asymmetric PIC-based
semantic similarity (APICSS) [9]. The reason for this improvement is that recent
studies [14, 15] have shown that asymmetric similarity measures are more effective
than symmetric similarity measures in solving recommendation and search problems.
Based on several important concepts proposed by Meymandpour and Davis [13],
including the features of a resource in LOD, the information content of features in
LOD, and the partitioned information content (PIC) of resources in LOD, our APICSS
employs our proposed two new concepts: the proportion of common PIC between two
resources in the PIC of a resource (abbreviated as CPIC), and the PIC difference
between two resources (abbreviated as DPIC), and calculates asymmetric similarity
between two resources in LOD. Here we can adapt the APICSS measure for calculating
semantic similarity between the objects contained in both the knowledge graph (Def-
inition 1) and the recommender system.

More specifically and formally, resources can be defined in relation to their
neighbor resources in the knowledge graph KG, that is, a resource r 2 R is defined as a
set of its features Fr. According to Shannon’s information theory, the information
content (IC) of feature f 2 Fr is defined as Eqs. (6) and (7) [13]:

ICðf Þ ¼ log
1

pðf Þ
� �

¼ � logðpðf ÞÞ ð6Þ

pðf Þ ¼ uðf Þ
N

ð7Þ
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where the logarithm in Eq. (6) is usually to the base two, pðf Þ is the probability of
feature f, symbol uðf Þ is the frequency of the feature f, and N is the total number of
resources in the knowledge graph.

According to the additivity property (i.e., the multiplication law of probability), the
partitioned information content (PIC) of a resource r is defined as the sum of the IC
values of its features, as defined by Eq. (8) [13].

PICðrÞ ¼
X
8fi2Fr

ICðfiÞ ¼
X
8fi2Fr

� log
uðfiÞ
N

� �
ð8Þ

Based on the concept of PIC, we define two new concepts, CPIC and DPIC, in
Definitions 2 and 3 [9], respectively.

Definition 2 (Proportion of Common PIC between Two Resources in the PIC of a
Resource). Given two resources r; s 2 R, with their sets of features Fr and Fs,
respectively. Fr \Fs is the common features between r and s. The proportion of
common PIC between the two resources in the PIC of r and that in the PIC of s are
defined as Eqs. (9) and (10), respectively.

CPICðr; sÞ ¼ PICðFr \FsÞ
PICðFrÞ ð9Þ

CPICðs; rÞ ¼ PICðFs \FrÞ
PICðFsÞ ð10Þ

The value of CPIC always lies in the range [0, 1]. CPIC is an asymmetric measure,
that is, CPICðr; sÞ 6¼ CPICðs; rÞ.
Definition 3 (PIC Difference between Two Resources). Given two resources
r; s 2 R, with their sets of features Fr and Fs, respectively. Fr � Fs is the distinctive
features of r relative to s, whereas Fs � Fr is the distinctive features of s relative to
r. The PIC differences between the two resources are defined as Eq. (11).

DPICðr; sÞ ¼ DPICðs; rÞ ¼ 1
PICðFr � FsÞþPICðFs � FrÞþ 1

ð11Þ

The value of DPIC always lies in the range (0, 1]. DPIC is a symmetric measure.
Therefore, we use CPIC and DPIC to calculate APICSS measure between two

resources r; s 2 R by using Eqs. (12) and (13).

APICSSðr; sÞ ¼ CPICðr; sÞ � DPICðr; sÞ

¼ PICðFr \FsÞ
PICðFrÞ � 1

PICðFr � FsÞþPICðFs � FrÞþ 1

ð12Þ
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APICSSðs; rÞ ¼ CPICðs; rÞ � DPICðs; rÞ

¼ PICðFs \FrÞ
PICðFsÞ � 1

PICðFr � FsÞþPICðFs � FrÞþ 1

ð13Þ

The value of APICSS always lies in the range [0, 1]. APICSS is obviously an asym-
metric measure, that is, APICSSðr; sÞ 6¼ APICSSðs; rÞ.
Improving the Heterogeneous Network with Calculated Semantic Similarities.
Once the semantic similarities between the objects are obtained, we can define the
object similarity matrix by using the semantic similarities (the APICSS measure)
instead of the ratings-based similarities (the cosine measure as defined by Eq. (1)) in
the ROUND method. Formally, the object similarity matrix S ¼ ðsijÞm�m is now cal-
culated using Eq. (14).

sij ¼ APICSSðoi; ojÞ ð14Þ

After that, a number of the weakest relationships for each object are filtered out by
sorting each column of the object similarity matrix S and resetting similarities to 0 for
objects ranked lower than parameter a. In this way, we obtain a filtered object similarity
matrix O ¼ ðoijÞm�m. After the filtration, for any pair ði; jÞ where oij 6¼ 0 but oji ¼ 0,
the matrix element oji reverts to the original value of the element, which means that the
filtered object similarity matrix in our method is asymmetric. This way, we have
improved the object-user heterogeneous network model. It is noteworthy that the
change in the network model also improves the random walk with restart model on the
network, as the transition matrix Ô ¼ ðôijÞm�m has been reconstructed by using the new
object similarity matrix O.

Other aspects of our ROUND-APICSS method, including parameter settings,
remain the same as the ROUND method.

3 Experimental Evaluation

3.1 Experimental Design

We have conducted experimental evaluation to validate the effectiveness of our pro-
posed ROUND-APICSS method and to demonstrate its performance strength of top-
N recommendation compared to the original ROUND method. The experimental
design is described as follows.

Experimental Datasets. Our experiment used three real datasets, the MovieLens 100k
dataset, the DBpedia 2016-04 release, and the DBpedia-MovieLens 100k dataset, as
follows.

The MovieLens 100k Dataset. This benchmark dataset [16] (cf. https://grouplens.
org/datasets/movielens/) contains 100,000 ratings from 943 users on 1,682 movies.
Each user has rated at least 20 movies in the dataset. All the ratings are in the scale 1–5.
During our experiment, we converted the ratings to binary ratings by re-assigning 1 as
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“relevant” to ratings no less than 3.0 and 0 as “not-relevant” to all other cases, as in
Gan and Jiang’s experiments [8]. This dataset was divided into two portions in our
experiment:

– Training data (80%): This portion of the data was used to generate the list of
recommended objects for each user contained in the testing data.

– Testing data (20%): This portion of the data was used as ground-truth data to test
the recommendation accuracy of the two top-N recommendation methods.

The DBpedia 2016-04 Release. The English version of DBpedia dataset [3] (cf. http://
wiki.dbpedia.org/dbpedia-version-2016-04) provides most of the movies in the
MovieLens 100k dataset with a wealth of background knowledge in the form of RDF
triples described with ontological properties (object properties).

The DBpedia-MovieLens 100k Datasets. This dataset was created by Meymandpour
and Davis [13]. It contains the mappings from MovieLens object (movie) identifiers to
DBpedia entity URIs. In fact, 1,569 movies out of the 1,682 movies in the MovieLens
100k dataset have been mapped to DBpedia entity URIs. These mappings can be used
directly (i.e., there’s no need to perform the object linking step) to construct the knowl-
edge graph from the DBpedia dataset.

The Object-User Heterogeneous Network. The network was constructed from the
above experimental datasets using the method described earlier. The constructed net-
work contains 1,569 object nodes and 47,917 relationship edges among the object nodes
in the object layer, 943 user nodes and 28,791 relationship edges among the user nodes
in the user layer, and 65,726 object-user association edges in the interconnection layer.

The Knowledge Graph. During our experiment, 102,748 RDF triples were extracted
from the DBpedia dataset to construct the knowledge graph according to the movie
identifiers to DBpedia entity URIs mappings. The RDF triples use 35 object properties,
as list in Table 1, to describe the 1,569 movies contained in the network.

Parameter Setting. During our experiment, the four parameters were set to the same
default values as those in the experiment of Gan and Jiang [8] except for parameter a
because our experimental dataset MovieLens 100k is smaller than the MovieLens
dataset used in Gan and Jiang’s experiments, that is, we set a = 40, b = 0.5, c = 0.5, and
p = 0.8.

Accuracy Metrics. Three popular accuracy metrics, precision, recall and F1-measure
[6, 17], were used to evaluate recommendation accuracy in the experiment. For a given
user u, its precision, recall and F1-measure are defined as Eqs. (15)–(17), respectively.

PrecisionuðNÞ ¼ 100 � jSuðNÞ \GTuj
jSuðNÞj ð15Þ

RecalluðNÞ ¼ 100 � jSuðNÞ \GTuj
jGTuj ð16Þ
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F1uðNÞ ¼ 2 � PrecisionuðNÞ � RecalluðNÞ
PrecisionuðNÞþRecalluðNÞ ð17Þ

where SuðNÞ represents the list of recommended objects for user u, and the length of
the recommendation list is SuðNÞj j ¼N. GTu represents the true set of relevant items
(ground-truth positives) that are consumed by the user. Finally, the experimental results
show the Average Precision@N, Average Recall@N and Average F1@N for all the
users in the testing data.

3.2 Experimental Results and Discussion

The top-N recommendation accuracies in terms of Average Precision@N, Average
Recall@N and Average F1@N were yielded using the experimental datasets. Figures 2,
3 and 4 show the accuracy comparisons between the two top-N recommendation
methods, ROUND and ROUND-APICSS, in terms of the three accuracy metrics,
respectively, with N being 5, 10, 15, 20, 25, and 30.

Table 1. All ontological properties involved in the constructed knowledge graph.

Object properties Object properties

http://dbpedia.org/ontology/artist http://dbpedia.org/ontology/producer
http://dbpedia.org/ontology/author http://dbpedia.org/ontology/soundRecording
http://dbpedia.org/ontology/basedOn http://dbpedia.org/ontology/starring
http://dbpedia.org/ontology/
cinematography

http://dbpedia.org/ontology/thumbnail

http://dbpedia.org/ontology/company http://dbpedia.org/ontology/type
http://dbpedia.org/ontology/country http://dbpedia.org/ontology/

wikiPageDisambiguates
http://dbpedia.org/ontology/creator http://dbpedia.org/ontology/

wikiPageExternalLink
http://dbpedia.org/ontology/director http://dbpedia.org/ontology/wikiPageRedirects
http://dbpedia.org/ontology/distributor http://dbpedia.org/ontology/writer
http://dbpedia.org/ontology/editing http://dbpedia.org/property/pictureFormat
http://dbpedia.org/ontology/editor http://purl.org/dc/terms/subject
http://dbpedia.org/ontology/
executiveProducer

http://www.w3.org/1999/02/22-rdf-syntax-
ns#type

http://dbpedia.org/ontology/format http://www.w3.org/2000/01/rdf-schema#seeAlso
http://dbpedia.org/ontology/genre http://www.w3.org/2002/07/owl#differentFrom
http://dbpedia.org/ontology/language http://www.w3.org/2002/07/owl#sameAs
http://dbpedia.org/ontology/
musicComposer

http://www.w3.org/ns/prov#wasDerivedFrom

http://dbpedia.org/ontology/narrator http://xmlns.com/foaf/0.1/#term_homepage
http://dbpedia.org/ontology/network
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As shown in the Figures, our ROUND-APICSS method outperforms the ROUND
method in terms of all the three accuracy metrics in all the cases of different N values.
More specifically, the maximum increase, 4.03%, in Average Precision@N occurs in
the case of N = 20, whereas average increase in Average Precision@N reaches 3.66%.
The maximum increase, 4.50%, in Average Recall@N occurs in the case of N = 5,
whereas average increase in Average Recall@N reaches 3.20%. The maximum
increase, 4.65%, in Average F1@N occurs in the case of N = 5, whereas average
increase in Average F1@N reaches 3.33%. The experimental results suggest that the
incorporation of the background knowledge from Linked Open Data into the network-
based top-N recommendation model can improve recommendation accuracy.

It is noteworthy that Gan and Jiang’s experimental results on two real datasets
(MovieLens and Netflix) have shown the effectiveness of the ROUND method and its
superiority over such state-of-the-art approaches as NMF and SVD in terms of not only
recommendation accuracy and diversity but also retrieval performance [8]. Therefore,

Fig. 2. Comparison of the two recommendation methods in terms of Average Precision@N.

Fig. 3. Comparison of the two recommendation methods in terms of Average Recall@N.
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our experimental results show the superiority of the ROUND-APICSS method over
existing state-of-the-art methods in terms of recommendation accuracy.

4 Conclusions

Studies on the LOD-enabled recommender systems have shown that LOD can improve
recommendation performance. Although ROUND is a state-of-the-art method for
network-based top-N recommendation, it relies solely on the historical data and does
not take full advantage of background knowledge from LOD. This work addresses the
problem of improving network-based top-N recommendation using background
knowledge from LOD by proposing an improved ROUND method called ROUND-
APICSS. We have elaborated on the ROUND-APICSS method and demonstrated
through experimental results the effectiveness of our method and its strength of rec-
ommendation accuracy compared to the ROUND method. Our work also shows that
the incorporation of background knowledge from LOD into a network-based top-
N recommendation method can improve recommendation accuracy. Our future work
focuses on evaluating ROUND-APICSS on more datasets and using more metrics.
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Abstract. Constructing theme-related word set is a basic work for establishing
theme-oriented information retrieval systems. Nowadays, most of previous
studies focus on identifying representative words of a specific document, and
few studies pay attention to constructing a word set related to a theme. By
analyzing existing keywords extraction methods, this paper proposes a method
to automatically construct theme-related word set based on the primary theme-
related word set given by domain experts and the well-known websites related to
the theme. As the first step, the method uses existing information extraction
techniques to obtain the documents from the websites and every document’s
keyword set. Then it calculates the correlation degree between the known
theme-related word set and the document keyword set, further gets a word set of
the document related to the theme based on the document-theme relevance, and
merges the word set to the theme-related word set. By using the method, the
theme-related word set is supplemented by iteration based on the documents
gotten from the theme-related websites. Because there is little research work
focusing on this problem and no relevant experimental data set, this paper uses
the proposed method to construct theme-related word sets towards two themes
“electricity” and “college entrance examination”, and we invite domain experts
to evaluate the word sets. The results show that a relatively complete theme-
related word set can be obtained based on this method, which shows the fea-
sibility of our methods.

Keywords: Theme-related � Word set � Keyword � Relevance

1 Introduction

Internet is increasingly becoming an important data source with the arrival of the
information explosion era. But most of the information on the Internet is unstructured
text information, and the information on different themes is scattered on many different
nodes of the Internet, which has brought difficulties to the effective use of Internet
information. It is a fundamental research issue that how to find a method, which can
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classify Internet information according to theme. For example, if a high school student
wants to gain information of computer science majors in many schools, he has to go to
many different websites to find relevant information; If a decision-making person of an
electric power system wants to know about power related policy, the latest technology,
and dynamic information of domestic industry, he also needs to go to many distinct
sites to search for relevant information. In order to solve this problem, researchers put
forward the concept, technology and methods of vertical search [1, 2]. However there
still exist some problems that cause the searching results incomplete. The deeper cause
is failure to find a high quality set of words related to the theme, which is the basis for
finding the data sources related to the theme and sorting the searching results. What’s
more, there is no relevant work focus on the theme related word set construction.

For a given theme, there must be a corresponding set of theme-related words in the
objective world. At the same time, due to the definition of subjectivity and uncertainty,
it is very difficult to find a complete set of theme-related words. The goal of this paper
is to propose a method for constructing the theme-related word sets and to make it as
close as possible to a complete set of theme-related words.

This problem meets some challenges. The methods of existing document keyword
extraction cannot be directly used to construct a related keyword collection of a certain
theme. In addition, the evaluation of theme-related word sets is also a challenging
issue. There is no experimental data set and benchmark for the evaluation of the
methods to identify theme-related word set.

This paper studies this problem and proposes a web-based theme-related word set
construction algorithm. The main contributions are as follows:

(1) A concept model of theme related word set is proposed, as well as the idea of
constructing theme-related word set based on expert knowledge and large-scale
Web data information;

(2) We put forward some methods of constructing the theme-related word set.
Specifically, it includes: a method for calculating the relevance degree between
Web documents and theme-related word set, and a method for supplementing
theme-related word set based on the relevance degree;

(3) Because there are no relevant data sets for evaluation, we establish related
experimental data sets and evaluation strategies based on the themes of “electric-
ity” and “college entrance examination”, and evaluate the method proposed in this
paper based on the data set and its effectiveness is verified.

The rest of this paper is organized as follows: First, Sect. 2 describes the work
related to this paper. Section 3 mainly introduces the theme-related word set con-
struction algorithm, describes the related definitions and the specific construction
process of theme-related word set. Section 4 uses the theme-related word set con-
struction method proposed in this paper to construct the theme-related word set related
to the fields of “electricity” and “college entrance examination”, and validates the
effectiveness of the method. In Sect. 5, we conclude our work.
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2 Related Work

The current research work mainly focuses on how to extract keyword information that
can represent the theme of a particular document, and keyword extraction methods are
continuously deepened in both unsupervised and supervised directions.

The unsupervised keyword extraction methods usually take some evaluation
indicators (such as TF-IDF, etc.) to rank the keywords, and then selects the top ones as
keywords [3]. There are two main types of unsupervised keyword extraction methods:
word frequency statistics and graph-based keyword extraction methods. The most
representative of Word-frequency statistics-based keyword extraction method is TF-
IDF algorithm proposed by Salton [4] with the central idea that if a word appears
frequently in an article and rarely appears in other articles, it is considered that the word
has a good distinguishing ability and can be used as a keyword of the article. There are
many methods of keyword extraction based on graph. Earlier in 2004, Mihalcea pro-
posed the TextRank method [5]. This method is based on the PageRank algorithm and
uses the co-occurrence times of the edges instead of the out-degrees, achieving very
good results. Xiaojun Wan and others proposed the ExpandRank method. This method
adds a set of documents similar to the target document to help construct word graph,
and solves the problem of lack of information in single-target document word graph
[6]. Gollapalli et al. proposed the CiteTextRank method [7] with reference context in
the scientific literature to enhance the information contained in the word graph. Rafiei
et al. used theme information to propose a new method called TSAKE combining word
graph and theme [8], but this method is computationally expensive. Florescu et al.
added the position information of candidate words in the document to the PageRank
model and proposed the PositionRank method [9]. Although the TF-IDF algorithm is
simple, the actual extraction of keywords is very effective. And graph-based keyword
extraction methods take into account the co-occurrence relationship between words and
words, that is, the semantic relationship, they are usually better than word frequency
extraction methods.

LDA [10] is an unsupervised machine learning technique. In natural language
processing tasks, LDA is a document theme generation model, and it is also a three-
level probabilistic model that contains vocabulary, document subject, and document
three-tier structure. It can be used to identify topics hidden in large collections of
documents or corpora [11], as well as to extract keywords.

The supervised keyword extraction methods usually consider the keyword
extraction problem as a binary-class problem. Its main steps are as follows: First
preprocess the text to get the candidate keywords; define and calculate the relevant
features; then extract the keywords according to the set classifier [12]. Xie F et al. used
the sequential pattern mining algorithm to enhance the candidate keyword generation
effect, and used the experimental results to prove that the Naive Bayes algorithm can
effectively extract keywords [13]. Joorabchi et al. used wikipedia to obtain external
knowledge base features, and used a genetic algorithm to extract key words in com-
bination with various features [14]. Sterckx L et al. used the decision tree to extract
keywords [15], which is suitable for data sets with different user annotations. Yiqun
Chen et al. used support vector machines to extract keywords by constructing a patent
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background knowledge base and defining relevant features [16]. Gollapalli SD et al.
used word frequency, location, and other features and added expert knowledge fea-
tures, and used conditional random field model [17] to extract keywords.

The above work is based on the purpose of extracting the keywords of the docu-
ment. This paper analyzes the extraction methods of existing, and attempts to propose
an algorithm that can construct a set of keywords related to a theme. The collection of
theme related words obtained by using this method can be widely applied to many
aspects such as retrieval, classification, and marking.

3 Theme-Related Word Set Construction Method

This section mainly introduces how to construct a theme-related word set. Section 3.1
gives the relevant definitions. Section 3.2 describes the pseudo-code representation of
the construction method of the theme related word set. And next three sections show
the process of the construction of the theme word set in detail.

3.1 Related Definitions

Definition 1: Theme (T). This paper defines a theme as a collection of objects related
to a particular topic.

For example, the “college entrance examination” can be seen as a theme and its
corresponding theme can be regarded as a collection of things or objects related to the
college entrance examination. These objects can be all kinds of objects, including a
university, major, admission score, related policies and more.

Definition 2: Theme-related word set (ST). Given a theme T, the theme-related word
set ST is a set of two-tuples (W, Q), where W is a word and Q is the relevance degree
of the word to the given theme T. And the theme-related word set ST must satisfy the
following rules:

(1) The sum of relevance of all the words in the theme-related word set ST should be
equal to 1.

(2) Q1 <=Q2 <= Q3 <=…<= Qn.

For example, for a given theme “electricity”, {(electricity, 0.2), (electric power, 0.2),
(coal power, 0.2), (thermal power, 0.2), (wind power, 0.2)} can be seen as one of its
related word set. It means all the relevance degrees of the words are 0.2.

Definition 3: The document keywords set (DK). The document keywords set DK is
a set of two-tuples (K, Q), where K is a keyword of the document, and Q is the weight
of this keyword to the document. The weight of keywords in DK of the document
should satisfy Q1<=Q2<=Q3<=…<=Qn.

For example, let d be a document, DK(d) = {(K1, Q1), (K2, Q2), (K3, Q3), …, (Kn,
Qn)} is the keyword set of document d, there Ki is keyword, and Qi is the relevance
degree of the keyword Ki to the document.
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Definition 4: Relevance of document and theme (R(DO,ST)). It represents the
degree of relevance of the document DO with the theme-related word set ST.

For example, Let D’ be a keyword set of document, T’ be the theme “electric
power”, R(D’,T’) means the relevance degree of D’ to the theme “electric power”.

Definition 5: Theme-related word set of document (WS(D,T)). Let D be a keyword
set of document and T be a theme, the WS(D,T) means a collection of keywords, which
consists of the top N keywords according to their relevance degree to theme T, and N is
directly proportional to the relevance of document and theme.

3.2 Theme-Related Word Set Construction Algorithm

The key idea of the algorithm proposed in this paper is: To a given theme, ask some
experts on this theme give an initial word set and some websites related to the theme.
By analyzing a large amount of articles of the given websites and continuously
expanding the known theme-related word set, finally we can get a theme-related word
set ST. And the specific algorithm is as follows:

In Algorithm 1, first we should use information extraction techniques to identify
documents from the given websites and get the collection of documents. Then, we
identify keyword set of each document from the collection of documents and get DK of
every document. Next, we merge all theme-related word set of document and theme-
related word set, and expand theme-related word set continuously. Finally, we will get
the theme-related word set.

Following, the Algorithm 1 will be described in detail in Sects. 3.3, 3.4 and 3.5.

3.3 Identifying Documents from Websites

According to theme-related word set construction algorithm, theme-related website W0

is known. First, we should analyze the structure of webpages. The content of the
webpage is given priority to with an article, mostly with navigation and some adver-
tising etc. This paper mainly analyzes the content of the web page, and does not pay
attention to other content in the webpage. Therefore, the algorithm of this paper uses
existing crawler technology to filter other web content and only obtains the article as a
document downloaded from webpages.
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3.4 Identifying Keyword Set of Document

After getting all the documents in the theme related website W0, next step is to extract
the keywords for each document. The premise of extracting a keyword is to segment
the document and remove the stop words. There are many methods for extracting
keywords. This paper uses the statistics-based word frequency analysis method TF-
IDF. The TF-IDF algorithm can be used to obtain the TF value, TF-IDF value, and IDF
value of all keywords in each document. By ranked the words in each document in the
descending order of TF-IDF values, then we can obtain the document keyword set DK.
This paper uses the TF-IDF value of the keyword as the weight of the keyword in the
document keyword set DK, where the keyword weight value satisfies Q1 <= Q2 <=
Q3<= … <= Qn, and the keyword and the weight correspond one to one.

In this way, we can get W(DKn), which is a collection of DK from theme-related
website. Then, the algorithm will expand the initial theme-related word set which given
by experts.

3.5 Expanding Theme-Related Word Set

The related experts have given the initial theme-related word set ST0. And in Sect. 3.4,
we get a collection of W(DKn). Then it calculates the correlation degree between the
known theme-related word set and the document keyword set, further gets a word set of
the document related to the theme based on the document-theme relevance, and merges
the word set to the theme-related word set. And the specific algorithm is as follows:
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As shown in Algorithm 2, this is an iterative process. And, the method that STi-1

generates the theme-related word set STi can be expressed by the following formula:

ST0 ¼ W1;Q1ð Þ; W2;Q2ð Þ; W3;Q3ð Þ; . . .; Wt;Qtð Þf g
STi ¼ STi�1 [WSðDKi; STi�1Þ

�
ð1Þ

When the document keyword set DKi merges with the theme-related word set STi-1,
the keywords in both of them may be duplicated. This means that the relevance of the
keyword to theme is high, otherwise it is low. Therefore, to ensure uniqueness of
keywords in theme-related words set, the deduplication operation needs to be per-
formed so that there are no duplicate words in the theme-related words. More
importantly, while carrying out keyword deduplication, it is necessary to adjust the
weights of keywords in the theme-related words set. To adjust the weights of keywords
increases the proportion of weights of previously added keywords which have high
relevance to the theme, and decreases the proportion of weights of keywords which
have low relevance of the theme. The weight adjustment method from the STi to the
STi+1 is as follows:

STi ¼ W1;Q1ð Þ; W2;Q2ð Þ; W3;Q3ð Þ; . . .; Wt;Qtð Þf g
STiþ 1 ¼ W1;Q1ð Þ; W2;Q2ð Þ; W3;Q3ð Þ; . . .; Wt;Qtð Þ; Wtþ 1;Qtþ 1ð Þ; . . .; Wp;Qp

� �� ��
+

Qi ¼
t

tþNmerge
� Qi i� t

1
tþNmerge

t \i� p

�
ð2Þ

The keywords in ST are all unique, so when merging the WS(DKi+1,STi) and STi,
both of them may have a certain keyword, it is necessary to remove duplicate key-
words, and the corresponding weights should be combined. If the keyword STi+1 (Wm)
in the theme-related word set STi+1 is the same as the keyword STi+1 (Wn), where m <=
t < n, then it is necessary to merge the keyword weights. Don not to add the keyword
STi+1 (Wn), and the weight of the recalculated keyword STi+1 (Wm) is:

STiþ 1 Qmð Þ ¼ Qm þ 1
tþNmerge

ð3Þ

After recalculating the weights of all the keywords of the theme-related word set
STi+1, the two-tuples of theme-related words set need to be arranged in the descending
order of the keyword weights.

According to the above method, when the keywords set of all documents in the
theme-related website W0 is merged into the original theme-related word ST0, the
theme-related word set STn will be generated.
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4 Experiments and Analysis

There is no existing data set for evaluation of theme-related word set identification, and
in order to verify the effectiveness of our methods, we decide to choose several themes
and construct their theme-related words sets by our methods. In this paper we take the
themes of “electric power” and “college entrance examination” as examples for eval-
uating our methods.

4.1 Experimental Data Set and Measures

We firstly ask related experts to give the initial theme-related word set of “electric
power” and “college entrance examination”. “Electric power” experts recommend that
to use the STe = {(electricity, 0.2), (electric power, 0.2), (coal power, 0.2), (thermal
power, 0.2), (wind power, 0.2)} as the initial theme-related word set, and recommend
that to use “BeiJiXing Power Website”, whose URL is “http://www.bjx.com.cn” as a
theme-related website. Experts in the “college entrance examination” field recommend
using STg = {(college entrance examination, 0.2), (voluntary, 0.2), (high school, 0.2),
(university, 0.2), (score, 0.2)} as the initial theme-related word set, and recommend
using the “GaoKao Website”, whose URL is “http://www.gaokao.com” as a theme-
related website.

Since the theme-related website W0 is known, the data collected for the experiment
is the document in its webpage. First, we enter the theme-related website and analyze
the webpage structure. Then, we use the existing crawler technology to download the
documents on the website to the local. Finally, the data is formatted and saved to the
local MySQL database.

A total of 5,179 articles on “electricity” are integrated in the experiment. The data is
stored in the table electricContent and contains 6 fields, namely Sid document number,
SiteURL data source URL, DataTitle document title, DataURL document URL,
DataTime document publication time, and DataContent document content. And we
integrate 5066 theme on the “College Entrance Examination” that the data is stored in
the table gaokaoContent and the table structure is same as electricContent.

For a given theme, there must be a corresponding theme-related word set in the
objective world. But it is very difficult to find a complete theme-related word set. Using
the method proposed this paper we can construct a theme-related word set. Then, by
setting a threshold Nt, the keywords of the former Nt two-tuples of the theme-related
word set STn were extracted to generate the maximum theme-related word set that
make it as close as possible to a complete set of theme-related words.

In order to evaluate the experimental results, we use the keywords already labeled
in the documents and manually labeled keywords as validation sets. And we use
precision and recall to verify the validity of the experiment.

4.2 Experimental Results

The experiment uses the data set mentioned in Sect. 4.1. According to the theme-
related words set construction algorithm proposed in this paper, the initial theme-
related words set ST0 and the theme-related website W0 are known. For each theme, we
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use the method proposed in this paper and the LDA topic model to extract theme-
related word sets. By calculating and comparing the precision and recall of the theme-
related word sets obtained by the two methods, the effectiveness of the proposed
method is verified.

According to the threshold value of Nt, the keywords of the former Nt were
extracted to generate the maximum theme-related word set. And set the threshold from
1 to 70 and the interval to 5, and calculate the recall and precision of the corresponding
keyword set. The following figures are available:

Figures 1 and 2 are comparison charts of the recall and precision of the electric
power(ELEP) theme. Figures 3 and 4 are comparison charts of the recall and precision
of the college entrance examination(CEE) theme. As can be seen from figures above,
the abscissa indicates the threshold, and the ordinate indicates recall or precision.
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Fig. 1. Recall of ELEP
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Fig. 2. Precision of ELEP
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Fig. 3. Recall of CEE
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Fig. 4. Precision of CEE

As the set threshold increase, the recall continues to increase and the precision
continues to decline. We can see from Figs. 2 and 4, when threshold is higher than a
certain value, the precision tends to be stable and no longer declines. And the precision
of our method is always higher than that of LDA. The power theme precision
approaches 60% with our method and precision approaches 40% with LDA method
after the threshold is higher than 30. The college entrance examination theme precision
approaches 60% with our method and precision approaches 40% with LDA when the
threshold is higher than 50. And we can see from Figs. 1 and 3, As the set threshold
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increase, the recall continues to increase and the recall of our method is always higher
than that of LDA. In turn, we set the threshold to 50. The maximum theme-related
word set obtained based on the theme-related word set construction algorithm is shown
in the following table:

In Tables 1 and 2 above, R indicates the rank of the keyword weight in the theme-
related word set, Key represents the corresponding keyword.

Table 1. Electric power maximum theme-related word set

R Key R Key R Key R Key R Key

1 Electricity 11 New energy 21 Coke 31 Charging 41 Clean
2 Energy

sources
12 Technology 22 Kilowatt 32 Environment 42 Power

station
3 Electric power 13 Battery 23 Group 33 Reform 43 Nuclear

4 Coal 14 Industry 24 Environmental
protection

34 Productivity 44 Machine
set

5 Volt 15 Motor
vehicle

25 Propulsion 35 Power battery 45 Cost

6 Power grid 16 Domain 26 Kilowatt-hour 36 Price 46 Nation
7 Market 17 China 27 Natgas 37 System 47 Recycle

8 Electricity
generation

18 Engineering 28 Wind 38 Service 48 Electric
quantity

9 Company 19 Garbage 29 Nuclear electricity 39 Renewable
energy sources

49 City

10 Trade 20 Emission 30 Pollution 40 Charcoal 50 Investment

Table 2. College entrance examination maximum theme-related word set

R Key R Key R Key R Key R Key

1 College entrance
examination

11 Reform 21 Evaluate 31 Schoolmate 41 College
student

2 Student 12 Education 22 Study 32 Comprehensive 42 Parents
3 Recruit students 13 Awarded

marks
23 Choice 33 China 43 Middle

school
4 Examinee 14 Teacher 24 Journalist 34 Children 44 Senior high

school

5 Examination 15 Child 25 English 35 College 45 Letter Of
admission

6 University 16 Examine 26 Employment 36 Peking
university

46 Academy

7 Colleges and
universities

17 Freshman 27 Grade 37 Ministry of
education

47 Tutor

8 Enroll 18 Subject 28 Remote 38 Rural 48 Check
points

9 School 19 Patriarch 29 Plan 39 Graduate 49 Policy

10 Major 20 Autonomous
enrolment

30 College
aspiration

40 Engineering 50 Information
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4.3 Experimental Analysis and Discussion

We can see from figures above, the experimental results of the power theme and college
entrance examination theme are closely related to the threshold size. If the threshold is
too small, the number of keywords in the theme-related words is small, and it is difficult
to ensure the completeness of the theme-related word sets. On the contrary, the number
of keywords in the theme-related words is too much. If the threshold is large, the
completeness of theme-related word sets can be guaranteed, there will be a large number
of keywords with low relevance to the theme, which reduces the representation of
theme-related word sets. Moreover, as the threshold increases, the precision of the
keyword set tends to be stable, and increasing the threshold blindly has little signifi-
cance. From the above experiments, we find that setting a threshold value of 50 can
ensure that the precision of theme-related word sets is the best, and it can also avoid
adding a large number of keywords with low relevance to theme-related word sets.

We use the power theme and the college entrance examination theme to generate
the top 50 keywords of the theme-related words set as corresponding maximum theme-
related word sets. From the results, all the keywords in the power-related theme related
words are related to the theme of “electricity”. And the keywords of the comprehensive
theme-related words in the college entrance examination are related to the theme of the
college entrance examination and meet the expected expectations. We present the
theme-related word sets to experts in the respective fields and have been approved by
experts.

In the theme-related words of electricity, keywords such as “Electricity”, “Energy
Sources”, “Electric Power”, “Coal”, “Volt”, and “Power Grid” that are closely related
to the theme of “Electric Power” are in front of the theme-related words. Keywords
such as “Investment”, “City”, “Recycle”, “Nation”, “Cost”, “Machine Set”, etc. are
related to the theme of “Electric Power” but do not particularly highlight theme. These
keywords are behind the theme-related words set. In the theme headings of the college
entrance examination, the words “College Entrance Examination”, “Student”, “Recruit
Students”, “Examinee” and “University” which are closely related to the theme of the
“College Entrance Examination” are in front of the theme-related words. The keywords
“Information”, “Policy”, “Parents” and other keywords are related to the theme of
“College Entrance Examination” but they have no prominent theme. These keywords
are behind the theme-related words. This is because in the theme-related words set, the
keywords are generated according to the size of the keyword weights. The more
relevant the keyword is to the theme, the higher the position is.

We find that in terms of the Electric Power theme-related words, the keywords
“China”, “Reform” and “Nation” are not highly related, and “China” and “Nation”
appear in various fields. It seems that they should not appear in the Electric Power
theme word set. Similarly, in the College Entrance Examination theme word set, the
keyword “Journalist” and other words are not highly related to the “College Entrance
Examination” theme and should not appear in the College Entrance Examination theme
word set. For the above problem, we look for the documents containing relevant
keywords in the data and find that for the theme of “Electric Power”, many of the
documents in the theme-related websites are related to the relevant Electric Power
policies issued by the state, which necessarily contains “China” and “Reform” and
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“Nation”, and the weights calculated by the TF-IDF algorithm are high. Similarly, for
the “College Entrance Examination” theme, many of the documents in the theme-
related websites are all local Journalists interviewing people or events related to the
college entrance examination, and most of them contain “some Journalists”. The
weights calculated by the TF-IDF algorithm are very high. So it will eventually appear
in the theme-related word set.

Based on the above analysis, this method can also be improved in the following two
aspects: (1) set the dynamic threshold. For different themes, the theme-related words set
construction algorithm uniformly sets a threshold for 50. However, when the threshold
is 50, not all themes get the best theme-related words set. For example, in the “power”
theme in the experiment, when the threshold is set to 30, the precision can stabilize at
60%. Therefore, the problem for setting the value of threshold for the given theme still
needs further study. (2) Semantic analysis of documents to extract keywords. In the
theme-related words set construction algorithm proposed in this paper, the word
extraction of the document adopts the TF-IDF algorithm based on word frequency,
without considering the context of the document and the related semantic environment,
sometimes the extracted keywords may not be accurate enough. For the next work, we
will consider using semantic analysis-based keyword extraction methods.

5 Conclusion

This paper points out that in the field of keyword extraction research, there is little
studies on extracting a theme-related keywords collection, and most studies are limited
to the keyword extraction of documents. By analyzing existing keywords extraction
methods, this paper proposes a method to automatically construct theme-related word
set based on the primary theme-related word set given by domain experts and the well-
known website related to the theme. This paper uses this algorithm to experiment on
the themes of “electricity” and “college entrance examination”, and successfully
obtains related word sets of the power theme and the college entrance examination,
which show the feasibility of our methods.
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Abstract. Due to the increasing number of photos taken by mobile phone, how
to improve the efficiency of re-finding personal photos becomes an important
research issue. Based on the survey of the current methods to re-find expected
photos in mobile phones, this paper proposes a photo classification strategy
based on specific events. We firstly discover the relationship of shooting time
and shooting location to specific events, and propose a method to classify
personal photos based on them. Because there is no existing data set for
experiment, we collect several representative photo collections of different
people as experimental data sets, and the experiments show the efficiency of our
method. We implement an album system based on our method and compare it
with other existing classification ones, and the results show that our strategy can
improve the efficiency of re-finding photos.

Keywords: Specific events � Photo classification � Re-finding personal photos

1 Introduction

How to manage personal information based on knowledge is an important research
issue. Personal information shows different types like documents, emails, photos and so
on. In this paper we studied the problem by focusing on how to classify personal
photos to make re-finding easy. With the wide use of mobile phone, people tend to use
it to take photos for different purposes. Taking photos is not only a way to record good
moments, but also a method to record important information for reusing later. For
example, a person sometimes takes a photo to record the username and password of a
website for reusing laer. So the number of photos taken by mobile phones is increasing
day by day. How to effectively manage the photos and improve the re-finding efficiency
are valuable research issues, and the classification of personal photos is a basic topic.
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There are some challenges for people to study the problem. People have some
personalized features, and the number of each person’s photos is different. It is not easy
to get a general method to classify personal photos. Because some personal photos
have some privacy information, how to get a data set for experiment is also a hard
problem.

This paper studied the problem and proposed a solution. The main contributions
can be summarized as follows:

(1) We conducted a survey on this problem, and observed some features about per-
sonal photo classifying and re-finding. We propose the idea of re-finding personal
photos by classifying them based on specific events. We also propose and define
some relevant concepts.

(2) We studied the classification method based on specific events, and propose a photo
classification method based on shooting time and location with high accuracy and
low computational cost.

(3) Because there are no relevant data sets and benchmark, we established the
experimental data sets based on the real personal photo collections and tested the
proposed method from two aspects of the classification accuracy and the efficiency
of re-finding personal photos. The results verify the effectiveness of our method.

2 Related Work

The existing classification methods of photos are divided into four categories. The first
is based on geographical information, the second is face recognition and identity
recognition; the third is based on annotations; the last one is based on events.

There are some works based on geographical information. Lo et al. [1] designed a
clustering algorithm that clusters geo-tagged photos in accordance to thresholds of
different scales. Papadopoulos et al. [2] proposed a way to automatically detect land-
marks and events using visual features and tag similarity in a set of images with tags.

About face recognition and identity recognition, Kumar et al. [3] proposed a semi-
supervised framework for recognizing faces. Brenner et al. [4] used sparse Markov
Random Fields for face recognition, Xu et al. [5] and O’Hare et al. [6] implemented
techniques to organize photos based on people’s identity. This classification method
mainly depends on the accuracy of image recognition technology. The image matching
algorithm’s time complexity is very high.

There are some works on annotations, Andrade et al. [7] focused on people
annotation, location annotation and event annotation. Kim et al. [8] developed a system
collecting and storing annotations about photos to manage and search for photos. Ulges
et al. [9] and Zigkolis et al. [10] both presented an annotation framework to facilitate
event classification. The method of annotation requires the image recognition tech-
nology to recognize the image content with high computational cost and time com-
plexity, and the added annotations may not accurately express the photo semantics.
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There are also some works to classify personal photos based on events. Bacha et al.
[11] and Cao et al. [12] both use the connection between scenes and events to identify
events. Because activities and events in our lives are structural, Bosselut et al. [13]
presented a data-driven approach to learning event knowledge. Wang et al. [14] and
Tang et al. [15] utilized metadata and visual features for event recognition. Yuan et al.
[16] mined some features from GPS and visual cues for event recognition. There are a
lot of events going on, and even the same event contains many scenes and objects. It is
difficult to complete the scenes and objects statistics of all events. The same scene or
object often corresponds to different events, such as hiking and beach, which may
include the sky. Therefore, it is not accurate to use scenes and objects for image event
recognition, and the time complexity and computational cost are very high.

According to our findings, these kinds of classification methods are only applicable
in specific conditions. People taking a lot of photos in their resident locations, the
classification based on geographical information is not effective to deal with this sit-
uation. For the classification methods based on face recognition and identity recog-
nition, they only work well to the photos with human face. The annotations for
classification may not accurately express the photo semantics. It is inaccurate to judge
events by the scenes and objects, and the classification based on events is likely to
separate photos taken in continuous time. The classification methods of photos should
not only take the features of mobile phones into account, but also have high efficiency.
Therefore, we need a general and efficient method to classify personal photos for re-
finding.

3 Conceptual Model

3.1 Survey and Findings

We made a survey on the problem referring to 200 users, and have the following
observations: (1) Current mobile phone albums use a flat storage structure to store the
photos made by mobile phones, displaying thumbnails of all photos. However, the
screen of the mobile phone is very small, and many photo thumbnails of the same event
are all displayed. Then it is inconvenient for people to re-find photos, so it is necessary
to have a suitable method for mobile phones classification and re-finding. (2) Most of
the photos are made when people go out to take part in activities, and they often make
dozens or even hundreds of photos, but these photos are not often re-used by people.
People often reuse the photos recording some important information. Such photos are
usually taken a small number at a time, and are mixed into those photos taken when
people go out for fun or to take part in activities. (3) The main clues used by people to
re-find a photo are the approximate shooting time and the specific event related to it.
(4) Some mobile phone albums already have the function of classification based on
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image content. But this function destroys the memory info about time, and they often
have a low performance for content analysis.

3.2 Definitions

Based on the survey and findings, this paper proposes a photo classification strategy
based on specific events. To make our approach clear, we propose some concepts and
give their definitions as below.

Definition 1. Specific event. A specific event can be taken as a series of actions taking
place for the same target subject in a relatively continuous period of time and relatively
neighboring location. For example, attending a wedding of a friend at noon one day is a
specific event.

The concept of “specific event” is not the same as the concept of “event”. An event
may include two or more different specific events, such as the “wedding” event may
include several different people’s weddings. A specific person’s wedding is regarded as
a specific event.

Definition 2. Personal Photo Sequence. A personal photo sequence is list of personal
photos ordered by their shooting time ascendingly.

Definition 3. Time Interval. Let Pi and Pj be any two photos, the time interval of
them is the time difference between the shooting time of Pi and Pj. The unit is second
(s). Because most mobile phones have the function of taking picture and the shooting
time can be recorded automatically, to compute time interval of two given photos is not
a hard thing.

Definition 4. Photo Distance. Let Pi and Pj be any two photos, the distance between
the shooting location of Pi and Pj is the photo distance. The unit is meter (m). Now
most mobile phones has GPS function and the location of shooting can be recorded
easily, then to obtaining distance of two given photos is also not hard.

Definition 5. Rate of Location Change. For any two photos Pi and Pj, let their time
intervals be T, their photo distance be L, and the rate of location change of Pi and Pj is
denoted as V, then V = L / T. The unit of it is m/s.

4 The Classification Method

Considering the characteristics of specific events, we intend to classify photos by
specific events based on shooting time and location. At present, photos taken by mobile
phones contain some metadata such as shooting time and GPS (latitude, longitude, and
altitude). It is not difficult to get the shooting time and location of the photos taken by
mobile phone.
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4.1 A Sample of Personal Photo Sequence

To make our method clear, seven photos taken continuously by one participant were
selected as an example, as shown in Table 1. The P1 and P2 are the photos of two
selfies made on the train. The P3 is a photo for recording some information in the
laboratory. The P4 and P5 are the photos of the flowers on the laboratory table. The P6
and P7 are two photos of eyes taken when the eyes were allergic. Although the time
interval between P6 and P7 is long, the photos’ content is same, and they belong to the
same specific event. Therefore, the correct photo sets of the seven photos based on
specific events are: {(P1, P2), P3, (P4, P5), (P6, P7)}.

4.2 Specific Event-Based Classification Method

After manually classifying experimental training data sets, it was found that the
shooting time and location of the same specific events were relatively continuous, and
that the changes of shooting time and location within the same specific events were
significantly different from the ones between different specific events. After observing
some regulations about the relationship between specific events and the changing of
shooting time and location, this paper proposes a method to classify photos based on
shooting time and location. Algorithm 1 shows the process of our method.

Table 1. Representative seven photos of personal photo sequence

Photos Shooting time Latitude(°) Longitude(°) Altitude(m) Description
of specific events

P1 2017-01-29
08:58:34

39.13472 115.250954 0 A selfie on the train

P2 2017-01-29
08:59:13

39.132011 115.239204 0 A selfie on the train

P3 2017-02-02
09:31:59

39.060826 117.133378 53 Recording
information

P4 2017-02-02
11:33:34

39.060828 117.133378 54 The flowers on table

P5 2017-02-02
11:33:40

39.060828 117.133378 54 The flowers on table

P6 2017-02-04
22:23:05

39.051158 117.139953 0 The allergic eyes

P7 2017-02-05
06:00:11

39.051156 117.139953 0 The allergic eyes

Classifying Personal Photo Collections: An Event-Based Approach 205



As Algorithm 1 shown, we firstly obtain the photos’ shooting time and location,
and the location information is represented by a 3-ary (W, J, H), where the three
parameters’ meaning are latitude, longitude, and altitude. The unit of latitude and
longitude is degree (°), and the unit of altitude is meter (m). Then, arrange the photos as
a personal photo sequence, and afterwards calculate the time interval T and the photo
distance L of any two adjacent photos. For the method to compute time interval is easy
and obvious, we don’t detailed it here

(1) Calculate photo distance

It is more accurate to consider three elements (W, J, H) than to only considering
longitude and latitude for calculating distance. For example, there might be two photos
with the same longitude and latitude, but different altitude. The commonly used method
to calculate the geographical space distance is the spherical model, which regards the
earth as a standard sphere, and the distance between two points on the sphere is the arc
length. Any position point can be converted into three-dimensional coordinates of the
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sphere. The two locations are given (W1, J1, H1) and (W2, J2, H2).The steps to compute
the distance of the two location is as below.

a. To translate H1 and H2 into the distance of the location to the core of the earth, as
shown with the formula (1).

h1 ¼ H1 þ 6371229mðthe earth0s radiusÞ
h2 ¼ H2 þ 6371229mðthe earth0s radiusÞ

�
ð1Þ

b. Convert longitude J1, J2 and latitude W1, W2 into radians j1, j2, w1 and w2, as shown
with the formula (2).

w1 ¼ W1 � p=180
w2 ¼ W2 � p=180

�
;

j1 ¼ J1 � p=180
j2 ¼ J2 � p=180

�
ð2Þ

c. Convert the position information of the two photos into three-dimensional coor-
dinates of the sphere, as shown by formula (3).

X1 ¼ h1 � cosðw1Þ � cosðj1Þ
Y1 ¼ h1 � cosðw1Þ � sinðj1Þ
Z1 ¼ h1 � sinðw1Þ

8<
: ;

X2 ¼ h2 � cosðw2Þ � cosðj2Þ
Y2 ¼ h2 � cosðw2Þ � sinðj2Þ
Z2 ¼ h2 � sinðw2Þ

8<
: ð3Þ

d. The formula of the distance L of the two locations is as formula (4), by which we
can obtain the distance of two give locations.

L ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 � X1ð Þ2 þ Y2 � Y1ð Þ2 þ Z2 � Z1ð Þ2

q
ð4Þ

(2) The fusion of time and distance

We consider the effect of time interval and photo distance on specific events. Before we
do that, we first have to think about a situation. Some specific events happened by
means of running or transportation, such as the {(P1, P2)} in the sample of Sect. 4.1,
who are made on the train, and the rate of location change is fast, so the photo distance
is relatively large. For example, the time interval between P1 and P2 is just 39 s, the
photo distance is 1057.3 m, and the rate of location change is 27 m/s. It may lead to
wrong effect to the fusion of time and distance. Considering actual situations, when the
speed is faster than 2 m/s, it can generally be concluded that the object has moved by
means of running or vehicles. Therefore, after calculating the rate of location change
V of two adjacent photos, if V >2 m/s, the photo distance L will be reduced in pro-
portion L= L / V.

Then, we consider the fusion of time and distance. Because the units are incon-
sistent, we must normalize them at first. The normalization method used is the Min-
Max Normalization method. The formula is as follows:
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X ¼ x�min
max�min

ð5Þ

The x is the value before normalization, and the X is the value after normalization.
Find the maximum and minimum values from the sequence of time intervals and photo
distances. Then use the normalization method to convert the time interval T to T’ and
the photo distance L to L’ between [0, 1].

After that we use time and distance to calculate spatio-temporal distance. Some
photos are taken at the same location, but at large time intervals. These photos belong
to different specific events, such as P3 and P4. Some photos with large changes in
location but small changes in time belong to the same specific event, such as P1 and P2.
So the weight of time and location for classification are likely to be different. We set
weights to the time and location for calculating the spatio-temporal distance ST_D. We
detail how to select the weight in Sect. 5.2.

ST D ¼ k � T 0 þ ð1�kÞ � L0 ð6Þ

(3) Choose the best spatio-temporal distance as a classifier

When the best weights are selected, calculate the accuracy of classification by different
spatio-temporal distances. When the accuracy is the highest, the corresponding spatio-
temporal distance are the best spatio-temporal distance BST_D. Take the best spatio-
temporal distance BST_D as a classifier.

Then calculate the spatio-temporal distance ST_D of two adjacent photos in the
personal photo sequence. Compare ST_D and BST_D, if ST_D is not bigger than
BST_D, these two photos belong to the same specific event; if ST_D is bigger than
BST_D, these two photos belong to different specific events.

5 Evaluation

5.1 The Training Data Sets

The object of this study is to classify personal photo collections taken by mobile
phones, but there are no relevant public data sets. The public photo data sets don’t
contain all photos taken by a user with the mobile phone, such as Flickr. Only the
photos that the user wants to share out, and the time interval of photos may be long
apart. During this time interval, users actually took a lot of other photos with their
mobile phones, but didn’t share them. In addition, photos shared by users may not be
the photos taken by their own mobile phones. But our classification method is for
personal photo collections taken by mobile phones, so the public photo data sets cannot
be used for experiment and evaluation.

To ensure the validity of our classification method, we collected several personal
photo collections. Considering time-length of photo collections may affect experi-
mental results, six representative photo collections with different time-length were
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selected as the training data sets. The six personal photo collections were manually
classified based on specific events, and the information showing in Table 2.

5.2 Experiments

(1) Determine the weight in the spatio-temporal distance ST_D

We experimented with six training data sets, that is, a total of 4126 photos. When we
calculated the spatio-temporal distances of these photos, we found that most of spatio-
temporal distances of the two adjacent photos in the same specific events are less than
0.001, and most of spatio-temporal distances between different specific events are
greater than 0.01. Therefore, the range of spatio-temporal distances we experimentally
selected for classification is 0.001*0.01. We selected different values of the weight k
to calculate the spatio-temporal distance. The value of k is chosen from 0.1 to 0.9 with
a step size of 0.1. Then we delineate the line charts of accuracy that select different
spatio-temporal distances as the standard to classify photos when the weight k takes
different values.

As can be seen from the Fig. 1, when the accuracy is the highest in training data set,
the weight k is 0.7. Therefore, the spatio-temporal distances is calculated as ST_D =
0.7* T’+0.3* L’.

(2) Determine the best spatio-temporal distance BST_D

From the Fig. 1, it can be seen that the data set has the highest sum of accuracy when
classify photos by the spatio-temporal distance of 0.002. So the best spatio-temporal
distance BST_D is selected as 0.002.

Table 2. Representative users’ information

Users Sex Age Profession Number
of photos

Number of
specific events

Time-length of
photo cluster

User1 Female 24 Graduate
student

491 148 10 months

User2 Female 25 Graduate
student

634 178 12 months

User3 Male 24 Graduate
student

646 220 7 months

User4 Male 25 Graduate
student

209 53 3 months

User5 Female 23 Graduate
student

886 265 16 months

User6 Male 25 Graduate
student

1260 300 18 months
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5.3 The Test Data Sets

Three users are selected randomly to test whether the method is effective, and it is also
tested whether the album classifying photos based on this method can increase the
speed of re-finding photos. The three users’ information is as following Table 3.

5.4 Evaluations of the Classification Method

In order to verify the accuracy of the method, we use the three test users’ photo
collections to classify photos with the spatio-temporal distance 0.002. Accuracy is a
measure widely used in the field of information retrieval and statistics to evaluate the
quality of results. We use the accuracy of the classification results to evaluate the
methods. The accuracy is shown in Fig. 2. Since there is no relevant method of
classifying based on specific events, we can’t conduct comparative experiments with
other methods in terms of classification accuracy.

Fig. 1. The accuracy of classification by spatio-temporal distances with the weight k taking
different values

Table 3. The three test users’ information

Users Sex Age Profession Number
of photos

Number of
specific events

Time length of
photo cluster

User7 Female 24 Graduate
student

866 202 12 months

User8 Male 25 Graduate
student

653 224 16 months

User9 Female 24 Graduate
student

524 186 8 months
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As shown by the Fig. 2, the accuracy of the classification based on shooting time
and location is even over 95%. The biggest advantage of the proposed method is the
time complexity is low, closing to O(n).

The reasons why the accuracy of the experimental results is less than 100% are that
a few specific events’ time interval is really small and the change in location is little.
For example, one person takes a photo of the related knowledge of the papers, and then
takes a selfie next minute in the laboratory. Or photos with long time intervals and little
change in location, but still are the same specific event, such as {(P6, P7)} in the sample
of Sect. 4.1. Such situations can’t be identified by this method. So this method has
some limitations.

5.5 Evaluations of the Specific Event-Based Album

To verify whether the strategy classifying photos based on specific events can improve
the efficiency of re-finding photos, we used the Android Studio software and the
Recyclerview framework to complete the photo album based on this classification
approach. In order to compare with the current photo albums in re-finding photos, the
layout of design album imitated the current photo albums’ structure. But the outermost
layer of the album we designed is the representative photos of specific events, not all
the photos. Each photo represents a specific event. Clicking the photo will jump to
another page with all photos of this specific event. Currently, the characteristics of
representative photos have not been studied yet, so we selected the first photos taken in
specific events as the representative photos.

At present, there are a few mobile phones contains the photos classification by
geographic information, events or face recognition. But there are some photo album
applications including relatively complete photo classification, from which we have
chosen one application with faster classification rate, and higher classification accuracy:
``time album’’. We compared the speed of re-finding photos in four ways storing
photos taken by mobile phones: the classification based on specific events, the clas-
sification based on geographic information, the classification based on events and the
current photo album. Fig. 3. shows the albums in four ways storing photos taken by

Fig. 2. The accuracy of classification by three users with the spatio-temporal distance 0.002

Classifying Personal Photo Collections: An Event-Based Approach 211



mobile phone. Fig. 3.(a) shows the layout of the current photo album. Fig. 3.(b) and
(c) respectively show the classification based on geographic information and the
classification based on events in the time album. Fig. 3.(d) shows the album we
designed classifying photos based on specific events. We let three test users use the
four ways to re-find photos, and record the time spent on each searching. The re-finding
results are shown in Table 4.

(a) (b)

(c)  (d)

Fig. 3. (a) shows the layout of the current mobile phones’ album; (b) shows the classification
based on geographic information in the time album; (c) shows the classification based on events
in the time album; (d) shows outermost layer in the album we designed with each photo
representing a specific event
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As can be seen from the results of finding photos, our classification method used to
photo albums can greatly improve the speed of finding photos. But there are one
photo’s re-finding time with our method is longer than that of other methods. By
analysis, we find there are three main reasons:

(1) During the experiment, each re-finding process used the classification based on
specific events firstly. Because of the person’s own memory function, they would
have some vague memory about the photos’ information. It would be favorable
when users used the other three ways to re-find the same photos.

(2) This is a new classification method. Users are not accustomed to using it, but they
are skilled at using their own mobile phone’s original album or other existing photo
classification methods.

(3) The outermost representative photos selected by this album are not representative
enough, and the user does not recall the specific event by this photo.

Even though there are some unfavorable factors to using this new classification to
re-find photos, the results show that the classification approach based on specific events
can greatly improve the speed of re-finding photos.

Thus, this classification strategy for albums can greatly improve the efficiency of re-
finding photos. Because this approach can greatly reduce the time taken for sliding the
screen up and down to re-find a photo, and the photos people often reuse are those ones
recording information, which almost are on the outermost layer of the album. What’s
more, this classification strategy conforms to people’s memory habits. Thus it saves
time for re-finding.

Table 4. The users’ re-finding time

Users Photos Current
album

Based on geographic
information

Based on
events

Based on
specific events

User7 Photoa1 6.93 s 13.56 s 8.66 s 3.29 s
User7 Photoa2 9.82 s 31.24 s 24.13 s 4.33 s
User7 Photoa3 18.03 s 26.1 s 15.74 s 23.5 s
User7 Photoa4 19 s 13.62 s 25.74 s 6.63 s
User7 Photoa5 28.12 s 40.45 s 24.56 s 10.24 s
User8 Photob1 25.6 s 33.23 s 40.69 s 10.47 s
User8 Photob2 32.96 s 23.65 s 16.78 s 8.51 s
User8 Photob3 22 s 45.29 s 19.56 s 9.5 s
User8 Photob4 15.1 s 19.64 s 20.77 s 12.3 s
User8 Photob5 26.76 s 15.96 s 19.34 s 12.85 s
User9 Photoc1 36.94 s 48.7 s 39.5 s 28.61 s
User9 Photoc2 13.95 s 9.52 s 16.54 s 6.31 s
User9 Photoc3 26.64 s 24.33 s 18.1 s 11.17 s
User9 Photoc4 21.7 s 17.87 s 24.33 s 15.73 s
User9 Photoc5 12.3 s 9 s 8.51 s 6.7 s
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6 Conclusions

This paper proposes a photo classification strategy which classifies photos based on
specific events and meets the human memory habits. We also propose a classification
method based on shooting time and location with high accuracy and low computational
cost. It can be used for classifying photos and greatly improve the efficiency of re-
finding photos. However, the accuracy of classification results cannot reach 100%, and
a few photos’ re-finding time is longer than using the original photo album. The next
step we plan to consider combining the shooting time, location and the photos’
semantic content to find a more accurate method classifying photos based on specific
events. Besides, we’ll do more research about the classification strategy to improve the
re-finding efficiency.
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Abstract. With the popularity of Smart Classroom, it is necessary to study
corresponding learning analytic methods to assist instructors. However, little
research has investigated analyzing hidden state in class, which is an important
analysis work. Therefore, focusing on the interactive learning through individual
Pad devices, we propose a Learning Analytic Model to analyze hidden state with
students’ sequential behaviors that automatically recorded by devices. The
model segments the class’ process into multiple phases and construct a Hidden
Markov Model (HMM) to infer students’ state. In addition, a web page is
developed to show students’ behaviors and related analysis results intuitively.
The experiment shows our model can fine-grained analyze and feedback the
learning state of students in the smart classroom, which effectively help
instructors improve teaching methods.

Keywords: Smart classroom � Interactive learning � Learning analytic model
HMM

1 Introduction

Smart Classroom is a popular classroom based on the multi-agent system paradigm. It
takes the Ambient Intelligence (AmI) into educational process, which applies advan-
tages of ubiquitous computing, augmented reality and mobile computing [1]. These
technologies can assist to analyzing students’ learning process, which can make Smart
Classroom more intelligent. Research efforts have been made to investigate analysis
methods for the behavior sequence in Smart Classrooms [2, 3], feedback methods of
learning environment [4, 5] and multimodal learning analysis [6, 7]. They analyze
learning behaviors using some basic methods of data mining, such as frequent pattern
mining and pattern clustering. However, little attention has been paid to analyzing
class’ phase change and students’ learning state, which are demanded by instructors to
deeply understand students’ learning process.

There is a Smart Classroom using Electronic Interactive Whiteboard (IWB), indi-
vidual Pad devices, monitoring equipment, etc. in which corresponding interactive
behaviors of instructors and students are automatically recorded. In order to analyzing
hidden state in this Smart Classroom, we propose a new learning analytic model in this
paper. For a class, this model segments the activity sequences of all the students into
multiple phases. Then, it evaluates the quality of students’ interactive behaviors and
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constructs a HMM to infer the corresponding learning state of every student. After
getting class’ phase and students’ learning state, a web page is developed to show
analysis results and students’ behaviors in this class intuitively. The experimental result
shows our model can effectively help instructors understand class’ phase change and
students’ learning state.

The organization of the paper is as follows: Sect. 2 briefly summarizes the related
work of learning analysis in Smart Classrooms. Section 3 shows our Smart Classroom
and dataset. Section 4 describes our Learning Analytic Model. Then, we show our
experiment in Sect. 5. Finally, in Sect. 6 some conclusions and future work are
exposed.

2 Related Work

For behavior analysis in the scenario of Smart Classroom, there are already many
researches that mainly include mining frequent behavior patterns, statistical analysis of
measurable behavioral information and analyzing multi-types behaviors.

Traditional methods focus on mining frequent behavior patterns in Smart Class-
room. Some analyze difference of significant behavior patterns between student groups
with different engagement levels [2]. Other authors cluster system-student sequential
moment-to-moment interactive trajectories to capture the distinct characteristics of
students’ personalized learning experience [3]. These efforts often mine frequent
behavior patterns and cluster behavior patterns to analyze features of students’
behaviors. They cannot support continuously tracking every student cognitive state in a
smart-room environment, which are really demanded by instructors.

Recently, some Smart Classrooms deploy teaching tools that can analyze class’
situation. For example, Mavrikis, etc. design tools that can assist teachers in classroom
settings where students are using Exploratory Learning Environments (ELEs). These
tools can visualize classroom state and notify class events to facilitate teachers in
focusing their attention across the whole class and inform their interventions [4]. These
studies only take simple statistical analysis on measurable factors in class. It is nec-
essary to study more accurate analysis methods.

In addition, some Smart Classrooms can record multi-types behaviors that are also
investigated by some efforts. Andrade, etc. study multimodal learning analytics within
an Embodied Interaction Learning Environment to understand learning trajectories of
students [6]. Olney, etc. propose proportion models for Imbalanced Classes to assess
the dialogic properties of classroom discourse automatically [7]. However, most Smart
Classrooms only record sequential interactive behaviors with individual Pad devices of
each student. We need to study this common scenario deeply.

For sequential interactive behaviors of each student in this Smart Classroom, our
model segments the activity sequences of all the students into multiple phases that help
instructors know the variation of class’ status. And it can make fine-grained analysis of
students’ interactive learning state that help instructors track the students’ learning
state. In addition, we develop a web page that shows interactive behaviors and learning
state in class intuitively.
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3 Smart Classroom Scenario and Data Collection

A smart-classroom environment, enables an instructor and his students to participant in
multiple kinds of interactions through their electronic devices. In such a smart-
classroom environment shown in Fig. 1, every student has his/her own tablet device,
through which they can access interactive courseware to read textbooks and finish on-
class exercises. The instructor in such a classroom has also an upfront electronic
interactive whiteboard, on which he can show course slides, display the results of
student exercises, and draw annotations for his teaching. In addition, the instructor can
also assign on-class quizzes to students and check the correctness of their answers.

Behind the scene, there is often an integrated smart-classroom system that connects
all these electronic devices, manages the on-class courseware and coordinates group
interactions among student-teacher. The system can capture interactive behaviors from
both the instructor and the students. By working with the system vendor, we integrated
a xAPI-standard [8] based agent that can automatically record their interactive
behaviors. This agent captures every interaction made by the instructor and students,
and formats each interaction event in the form of xAPI records, as shown in Fig. 2.
Specifically, our dataset of this smart classroom has 297599 behavior records of 4399
students, including 120 courses of six schools.

4 The Learning Analytic Model

In this section, we introduce a HMM-based learning analytic model to track the
learning state of every student. Based on this model, we implement a learning analytic
tool to mine the xAPI dataset and visualize the learning behaviors of every student.

Fig. 1. A smart classroom scenario
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This tool consists of three major modules including an interaction activity parser, a
HMM-based model and a graphical visualizer for rendering student behavior sequen-
ces. The next subsections explain each module in detail.

4.1 The Interaction Activity Sequence Classifier

This module parses the xAPI records generated by the smart-classroom system and
segments the activity sequences of all the students into multiple phases based on the
teaching-learning procedure in this class. We define three types of the phase in class
shown in Table 1. In addition, both the TD and TI phases can be generally called as the
non-NT phase.

During the entire process of a class in the smart-classroom, these phases often occur
in an interleaved way. Such a class starts with a TD phase where everyone including
the instructor connects their devices to the smart-classroom system. After that, for each
knowledge topic, the class involves a NT phase and TD phase.

In order to analyze the phase type, the classifier separates the process of a class into
small intervals with the time unit of 30 s, and can determines the phase type of these
intervals by calculating the frequency of student activities. Specifically, the occurrence
frequencies of students’ activities in different class’ phase are obviously different. We
can know that most students don’t interact with their devices during a NT phase.
Therefore, a low occurrence frequency of student activities suggests a NT phase. On

Fig. 2. The properties of a xAPI record

Table 1. The notations of the phase type in class.

Notation Description

NT The instructor explains knowledge or discusses with students
TD Every student connects or disconnects their tablets to the smart-classroom system
TI Students use their individual Pad devices to read courseware or do exercises
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the contrary, a high occurrence frequency should indicate a non-NT phase. In order to
determine the occurrence frequency threshold of interactive behaviors between NT
phase and non-NT phase. We cluster the occurrence frequency of interactive behaviors
in all time units of all courses and can get two clusters that correspond to NT and non-
NT respectively. The boundary value between these two clusters can used to as the
threshold value. Further, for a non-NT phase, we also cluster the occurrence frequency
of debug behaviors in all time units of all courses and can get two clusters that
correspond to TD and TI respectively. In addition, there would be some outliers in the
clustering process as there always have individual students who don not follow
instruction. Therefore, we should remove these outliers that can disturb classifying
class’ phases.

4.2 The HMM-Based Student Behavior Model

When the instructor explains knowledge or discusses with students (class is in NT
phase), students’ learning state are bad if they have behaviors in tablets. In addition,
students don not need to learn when class is in TD phase. In summary, we do not need
to analyze students’ behaviors during NT phase and TD phase. However, during the TI
phase, every student actively interacts with their tablet devices to read courseware or
finish on-class quizzes. Through our observation of classroom video clips, students
may behave differently in this phase. Most students with an attentive learning state
work seriously with their devices whereas a handful of students touch their devices
randomly or even play with them. It is necessary to infer every student’s latent learning
state in TI phase. Therefore, we introduce a HMM-based student behavior model that
assess the quality of interactive behaviors and infers the corresponding hidden state in
TI phase. This analysis process is shown in Fig. 3.

Firstly, we propose some rules to evaluate the behavior quality of students in TI
phase. For example, students must take time to make a behavior. The behavior
spending too little time is probably invalid. With these rules, we evaluate behavior
quality into two statuses – high or low. Then, we construct a HMM to describe the
process of student’ learning state transition with behavior quality as observation value
and use EM-algorithm to train the parameters of HMM, as shown in Fig. 4.

Different students have different probabilities because student’ characteristics are
unique. As shown in Fig. 4, each hidden state Si of a student has corresponding
behavior quality Qi. The P (S0) is the probability that the initial state is attentive.
Probability matrixes corresponding to the HMM are shown in Fig. 5. Among them,
The P (SC) is the probability of hidden state change, the P (MH) is the probability that
behavior in inattentive state is misjudged as high quality, and the P (ML) is the
opposite.

4.3 The Visualization of Student Interaction Sequences

In this module, we implement an AJAX based HTML interface to visualize the learning
process in the classroom. Due to the limit of the page size, only a portion of such an
interface shown in Fig. 6.
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The chart displays behavior sequences of all the students with the class time on the
horizontal axis and student IDs on the vertical axis. For each student, a horizontal lane
demonstrates the behavior sequence of a student interacting with his tablet in different
icons, which defined in the legend section of the figure. In addition, we also render gray
shades with different levels of darkness over those students whose learning state is
inattentive. The degree of the shade darkness represents the level of a student’s absent-
mindedness in the class process. If a view clicks an icon of a student action, the
corresponding details of this action will display. Across the chart, there are both solid
lines and dashed lines to mark different phases in the teaching-learning process of the
classroom and the major interaction activities of the instructor. The solid lines with
different colors represent the starting point of different class phases – the green color
denotes a NT phase, the red color denotes a TD phase, the yellow color denotes a TI

Fig. 3. The process of inferring hidden learning state. In the figure, each student has a behavior
sequence and the class process is segmented into multiple phases. For each student in TI phase,
we calculate the quality of behaviors in each time interval and use our HMM model to infer
hidden learning state.

Fig. 4. The HMM-based student behavior model
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phase. The dashed lines with different colors represent the instructors’ behavior
activities - specifically, the green represents connecting IWB or opening book in IWB,

Fig. 5. The probability matrixes of the model

Fig. 6. Visualization of learning process
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the red represents disconnecting IWB or closing book in IWB, and the red represents
paging in IWB.

5 Experiments

In this section, we use the Learning Analytic Model to analyze our dataset (Sect. 3) and
evaluate the performance of the model. In Sect. 5.1, with the dataset, we cluster the
behavior frequency of all time intervals and determine the threshold to distinguish
different phases. Accordingly, Interaction Activity Sequence Classifier segments the
class process into different phases. In Sect. 5.2, with evaluating the behavior quality in
TI phase, we train the HMM-based Student Behavior Model and evaluate its perfor-
mance. In Sect. 5.3, for a class, we make a video-checking experiment with the cor-
responding video clips to verify the visual interface.

5.1 Determine the Threshold Between Different Phases

We define the proportion of students who have behaviors in the classroom as BP, and
distinguish NT and non-NT in each unit with BP. In fact, most of class time is spent
explaining knowledge and discussing when students don not need to use tablets.
Therefore, the number of time units is the most in NT that correspond to minimum BP
value. At the same time, there always are individual students who do not listen care-
fully and do other things with the tablet in NT, resulting in many time units that
correspond to the medium BP value. By contrast, there are not much time spent to
interact with the tablet, so the number of time units is minimum in non-NT that
correspond to the maximum BP value. After clustering all time units with BP value in
our dataset, there are two obvious ranges – 0 to 0.17 and 0.17 to 1.0 shown in Fig. 7.
Obviously, these ranges correspond to NT and non-NT. The boundary of BP value
between them can be used to distinguish NT and non-NT. In a similar way, we can
cluster the occurrence frequency of debug behaviors to distinguish TD and TI.

5.2 Evaluate the HMM-Based Student Behavior Model

After segmenting the class process into multiple phases and evaluating the behavior
quality in TI phase, we evaluate the model using the last interval in activity sequence as
test samples, and use other intervals as training samples to train the HMM by the EM-
algorithm. We predict behavior quality of last interval and compare with actual
behavior quality. At the same time, we define a baseline model for such prediction,
which calculates the average value of a student’s behavior quality along his activity
sequence as student state to predict his future behavior quality. Then we compare
results of our model with the base line model. Table 2 shows the average accuracy and
AUC of both models on all the student sequences in our dataset. Clearly, our HMM-
based model is more accurate. Comparing with other analysis methods for Smart
Classroom [2–4, 6, 7], our method is more effective for instructors to understand the
learning process of every students in class.
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5.3 A Video-Checking Experiment

We select Final Review of Applied Problems as the example class. For the visual results
shown in Fig. 6, we can clearly compare the analysis results with the indoor video clips
of this course. During the first five minutes of the class process, the class phase is
marked as NT or TD because students were trying to connect their tablets to the smart-
classroom server at the beginning of the class. From the 5th min to the 15th min, the
class enters to a NT phase, when the instructor explains knowledge and discusses with
students. After the 14th min, the chart of Fig. 3 shows the yellow solid vertical line,
which indicates that the class entered a TI phase. At this stage, there are lots of
interaction behaviors of students, who were working on their on-class quizzes through
tablet devices. Among these activities, some icons are painted in a gray background,
indicating that these students at this moment have low learning state. After the 21st
min, Fig. 3 shows the green solid vertical line, which indicates that the class enters a

Fig. 7. The graph displays the cluster result of all time units with the BP value on the horizontal
axis and corresponding number of time units on the vertical axis. Before 0.17 on the horizontal
axis, it is obvious correspond to the NT phase when all students listen carefully or individual
students do other things with the tablet. After 0.17, the number of time units in each BP value is
small because there are not many practices in class and different practices correspond to different
BP values.

Table 2. Comparison of results

Evaluation index Baseline model Our HMM-based model

Accuracy 0.749 0.849
AUC 0.727 0.836
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NT phase again. Suddenly a few minutes later, possibly due to a system problem, many
disconnecting activities occur, and the class enters an ending TI phase. Moreover, we
also took a close look at postures of individual students in the video clips to check
whether our model correctly infer the learning states of all the students. The validation
result confirms that the overall class process and every student’s status in this chart is
consistent with the actual situation. Thus, it proves that the model can effectively
analyzes the actual learning process in the smart-classroom environment, which can
help instructors understand class situation very well.

6 Conclusions and Future Work

Our model segments the class process into multiple phases, and builds a HMM-based
learning analytic model that can fine-grained analyze students’ learning state, which
supports continuous tracking every student state in a smart-room environment. Lastly, a
web page is developed to show interactive behaviors and learning state of students
intuitively. The example shows our model can fine-grained analyze and feedback the
learning process of students in the smart classroom, which effectively help instructors
improve teaching methods.

In the future work, we will evaluate the proposed model with more datasets. In
addition, we will consider other factors to evaluate behavior quality of students in class,
such as the degree of concentration or knowledge mastery of students. Therefore, we
will construct a multi-factorized HMM describing the student’ state, and improve the
EM algorithm to learn corresponding parameters.
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Abstract. MOOCs have attracted a large number of learners with different
education background all over the world. Despite its increasing popularity,
MOOCs still suffer from the problem of high drop-out rate. One important
reason may be due to the difficulty in understanding learning demand and user
interests. To helper users find the most suitable courses, personalized course
recommendation technology has become a hot research topic in e-learning and
data mining community. One of the keys to the success of personalized course
recommendation is a good user modeling method. Previous works in course
recommendation often focus on developing user modeling methodology which
learns latent user interests from historic learning data. Recently, interactive
course recommendation has become more and more popular. In this paradigm,
recommender systems can directly query user interests through survey tables or
questionnaires and thus the learned interests may be more accurate. In this
paper, we study the user interest acquisition problem based on the interactive
course recommendation framework (ICRF). Under this framework, we sys-
tematically discuss different settings on querying user interests. To reduce
performance-cost score, we propose the ICRF user interest acquisition algorithm
that combines representative sampling and interest propagation algorithm to
acquire user interests in a cost-effective way. With extensive experiments on
real-world MOOC course enrollment datasets, we empirically demonstrate that
our selective acquisition strategy is very effective and it can reduce the
performance-cost score by 30.25% compared to the traditional aggressive
acquisition strategies.
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1 Introduction

Since 2012, MOOCs (Massive open online courses) have attracted a large number of
learners all over the world. Every day, millions of people with different education and
demographics background study free online courses in popular MOOC platforms, such
as Coursera1 and Edx2. Compared with traditional university-level education, MOOCs
dramatically speed up the way how college courses are delivered to normal crowd.
From the view of higher education, MOOCs may have the potential to largely reduce
the cost of higher education in a near future.

However, despite its increasing popularity, MOOCs still suffer from the problem of
high drop-out rate (or low completion rate). According to the annual report of Coursera,
the drop-out rate in Coursera’s start-up stage ever reaches 91% [1]. Such a high drop-
out rate not only means a waste of huge amount of human learning efforts but also
brings negative opinions to MOOCs industry. Why does the vast majority of students
fail to finish free online courses? One reason may be due to the difficulty in under-
standing learning demand and user interests. On the one hand, a good modeling of user
interests can effectively help understand what kind of course students may like. On the
other hand, a good modeling of learning motivation can also help estimate how likely a
student will finish courses and thus avoids unnecessary course drop-out. However, due
to the limitation of current MOOC platforms, it is usually difficult for users to explicit
reveal their true interests and motivation.

To tackle this problem, personalized course recommendation technology has
become a hot research topic in e-learning and data mining community. One of the key
components in classic personalized course recommendation technology is user mod-
eling which tries to learn the latent user interests from historic behavior data so that the
decision module in recommendation system, i.e., a machine learning system, can esti-
mate the likelihood of course preferences more accurately. Many works have been
proposed, such as course enrollment pattern analysis [4, 13], profile text mining [5], and
resource visiting log analysis [6] and so on. These methods have shown good recom-
mendation performance. However, they are all passive as they do not actively query user
interests from users but passively collect user behavior data to learn latent user interests.
Due to the sparsity and noise problem, the modeling effect may not be satisfying.

Recently, the interactive course recommendation approaches have become more
and more popular. Main-stream MOOC platforms, such as Coursera, have adopted
such techniques to help students choose online courses (see Fig. 1). In these systems,
before a user selects courses, the platform will show a list of survey tables (or ques-
tionnaires) to let her choose what topics she likes most. After the user submits the
survey tables, the recommender system will integrate these explicit interest data with
user demographics data together for better recommendation. For example, in Fig. 1,
after a user selects the topics “Data Science” and “Machine Learning”, the Coursera
platform will recommend related courses, such as Machine Learning Foundations and
Probabilistic Machine Learning. This recommendation mechanism has been shown to

1 https://www.coursera.org/.
2 https://www.edx.org/.
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give more accurate courses to users. However, very few of research works have sys-
tematically studied the effect of human-system interaction in user interest acquisition.

In this paper, we study the user interest acquisition problem based on the interactive
course recommendation framework (ICRF). We first give a formal model of this
framework. After that, we systematically discuss different settings on integrating user
interests into recommender system. We propose the ICRF user interest acquisition
algorithm that selectively acquires interests from a small group of representative users
and propagates the acquired interests to all other users. With extensive experiments on
real-world MOOC course enrollment datasets, we find that selectively request users to
show their interests before course selection do help improve the recommendation
performance. On average, our strategy can significantly reduce the performance-cost
score by 30.25% compared to the traditional aggressive acquisition strategy.

The rest of this paper is organized as follows. Section two reviews previous work in
the field of course recommendation with a focus on user modeling methods. Sec-
tion three describes the model of ICRF and proposes the ICRF user interest acquisition
algorithm. Section four discusses the dataset, experimental setting and results. The last
section concludes this paper and presents future works.

2 Related Works

In this section, we review literature of recommender system in the field of course
recommendation domain with a focus on user modeling methods. Different from the
movie or music recommendation, the course recommendation domain usually have
complex context [1, 2, 7, 10].

Traditional data mining methods are first explored for user modeling in course
recommendation. Aher et al. [4] use k-means clustering and Apriori association rule
algorithm. Zhang et al. [13] develop a course recommendation system that implements
distributed Apriori algorithm on computer clusters. These user modeling methods can

Fig. 1. The user interest survey table in Coursera’s interactive course recommendation module.
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reveal students’ course enrollment pattern and show reasonable recommendation per-
formance. However, they rely on analyzing the historical course enrollment behavior.
Thus, traditional rule based methods may suffer from the cold-start problem when
serving new users without any historical behavior [3].

To tackle the cold-start problem, several works try to explore contextual information,
such as user profile, course prerequisite and other auxiliary information. Piao et al. [5]
propose a similarity based user modeling method for MOOC course recommendation
based on mining profile keywords such as job titles and skills. Jing et al. [6] propose a
hybrid user modeling framework that mixes three item-based collaborative filtering
scores based on user access behavior, user demographics and course prerequisite. Yu
et al. [8] propose amethod tomine discussion comments for user recommendation. Salehi
et al. [11] propose a method combing sequential pattern mining and attribute based
collaborative filtering. Social network based methods are also discussed in Zhang et al.
[12]. These methods can be viewed as an extension of neighborhood-based collaborative
filtering methods. They are all based on complex similarity metrics learned from con-
textual data. However, a major limitation of these methods is a lack of differentiable
model that can be mathematically optimized to improve generalization ability.

Recently, latent factor models have become a popular research direction in the field
of course recommendation. Due to their solid mathematical ground and good ability on
modeling latent contextual behavior, these methods have shown better performance
than item-based collaborative filtering methods. For example, Elbadrawy et al. [9]
propose an ensemble of matrix factorization models each of which learns latent factors
of students and courses at different levels of granularity. Sahebi et al. [14] propose a
tensor factorization model for quiz recommendation. Their methods can model the
temporal relationship between student knowledge and skill improvement.

Due to the effectiveness of latent factor model in course recommendation, we also
use this type of recommendation methods in this paper. More specifically, we use the
popular factorization machine [15] which learns the second-order interactions between
features. This is especially useful for datasets with extreme sparsity, such as course
recommendation datasets.

3 Interactive Course Recommendation Framework

In this section, we first describe the general model of the interactive course recom-
mendation framework (ICRF). Second, we discuss various settings of user interest
acquisition. Last, we propose the ICRF user interest acquisition algorithm to acquire
user interest in a cost-effective way.

3.1 Framework Modeling

In this paper, we adopt the popular rating based recommendation approach. The goal of
rating based recommendation is to learn a regression function that can accurately
estimate user ratings on different courses.

Different from the traditional rating based recommendation, in ICRF, we explicitly
model user interests. Specifically, we use U to denote the set of all users, C to denote
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the set of all courses, I to denote the domain of user interests and R to denote the rating
interval (usually between zero and one)3. The framework can be defined as

f : U;C; Ið Þ ! R ð1Þ

We use factorization machine (FM) [15] as the basic regression function. The
regression function of FM of degree two in ICRF is defined as

f̂ x;w;Vð Þ ¼ w0 þ
Xn

i¼1
wixi þ

Xn

i¼1

Xn

j¼iþ 1
vi; vj
� �

xixj ð2Þ

where w and V are the model parameters and x is the feature vector that concatenates u,
c and Iu as uT ; cT ; ITu

� �
. The most important part of FM is the inner product of vi and vj

on the cross product of the i-th feature and the j-th feature. This has been proved to
allow high quality estimation of pair-wise feature interaction under sparsity [15].

In a typical ICRF application scenario, the recommendation process usually con-
tains four steps (as shown in Fig. 2). First, a user tags a set of topic options in the
interest survey table. The survey tables usually contains many topic options which
include, for example, academic topics, habit topics and professional career topics.
Second, the system acquires interest data from the survey table. Third, the system
conducts rating estimation on the triplet (u, c, Iu) for any c 2 C. Finally, the estimated
top rated courses will be shown as a ranking list to the user for further selection.

The most important part of ICRF is the second step (user interest acquisition). To
represent user interests I in a computational way, we assume that any user interests can
be modeled as a multivariate normal distribution of a k-dimensional random vector

Iu ¼ I 1ð Þ
u ; I 2ð Þ

u ; � � � ; I kð Þ
u

h i
�N l;

X� �
ð3Þ

Fig. 2. The recommendation process in ICRF.

3 The ratings in real-world MOOC platforms can have different numerical intervals. To simplify our
work, we assume those ratings can be normalized in the interval between zero and one.
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where I ið Þ
u represents the degree of likelihood of user interests on the i-th application

specific topic and l and
P

are the parameters.

3.2 User Interest Acquisition

Based on the above discussion, many interesting research questions can be discussed in
ICRF. In this paper, we systematically study the user interest acquisition problem by
answering how user and recommender system interact with each other. In real-world
ICRF application, we can find four setting of user interest acquisition scenarios (see
Table 1).

From the view of recommender system, there are two type of acquisition strategies
including aggressive acquisition and selective acquisition.

Aggressive acquisition. The recommender system sends survey tables to every
users. By doing so, the recommender system can build a user interests database for all
users. Therefore, with the supplementary user interest information, the recommender
system can model users better.

Selective acquisition. From the view of cost-sensitive learning, acquiring user
interests is not free. Answering professional or privacy related questions can take users’
time and even confuse them. To reduce the acquisition cost, it may be more realistic to
intelligently acquire user interests from a partial group of representative users. Other
user’s interests can be deduced from these representative users. Thus, a significant
amount of acquisition cost can be saved.

On the other side, from the view of users, there are two type of answering strategies
including cooperative answering and reluctant answering.

Cooperative answering. When users receive survey tables either through emails or
web portal, they are always willing to provide their course preferences and interests.
For recommender systems, it means that users are very cooperative to provide personal
interest data. Thus, the cost of sending survey tables will not be wasted.

Reluctant answering. A user may be reluctant to fill survey tables either because
they are too busy or uncertain about questions. In such a case, the recommender system
wastes amount of cost to send survey tables.

3.3 ICRF User Interest Acquisition Algorithm

Understanding the advantage and limitation of different settings of user interest
acquisition is important for ICRF. In this paper, we propose the ICRF user interest

Table 1. Different setting on user interest acquisition.

System\Users Cooperative answering Reluctant answering

Aggressive acquisition AC AR
Selective acquisition SC SR
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acquisition algorithm4 (see Algorithm 1) to empirically study this problem. As the SR
setting (selective acquisition + reluctant answering) is the most complex, we will
mainly discuss ICRF algorithm for SR in this section. Other settings can be easily
modified from SR. The algorithm consists of an initialization part, a selective acqui-
sition part and an interest propagation part.

In the initialization part, as it is very costly to collect true user interest online (step 1 and
step 2 in Fig. 2), we have to resort simulation approaches. Specifically, we simulate the
interest acquisition procedure by designing an oracle component5 (i.e., oracles in active
learning literature [18]) which can generate the true user interests. Specifically, for each
user, we assume that her interests can be estimated based on the average topic distribution
(learned by theLDAmodel [20]) on all her enrolled courses (step 1). Second,we define the
probabilistic function e as a reluctant triggerwhichmimics the reluctant behavior (i.e., user
will answer only when e uð Þ[ h) for AR (aggressive acquisition + reluctant answering)
and SR (selective acquisition + reluctant answering) settings (step 2).

4 In the rest of this paper, the ICRF user interest acquisition algorithm and the ICRF algorithm will be
used interchangeably.

5 The oracle refers to a virtual agent that is omniscient to know true user interests.
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In the selective acquisition part, we first adopt the representative sampling strategy
to build the selective user pool U sð Þ (step 3). Specifically, we use k-means clustering to
group users into different set and choose the users that are most closed to the clustering
centroids as representative users. The recommender system with selective acquisition
strategy will only query interest data for users in U sð Þ. Second, for each user, we
generate her user interests either as O uð Þ or ; based on the in-pool condition and
reluctant trigger condition (step 5). We also add an acquisition cost to the total cost
V (step 6). The acquired user interests Iu will be added in a new training set ~DT (step 7).

In the interest propagation part (from step 8 to step 11), we propose a simple
interest propagation algorithm to iteratively update interests for not-queried users (i.e.,
u2U � U sð Þ). The idea is borrowed from the famous PageRank [19] algorithm which
has been applied to many domains, such as keyword extraction [16]. The interest
propagation algorithm relies on the user nearest neighbor graph. We form the graph
edges by connecting each pair of users if they are among each other’s k nearest
neighbors (measured by Euclidean distance on demographics data). The damping
factor d plays the role of absorbing interest from other random users.

4 Experiments

In this section, we first describe the datasets used in our experiments. Second, we
present the experimental configuration. Third, we conduct experiments to study the
following research questions:

RQ1. Is the selective acquisition strategy better than the aggressive acquisition
strategy in terms of the performance-cost score?
RQ2. How does the interest propagation method improve performance-cost score?
RQ3. Are the reluctant answering behavior harmful?

4.1 Dataset

The dataset used in this work is provided by a MOOC platform deployed at our
university6. As there are usually no explicit rating data for MOOC courses, we use
video watching progress as pseudo ratings. Generally speaking, the higher the ratings,
the more likely students may finish all videos. Thus, the goal of course recommen-
dation becomes recommending courses that students are likely to finish all videos.

This dataset contains 319,408 course enrollment events spanning from Sept 2014 to
April 2015. During this period, 93,063 students have enrolled in 79 MOOC courses.
For each student and each course, the dataset provides categorical features and text
features (see Table 2). For example, an undergraduate student in College of Compute
Science can be represented as a sparse 0/1 feature vector where only the feature index
in “Undergraduate”, “Student” and “College of Computer Science” are one. For each

6 The MOOC platform provides free online courses for both on-campus students and off-campus
professional employees in China.
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course, the dataset also provides title, introduction and syllabus text that can be used to
learn topic distribution.

In our experiments, we split the full dataset into six groups by a time window of
three months (see Table 3). Specifically, in each time window, the first two months of
data is used as the training set and the rest one is used as the testing set. Thus, in total,
six groups of datasets will be used in our experiments.

4.2 Configuration

Experimental Protocols. For each group of dataset, we use the ICRF user interest
acquisition algorithm to generate explicit user interests for users in both training and
testing sets. For the selective acquisition strategy, we set the cluster number of k-means
algorithm as 500. The k parameter to build the nearest neighbor graph is set as 100.
Following the work of [16], we also set the damping factor d in the interest propagation
algorithm as 0.85. When the oracle queries a user, we accumulate the total cost by one.

We use the famous libFM [17] library as the implementation of FM. The popular
SGD (stochastic gradient descent) optimization method is used to train FM regression
functions on the training set. In our pilot experiments, we find that setting the learning
rate as 0.001 and the regularization parameter as 0.0001 for SGD can have reasonable
performance. Thus, we use these hyper-parameters to train FM. The number of training
iteration is restricted as 50.

To evaluate each strategy in a cost-sensitive way, we compare the performance-cost
score (PCS) of different strategies. Intuitively, a good user interest acquisition strategy

Table 2. Feature description.

Field Feature Example of feature value

User Education level Undergraduate/Master/PhD
Career Student/Engineer/Officer
Company or college College of Computer Science

Course College College of Computer Science
Academic subject Engineering/Science/Law/Art
Course type Audit/Exam
Teachers Bob/Alice/Jack
Text Words in title, introduction and syllabus

Table 3. Dataset split.

Dataset I II III IV V VI

Training 2014-09
2014-10

2014-10
2014-11

2014-11
2014-12

2014-12
2015-01

2015-01
2015-02

2015-02
2015-03

Testing 2014-11 2014-12 2015-01 2015-02 2015-03 2015-04
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should not only have good recommendation performance (e.g., low RMSE score) but
also have low acquisition cost (i.e., the lower the PCS score is, the better the strategy
performs). Thus, we define a new evaluation metric by combining RMSE and cost
acquisition as

PCS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RMSE � Cost

p
ð4Þ

Implement of Other Settings.We summarize the differences of the four settings in
Table 4. By default, the ICRF algorithm implements the SR settings. We can easily
modified ICRF algorithm to implement the other settings by removing not used
components.

4.3 Aggressive Acquisition VS Selective Acquisition (RQ1)

Table 5 compares the PCS scores between AC (aggressive acquisition + cooperative
answering) and SC (selective acquisition + cooperative answering). We can see that on
all the six datasets, SC outperforms AC significantly. On average, the SC strategy can
reduce the PCS score by 30.25% compared to AC. This means that in real-world
interactive course recommendation application, the selective acquisition strategy that
intelligently acquires interests from representative users and propagates their interest to
other similar users is much better than the aggressive acquisition strategy that blindly
acquires interest from all users.

4.4 Effect of Interest Propagation (RQ2)

The selective acquisition strategy relies on the interest propagation (IP) algorithm to
propagate interests to users not in the selected pools. How about the performance of SC
without IP? To study this issue, we compare SC with two alternatives. For each user

Table 4. Differences of the four user interest acquisition settings.

Setting Oracle Selective acquisition Interest propagation Reluctant trigger

AC Yes
AR Yes Yes
SC Yes Yes Yes
SR Yes Yes Yes Yes

Table 5. Comparing the PCS scores between AC and SC.

Dataset I II III IV V VI

AC 115.70 69.03 85.73 101.98 106.78 84.01
SC 92.17 47.03 66.54 62.94 65.71 58.65
Improvement 20.34% 31.87% 22.39% 38.29% 38.46% 30.19%
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not in the selected pools, the SC-IP strategy assigns no interests while the SC-IP
+Center strategy assigns the interests of cluster centers where the user belongs to.

From Table 6, we can see that on all the six datasets the SC strategy outperforms
the other two variants. This demonstrates that propagating interests to similar users is
important in the ICRF user interest acquisition algorithm.

4.5 Is Reluctant Answering Harmful (RQ3)

When users refuse to answer survey tables, the recommender system will waste amount
of cost. How will be such reluctant behavior harmful to ICRF framework? To study this
issue, we conduct experiments for SR (selective acquisition + reluctant answering) and
AR (aggressive acquisition + reluctant answering) on the I and the V datasets where
we find the smallest and biggest PCS improvement of SC over AC (both strategies do
not consider reluctant behavior). The reluctant thresholds are set from 0.3 to 0.7.

Table 7 tabulates the PCS scores at different reluctant thresholds. We can see that
with the increasing of reluctant thresholds, the PCS scores of both AR and SR continue
to increase. This means that reluctant answering behavior do have negative impact on
performance-cost score. However, the PCS scores of SR are always lower than AR in
all cases. It means that the selective acquisition strategy is more robust than the
aggressive acquisition strategy when reluctant users exist.

5 Conclusion

In this paper, we study the problem of user interest acquisition in interactive course
recommendation. Different from traditional course recommendation methods where
user modeling is conducted by mining historic user behavior data, in this paper, we
study a new paradigm where recommender systems can directly query user interests
through survey tables or questionnaires. We describe the formal model of ICRF
(Interactive Course Recommendation Framework) and propose the ICRF user interest

Table 6. Compare PCS scores of SC, SC-IP and SC-IP+Center.

Dataset I II III IV V VI

SC 92.17 47.03 66.54 62.94 65.71 58.65
SC-IP 92.44 48.04 68.24 63.37 66.75 59.23
SC-IP+Center 93.34 48.77 69.02 67.61 68.89 60.81

Table 7. Comparing PCS scores at different reluctant thresholds.

Dataset Strategy 0.3 0.4 0.5 0.6 0.7

I AR 137.9 140.0 149.3 148.1 158.7
SR 96.5 111.4 124.5 136.4 147.4

V AR 120.1 124.5 127.9 128.7 130.8
SR 66.5 67.5 75.5 82.7 89.3
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acquisition algorithm to reduce performance-cost score. Specifically, we use k-means
clustering to choose representative users for querying oracles and propose an interest
propagation algorithm to deduce interests for not selected users. With extensive
experiments on real-world MOOCs enrollment datasets, we empirically demonstrate
that our selective acquisition strategy is very effective and it outperforms the traditional
aggressive acquisition strategy by 30.25% in terms of performance-cost score.

In our future work, we plan to study the ICRF framework by reinforcement learning
where interest acquisition actions will be decided by a policy agent that learns the
optimal policy from the environment to maximize expected recommendation reward.
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Abstract. While cognitive behaviors and social network structure in Online
Learning Community (OLC) have been studied in the past, few research has
proposed a model linking the two important factors to analyze students’ cog-
nitive learning gains, even though it has been widely acknowledged that
interaction is a significant way for students to exchange knowledge and obtain
learning gains. In this paper, for a better indication of cognitive gains, we
introduce an analytic model to quantify the students’ learning gains by using a
redesigned taxonomy of cognitive behaviors while considering the flow of
knowledge among students in discussion forums. And further, we implement a
learning analytics system to streamline the data analysis pipeline of social
network analysis, cognition classification and learning gain calculation and
visualize the analytic results from multiple-level views including student, dis-
cussion thread and forum. We demonstrate the results on a MOOC course and
confirm the effectiveness of our model. Our model and analytic system enable
instructors and TAs to take active mediation among online discussions of stu-
dents to improve their cognitive gains through OLCs.

Keywords: MOOC discussion forums � Social learning network
Cognitive learning gains � Taxonomy of cognition

1 Introduction

Massive Open Online Courses (MOOC) has attracted millions of registered users to
learn over the Internet, which scaled distance education to a magical size that everyone
can participate in courses developed by numerous universities and educational insti-
tutions [1]. However, many problems regarding MOOCs such as high dropout rate and
low terminal efficiency remain unsolved. To address these problems, Online Learning
Community (OLC) had been provided to increase the teacher-to-student ratios and
face-to-face interaction [2]. In addition, the instructor and TAs are able to monitor the
learning progress based on the posts [3]. Previous research efforts have qualitatively
and quantitatively proved that students’ participation in online discussion is positively
correlated to their learning gains [4, 5]. For exploring the factors in forums that would
influence students’ learning gains, many methods are proposed from the two main
aspects: content analysis and social structural analysis.
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Currently, most researchers adopt content-related analysis, which focuses on stu-
dents’ posts observed in discussion forums, such as topic analysis, semantic analysis
and emotional analysis. OLCs offer a new environment that provides computer sup-
ported collaborative learning activities, where social existence might reflect cognitive
existence [6]. Besides, interpersonal relationships among students can provide cogni-
tive and emotional support that ultimately benefit the learning process [7]. Online
learning community as a social learning network (SLN), provides a place where
teachers and students exchange information and share their ideas and insights into
course topics through discussion threads. Thus, structural connectivity between each
pair of students, is also an important factor of affecting students’ learning gains [8].
However, the social structure of OLCs is not well applied on analyzing students’
cognitive learning gains in previous investigations.

In this work, we aim to combine SLN structural analysis of OLCs and cognitive
analysis to build a new analytic model to quantitatively assess the students’ learning
gains. Further on, considering the continued rising in popularity of OLCs [9], we
parallelized the algorithm in our cognitive gains model and developed a Spark-based
analytics system to streamline the large-scale data analysis from forum data collecting,
data analysis to result visual presentation. In particular, we contribute to the existing
literature by (1) redesigning an easy labeled coding scheme of cognitions based on
Wang’s framework [10] for precisely categorizing students’ cognitive behaviors in
OLCs; (2) developing a classification workflow including posts preprocessing, label-
ing, features extracting and modeling; (3) visualizing the learning gains from the
perspectives of student, thread and course forum respectively.

The remainder of the paper is organized as follows: Related work section describes
the related work and previous theoretical basis that we take advantage of in our
research. Dataset section describes the datasets for the research of the paper, and in
Methods section, we elaborate our redesigned coding scheme, post processing meth-
ods, cognitive gains model and the selection of latent parameters. Results section
describes the implementation of our analytics system and experimental results of our
analytic model. Conclusion section gives the conclusion and points out the future work.

2 Related Work

2.1 Social Network Analysis on OLCs

Online learning community provides students an online environment to interact with
their learning partners. One of the issues about social learning pointed out by Putnik
[11] is to analyze the students’ interactions using techniques from the social network
analysis field. The interactions between students in OLCs mainly includes asking
questions, offering answers and giving opinions, and all of them promote the flow of
knowledge exchange between students and bring them benefits. Brinton et al. [12]
proposed a framework for modeling SLN efficiency of information exchange between
students and evaluated students’ gains in topic level. The study defines student’s benefit
from his/her learning benefits by asking questions and his/her teaching benefits by
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providing answers. The study has set up a good foundation for analyzing students’
gains in social structure of OLCs.

However, it is not enough to express the gains from questions or answers in
different levels of cognition. For example, novel questions would benefit students more
than simple questions and reasoned answers would benefit students more than repeated
answers. Such an observation motivates more fine-grained analysis method to be
defined for classifying the gain sources in multiple cognitive levels.

2.2 Cognitive Analysis on OLCs

Investigating the online behaviors in cognition level in OLCs has been one major
theme for research. Elouazizi [13] used linguistic cues to measure cognitive engage-
ment in forum data and found evidence of low cognitive engagement. Wong [14] used
content analysis to investigate the tendency of different levels of cognitive learning in
OLCs. Wang [10] classified different behaviors into three cognition categories
including active, constructive and interactive behaviors based on Chi’s ICAP frame-
work [15] and explored the relationships between each cognitive behavior and stu-
dents’ scores. Their finding imply that students’ interactive discussion behaviors will
benefit more than constructive behaviors, and constructive behaviors will benefit more
than active behaviors.

These research results give our work strong theoretical support, especially Wong’s
study that provides a quantification basis for each cognition.

However, only the quantity of student’s behaviors in each cognition is considered
to affect the scores in Wong’s study, but a student wouldn’t obtain gains without
information exchanges (i.e. no one replies his/her post) in the forum. Hence in our
work, we take others’ contribution into account to calculate students’ cognitive gains.

3 Dataset

Data for this research comes from two different data sources. For testing the classifi-
cation result of cognitive behaviors, we used the Stanford MOOC Posts dataset [16],
which contains 29,604 posts from OLCs within the Education, Humanities and Med-
icine domain areas. It is convenient for testing because the opinion, question and
answer classifications are labeled in the dataset.

But the Stanford dataset doesn’t cover students’ information required in our cog-
nitive gains analysis. We have to collect the second dataset of an OLC from an online
educational institution (referred as SETC), made available upon successfully fulfilling
application requirements. The SETC dataset contains 15,536 posts and 128,202
answers in 1540 questions, covering 2,858 students in an OLC within the 420 high
school courses.

To analyze students’ cognitive gains over the social network, we select the course
“Mathematic Thinking Method” from the second dataset, which includes the 1592
posts made by 403 students. “Mathematic Thinking Method” was designed as a 11-
week course. For each week of class, students focused on a major topic, watched the
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video lecture, completed quizzes, and discussed in the forum. A screenshot of the
course discussion forum is shown in Fig. 1.

4 Methods

4.1 Taxonomy of Cognition

Among the taxonomy of cognition, Chi’s ICAP framework [15] has been widely used
to discriminate cognitive behaviors and interpret the learning result [10, 17]. The
framework classified the learning behaviors into three categories, which is, active,
constructive and interactive behaviors. The active behaviors infer to the degree that
students engaged in the learning process. The constructive behaviors indicate how
much students produce new information beyond the presented materials. And the
interactive behaviors involve interaction and cooperation with partners. We choose this
framework as the basis of our discourse classification algorithm and extend it into a
three-level classification method.

For cleaning posts of futility in cognitive classification, we firstly distinguish on-
task and off-task discourse in the dataset. Off-task posts refer to those discourses that
talking about administrative issues about the course [10], or only have contents irrel-
evant to academics and nonsense words, such as greeting, self-introduction and
emoticons. Within the on-task labeled posts, we drew on constructs of coding scheme
on cognitive domain as articulated by Wang [10], based on Chi’s ICAP (Active-
Constructive-Interactive) framework [15]. For suiting our analysis and for convenience
of labeling, we adjusted the coding scheme and determined abbreviated definitions of
each category in Table 1.

Fig. 1. Screenshot of discussion forum in the course Mathematic Thinking Method
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4.2 Post Processing

4.2.1 Data Wrangling
As the first step in processing forum post data, we aim to extract the useful discourse
information from every post by:

• Removing all punctuations except for question marks (probably a question), quo-
tation marks (probably a repeat) and exclamation mark (probably an Interactive
post)

• Converting all URLs and images to text notation (probably providing reasons)
• Removing all emails and emoticons
• Removing all stopwords from an aggressive stopword list
• Stemming all words
• Segmentation to get bag of words

After the data wrangling, we will get enough formatted information for feature
extracting.

Table 1. Cognition coding examples

Cognition
level 1

Cognition
level 2

Cognition level 3 Abbr. Definition

Off-task Off. Talk about administrative issues about
the course, contents irrelevant to
academics and nonsense words

On-task Active Provide
simple/repeat
answer/opinion

Act.
A/O

The student states an opinion or
provides an answer without reasons, or
just repeats the information that’s
already covered in the course material

Ask simple
question

Act.
Q

The student proposes a question that
just repeats the information given in
the material without his/her own
understanding

Constructive Provide reasoned
answer/opinion

Con.
A/O

The student supports his/her answer or
opinion with evidence, e.g., giving
examples, comparing or connecting
with external resources

Ask novel question Con.
Q

The student proposes a novel question
based on his/her own understanding

Interactive Acknowledgement
or expand on

Int. The student acknowledges others’
statements, or expand on them

Defend and
challenge

The student challenges others’ ideas,
or defends his/her own ideas, when
there is a disagreement
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4.2.2 Labeling
In supervised learning, ground truth is significant for training, which requires expertise
to distinguish each category. Hence we introduce distinctive features for each category
high distinction that can be recognized via some simple features, as list in Table 2.

Certainly, a post may contain multiple cognitive behaviors, but it makes no dif-
ference for analysis with two or more labels on one post because we calculate all
behaviors distribution and put them in model, and for the sake of accuracy, we advise
to do so.

4.2.3 Feature Extracting
On Cognition Level 1, we take the following features to make a distinction between on-
task and off-task posts:

• The number of the top 30 linguistic words for content-related and non-content-
related posts proposed by Cui [18]

• The number of words in the post

On Cognition Level 3, for identifying cognition related words, we adopt the action
verbs for each level of revised Anderson and Krathwohl cognitive taxonomy [19] and
extract the features below:

• The number of words in the post. Kovanović [20] pointed out the longer the
message is, the higher the chances are for the message to display higher levels of
cognitive presence

• The number of cognitive action verbs on each level
• The number of each punctuation mentioned in preprocessing section
• The number of text notation of URLs and images
• The number of the first person pronouns

Table 2. Indicator of each cognitive behavior

Cognitive behavior Indicator

Off-task Could be indicated by administrative words, e.g., “homework”,
“submit”, “download”, and nonsense words, e.g. “hah”, “lol”

Provide simple/repeat
answer/opinion

Could be indicated by quotation marks, a short length of text, and
a simple statement without details

Ask simple question Could be indicated by question and quotation marks, topics about
“what” and “where”, and a short length of text

Provide reasoned
answer/opinion

Could be indicated by longer length and cognitive action verbs,
e.g., “propose”, “imagine”, as well as images and URLs

Ask novel question Could be indicated by question marks, topics about “why” and
“how”, and a longer length of text

Interactive Could be indicated by longer length and interactive action verbs,
e.g., “agree”, “disagree”, as well as exclamation mark
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• The number of the second person pronouns (probably an Interactive post)
• The number of upvotes (suggesting a gainful post)

Experimental results of Sect. 5 confirm that these feature choices can achieve more
accurate classification on Cognition Level 3.

4.2.4 Classification Modeling
For binary classification of on-task and off-task, we designed 3 methods including
SVM, Bayesian model and logistic regression model on the following three courses:
Education How to Learn Math (DS1), Medicine Sci Write Fall2013 (DS2) from
Stanford dataset and Mathematic Thinking Method (DS3) from SETC dataset. Table 3
shows that on the forum data of these courses, the logistic regression model can achieve
the best classification effect of AUC over 0.8, which illustrates that the results are
within a reasonable range for our further analysis.

For predicting the on-task into categories in Cognition Level 3, considering a post
may contain one or more cognitive behaviors, e.g., one asks a question immediately
after he formulates his ideas or interacts with others in one post, we adopted 5 binary
classifier using logistic regression model. On the forum data of the three courses, the
average accuracy from 10-fold cross validation for each category has been made bold
in Table 4.

4.3 Cognitive Gains Model

4.3.1 Model Design
When a student posts a comment or replies to someone in a discussion thread, his
cognitive behavior influences both how much others gain from his post and what
cognition level others can behave following his post in this thread. To analyze

Table 3. AUC of 3 datasets using 3 methods

Dataset SVM Bayesian model Logistic regression

DS1 0.82 0.79 0.85
DS2 0.79 0.77 0.83
DS3 0.84 0.78 0.86

Table 4. Average accuracy from 10-fold cross validation

Dataset Active Constructive Interactive
Q A/O Q A/O

DS1 0.78 0.79 0.82 0.85 0.74
DS2 0.76 0.75 0.79 0.83 0.73
DS3 0.82 0.80 0.83 0.87 0.78
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cognitive gains in OLC discourses, we introduce a new cognitive gain model to analyze
student’s cognitive gains in fineness of threads.

We define fu;t;i in (1) to be the probability of user u posting on cognitive behavior
c in thread t, where p2Pu;t captures all the posts made by user u in thread t, ci2C
denotes cognition ci in the set C of all the categories in Cognition Level 3 and

up;i2 0; 1½ � Pj j� Cj j is post-cognition distribution resulting from 6 binary classifier, giving
the probability that the cognitive behavior in post p contains ci.

fu;t;i ¼ log 1þ
X
p2Pu;t

up;i

 !
ð1Þ

To analyze cognitive gains of each user, we should know how much is the pos-
sibility that the spread of cognition from user u to user v in the course, that is, the
probability of user u replying to user v if user v makes a post. Hence we set ru;v in (2) to
quantify it.

ru;v ¼
P

t nu;v;t
Nu

ð2Þ

Since in some cases the number of times that user u replies to user v may be so
small that the probability calculated in (2) would be unrepresentative, we introduce a
heuristic definition instead: in the same thread t, if user u makes a post later than user v,
we define that user u replies to user v, denoted by nu;u;t. Let Nu ¼

P
t Pu;t be the total

times that user u posts in the course.
By now, the total cognitive gains of user u in thread t can be modeled as:

Gu;t ¼
X
ci2C

gu;ilog 1þ
X

v
rv;ufv;t;i

� �
ð3Þ

Here, rv;ufv;t;i captures the theoretic amount of cognitive response provided from
user v to user u in thread t. And further on, we can get the gains of each user as
Gu ¼

P
t Gu;t and sort out the threads by Gt ¼

P
u Gu;t where users obtain the most

gains. We adopt a gain rate gu;i from the spread of others’ cognitive behavior, con-
sidering that student u can obtain different degrees of cognitive gains from different
cognitive behaviors ci. The selection of gain rate is discussed in next section.

4.3.2 The Selection of Gain Rate
To evaluate the gain rate of each cognition, we take the test scores of students into two
parts according to answering time: the scores before and after students participating the
OLC’s discussion. And then we use Huang’s approach [21] to simplify the evaluation
computing of gain rate.
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Firstly, we model s Tð Þ
u;k;i as a Bernoulli random variable, which is observation binary

test score of the student u answering the question qk at time instance T in terms of
cognition ci; where ci2C:

s Tð Þ
u;k;i �Ber p Tð Þ

u;k;i

� �
ð4Þ

p Tð Þ
u;k;i ¼ U ak;ic

Tð Þ
u;i � bk;i

� �
ð5Þ

Here, U is the inverse logit link function U zð Þ ¼ Rz
�1 N tð Þdt, where N tð Þ ¼

1=
ffiffiffiffiffiffi
2p

p
exp �t2=2ð Þ is the standard normal distribution. Let #C be the number of cog-

nition in level 3, and the c Tð Þ
u;i represents student u’s latent cognition state of cognition ci

at time instance T. The ak;i and bk;i are properties of question qk in terms of cognition ci
that can be estimated using Item Response Theory (IRT). For notational simplicity, we
will omit the student index u and cognition index i in the following formulas, e.g., the

quantities s Tð Þ
u;k;i and c Tð Þ

u;i are replaced by s Tð Þ
k and c Tð Þ. Hence, the likelihood of an

observation s Tð Þ
k can be written as:

P s Tð Þ
k jc Tð Þ

� �
¼ p

Tð Þs Tð Þ
k

k 1� p Tð Þ
k

� �1�s Tð Þ
k ð6Þ

Then, we model the latent state transition between time instance T � s and T as:

P c Tð Þjc T�sð Þ; g
� �

¼ N c Tð Þjgsc T�sð Þ; sr2
� �

ð7Þ

Where N xjl; r2ð Þ represents a Gaussian distribution with mean l and covariance
r2. The g, shorthand for gu;i, is student u’s gain rate of the cognition ci. The covariance
r2, shorthand for r2u;i characterizes the uncertainty induced in the student u’s cognition
state transition by acting the ci behavior.

Therefore, we can estimate the student’s cognition state after participating in the
discussion and gain rate parameter through the student’s history answers of tests. And
for simplifying the computing, we use the approximate result by the following
methods:

P c Tð Þ; gjs 1:Tð Þ
1:mT

� �
/ Pðs 1:Tð Þ

1:mT
jc Tð Þ; gÞ � P c Tð Þ; g

� �
ð8Þ

Where mT is the number of tests that student have done at time instance T.
We assume that the student’s answers are independent of each other, the student

previous answering will not impact on the current one. So the first item on the right side
of (8) can be expressed as:

A Learning Analytics System for Cognition 251



P s 1:T 0ð Þ
1:m jc T 0ð Þ; g

� �
¼
YT 0

T¼1

YmT

k¼1

P s Tð Þ
k jc T 0ð Þ; g

� �

¼
YT 0

T¼1

YmT

k¼1

Z
P s Tð Þ

k jc Tð Þ; g
� �

� P c Tð Þjc T 0ð Þ; g
� �

dc Tð Þ

¼
YT 0

T¼1

YmT

k¼1

Z
p

Tð Þs Tð Þ
k

k 1� p Tð Þ
k

� �1�s Tð Þ
k �N c Tð ÞjgT�T 0

c T 0ð Þ; T � T 0ð Þr2
� �

dc Tð Þ

ð9Þ

By using the Eq. (10) and definition of ~p Tð Þ
k in (11), we can simplify (9) into (12):

Z
U ax� bð ÞN xjl;Rð Þ ¼ U

b� alffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ a2r2

p
� �

ð10Þ

~p Tð Þ
k ¼ U

bk � akgT�T 0
c T 0ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ a2k T � T 0ð Þr2
p
 !

ð11Þ

P s 1:T 0ð Þ
1:m jc T 0ð Þ; g

� �
�
YT 0

T¼1

YmT

k¼1

Z
~p

Tð Þs Tð Þ
k

k 1� ~p Tð Þ
k

� �1�s Tð Þ
k ð12Þ

Then, by putting log on both sides, we can get:

logP c T 0ð Þ; gjs 1:T 0ð Þ
1:mT

� �
¼ logP c T 0ð Þ; g

� �

þ
XT 0

T¼1

XmT

k¼1

s Tð Þ
k log ~p Tð Þ

k þ 1� s Tð Þ
k

� �
log 1� ~p Tð Þ

k

� � ð13Þ

With:

logP c T 0ð Þ; g
� �

¼ logN c T 0ð Þj 1ð Þ; r2
� �

þ log g ð14Þ

Finally, our goal latent state variable g can be estimated by using BFGS-B algo-
rithm [22] to maximize the objective function:

maximize
g

X
U

logP c T 0ð Þ; gjs 1:T 0ð Þ
1:mT

� �
� c g1k k

Here, we define U as all the students that answer the tests between time instances 1
and T 0. To prevent overfitting, we impose an ‘1-norm penalty on g. The stop condition
is the difference between the two iterations is less than 0.0001.
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4.4 System Design

We developed our analytics system as inspired by the Lambda architecture [23], and
identify six functional phases from data aggregation to visualization (Fig. 2): (1) Data
Aggregation, (2) Data Ingest, (3) Data Storage, (4) Streaming Analysis, (5) Batch
Analysis and (6) Visualization. The OLCs data come from various of data sources
provided by education institutions. We aggregate these data by using xAPI [24], an e-
learning software specification software specification that allows learning content and
learning systems to speak to each other in a manner that records and tracks all types of
learning experiences. The aggregated data are temporarily stored in a Learning Record
Store (LRS), hold by PostgreSQL in our system. Periodically, Sqoop (http://sqoop.
apache.org/) imports raw data from PostgreSQL into Hadoop HDFS for permanent
storage. For streaming analysis, we ingest high velocity forum data from relational
database by using Flume (http://flume.apache.org/), and then forward to Spark
Streaming for preprocessing. The preprocessed data store back into HDFS via Flume
agent for further analysis, such as batch analysis. Apache Spark is chosen as the core
component for batch analysis because it is efficient in iterative computing, provides
various data sources supports, and can run on Hadoop YARN with multiple program-
ming languages. In the batch analysis step, our analytic model is executed to generate
the social network of the discussion forums and calculate the students’ cognitive gains.
At last, the analysis results are written back to HDFS for visualization and query.

5 Results

5.1 Student Cognitive Gains Analysis

We firstly select some typical students with their quantifiable data in the course to
provide an intuitionistic view of students’ behaviors. Table 5 lists the top 3 students
who obtain the highest gains and the top 3 students who obtain the lowest gains in the
course, along with the number of each cognition (the most probable cognition) in their

Fig. 2. Data flow in the Cognition Analysis System
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posts and their total posts count (#Posts). An interesting observation is that some
students with high posting quantity, e.g., No.32143, No. 7036 and No. 8149 student,
have low cognitive gains, contrary to some previous research results which indicated
that the more students posted, the higher learning gains they achieved [10]. For
exploring the causes, we investigate their forum behaviors in the course. We found that
the cognitive behaviors of those who have low gains are relatively concentrated in off-
task and active cognition. Besides, most of the discussion threads for these students
cease after their posts because no one makes comments on their thread posts, which
means they receive almost no gains in these threads. These observations suggest that
course instructors and TAs need to actively get involved in the discussion with these
students in time.

For intuitively presenting the students’ cognitive gains in each course, we plot the
structure of students’ social network with their cognitive gains and other intuitive
information, based on our system. As the Fig. 3 shows, the links refer to the interaction
between the two students, and node’s size depicts the relative gains of student in the
course and node’s color depth stands for the number of posts made by the student. By
observing the graph, we should pay more attention to the node with deep color but
small size, which indicate the student makes many posts but gains little.

To better understand the cognition trends of each student, we extend the graph in
Fig. 3 and by clicking a node, a sunburst graph (Fig. 4) will be shown to represent the
student’s cognitive behaviors distribution and quizzes performance every week in the
course. In the graph, the black arc around shows the number of correct quizzes out of
all quizzes the student answered, and each sector indicates the proportion of each
cognitive behavior in cognition level 3. Instructors and TAs could find problems
according to the proportion of each student’s cognitive behaviors.

5.2 Thread Cognition Analysis

Students obtain gains by posting in interested threads where they can get information
from others. However, by inspecting the threads with low gains, we found that most of
them have few participants or talk about off-task topics. It is for the reason of the first

Table 5. Representative students in the course Mathematic Thinking Method

Student ID Gains #Posts Off-task On-task

Act. Con. Int.
Q A/O Q A/O

36856 40.38 49 0 3 6 20 9 11
27405 33.10 54 1 10 5 16 13 9
6547 27.04 42 0 9 0 10 18 5
32143 3.92 69 38 24 4 2 1 0
7036 4.01 57 22 20 12 3 0 0
8149 4.02 59 23 29 4 1 2 0
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post with insufficient details or asking a questions that no one is interested. Hence it is
necessary for students to notice how to create or participate in threads that benefit them
more and for teachers to track the trends of each thread and make timely adjustments.

To students, the Table 6 below with the top 5 threads where students obtain the
most cognitive gains could give inspiration. From the table, we can see the threads with
high gains usually start with a novel question with enough information (e.g., images),
mostly followed by constructive answers or opinions, and interactive behaviors are also
contributive.

Fig. 3. Visualization of Students’ cognitive gains in social network graph of course Mathematic
Thinking Method

Fig. 4. A Student’s weekly cognitive behaviors distribution and quizzes performance
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To instructors and TAs, how to get involved in the threads that need help in time?
We design a thread cognitive tree graph (Fig. 5) to handle this problem, where teachers
can intuitively view each thread’s cognitive changes via the circle colors (e.g., yellow
refers to off-task, green refers to active, blue refers to constructive and red refers to
interactive cognition). Instructors and TAs could intervene in a discussion thread when
it is mostly covered by off-task and active cognitive behaviors, or a thread seems to be
ignored. Also, teachers could pick out essential threads by their total gains and rank
them on the top of the course discussion forum to benefit more students.

5.3 Course Forum Cognition Analysis

For overviewing the cognitive gains obtained by all students in the whole course
forum, we draw a line chart to show the trends of total students’ gains over time based
on our system. As shown in Fig. 6, at the beginning and end of the course, the gains
grow slower than the middle. It is due to the off-task and active cognition taking up a
majority of posts at the beginning and less posts in vacations of the International Labor
Day (May 1st) at the end. By intervening the preliminary posting patterns, such as
increasing the number of higher level cognitive posts, stopping off-task topic threads
and ranking gainful threads on top, instructors and TAs could increase the slope of

Table 6. Top 5 threads with highest total gains in the course Mathematic Thinking Method

First post in thread Total
gains

Why does the angle of the problem about billiards not give? And does the last
time the ball enters the box count a collision?

10.45

Excuse me, I don’t understand the meaning that Xiao Ai walks up 1000 m along
the vertical direction with the slope. How does she go? Is that it? ##IMAGE##

7.50

I would like to ask, how does the stroke theorem prove out, is it just that Euler
has tried it through constant experimentation?

6.72

The stroke theorem should not just contain two singular point, right? A
singularity should not work.

6.04

The problem about power supply can’t always be symmetrical. I would like to
ask you whether there is better solution?

5.58

Fig. 5. Threads’ cognition tree of course Mathematic Thinking Method
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students’ gains. Also, the slope could indirectly reflect how deep students understand
the lecture in every week, by which teachers could adjust the content or difficulty of the
lecture.

6 Conclusions

In this paper, we propose a cognitive gains model on social learning network to
represent students’ cognitive benefits through interaction. With an easy-labeled coding
scheme and common posting features defined in our model, teachers are able to con-
veniently and accurately classify students’ postings into six cognitions (off-task, active
question, active answer/opinion, constructive question, constructive answer/opinion
and interactive cognition). The classification results on our OLC dataset show that the
model is viable to estimate student’s gains from conversation in cognitive level.
Moreover, we have integrated the model into our learning analytics system for enabling
instructors and TAs to assess the cognitive performance of students through three
perspectives (student, thread and course).
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Abstract. Massive Open Online Courses (MOOCs) have gained
tremendous popularity in the last few years. Discussion forums are a
common element in MOOCs. Previously, Numerous studies have been
undertaken on the potential role that discussion forums play in educa-
tion. However, the existing works don’t effectively mine and analyze the
rich text information of the forums associated with learner performances.
In this work, we propose a hybrid method to mine learner roles based
on MOOC discussion forums and to jointly evaluate the quality of learn-
ing with other learning activities. We pay more attention to extracting
semantic features of posts and comments in forums, which help to pro-
mote the performance prediction. We evaluate the performance of our
method based on the Coursera platform. Experiments show that our
approach can improve the performance compared to existing works on
these tasks.

Keywords: Role mining · Performance prediction · MOOCs
Discussion forums

1 Introduction

Massive Open Online Courses have become popular in the last few years. Thanks
to MOOCs, millions of learners from all over the world have taken thousands
of high-quality courses for free. Despite their rapid development and successes,
there are still some problems within MOOCs. One prominent problem is the
high dropout rates. Most of the students taking online courses do not complete
the courses and drop out halfway. This could be a potential factor hindering
the development of MOOCs. As a result, making the effective prediction of
whether a student will drop out or whether a learner will obtain better learning
performance is of great value for MOOC platforms [5].

To solve this problem, some methods have been proposed in recent years
[15]. Previous research into predicting MOOC completion and performance has
c© Springer Nature Switzerland AG 2018
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focused on click-streams, demographics, and sentiment analysis in MOOC plat-
forms [10]. Although inspiring results have been achieved by these methods [4],
most of them still suffer from the insufficiency of discriminative activity features
for learner behaviors. Besides, the sparsity of MOOC platforms data still exists.
However, discussion forums play an important role in MOOCs, which have accu-
mulated plenty of posts and their associated comments over time. Techniques
used for the analysis of MOOC discussion forums can be characterized as content-
related or activity-related. The content analysis aims to uncover the nature of
forum contributions and activity analysis to reveal the features of user learning
behaviors.

In detail, based on the existing work, we find out that learners performance,
regarding whether he/she could get certificated eventually, can be predicted by
looking into several features of their learning behaviors such as video click-stream
behaviors, forum view behaviors and so on. Experiment results of the previous
work indicate that these features can be trained to effectively estimate whether
a learner is probably to complete the course successfully. Besides, these methods
have the potential to partially evaluate the quality of both teaching and learning
in practice. Meanwhile, role mining of contributors in discussion forums of online
courses is an important part in MOOCs. We aim to jointly analyze the learner
role in discussion forums to predict the learning performance more accurately.

In the performance prediction problem, the data we have are raw activity
records of learners in the online course platform over a period of time. The pre-
diction we need to make is whether these students drop out from the courses
or whether they obtain good performance in the future, which is a regression
problem. In this paper, we propose a hybrid method to mine learner roles based
on MOOC discussion forums and to jointly evaluate the quality of learning with
other learning activities. We pay more attention to extracting semantic features
of posts and comments in forums, which help to promote the performance pre-
diction. The framework of our hybrid prediction model is shown in Fig. 1.

Fig. 1. The framework of our hybrid prediction model.

As shown in Fig. 1, after collecting raw MOOC data, our basic idea is to
extract features including text content features and other behavior features.
Then we will mine learner roles via textual data in forums and finish the final
prediction task. In conclusion, the major contribution of this paper is listed
below.
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1. Unlike previous methods, we propose a hybrid method to mine learner roles
based on MOOC discussion forums and to jointly evaluate the quality of
learning with other learning activities.

2. To take full advantage of learners’ limited activities, we employ the features
including learners’ temporal clickstream behaviors and posts view behaviors
to predict the quality of learning more accurately.

The rest of this paper is organized as follows. In Sect. 2, we provide a brief
review of the related work about of role mining and performance prediction
in MOOCs. We describe the hybrid method in detail in Sect. 3. A variety of
experimental results are shown in Sect. 4. Finally, we provide some conclusions
and insights of this work in Sect. 5.

2 Related Work

2.1 Dropout Prediction and Learning Performance Prediction

Many scholars at home and abroad have studied on when the learners of MOOCs
will drop out of the course. There are two kinds of analysis data in the current
research: the data of the forums and the data of the clickstream behaviors. Here,
several typical dropout studies are analyzed and presented [6,15,20].

Amnueypornsakul [2] used learners’ clickstream data to predict whether or
not a student would drop out of the course. Researchers formed a sequence of
weekly learning behaviors for each learner. Then the researchers defined three
learners: active, inactive, drop. The results showed that the accuracy rate was
significantly improved when the inactive learners were excluded from the model
construction, and when including inactive learners, the accuracy rate of modeling
inactive learners as active learners was relatively higher.

Sinha [13] leveraged combined data of video clickstream and forum to form
the action sequence to seek traits that were predictive of decreasing engagement
over time. The results showed that dropout behavior was more affected by the
learning behavior of recent weeks. And most of the dropout students started
classes a few weeks after the beginning of the course. There were two possi-
ble explanations. One was that these dropout students have needs in specific
information, and they ceased to attend classes after they met their needs. Or,
the students who joined later had to give up due to the excessive material and
work to keep up with the course. Taylor [14] used different machine learning
approaches to predict the dropout students, including logistic regression, sup-
port vector machines, deep belief networks, decision trees, and hidden Markov
models. Kloft [11] used clickstream data and machine learning algorithms to
predict dropout behaviors.

Besides, In MOOCs, a similar problem to dropout prediction is completion
prediction or learning performance prediction. In this problem, instead of pre-
dicting whether a student will drop out from a course, it aims to predict whether
a student can complete a course and get the corresponding certificate. Some
researchers used logistic regression to identify students who seem to be not able
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to complete the course [8,18]. Others used latent dynamic factor graph model
for the prediction [21]. There are also some works that comprehensively consid-
ered activity records and completion of the course, and proposed the prediction
problem suitable for their problem setting [16].

However, these existing work consider this problem as activity feature anal-
ysis without rich text semantic information. In Scott Crossley paper [4], they
explore the potential for natural language processing (NLP) tools that include
but also go beyond sentiment analysis to predict success in an educational data
mining MOOC. The goal is to develop an automated model of MOOC success
based on NLP variables such as text length, text cohesion, syntactic complexity,
lexical sophistication, and writing quality that can be used to predict learning
performance. In this work, we aim to propose a hybrid model jointly between
learner role mining in MOOC discussion forums and learning activities to solve
this problem.

2.2 Semantic Role Mining in MOOC Discussion Forums

Role modeling is of particular interest to characterize learners, such as periph-
eral participants or “lurker” or active advice-givers in the community. [9,17,21].
In a recent study [19], a combination of content analysis and machine learning
was used to distinguish forum threads in which participants discuss the course
content from those merely socializing or discussing organizational matters. Con-
tent analysis is also used to characterize forum users based on the types of
contributions they make [3]. Social network analysis is commonly applied for
communication-related analytic approaches. Social networks of users based on
common discussion threads can serve to investigate the coherence of the under-
lying social network [7], detection of communication patterns and community
support [12].

However fine-grained network modeling is required to adequately reflect and
represent the concrete post/reply communication between participants. In dis-
cussion forums with nested threads, these relations can be observed directly from
the thread structure [1]. However, in forums with a more linear thread structure,
such as the Coursera forums investigated in this paper, the identification of direct
communication between users requires content-analytic approaches such as dis-
cussion act tagging [3]. In our work, we combine role mining in MOOC discussion
forums to our learning performance prediction task.

3 Role Mining and Performance Prediction

In this section, we will describe the hybrid model proposed. Firstly, we mine the
important learner roles in MOOC discussion forums and then we combine it to
other learner activities in order to predict the learning performance.
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3.1 Role Mining

First of all, we mine the posts written by learners in MOOC forums to obtain
learner role features, which can be seen as a text classification task for posts.
Since there are not class tags in this data, we need to make use of data processing
methods to annotate the original text data. The detail operation can be seen in
Fig. 2.

Fig. 2. The framework of data processing.

As shown in Fig. 2, after collecting raw MOOC post data, our basic idea is to
label data via the sentiment keywords rules. Then we will use a simple classifier
to filter this data. Finally, we will obtain the labeled data for the classification
task.

We first describe how we use collective sentiment analysis to study learners’
attitudes towards the course and mastery of knowledge based on forum posts. In
our work, we define learner roles in MOOC discussion forums, which is reflected
via the learner sentiment attitudes and the post intentions such as information-
seeking or information-giving. As a result, we will explore the learner roles by
results of post-classification. Firstly, the posts will be divided into 3 categories
including positive, negative and neutral. And another text classification is defined
as post intention identification, which mainly divided into 3 classes including
information-seeking, information-giving and other.

Then we propose a text classification model based on attention mechanism
to finish the post sentiment analysis and post intention identification. The model
include the Bi-directional LSTM with self-attention mechanism. A Bi-directional
LSTM consists of a forward LSTM and a backward LSTM. The forward LSTM
reads each word wi (i.e., from w1 to wi) in sequence as it is ordered, and gen-
erate the hidden states of each word as

(−→
h1, ...,

−→
hi

)
. For the backward LSTM,

it processes each sentence in its reversed order wi(i.e., from wi to w1) and form
a sequence of hidden states

(←−
h1, ...,

←−
hi

)
. We calculate the hidden states

−→
hi by

following equations:

it = δ(Wixt + Giht−1 + bi)

Ĉt = tanh(Xcxt + Gfht−1 + bf )
ft = δ(Wfxt + Gfht−1 + bf )

Ct = it · Ĉt + ft · Ct

ot = δ(Woxt + Goht−1 + VoCt + bo)
ht = ot · tanh(Ct)



264 Z. Liu and Y. Zhang

where δ represents the sigmoid activation function; Ws, Us and Vo are weight
matrices; and bs are bias vectors. There are three different gates (input, output,
forget gates) for controlling memory cells and their visibility. The input gate
can allow incoming signal to update the state of the memory cell or block it
and the output gate can allow the state of the memory cell to have an effect on
other neurons or prevent it. Moreover, the forget gate decides what information
is going to be thrown away from the cell state.

In addition, Not all words contribute equally to the representation of the
sentence meaning. Hence, we introduce attention mechanism to extract such
words that are important to the meaning of the sentence and aggregate the
representation of those informative words to form a sentence vector. Specifically,

ui = tanh(Wihi + bi)

αi =
exp(uT

i uw)∑
t exp(uT

t uw)

s =
∑
t

αihi

That is, we first feed the word annotation hit through a one-layer MLP to
get ui as a hidden representation of hit, then we measure the importance of
the word as the similarity of ui with a word level context vector uw and get
a normalized importance weight αi through a softmax function. After that, we
compute the sentence vector s (we abuse the notation here) as a weighted sum of
the word annotations based on the weights. The context vector uw can be seen
as a high-level representation of a fixed query “what is the informative word”
over the words like that used in memory networks. The word context vector uw

is randomly initialized and jointly learned during the training process. The total
model for classification is shown in Fig. 3.

In this way, we separately accomplish the sentiment role classification and
post intention classification. The Table 1 shows the confusion matrix for post
sentiment classification and the Table 2 shows the confusion matrix for post
intention classification that is is to identify the post intentions as information-
seeking, information-giving and other.

Through the above classification method, we can analyze the roles played by
learners in forums. We define the role features as below.

– Positive learning rate: The percentage of positive posts in the total posts.
– Negative learning rate: The percentage of negative posts in the total posts.
– Information-seeking learning rate: The percentage of information-

seeking posts in the total posts.
– Information-giving learning rate: The percentage of information-giving

posts in the total posts.

Meanwhile, we extend the text statistic features as below Table 3. Through
the above methods, we analyze the textual information proposed via learner in
the forums and discover the features of the user’s role. In next step, we will
combine these role features to learner other behaviors in order to predict the
learning performance.
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Fig. 3. The framework of Bi-directional LSTM with attention.

Table 1. Confusion matrix for post sentiment classification

Class Precision Recall F1

Positive 0.82 0.80 0.81

Negative 0.79 0.78 0.80

Table 2. Confusion matrix for post intention classification

Class Precision Recall F1

Information-seeking 0.73 0.72 0.72

Information-giving 0.75 0.76 0.75

Table 3. Text feature definitions

Feature Meaning

lmax Maximum post length

lmin Minimum post length

lavg Average post length

ctopic Count of topic keywords

3.2 Performance Prediction

Through the above mining of characters and features extraction, we get the text
features of the learners in the forums. Next we will combine the other learners’
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behavior characteristics to model. These behavior features include leaner view
features in MOOC forums and other click or view behaviors. The detail is listed
below in Table 4. In detail, we extract some temporal features in MOOC forums.
The experimental results show that it is effective.

Table 4. Forum behaviors feature definitions

Feature Meaning

tmean Mean time interval between two posts

tmax Maximum time interval

tmin Minimum time interval

tvar Variance of time interval

tsum Weighted sum of time interval

tlast Last time interval between the last post and the post before it

trecent Recent time interval between the last post and the observation deadline

rmean Mean response time answering the post

rmax Maximum response time answering the post

rmin Minimum response time answering the post

rvar Variance of response time answering the post

Finally, the hybrid features are extracted and we proposed to predict the
learning performance scores based on the regression model. The total framework
has been shown in Fig. 1.

4 Experiments

4.1 Data Preparation

In the autumn of 2013, Peking University released its first six courses on the
Coursera1 platform. In this work, we select two courses for experimental evi-
dence, which are Crowd and Network and MOOC Wendao. We evaluate the
performance of our method on the two courses. The whole dataset consists of
over 6683 posts and comments and 1164 learners who participate in these posts
and learn in MOOCs. In our experiment, we use the total posts for role mining
and post intention prediction. Meanwhile, the learner set is divided into training
data and test data. because this task is a regression task that the result value is
between 0 and 1, We evaluate the performance of our proposed hybrid method
based on Root Mean Square Error(RMSE) and the smaller the value, the
better the performance of the model. The RMSE is defined as Formula 1.

RMSE =

√∑n
i−1(Xobs,i − Xmodel,i)2

n
(1)

1 https://www.coursera.org.

https://www.coursera.org
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4.2 Experimental Results and Analysis

Table 5 shows the experimental results of some regression models and we find
that the Gradient Boost Regression Method obtains best results.

Table 5. Experiment results for prediction learning performance

Method RMSE

Lasso 0.422

Ringe 0.417

SVM 0.405

ElasticNet 0.383

Random Forest 0.387

Gradient BoostRegression 0.375

Feature contribution. We analyze how the different kinds of feature con-
tribution to the model. The results are shown in Fig. 4. The forum behavior
features have a predominant influence on the final results, and learner role fea-
ture is second important. Other features are also contributive but the difference
is small. Even so, every kind of features to model positively. The result indicates
our semantic role mining and learning performance prediction model is useful
and effective. Especially, the semantic role mining based on MOOC discussion
forums is necessary.

Fig. 4. Efficacy of different features.

In addition, we find that the number of people participating in the forum
is only a small part of the total number of learners, but the forum data can
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help us effectively analyze the behavior of users and predict the learning perfor-
mance. Therefore, it is of necessity for teachers to encourage more learners to
participate in the forum discussion and it is of great significance in enhancing
the participation of the courses.

5 Conclusions

In this paper, we present a hybrid method that mines learner role in MOOC dis-
cussion forums and predict the quality of learning. Experiments on the Coursera
platform datasets show that the hybrid model outperforms other existing meth-
ods. Meanwhile, this work opens to several interesting directions for future work.
In detail, we will explore the following directions:

1. It is of interest for us to explore other rich text features to enhance the
performance in this way.

2. We plan to apply the joint model for combining other text role features and
apply it to other community-based question answering sites and forums.
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Abstract. With the growth of the amount of MOOC users and course
diversity, it becomes a hard work for a new MOOC user to find a suit-
able course and gather other information. In this paper, we propose a
natural language dialogue based MOOC guider, which helps users to
find a preferred course and provide more information of courses accord-
ing to a user’s requests. Our method is an end-to-end neural network
based method and can be trained efficiently using multi-stage training.
Experiments show that our method can understand users’ intent well
and produce proper response to finish the task.

Keywords: MOOC · Dialogue system · Guidance

1 Introduction

MOOC, being the abbreviation for Massive Open Online Course, has become
the leading pattern of online learning. Platforms like Coursera, EdX, Udacity
and Xuetang online attracts over millions of learners on every semesters [1]. A
MOOC is a course made up of short video lectures combined with computer-
graded tests, which is designed to support an unlimited number of participation
by accessing video lectures. Influenced by the pattern of online education, some
properties are exhibited. First, MOOCs are courses, so that course materials
and start and end date for learning are required, with some fixed facilitators.
Besides, MOOCs are massive, which means participants attracted by a course
can reach more than thousands for one semester and millions enrolled students
as a whole [2]. Moreover, MOOC courses are open and online, as a result, course
materials should be open to anyone to read in any time and any place, and all
the comments and updates from either an instructor or a student can be seen
as soon as it is published. Compared with offline learning, MOOCs, in addition
to traditional course materials such as lectures, readings and problem sets, often
provide forums to support community interactions among students, professors
and teaching assistants.

With the increment of both of the amounts of MOOC courses and variety of
MOOC users, it becomes harder and harder for a user to select a course which is
suitable for the user’s requirements. On the one hand, MOOC users have their

c© Springer Nature Switzerland AG 2018
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preference on some course properties such as language and duration, according
to their background and purpose of learning, on the other hand, finding a lesson
that is suitable for a user on either difficulty or topic can be a hard work.
Traditional filter based or word search based method can hardly satisfy these
requirements. For a participant who is totally new to MOOCs, gathering all
the information required to select a course is of great hard. Further more, as a
side effect of this phenomenon, low completion rates are often seen on MOOC
courses, with a range of 3–10% [6,13].

In this work, we propose a MOOC guider, which guide a user to select a
course and provide for information in the form of natural language dialogue. A
student can filter their wanted courses in favor of language, duration, university,
topic etc., and harvest information about every course via talking with our agent.

2 Task Definition

We define our agent as a MOOC guider, which helps users to select their preferred
courses and provide their requested information by talking in a dialogue form
with natural texts. In order to better describe functions that our agent can
provide, we propose a formal definition of the task. A MOOC guider, which is a
natural dialogue system, should be able to accomplish following tasks to form a
successful guidance:

• Understanding the user’s purpose of each utterance. A user utterance may
contain a user’s requirement or request on a course, or just be a chit-chat. The
model should distinguish from these two types and extract useful information
from it.

• Tracking user’s intent correctly while communicating with a user. A dialogue
is consisting of utterances, and the user can express different requirements on
each utterance, as well as change his mind. Our model is required to track
the modification of the user’s intent during the dialogue procedure.

• Generate proper response for a user to continue a dialogue. To accomplish a
dialogue communication, the dialogue agent ought to response a user utter-
ance with a related response or answer an asked question. It is also important
to ask for the user for crucial information in order to finish a course recom-
mendation.

• Provide requested information the user asked while answering. The final tar-
get of our system is to guide the user with useful information, thus knowing
what the user is asking and provide correct answer is a vital criterion for this
system. Generating an answer can be done by a simple statistical model, while
finding the correct answer requires exact comprehension on user’s intent.

A dialogue based service is judged as a successful guidance if every of the above
requirements is met. Meanwhile, we also evaluate the performance of our system
on these aspects.
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3 Methodology

We propose a dialogue generating system called MOOC guider, to help users
when selecting a course.

The MOOC guider follows a basic dialogue system architecture, with a num-
ber of adaption to become suitable for a dialogue system of MOOC guidance.
A dialogue system usually consists of several parts including a natural language
understanding (NLU) component, a dialogue manager (DM) component and a
natural language generation (NLG) component [15,23]. The NLU part converts
natural language into a sort of form that machine can understand; the DM
part record the dialogue state including user’s intent, mentioned entities etc.;
and the NLG component generates response according to tracked dialogue state
and some knowledge predefined by human. Our method follows this architec-
ture, with every components of it is replaced with a deep neural network based
model. We named each part of out model as the encoding part, the state tracking
part and the dialogue generation part. The architecture overview of our model
is shown in Fig. 1.

Fig. 1. Architecture overview of MOOC guider

3.1 Encoding

The encoding component is such a part who converts natural language utter-
ances into some fixed-length vectors which is understood easily by machines.
The encoder of our model is a hierarchical one made up of a sentence encoder
and a dialogue encoder. Vectors generated from encoder is delivered to following
state tracking component.

To understand a sentence, what do we think is important is to extract an
overview of what the sentence is talking about and some detailed information
which is used for exact keyword search. Thus, we use two vectors to represent a
sentence following this idea.
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For a sentence x1, x2, · · · , xm with length m, it is first converted into word
vectors using word embedding method. A pre-trained word embedding matrix
is used.

(x1
t , x

2
t , · · · , xm

t ) = E(x1
t , x

2
t , · · · , xm

t ) (1)

To select what is important in this sentence, we employ a simple attention mech-
anism on those words to compute a weight for each word using a DNN (deep
neural network), and summed up to become a vector representing detailed infor-
mation.

αi
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t)
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Besides, an overview vector of a sentence is computed using a bidirectional GRU.
The joint of both direction’s output vectors of the last time step GRU produces
is used to denote the sentence.

s′
t = GRU(x1

t , x
2
t , · · · , xm

t ) (3)

These two vectors are used to represent a sentence.

3.2 State Tracking

The state tracking component tracks dialogue state and user’s intent with utter-
ances comes successively. The key point of state tracking is to convert each user
input into different spaces which represent state of every slots. Inspired by [10],
in which work, a sentence is mapped into several semantic spaces and combined
for down-streaming tasks, we map a dialogue into different latent spaces.

Hidden states ht of sentence encoder are regarded as memories of different
time step for a dialogue, and are used for latent semantic vectors generation.
Notate a stack of hidden state vectors as H. For any intent slot rj , a slot specific
latent vector according to H is computed with a DNN.

Ht = [h1, h2, · · · , ht]T

aj = softmax(w2jtanh(W1jH
T
t ))

h′
t = aj ∗ Ht

(4)

Where w2j and W1j are parameter matrixes. To stack formulations for each slot
up, the above formulation can be simplified as

Aj = softmax(W2jtanh(W1jH
T
t ))

H ′
t = Aj ∗ Ht

(5)

H ′
t is a matrix, each column of whom is a vector with regard to a slot. Slots are

updated according to its current state and latent semantic vector.

αj = tanh(W1h
′
j + W2rj)

ij = W3(Uh′
j + V rj)

rj = rj + αjij

(6)
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W1,W2,W3, U, V are parameters. Predictions on slot values are computed with
each slot vector using a DNN. For a slot with n values, the predictor generates
n+1 values, representing the probability of each slot value and additionally one
for not mentioned.

3.3 Dialogue Generation

In order to summarize a dialogue till the current time step with multiple turns,
a dialogue encoder is used. This dialogue encoder is a basic GRU network, who
takes sentence vectors of each turn as input, and generate a dialogue vector which
is the last output oT , with hidden states ht during GRU running as byproducts.
This procedure can be formulated as follows:

ot, ht = GRU(s1, s2, · · · , st) (7)

A response is produced following a standard sequence to sequence decoding
pattern, using an LSTM whose initial state is an encoded dialogue at current time
step. Tracked slot states are also converted into an indicator labeling whether
a slot is mentioned with a single probability, and passed to dialogue generator.
Notate the last output of dialogue encoder as oT , sentence vector of the last
sentence as sT , probabilities of each slot being mentioned as p, dialogue generator
hidden state at generation time step t as hd,t, who is initialized to be zeros.
Responses are generated according to these vectors.

od,t, hd,t = LSTM(oT , sT , p, hd,t−1) (8)

Generated responses are template based response, which means that there
are placeholders in generated sentences which need to be replaced by its real
value acquired from outside knowledge, for example, course language, course
duration or recommended courses. We use a knowledge base (KB) to store these
kinds of knowledge. Tracked slot states are mapped into KB key-value pairs to
form KB query. The KB query returns a list of search results satisfying the user’s
requirement. Placeholders are replaced by returned values from KB, and a final
response is then generated.

4 Training Method

For an intricate end-to-end system consisting of multiple components with com-
plex data interaction such as ours, training directly on the final task target may
lead to a situation of loss misconvergence. A main cause for this problem is
that, errors from different components may lead to the same mistake and cause
similar loss value. When back propagation is conducted on the model, the part
with error results and other parts with correct values are updated according to
a unified gradient. In our case, either dialogue state tracking error or response
generation error can lead to an apparent loss, while back propagation algorithm
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cannot tell whether it is caused by tracking error or generation error. To prevent
this problem from happening, we apply multi-state training on our model.

Multi-stage training is such a kind of training method which split a whole
system into some small relatively independent parts and train separately. While
these pre-trained models achieves a acceptable results, they are combined and
fine-tuned with the final task.

We split our model into three parts just following the description in the
chapter methodology. The first part is a word embedding. Notice that few words
are used in our generated dataset, thus word embeddings cannot be trained
effectively. Here, we train the embedding matrix on a huge corpus using Fast-
Text algorithm proposed by Facebook [3], and get those related words appeared.
Then, sentence encoder is trained to predict users’ intent with regard to each
utterances. This part helps the encoder to find a more apparent relationship
between words and slot values, since predicting some discrete attribute values
with a full dialogue can be hard even for human. And then, the dialogue encoder
and state tracker are trained together to generate information for KB querying.
This stage avoid interference from dialogue generation error as well as ensures a
correct request refined from the dialogue. Last, the dialogue generator is trained
together with all of the parts mentioned above, to form a real dialogue to guide
users, which is designed to be the original final task of our model.

5 Experiments

5.1 Data Sets

As there is no data set with respect to such a task, we simulate a factitious data
set to test the performance of our model, in addition to a public data set named
bAbi [4].

The task we designed is to select a course according to user’s preference and
provide information if the user asks. Three optional course attributes are chosen,
which are the duration of course, teaching language and the field the course lie
in. And more requestable information slots are selected, which are the adviser
of a course and its testing method. Moreover, a filter slot is designed to help the
user to choose course with non-optional keywords.

A small knowledge base (KB) is manufactured, which contains information of
16 courses from real MOOC platforms in addition with 16 faked entries to make
it more complicated. All the basic information required for dialogue is included
in this KB.

Template based agents were used to simulate user and agent’s utterances.
A user intent is first randomly yield, and two agents generate sentences in turn
according to these options. For each turn, one or more attributes may be men-
tioned, while all the slot values should be mentioned when the dialogue comes to
the end. To make the task more complex, some value of slots may change with
the dialogue goes.
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The bAbi dialogue data set is released by facebook AI research to test a
model’s performance on dialogue generation. The topic of this data set is restau-
rant booking, with four slots. A KB with 4200 facts and 600 restaurants is given.
This data set is made up of five tasks with gradually increased difficulties.

5.2 Sentence Level Intent Detection

We first evaluate the ability of our model to detect a user’s intent on single
utterance. To make a prediction of user’s intent on a sentence, a classifier is
connected after the sentence encoder, which is made up of a two layer DNN. We
train the sentence encoder and classifier together, and evaluate on a test data
set apart from training data set. Our model achieves 100% of correct prediction
rate on the task of extracting slot value on either our factitious courses data set
or the bAbi task data set.

5.3 Dialogue Level Intent Tracking

We train a whole dialogue level intent tracker with the pre-trained sentence level
intent detector, and evaluate the performance of it. Since this is a harder task
compared with sentence level intent detection, some mistake appears. We com-
pare our method with several baseline methods including bag of wards (BOW)
based classifier, end-to-end memory networks (E2E MN) [17] as well as rule-
based method. Experimental results are shown in Table 1.

Table 1. Dialogue level intent tracking results

Task Rule-based BOW E2E MN State tracker

Course guidance 100% 57.4% 94.8% 98.2%

bAbi task2 100% 65.3% 97.6% 97.5%

It can be seen from the table that, our model achieves state-of-the art on
the task of dialogue state tracking compared with baseline methods. Besides, for
almost every cases, the true results are computed correctly, with a low error late
less then 4% on course recommendation task. This result ensures a correct KB
request and result, which is essential to the final dialogue generation.

5.4 Dialogue Generation

Dialogue generator is trained at last, after all of the other parts being trained
well.

We first evaluate our model on the standard of task success rate. A task is
successful if and only if all the user’s requirements are met, that is, slot values are
correctly detected and proper information are returned. Success rate on course
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recommendation and bAbi dataset is shown in Table 2. As can be seen from
the table, rule-based method achieves 100% success rate, since the datasets are
human-made ones. Our MOOC guider achieves a high success rate, with a fail
rate less then 5%.

Table 2. Success rate on tasks

Task Rule-based MOOC guider

Course recommendation 100% 95.4%

bAbi restaurant booking 100% 91.0%

As the correlation between evaluation metrics and the actual generation qual-
ity is poor, we directly use human evaluation to judge our system. Evaluation
scores include sentence quality, information correctness and overall score. Scores
ranging from zero to five are taken and averages. Evaluation results is shown in
Table 3.

Table 3. Human evaluation results

Sentence quality Information correctness Overall score

4.1 4.7 4.5

6 Related Works

Seldom works were done to guide a MOOC user, especially in dialogue form.
Traditional MOOC platforms use hard coded filters to select user’s preferred
attributes as well as search based filtering.

Neural language processing, being a hot topic in the past few years, is expe-
riencing fast development. Being one of the hottest topic, dialogue system is
undergoing great changes. Dialogue systems can be divided into two categories,
which are chit-chat dialogue system and dialogue-oriented dialogue system. Chit-
chat dialogue systems, also called as non-task oriented dialogue system, talk with
user without any purpose aiming at imitating a real human. These models can
be regarded as an input-output pair generation, and are often modeled using
sequence to sequence methods [8,14,16,18,21]. Compared with chit-chat dia-
logue systems, task-oriented systems are designed to finish a specific task [5].

Traditional statistical dialogue models often contains NLU components, DM
components and NLG components. Among them, partially observable Markov
decision process (POMDP) based method can handle complex dialogue state
tracking problem by designing dialogue state space, and probabilities to trans-
form from one state to another given an input can be trained using data [22].
However, careful designs are required for every task and can only be done by
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human, which leads to a huge quantity of human work. End-to-end methods
turn up in recent years. Recurrent neural network (RNN) based models are pro-
posed to record sequential data and generate response [7]. In order to optimize
the structure of memory, some more complex memory components were used
including end-to-end memory network (E2E MN) [17] or neural belief tracker
(NBT) [12]. Pipelined end-to-end dialogue systems also appeared. Wen et al.
proposed a framework which is made up of an intent network, a belief tracker
and a generation network [19]. Reinforcement learning algorithms are introduced
into dialogue generation for better generation quality. The work done by Li et
al. illustrate an enhancement in both generation quality and information reac-
tion by fine-tuning a standard dialogue generation system using reinforcement
learning [9]. [11,20] also shows benefits that reinforcement learning can bring to
dialogue systems.

7 Conclusion and Future Works

In this paper, we propose a neural network based MOOC guidance agent to
provide information for new MOOC users. By using this agent, users can filter
suitable courses according to their preference and search for more information in
the form of natural language dialogue. Our method is end-to-end trainable, and
achieves state-of-the-art performance, in other words, high accuracy on dialogue
state tracking and user intent prediction, and satisfying quality on dialogue
generation. Besides, a dialogue simulation method is proposed, which can be
used for cold starting of the system.

We will further discover methods to handle out-of-vocabulary problem, as
words from texts gathered from crowd source of courses may contains vocab-
ularies not appeared in predefined dictionary. Besides, methods for handling
multiple situations with applicability are under considering. We will extent our
agent to handle more complex tasks.
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Abstract. Recently, cQA websites such as Baidu Zhidao and StackEx-
change have exploded in popularity since everyone can post questions for
other users to answer which fully realize the value of exchange. Never-
theless, the answers from different users for a same question may include
errors, irrelevant messages or malicious advertisements due to the great
different backgrounds of users. Hence, the automatic method for answer
reliability evaluation is very important for improving users’ experience.
However, the weakness of existing supervised methods is the high cost
for they need a lot of annotated data. To alleviate such problems, we pro-
posed a novel unsupervised answer evaluation method exploiting Answer-
User association Network in this paper. Based on the constructed net-
work, the reliability of answers and users can be obtained simultaneously
by an iterative process. The experimental results on real word datasets
show that our proposed method outperforms existing approaches.

1 Introduction

Community question answering (cQA) websites, such as the general Baidu
Zhidao1 and Yahoo!Answers2, and the vertical StackExchange3 and GuoKe4,
are becoming more and more popular since everyone can ask, answer, edit, and
organize questions on the website. Compared to the traditional techniques for
information retrieval, cQA has made a headway in solving complex, advice-
seeking, reasoning questions based on its user-generated-content.

The fast-growing crowdsourcing Q&A data has a good application and
development prospect for understanding complex, implicit and self-organization
1 https://zhidao.baidu.com/.
2 https://answers.yahoo.com/.
3 https://stackexchange.com/.
4 https://www.guokr.com/.
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answers. However, the data quality problem [1–3] still exists due to the great
different backgrounds of answerers. The low-quality data makes a portion of
data cannot be applied directly. Hence, automatic answer reliability evaluation
method is very important for improving user experience and constructing high
quality Q&A knowledge base.

However, the existing supervised approaches for user reliability evaluation
need large amounts of annotated data which is time consuming and limits the
applicability to new domains [4]. Besides, unsupervised methods mainly depend
on the answerers reputation and result in low accuracy owing to less factors
considered.

Therefore, high accuracy unsupervised methods are needed. In this paper,
we proposed a novel unsupervised method for answer reliability evaluation by
constructing Answer-User association Network (AUnet). This network can suc-
cessfully captures a variety of factors that affect the reliability of the answer.
The contributions of this paper are as follows:

– We constructed AUnet to capture a variety of factors that affect the relia-
bility of the answer. And then the answer reliability evaluation problem is
formalized as computing the reliability of node variables on heterogeneous
information network.

– A mutual inference algorithm based on AUnet is proposed to calculate the
answer reliability. The reliability of answers and users can be obtained simul-
taneously by an iterative process without any annotated data.

– Experiments on four real datasets from StackExchange have been conducted
to test the effectiveness of our method. The results show our method works
well.

2 Related work

Our work relates to the answer reliability evaluation and the network-based trust
propagation algorithm.

Researches about evaluating the answer reliability are mainly divided into
supervised methods and unsupervised methods. Like Maximum Entropy used
in [5], Logistic Regression used in [6] and Rand Forests used in [7], supervised
methods mainly evaluate and predict the answer reliability by training the clas-
sifier based on the manually annotated features of the answer such as commu-
nity features, user features, textual features and statistical features. Although
supervised methods can achieve excellent results, the cost of labeling data is
high. Rather than directly evaluate the answer reliability, unsupervised methods
resort to calculates user’s authority through mining the relation between users,
such as the improved PageRank in [8] and the improved HITS in [9]. Besides,
Wu et al. [10] achieved the best results from the current unsupervised methods
based on the idea of minimizing the difference among answers. For unsupervised
methods, data annotation is not required but the accuracy is relatively low.

The network-based trust propagation algorithm is used to effectively identify
the trustworthiness of nodes in the network. At present, the network-based trust
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propagation algorithm is mainly used for fraud detection, selection of comments
with high quality, and the discovery of authoritative users and reliable users
[11]. Such as Leman et al. [12] iteratively calculated the reliability of the user
by using the trust propagation algorithm on bipartite graph, Li et al. [13] used
typed Markov Random Fields to detect the campaign promoters on social media
and Ko et al. [2] regarded the marginal probability of each answer inferred by the
maximum joint probability distribution on the answer association network as the
answer reliability. As far as we know, there is no method constructing the trust
network to simultaneously model multiple factors that affect the answer relia-
bility and calculating the answer reliability by the trust propagation algorithm
on the network.

3 Approach Overview

3.1 Problem Definition and Data Observation

The problem of evaluating the user reliability is formalized as: Given a set of

questions Q = {q1, q2, ..., qn}, a set of all answers A =
n⋃

i=1

Ai, where Ai =

{ai1, ai2, ..., aimi
} is a set of mi answers of the question qi ∈ Q and a set of

users U = {u1, u2, ..., uk}. Our goal is to model multiple factors which affect the
answer reliability into a network and output the answer reliability τ (aij) of each
answer aij .

Definition 1 (Answer Reliability). We let τ (aij) denote the reliability of
the answer aij , which indicates the extent people trust something [14]. We take
the answer reliability τ (aij) ∈ [0, 1] , and the answer will be more reliable if the
answer reliability is more closer to 1.

Definition 2 (User Reliability). The user reliability ω(uk) of a user uk indi-
cates the probability of the user providing reliable answers, and ω(uk) ∈ [0, 1].
The user will be more reliable if the user reliability is more closer to 1.

Through the observation of the data, we found that two direct factors and
two indirect factors affect the answer reliability.

Direct Factors

– The number of votes of the answer affect the answer reliability. Answers with
more votes tend to be more reliable than those with fewer votes. In order
to eliminate the different concerns between questions, the shares of votes is
used instead of the number of votes to represent the supporting degree to
the answer among all voters in participating for the same question. We let
fvoteij = voteij∑

j=1→mi

voteij

denote the share of votes for the answer aij , where

voteij is the number of votes for the answer aij and mi is the number of all
answers to question qi. Our statistics showed that the average share of votes
of the best answer is apparently higher than non-best answers.
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– The frequency of core words affects the answer reliability. The answer with
clearer expression and more information is more likely to be reliable. A sen-
tence is considered consisting of meaningless stop words and informative core
words. We use the frequency of core words to represent the amount of the

information a sentence conveys: fcoreij =
∑Nij

n=1 I(wn)
Nij

, where Nij is the num-
ber of words in the answer aij and I (wn) is an indicator function, using 1 or
0 to indicate the word wn is a core word or not. We found that the frequency
of core words of the best answer is apparently higher than non-best answers.

Indirect Factors

– Correlation among answers for the same question affects the answer reliability.
The reliability of similar answers is positively correlated and mutually driven.
Assume that an answer is reliable, it’s similar answers are more likely to be
reliable, but the different answers of it are more likely to be unreliable.

– Correlation among answers and corresponding users affects the answer reli-
ability. The answer from a more reliable user is more likely to be reliable.
Users who provide reliable answers are more likely to be reliable.

3.2 AUnet Model

Based on the four factors above, we constructed AUnet to model them in a
unified framework with the reference to the concept of heterogeneous information
networks. The network model is shown in Fig. 1, which is defined as:

G = {V,E,W,P}

Fig. 1. AUnet model.

– V = A ∪ U is a set of all nodes in AUnet, A =
n⋃

i=1

Ai is a set of answers to

all questions denoted in the blue circle and U = {u1, u2, ..., uk} is a set of all
users denoted in the black square.

– E = Ep ∪ Es is a set of all edges in AUnet. The similarity relation between
answers Es ⊆ A × A are denoted as red undirected edges, and the provided
relation between users and answers Ep ⊆ A × U are denoted as black undi-
rected edges.
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– W = {We|e ∈ E} is a set of the corresponding weights of the edges.
ws = sim(aij , aij′ ) is the weight of the similarity relation between answers
aij and aij′ , and ws ∈ [0, 1]. In this paper, we adopted sen2vec [15] and cosine
similarity to calculate the semantic similarity ws between any two answers
to the same question. For the weight of the provided relation wp between the
user uk and the answer aij , wp = prd(aij , uk) = 1 means that all answers
provided by the user equally affect the user.

– P = {priori (v) |v ∈ V } is a set of priori reliability of the node v ∈ V
and priori (v) ∈ [0, 1]. The higher the priori reliability is, the more reli-
able the node is. The priori reliability of the answer aij is defined on the
share of votes fvoteij and the frequency of core words fcoreij . priori (aij) =
αfvoteij + (1 − α) fcoreij , where α is the influence coefficient between the
share of votes and the frequency of core words. The priori reliability of
the user priori (uk) is defined on the reputation, upvotes, downvotes and
the homepage views. After the Pearson correlation analysis, we find that
the user authority is strongly correlated with the number of the home-
page views. Therefore, the normalized user prior reliability is defined as
priori (uk) = Norm

(
Reputation

V iews + Upvote − Downvote
)
.

4 Mutual Inference Principle

After getting AUnet model, the trust propagation algorithm is used to iteratively
update the user reliability and answer reliability based on the mutual inference
principle.

4.1 User Reliability Computing

Compared to reliable users, unreliable users have higher error rates. So the reli-
ability of user uk can be inferred by his/her error rate. Assume that the error
rate ε (uk) of the user uk obeys normal distribution, ε (uk) ∼ N

(
0, σ (uk)2

)
.

Our goal is to make εcombine =
∑

uk∈U ω(uk)ε(uk)
∑

uk∈U ω(uk)
, the variance of the weighted

untrustworthiness of all users as small as possible. Since εcombine also obey nor-

mal distribution εcombine ∼ N

[
0,

∑
uk∈U (ω(uk))

2σ2(uk)
(∑

uk∈U ω(uk)
)2

]
. We formulated this goal

with the constraint
∑

uk∈U ω (uk) = 1 into the following optimization problem
as:

min
{ω(uk)}

∑

uk∈U

(ω (uk))2 σ2 (uk)

s.t.
∑

uk∈U

ω (uk) = 1, ω (uk) > 0
(1)
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The optimization problem is a convex function, which can be solved by the
Lagrangian multiplier method with a Lagrangian multiplier λ, and the analytical
solution is:

ω (uk) ∝ 1
σ2 (uk)

(2)

In Eq. (2), the true variance σ2 (uk) of user uk can be estimated by the
maximum likelihood estimation as:

σ̂2 (uk) =
1

|Q (uk)|
∑

q∈Q(uk)

(
xuk

q − x∗
q

)2 (3)

Equation (3) means the mean of the squared loss of the errors that user
uk makes. x∗

q is the best answer for the question q which is computed by the

weighted average of the answer reliability x∗
q =

∑
uk∈Uq

τ(a
uk
q )·xuk

q
∑

uk∈Uq
τ(a

uk
q ) .

According to the statistics, most users give less answers, the method to esti-
mate the users theoretical variance σ2 (uk) by σ̂2 (uk) will be inaccurate when
the user provides small number of answers. We solved this long-tail problem by
using confidence interval score instead of a single value reference to the work in
[16]. Finally, the answer reliability under a certain confidence can be computed
as follows:

ω′ (uk) ∝ − 1
σ2 (uk)

=
χ2
1− α

2
(|Q (uk)|)

∑
q∈Q(uk)

(
xuk

q − x∗
q

)2 (4)

4.2 Answer Reliability Computing

The answer reliability is affected by the user reliability and other peer answers for
the same question [10]. For the reliability, we can get an undirected subgraph for a
specific question, consisting of the answers and the corresponding user. Then, we
transformed the answer reliability problem to the joint probability distribution
of nodes in the undirected probabilistic subgraph. For the undirected subgraph
with n random variables, the joint probability distribution can be represented
as follows:

P (X) =
1
Z

∏

c∈C

ψc (Xc) (5)

Z =
∑

X

∏

c∈C

ψc (Xc) (6)

In Eq. (6), ψc (Xc) = exp{−E (Xc)}, and the energy function E (Xc) repre-
sents the correlation between variables. Based on the Boltzmann Machines, the
probability of the hidden variable yij of the answer aij and the probability of
the hidden variable yk of the user uk are defined as follows:
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P (yij) =

{
τ (aij) , if yij = 1
1 − τ (aij) , if yij = 0

(7)

P (yk) =

{
ω (uk) , if yk = 1
1 − ω (uk) , if yk = 0

(8)

Generally, it’s an NP-hard problem to obtain the joint probability distribu-
tion on the undirected probabilistic graph [17]. By using the iterated conditional
modes ICM [18], we updated the value of the answer node variable in the undi-
rected subgraph step by step based on the idea of gradient ascent as follows:

P (yij = η) = P (yk = η) +
∑

yij′ ∈N(yij)

mij′→ij (yij = η) (9)

mij′→ij (yij) =
∑

yij′

U (yij′ , yij) P (yij′) (10)

U (yij′ , yij) = [sim (aij , aij′)]I(yij′ ,yij) · [1 − sim (aij , aij′)]1−I(yij′ ,yij) (11)

We let yij′ ∈ {0, 1} denote the trustiness transmitted by aij′ to aij .
U (yij′ , yij) is the potential function and sim (aij , aij′) denotes the similarity
between the answer. When the reliability of similar answers for the same ques-
tion is consistent, the energy needed by transmission is small and it is easy to
happen. In contrast, if the reliability of similar answers for the same question is
inconsistent, the energy needed by transmission is big and it is hard to happen.

5 Experiments

5.1 Datasets and Experimental Settings

In order to evaluate the effectiveness of the proposed algorithm in this paper, we
conducted experiments on datasets of four domains from the vertical cQA site
StackExchange5, including coffee, movie, music and sports.

The statistics of the four datasets are shown in the first six column in Table
1. To ensure the quality of our dataset, only the question with more than 3
answers are selected.

The dataset of StackExchange only provides the best answer of the ques-
tion, and doesn’t make any judgement on the reliability of other answers. How-
ever, answers in cQA often have diversity, so it’s not objective to directly treat
other answers as negative samples which will cause imbalance between positive
and negative examples. Therefore, we randomly selected 50 questions from four
domains respectively, totaling 200 questions and 1037 answers, and let two vol-
unteers annotate the answer reliability according to the best answer and relevant

5 https://archive.org/details/stackexchange.

https://archive.org/details/stackexchange
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Table 1. Experimental data statistics.

Domain Questions Answers Users Average answers Answers per user Yes No

Coffee 79 384 221 4.86 1.74 171 70

Movie 960 5135 3104 5.35 1.65 182 87

Music 2255 12689 3481 5.63 3.65 192 91

Sports 171 842 523 4.92 1.61 169 75

Total 3465 19050 7329 5.5 2.6 714 323

information. Each volunteer annotated 125 questions and all answers are anno-
tated as “Yes”(reliable) and “No”(not reliable). After verifying the consistency
of the labeling results, the final statistics for all areas is shown in the last two
columns in Table 1.

All the experiments were conducted over a server equipped with core i7-4790
CPU on 16 GB RAM, four cores and 64-bit Windows 10 operating system.

5.2 Baseline and Metrics

Four methods Vote, LR, TDM and LQ are selected as the comparison in this
paper.

– Vote, the basic voting method, directly ranks answers according to the num-
ber of votes of the answer.

– LR, proposed by Shah et al. [6], trains the Logistic regression model based
on non-textual information of answers to evaluate and predict the answer
reliability in cQA. The output of LR is a trust value of the answer between
0 and 1.

– TDM, a method proposed in [19] based on the iterative idea of TruthDiscov-
ery, estimates the trustworthiness of the answer. TDM smoothes the long-tail
user with the priori reliability of the user, and it uses basic iterative methods
to update the user reliability and the answer reliability.

– LQ, an unsupervised answer reliability evaluation method, is proposed in
[10], which detects the low quality answer using the relation between peer
answers and label answers through minimizing the variance of the question.
We represented the answer by 121 relevant features categorized in 5 types
including the statistical characteristics and textual features of the answer,
user features and similar features between peer answers.

For the evaluation of answer reliability, we focused on whether the model
can effectively filter and return reliable answers, that is, whether the top few
answers in the answer list presented to the user are more reliable. Therefore,
we evaluated the performance of five models using the two indicators MRR and
MAP which are commonly used in information retrieval and question-answering.
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MRR (Mean Reciprocal Rank) measures the average of the reciprocal of the
position of the best answer in the answer list, which is defined as follows:

MRR =
1

|Q|
∑

q∈Q

1
bpq

(12)

where |Q| is the total number of questions, and bpq is the position of the most
reliable answer in the answer list. MRR can evaluate whether the algorithm can
effectively filter out the best answer.

MAP (Mean Average of Precision) measures the average accuracy of the
ranking of answers for each question. That is to say, not only the position of the
most reliable answer, but also the position of other reliable answers in the final
ranking result are measured. MAP is defined as follows:

MAP =
1

|Q|
∑

q∈Q

(
1

TNq

TN∑

i=1

i

pi

)
(13)

where TNq is the number of reliable answers labeled as positive samples of the
question q, and pi is the position of the ith reliable answer in the final ranking
result.

5.3 Performance and Results Analysis

The main parameters of our AUnet method are the window size of sen2vec and
α in calculating the answer reliability. The DM model of sen2vec is adopted to
represent the answer as a 300-dimensional vector, and the window size is 5. After
experiments, the best value of α in coffee domain is 0.6, in movie domain is 0.7,
in music domain is 0.6 and in sports domain is 0.5.

We firstly verified the convergence of the algorithm. Figure 2 shows the change
in the cumulative value of the answer reliability with iterations in each iteration.
When the reliability change of each answer between two iterations is less than
0.001, the algorithm is considered to have reached a steady state.

It can be seen in Fig. 2 that the data of four domains all reach a steady state
after 15 iterations in the experiment. Among them, the convergence speed of
data of the Music domain is obviously faster than other domain. This is because
the number of per capita answers of the Music domain is relatively large, and
the number of answers under each question is also large.

The MRR and MAP of five models in four domains are shown in Table 2.
From the experimental results of MRR, we can see that using the voting

method alone can filter out about 70% of the best answers. After adding user
information and statistical information, the trained LR method can filter out
about 80% of the best answers. To improve the ability to filter the best answers
in the case of few votes to a certain extent, TDM smooths the long-tail users and
LQ introduces similarity relation between peer answers. AUnet achieves the best
screening ability in all four areas, and it can effectively return the best answer
of more than 86% of problems.
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Fig. 2. The number of iterations in four domains.

Table 2. MRR(%) and MAP of five models in four domains

Indicator Domain Vote LR TDM LQ AUnet

MRR Coffee 70.11 78.42 82.32 82.03 86.67

Movie 71.83 80.03 83.24 83.17 86.21

Music 70.83 79.53 83.43 84.25 87.66

Sports 69.95 78.91 81.5 82.89 86.33

MAP Coffee 0.679 0.774 0.835 0.862 0.902

Movie 0.729 0.83 0.834 0.869 0.91

Music 0.679 0.799 0.843 0.851 0.908

Sports 0.681 0.789 0.833 0.853 0.893

The experimental results of MAP count the average sorting accuracy of all
questions in each domain, and it measures the ability and accuracy of the algo-
rithm for returning reliable answers.

On the whole, the average ranking performance of Vote which only considers
the number of votes is the worst. This is because the number of votes can be
affected by factors such as release time and malicious voting, and the reliability
of the answer cannot be effectively evaluated without considering the influence
of other factors. Because in addition to the community features, the statistical
features of the answer and user features are also considered, the performance
of LR is slightly improved on the basis of Vote. However, because a large part
of answers are long-tail users with less number of votes, the prediction result
for the answer with sparse features is poor in LR. This can cause some reliable
answers to be sorted backwards, so except Movie, the MAP value of LR in other
three domains are below 80%. TDM uses the iterative method to evaluate the
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reliability of the answer, and the value of MAP is about 83%, which is stable
and unaffected by community information. LQ introduces the similarity features
and the textual features of the answer on the basis of LR, which can effectively
filter the low-quality answer, so the MAP value has greatly improved compared
to the other three methods. AUnet models the relation between the user and the
answer simultaneously, and utilizes the priori reliability based on the community
information and the statistical information, achieving the highest average sorting
accuracy in all four domains. For 90% questions, the top three answers returned
by AUnet are all reliable. In addition, AUnet achieves the largest performance
improvement in the Music domain. That is to say, when the number of answers to
the question and the number of answers per capita are large, evaluating answer
reliability by AUnet is significantly better than characteristic methods.

6 Conclusion

To alleviate the high cost of labeling data in supervised methods and the low
performance in unsupervised methods, we proposed an unsupervised method
based on AUnet to evaluate the answer reliability in this paper. On the basis of
the probabilistic graphical model and the mutual inference algorithm, our AUnet
method can calculate the answer reliability and user reliability simultaneously
without supervision and automatically rank the answer in cQA. Results of exper-
iments on four domains in StackExchange verified the convergence and effective-
ness of our algorithm and showed our method is superior to other methods in
the screening ability of the best answer and the ability to discriminate between
reliable and unreliable answers. The potential direction for future research if
focusing on evaluating the answer reliability under the multi-source conflict.
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Abstract. Based on connectivism pedagogy crowd-based education provides a
practical method to extensively exploit wisdoms of core learners in education
organization and external crowds on Internet. However, when applying such a
method in education field, several design questions about why, what, when, who,
where and how to adopt such method should be clarified and elaborated. In this
paper, we introduce our successful applications of the crowd-based method in
software engineering course for undergraduates. We design an organization
structure consisting of “small-core crowd” and “large-external crowd” for our
course projects in which both learners and crowds on Internet work together to
contribute their wisdoms. Two kinds of wisdoms of crowds are exploited in our
practices. One is the high-quality open source software (OSS) developed by
crowds on the Internet, the other is the diverse software development issues,
knowledges, experiences, expertise, etc., that are discussed and interacted by
crowds in OSS communities and course communities. We design several course
practice activities to exploit crowds’ wisdoms, including reading high-quality
OSS, searching and reusing OSS in course project, joining and getting helps
from OSS communities. The results show that the crowd-based method applied
in our software engineering course can significantly improve learner’s engi-
neering capabilities of developing high-quality and large-scale software.

Keywords: Crowd-based education � Course teaching � Open source software
Community

1 Introduction

Information technology such as (mobile) Internet and social medias (e.g., Facebook,
Twitter, WeChat), create great technical opportunities to innovate education ideas that
may disrupt traditional education pedagogy, and provide new solutions to address the
above challenges (Mark 2013). They provide various Internet-based tools for learners
to enrich their learning skills (e.g., collaborative learning) and accommodate new
education methods, and thereby result in the emergence of connectivism and the
changes of pedagogy moving from andragogy/constructivism towards heutagogy /
connectivism (Reese 2015). The evolution of Internet technologies can be used as
metaphors of how education should be evolving. The convincing examples include the
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use of mobile learning (Helen 2017), MOOCs and recent SPOCs and their worldwide
applications, which support a great number of learners to study on Internet, and
motivate some new teaching methods such as flipped classroom and blended learning
(Fox 2013; Weld 2012).

Current emerging education pedagogy like connectivism emphasizes learning is the
process of building networks of information, contacts, and resources that are applied to
real problems (Terry 2011). Coined as the learning theory for the digital age (Reese
2015), connectivism focuses on building and maintaining networked connections that
are current and flexible enough to be applied to existing and emergent education
problems. It is founded on individual ideas and opinions, valuing diversity in the
perspectives of others, building relationships, interdisciplinary connections and current
information (Siemens 2004). The education based on connectivism and modern
information technologies should be conceived as delocalized, decentralized, online, and
collaborative ways (Levy 2015), in which essential teaching and learning interactions
occur in virtual cyber spaces in form of various online social medias (e.g., WebChat,
Facebook), learning platforms (e.g., Coursera, edX) on the Internet, and social network
structure (Shelley 2017). Recently there are several efforts to apply connectivism theory
in modern educations like MOOC (Marc 2013) by various Internet technologies like
cloud computing (Kultawanich 2015; Dunaway 2011) and on-line education platforms
(Reese 2015).

Crowdsourcing is defined as the act of an organization taking a function once
performed by employees and outsourcing it to an undefined network of people (Zhao
2014). The essence of crowdsourcing is to harness the dispersed and collective wis-
doms (e.g., competences, expertise and skills) of distributed crowds on the Internet
(Xinjun 2015; Brabham 2008) to accomplish certain tasks in a more effective and
efficient manner, which is essentially consistent with connectivism. Its success mainly
relies on the Internet technology and platform, which enables crowds on the Internet to
connect, interact, access and share with each other (Howe 2006). Over the years
crowdsourcing has attracted great attentions from both industrial practitioners and
academic researchers, and has been successfully applied in several domains, e.g.,
identifying chemical structure, designing mining infrastructure, estimating mining
resources, medical drug development, logo design, software development, etc. (Li
2015; Al-Jumeily 2015; Sohibani 2015). One of the well-known domains for crowd-
sourcing are the crowdsourcing-based software engineering and the massive high-
quality open source software (OSS) developed by crowdsourcers on the Internet.
Crowdsourcing presents an effective way to build connections with crowds on Internet
and utilize their wisdoms in term of collaborations to solve specific problem (Levy
2015). The success of crowdsourcing manifests its potential impacts and applications
on education field (Foulger 2014; Monika 2012; Graziosi 2015). To exploit crowd
forces on the Internet for tackling education issues has become an important trend in
modern education researches and practices (Sylaiou 2013). Especially it gives us
inspirations to develop novel and practical education methods to accomplish connec-
tivism pedagogy.
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2 Crowd-Based Education as Operating Model of
Connectivism

Essentially teaching and learning are collaborative processes in which various people
with diverse knowledges, skills, expertise and even artifacts are involved and coop-
erated with each other (Huang-Yao 2016). In addition to learners (e.g., student) and
teachers, the participants in such process should be diverse to satisfy various education
requirements and tackle different education issues. They play various roles in the
education process, e.g., some of them play the roles of provider and contributor, others
play the roles of consumer and beneficiary.

The goal of crowd-based education is to extensively utilize the wisdoms of crowds
on Internet to support the learning and teaching, so as to address issues of traditional
education methods, e.g., closure of organization, limitation of knowledge sources, etc.
By means of utilizing as many crowds as possible, crowd-based education not only
brings the necessary diversity (ranging from knowledges, answers, experiences, and
creativity) into the education process, but also provide more learning opportunities and
resources for learners. Essentially, crowd-based education acts as the operating model
and practical method of connectivism, in which information and resources are in form
of various wisdoms of crowds, they are encapsulated as autonomous crowds, con-
nection networks are built in form of virtual crowds community on the Internet, and the
learning based on crowds is achieved in term of the collaborations between learners and
crowds. Different from traditional education methods, crowd-based education has
several distinct features. (1) Learners are not only the education consumer but also the
education contributor, which means in learning process learners should positively
provide their valuable learning resources for sharing with other learners. (2) The
contributors of learning may come from other organizations or societies, especially the
crowds on Internet, which means the openness of learning organization in crowd-based
education; (3) The learning resources provided by various contributors may be diverse
ranging from knowledges, artefacts, skills, expertise and experiences, which means the
variety of wisdoms to be utilized in the crowd-based education process.

The main features of crowd-based education are the introduction of crowds and the
utilization of their wisdoms in the learning process. Therefore, the success of crowd-
based education largely depends on the following factors including the chosen edu-
cation problems, the crowds to be selected, their wisdoms to be utilized, the innovation
of education methods, and the corresponding platforms supporting the crowd-based
education. Typically, when applying the crowd-based method in education, several
aspects of education should be elaborately designed and the corresponding issues
should be addressed.

– Why, the goals of applying the crowd-based method in education, e.g., what kinds
of education problems are expected to be solved in term of crowd-based method,
and what the education results (e.g., education quality, scale, efficiency, effective-
ness, etc.) are expected to obtain as the adoption of the crowd-based method.

– Who, the crowds that participate in the crowd-based education process. In addition
to the traditional education participators (e.g., teachers and students), who are
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expected to participate in the education process, provide their wisdoms and con-
tribute to the education activities, what the roles they should play and the respon-
sibility they should take.

– What, the kinds of crowds’ wisdoms to be utilized in the education. In order to solve
specific education problems and achieve education goals, the educator should
consider what educational resources are outsourced to the crowds on Internet, what
kinds of crowd wisdoms are beneficial for the learners, and what kind of forms of
these wisdoms should present to students, e.g., domain knowledge, expertise, skills
and products.

– When, the occasion to apply the crowd-based education method. Education is a
complex process composed of multiple phases and activities. Therefore, we should
clarify the occasions and identify the opportunity of applying the crowd-based
method. For example, in specific learning phases (e.g., course practices), when
some learning events occur, or specific learning conditions are satisfied.

– How, the means and solution to apply crowd-based education method. There are
several practical issues that should be addressed when carrying out the crowd-based
method in education, e.g., how to organize the crowds and learners together, how to
design mechanisms to encourage crowds to contribute their wisdoms and participate
in the education process, how to manage and utilize crowd’s wisdoms, etc.

– Where, the platform to support the crowd-based education. Typically crowd-based
education is performed on Internet as infrastructure that aggregates great number of
crowds and wisdoms. Internet-based education platforms should be provided as the
cyber education place to organize crowds, manage wisdoms, and support their
learning activities.

3 Model of Applying Crowd-based Method in Software
Engineering Course Project

In order to address the education issues of the software engineering course project, we
propose an organization structure that consists of small inner crowd and large external
crowd. The former is small in number and consists of the learners and lectures/TAs, the
latter are large in number and consists of the crowds on Internet. Students are
encouraged to act as inner crowds to actively share their experiences and contribute
their wisdoms in their course projects. The individuals in OSS communities on the
Internet are regarded the external crowds whose knowledges and intellectual outcomes
(e.g., OSS) can be utilized as supporting resources in the course project.

– “small-core crowd”: It consists of learners (e.g., students) and instructor /TAs in
the course education. Comparing with the crowds on the Internet, the organization
members in the “small-core crowd” are limited in scale. However, they are actually
the main body of the course education. Different from traditional course teaching
and practices, the individuals in the “small-core crowd” are required to contribute
their wisdoms to the course practice. The wisdoms may take various forms such as
issues to be encountered, answers to some development problems, specific
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knowledge and development skills, software development experiences, domain
expertise, etc. Therefore, they are not only the consumer and demander, but also the
providers and contributors of the entire process of the course project.

– “large-external crowd”: It consists of large number of crowds on the Internet.
Normally, they are large in scale but actually are the external entities of the course
teaching and learning organization. The individuals in the “large-external crowd”
are typically either the developers of OSS projects, or the members of OSS com-
munities. They are experts in software development with abundant software
development skills, experiences and can provide high-quality software products
(like OSS) as value learning materials for course students. In the software engi-
neering course project, large-external crowds can provide diverse wisdoms to assist
the learners in an active or passive way. Therefore, they play the roles of providers
and contributors of the course education.

In software engineering literature, there are millions of skilled crowdsourcers on the
Internet. They create millions of OSS for various applications, and are normally active
to provide a great amount of valuable wisdoms about how to develop software in OSS
communities such as Github, and Stack Overflow, etc. It is essential to utilize their
wisdoms as important sources to support the software engineering course practices.

4 Learning Activities to Utilize Crowds’ Wisdoms

Course project of software engineering is complex enough with several engineering
aspects and tasks to be completed, ranging from project management to software
development, e.g., conceiving software requirements, designing and modeling soft-
ware, programming source codes, testing software system, etc. In the whole process,
students may meet various development problems and have to seek solutions to tackle
these problems. We design the following three course practice tasks that can exploit
crowds’ wisdoms to improve students’ software engineering capabilities.

4.1 Reading High-Quality OSS Codes Developed by Crowds

Though students have been taught various technologies related with quality assurance
like design pattern, software testing, code specification and convention, etc. in previous
courses, it is still a great challenge for students to construct high-quality medium-size
software systems. One effective way is to provide students with high-quality software
source codes as references so that they can thoroughly read the software in order to
obtain necessary skills and experiences of software construction.

In the course project, we choose some high-quality OSS projects developed by
crowds from OSS communities, and require students to read them. Typically, the
selected OSSs should have the following features: (1) high-quality in both design and
code, e.g., code convention, modularization, well-organization, maintainability, etc.,
(2) the scale is large enough, e.g., at least 10000+ lines of code; (3) the functions
provided by the software and the application domain are known to the students.
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When reading large scale and high-quality OSS projects, several learning activities
are required to be performed by the learners: (1) reading the program codes of OSS and
understand their semantics. (2) commenting the program codes based on their under-
standing. (3) writing blogs to describe the quality feature of OSS and the relevant
development skills in OSS. (4) Reverse-designing the OSS and presenting design
models based on their codes reading. (4) maintaining OSS by adding new functions and
fixing found issues by adopting the learned development skills.

4.2 Developing Software by Utilizing Crowds’ Creative Ideas and OSS

To develop large-scale and high-quality software system is the main task of software
engineering course project. We desire the software projects of the course are creative in
requirements and functions. They provide novel methods by adopting and integrating
emerging computing technologies (mobile computing, service computing, etc.) to solve
some interesting problems (service robot application, augment virtual reality, etc.).
Moreover, these creative software requirements are feasible in technology. However,
given the limited knowledge about software engineering and computing, most of
students are not able to initialize the suitable software requirements. They may be either
too conservative in idea creation when conceiving software requirements or too
aggressive to present advance features in the requirements that are infeasible to
implement within the scenario of the course . One effective way to tackle the problem is
to utilize the wisdoms of crowds. We require every student to discuss their course
projects, especially software requirements and technical feasibility, in both the “small-
core crowd” community and “large-external crowd” community. The former is actually
the course community established in the Trustie platform, the latter is the OSS com-
munities (e.g., robot operating system community). Such discussions in communities
are helpful for learners to get constructive suggestions and feedbacks from the skilled
and experienced crowds. Typically, the process may last 3–4 weeks or even more.

Another important issue in the course project comes from the technical challenge to
design and implement the conceived software requirements. For example, in the course
project sample of home reception robot, robot should recognize visitors in term of
recognizing facial images and voices sensed by the robot. Obviously, it is a hard
challenge for undergraduates to design professional recognition algorithms and develop
intelligent software to detect and identify facial features and voice information. One
effective way to solve the problem is to exploit crowds’ forces and reuse their OSS
libraries. In our course practice, we require students to master OSS software devel-
opment approach. Students are encouraged to find appropriate OSSs on the Internet,
evaluate their applicability for the course project, reuse and maintain these OSSs to
satisfy the technical and functional requirements.

4.3 Joining Course Community and OSS Community

In the process of course project, various problems may occur ranging from technical
solutions, domain knowledge, usages of development tools. The variety and complexity
of these problems means that it is a great challenge for teachers to provide approaches to
solving the problems and for students to obtain satisfactory answers. We have to take
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advantage of crowd wisdoms to enable students to find possible solutions by them-
selves. Typically, these crowd wisdoms are accumulated in term of discussions and
communications in OSS communities. In our crowd-based course project, we encourage
students to join the course community and relevant OSS communities and actively
interact and collaborate with various community crowds to learn a variety of wisdoms
such as programming skills, design patterns, debugging expertise, domain knowledge.

5 Evaluation of Learning Results

We have applied the crowd-based method in software engineering courses for 2 years
with 22 and 25 undergraduates of computer science respectively with the support of on-
line platform Trustie. The learning results are positive. Students have made impressive
progress on QoS (Quality of Software), software project development, and modern
software development technologies.

5.1 On-Line Education Platform Trustie for Supporting Crowd-Based
Education

In order to support the crowd-based education method and their practices, we have
developed an on-line platform called Trustie. It is deployed on Internet and provides
three core functions related with the crowd-based education. (1) aggregation of wis-
doms, it supports to aggregate various wisdoms generated in the learning process,
including knowledges, software artefacts, found issues, OSS, etc. (2) organization of
crowds and learners, it organizes the learning individuals (e.g., learners and crowds) in
term of community mechanism in order to promote their connections and interactions,
e.g., learners’ connections cross classes and grades, connection between the learners in
course community and the crowds in OSS communities. Trustie supports diverse
interactions among individual in course community and OSS community, e.g., sub-
mitting an issue, answering a question, providing an OSS, presenting a proposal, etc.,
and all of interactions are aggregated as valuable wisdoms. (3) evaluation of learning,
Trustie records all of the individuals’ learning activities and the corresponding wisdoms
as evaluating evidences, especially their interactions, and evaluate the scores of
learners. For example, we can evaluate the contributions of learners based on their
participations and the provided wisdoms.

In our practice of applying the crowd-based method in software engineering course
project, learners should register in the platform and all of learning activities related with
course project are required to be performed in the platform, including publishing tasks
of course project, submitting assignments, interacting with each other, querying wis-
doms and resources, etc. Teachers can use the platform to trace the learning process and
activities of learning individuals and evaluate their scores. Students however can use
the platform to gain various off-line wisdoms (e.g., OSS codes) and on-line wisdoms
(e.g., valuable and suggestive answers to some proposed questions).
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5.2 Reading high-quality OSS codes developed by crowds on Internet

We have chosen two high-quality OSSs as wisdom artifacts of crowds in OSS com-
munities for reading. One is the “XiaoMi Note” App developed by XiaoMi Company,
a famous mobile Internet company in China. The software is developed in Java and
operated in Android-based mobile devices (like intelligent cell) to provide note func-
tions for users. It is a classical Android based software system with about 10000+ lines
of code (LOC) and little comments. The second is the “OSChina” App. It is actually a
software platform for developers to search, use and share OSS codes and techniques.
This software has 3400 stars and 3100 forks on Github, and is continuously updated.
The “OSChina” App is much larger than “XiaoMi Note”. It has about 80000+ lines of
code. It is worthful and manageable for undergraduates due to the high-quality of its
design and codes. The purposes of reading OSS are to learn good programming skills
and experiences provided by crowds on Internet and apply them to develop high-
quality software.

All students in our course are required to read one of the selected OSSs and
complete required learning activities such as commenting, maintaining, etc., in two
months. However, it is actually impossible for student to intensively read and maintain
all of the 10000+ or 80000+ lines of codes within just two months. Hence, we require
each student to roughly read the whole OSS and make detailed analysis of about 2000+
LOC of the OSS. At this phase, two students are paired up to complete the code reading
task together. The aim of rough reading is to understand the whole design framework
of the software. The detailed reading however requires students to deeply understand
the codes and make semantics comments, including critical variables, statements,
algorithms, all functions and classes of OSS. We also require students to rewrite,
modify, and test those codes. The two students in pair collaborate with each other to
complete the code reading task and share their experiences in code reading. We also
require each pair to add 2–3 new functions into OSS. Table 1 depicts the results of the
course practice in the code reading phase. Averagely, each student roughly reads 8000+
LOC, finishes the detailed reading about 2000+ LOC, and comments for about 800
LOC, reuses 1200 LOC and writes extra 500 LOC to enrich the functions of OSS. Each
pair contributes 142 submissions of code comments on average. The added codes in
OSS are verified to be high-quality in program convention and design. According to
our investigation, most of students believe they know about what the high-quality
software is, how to develop high-quality software, and how to maintain existing
software in term of code reading.

Table 1. The efforts and results in code reading.

Learning activities Max. Min. Average

Rough Code Reading (LOC) 10000+ 5000+ 8000+
Detailed Code Reading (LOC) 3000+ 1200+ 2000+
Code Commenting (LOC) 1500 400 800
OSS Reusing (LOC) 2000 0 1200
OSS Coding (LOC) 1000 200 500
Submitting comments 153 131 142
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5.3 Developing Software by Utilizing Crowds’ Creative Ideas and OSS

In the second phase of the course project, we require students to develop a software
system based on the software engineering knowledges and the learning development
skills and experiences in code reading. 4–5 students are organized as a project team and
all the students are organized as a course community. Each project team proposes their
software requirements based on the discussions in the course community and corre-
sponding OSS communities. As a result, two teams decided to develop Android apps
(one was 3D navigation and the other was campus information sharing APP), two
groups focused on developing robot-based software systems (one was for smart home
and the other was for library service), one group decided to develop a battle-simulation
application. All of these software systems are creative in requirements, large enough in
scale, and need to integrate various software engineering technologies, languages and
platforms. One purpose of course project at this phase is to extensively utilize crowds’
forces to support the development of large enough and high-quality software system.

Table 2 depicts the course project statistics for 5 teams’ software projects. All the
software projects have employed OSSs to support the implementation of some core
functions, and to improve software quality. Various OSSs have been used, ranging
from software development framework to artificial intelligence software packages.
Most of the course projects are large enough in scale and have more than 10000 LOC.
Many of them reuse OSS with 4000+ to 80000+ LOC.

5.4 Joining Course Community and OSS Community

All of the learning activities are performed in the on-line Trustie platform in which
students in course are organized as community to interact with each other about their

Table 2. The efforts and results of software development in course projects

Project Name OSS Used in course project LOC of
software

LOC of
OSS

LOC of
new codes

AR-based 3D
navigation

Software framework, API of
MapABC

22000+ 17000+ 5000

Campus
information
sharing

Software framework 9000+ 4000+ 5000

Smart home Naoqi development framework,
Face++ image recognition

12500+ 5000+ 7500

Smart library Naoqi development framework,
Naomark recognition

13500+ 5000+ 8500

Battle-
simulation
application

Software framework 87000+ 80000+ 7000
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wisdoms of software development. They can submit their encountered problems,
understanding of development technologies, found OSS, development skills, creations
on software requirements, etc. Students in course community may play either provider
or consumer of wisdoms in the whole process. All of the interactions in course com-
munity are recorded by Trustie to trace the development of student individuals and to
evaluate their course scores.

We require students in course to participate in Internet OSS communities in order to
perform the following learning activities: (1) publishing issues to report encountered
bugs in software and discuss their desired requirements; (2) asking various technical
questions about code reading and their software development project; (3) submitting
pull requests to core developers in order to add new features and fix bugs. We connected
the user accounts in CodeCloud with our students, and analyzed their learning activities.
As a result, our students published 17 issues and 1 pull request to the project community.
The pull request is to add an enhancement on the user interface. Although it was not
accepted by the core team, it received high recognition and acknowledgements.

Further, we conducted a post-course online survey in order to understand students’
learning behaviors in the course project, their attitudes towards the crowd-based
methods and their encountered issues in the development process. Figure 1 shows that
90% of the students have participated in the OSS communities, while the participating
frequency is not high enough. Besides, most of them get positive responses from the
crowds in the communities: over 60% of the issues get responses and patient answers;
around 60% of the issues get quick responses (less than 24 h) and satisfactory answers
as well.

Fig. 1 Investigation on Students’ participations in OSS community
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In terms of the students’ perceptions on our methods, over 70% of the students
believe that they benefit from this novel education method. As shown in Fig. 2, the
students mainly benefit from solving problem which cannot be well solved in the
traditional classroom settings. Furthermore, the survey results show that 90% of them
will continue to use our methods in the future software engineering courses.

6 Conclusions

Obviously, the crowd-based method provides a novel approach to extensively utilizing
collective wisdoms of open crowds to solve specific education problems. It can
facilitate the participation of crowds into education, build connectivity between crowds
and learners, promote their collaboration in term of community mechanism, and
enhance the exploitation of crowds’ wisdoms in learning. Such method is inspired by
the crowdsourcing and its success in software development and highly depends on
Internet technologies and corresponding on-line education platforms like Trustie.
Various wisdoms of crowds can be exploited depending on the selected education
problems, ranging from knowledges, skills, expertise to artefacts. Crowd-based edu-
cation presented in this paper provides a practical method and operating model to
accomplish connectivism pedagogy. Our practices of applying crowd-based education
method in software engineering course show its positive results and convince its
effectiveness. We believe such method is heuristic, and can be extended or adjusted to
satisfy specific education requirements and problems.

Acknowledgments. We greatly thank the project supports of National Key R&D Program of
China (2018YFB1004202) and National Science Foundation of China (61532004), the under-
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Fig. 2 Students’ perception of the crowd-based method
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Abstract. MOOCs provide irreplaceable opportunities of making high-
quality courses accessible to everybody. However, MOOCs are often crit-
icized for lacking sustainable business models, and academic research for
business strategies for MOOCs is also a blind spot currently, especially
for the B2B markets. As the primary B2B business model, SPOC services
can help the institutional users to improve their in-classroom teaching
outcomes, as well as bring considerable revenue to the MOOC platforms.
In this work, we formulate the economic model and pricing strategy for
SPOC services in a theoretical way and further present the future work
of applying our model in real markets.

1 Introduction

MOOCs bring an unprecedented revolution to the worldwide higher education
of producing high-quality online courses and make them accessible to every-
body. At the same time, universities can also adopt flipped classroom learning
to improve the teaching quality of the on-campus education by using SPOCs
(i.e. Small Private Online Courses) through various blended teaching and learn-
ing methodologies. MOOC is an ecosystem involving efforts from many parties.
The MOOC platforms are the core of the ecosystem. Every MOOC platform is a
marketplace where MOOC producers (usually universities) deliver their MOOCs
and corresponding education services to the users. The users in the MOOC
ecosystem consist of both Internet users and institutional users. From an indus-
trial perspective, the profitability and financial stability of the MOOC platforms
become a critical problem associated with the sustainable development of the
entire MOOC ecosystem.

As we know, the B2C (i.e., business-to-customer) services are the basic busi-
ness models for MOOC platforms of making money from the Internet users with
a freemium strategy: Where the basic materials of MOOCs are open and free
to all users, and the MOOC platforms also offer fee-based online value-added
services to the users including the Verified Certificates, Specializations, Online
Micro Masters, Advanced Placement (i.e. AP) courses and so forth. However,
for some MOOC platforms, both the completion rate (i.e., the percentage of the
users to pass the basic requirement of a course) and the paying rate (i.e., the
c© Springer Nature Switzerland AG 2018
L. H. U and H. Xie (Eds.): APWeb-WAIM 2018, LNCS 11268, pp. 306–317, 2018.
https://doi.org/10.1007/978-3-030-01298-4_26
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Fig. 1. Business model and market structure for the SPOC services.

percentage of users to pay for value-added services such as verified certificates) is
not promising [1]. These MOOC platforms can hardly sustain by only providing
value-added services to the Internet users. In China, some MOOC platforms (e.g.,
xuetangX, icourse163) make profits by providing B2B (i.e., business-to-business)
education services to institutional users (e.g., universities, professional training
institutions, etc) by sub-licensing MOOC contents and on-campus SPOC plat-
forms. In this work, we focus on the B2B services, which attract less attention
from both the industries and academics, but also play an important role in
the MOOC ecosystem, and sometimes bring more revenue to some early-stage
MOOC platforms than B2C services. In the B2B course sub-licensing market,
the MOOC platform is the seller in the market, and buyers are institutional users
with the demand of using the MOOC materials from the platform and deploy
them as SPOCs for purposes of blended learning.

In practice, the sub-licensing services always exist in the pattern of SPOC
services by allowing the institutional users to import MOOC materials from the
platform and use them as SPOCs with blended teaching and learning approaches.
To guarantee the quality of service, the SPOC services are dynamic and highly
customized, and a user’s demand is a bundle of education services including
MOOC contents, teaching assistant services, SaaS services, technical supports
and so forth. We illustrate the business model and market structure for the
SPOC services in Fig. 1. On one hand, each institutional user pays for a bundle
of customized education services and the MOOC platform makes revenue from
the services. On the other hand, as the copyrights of the licensed MOOCs do not
belong to the platform, the MOOC platform should get sub-licensing approvals
from the MOOC producers and share revenue with them.
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To the best of our knowledge, this is the first work to study the business
model and pricing strategy for the SPOC services with economic models. As
the users’ demands are dynamic, we design interactive business process and
dynamic pricing framework to analyze the SPOC services, and further present
the profit maximization strategy for the MOOC platform by formulating an
integer programming with resource capacity constraints.

In this work, we propose a theoretical model to analyze the business process
and pricing strategy for SPOC services, and also present ideas of applying our
model in the MOOC industry. The rest of the paper is organized as follows:
We first review related work in Sect. 2. We formulate the theoretical model for
the dynamic pricing framework and business process of the SPOC services in
Sect. 3. To solve the optimization problem, We present the theoretical analysis
to maximize the MOOC platform’s total profits through combinatorial auction
mechanisms in Sect. 4. We then give ideas of applying our model in practice in
Sect. 5. Finally, we present the directions of our future work and conclude the
paper in Sect. 6.

2 Related Work

SPOC (i.e., Small Private Online Course) refers to another version of a MOOC
(i.e., Massive Open Online Course) which localizes the instances of a MOOC on
campus through business-to-business contexts. The concept of the SPOC is ini-
tiated in the University of California Berkeley by Armando Fox [2]. Soon after
that, Chinese pioneers start to deploy the SPOC services and apply blended
learning methodologies on campus from 2013 [3]. To the best of our knowledge,
this work is the first to study the business model and dynamic pricing frame-
work with theoretical analysis for SPOC services. In [1], we analyze the flat-rate
pricing strategies for B2C markets with both theoretical models and data-driven
analysis. [4] presents the ideas of involving adaptive learning into the business
model design of MOOCs. There are also discussions on future trends of business
development of MOOCs from the industry. For instance, [5] shows the latest
experience of finding niche and business model for MOOC in 2016.

To analyze the business models for the B2B services, there have been lots of
research done in the area of resource allocation using auction models. One early
work dates back to [6], where they use the combinatorial auction to deal with
the problem of airport time slot allocation by utilizing the concept of shadow
price. Recent work such as [7], designs a heuristic greedy deterministic auction
as well as a randomized linear optimization based auction for allocating wireless
spectrum in secondary network. The authors in [8] present a discriminative sec-
ond price auction technique to motivate users in peer-to-peer video-on-demand
streaming applications. [9] presents a reverse auction framework to motivate the
smartphone users to join mobile crowdsourcing applications. The authors in [10]
show how we can deal with resource provisioning in cloud computing with an
online combinatorial auctions framework. These studies bring us inspirations of
applying various mechanisms to optimize the MOOC B2B market.
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We further study the theoretical methodologies for auction mechanism
design. [11] shows the strong links between combinatorial auction and
Lagrangian-based decomposition. The authors in [12] utilize mixed integer pro-
gramming to manage general combinatorial auction problems efficiently. [13]
presents a new family of preference elicitation algorithms to prevent bidders
to bid on all combinations. In another way, [14] shows how to use boosting to
automatically modifying existing mechanisms to increase expected revenue. [15]
exhibits three approximation algorithms for the allocation problem in combi-
natorial auctions with different ratios under different assumptions. [16] dives
deeper into the question of whether polynomial-time truthful mechanisms for
combinatorial auctions are provably weaker in terms of approximation ratio than
non-truthful ones. We use some of the above-mentioned techniques to improve
the performance of our combinatorial auction model.

3 Modeling the SPOC Services

In this section, we analyze the business model of the SPOC services by using
an auction-based pricing framework. In the auction-based market, each user
attaches a bid to her bundle that signifies her willingness to pay for the SPOC
services, and then the MOOC platform decides whether to accept this bundle. If
yes, the MOOC platform makes a contract with the user under a dynamic pricing
mechanism; if no, the business negotiation between the user and the platform
continues.

Then we formulate the B2B market with one MOOC platform as the seller
within a certain period (e.g. a semester, or a fiscal year). There is a total of
C courses with sub-licensing approvals which can be used as SPOCs. We use
[X] = {1, 2, . . . ,X} to denote the set of X elements throughout the paper, and
therefore [C] = {1, 2, · · · , C} is the set of sub-licensing courses. For each course
c ∈ [C], the MOOC platform provides SaaS services, teaching assistant services,
technical support, and other education services. Due to the resource capacity
constraint (e.g., the limited number of TAs, or limited computational resources
of the SPOC platform) for each course, course c can support at most qc students
from all the SPOCs. There are N users in the market, and the business process is
a series of negotiations between the users and the platform. We assume that each
user-platform negotiation completes within K steps, otherwise the negotiation
fails. In the k-th step (k ∈ [K]) of the negotiation, the user n ∈ [N ] submits a bid
with a bundle Bn,k of SPOC services and her valuation vn,k (i.e., willingness to
pay) to the bundle. Each bundle Bn,k contains a vector of C integers indicating
the enrollments for the C courses, and we denote the number of enrollments for
the SPOC c in bundle Bn,k as sn,k,c. If the negotiation terminates in K ′ rounds
and K ′ < K, then let Bn,k = {0, 0, · · · , 0} and xn,k = 0 for all K ′ < k ≤ K. In
the following analysis, we first consider the offline setting, where we know the
information for all the bids of each user in advance, and we take all the data of
Bn,k as the input.

We further consider two types of cost to deploy and operate the SPOC ser-
vices: The capital cost is the expenditures to support the basic features of SPOCs
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(e.g. the cost to build the customized SPOC platform), and we denote the cap-
ital cost for bundle Bn,k as dn,k, which is not associate with each SPOC; The
operational cost is the cost to operate and support each SPOC including the
TA’s labor cost, video traffics cost and so forth, and we denote the operational
cost for the course c in bundle Bn,k as ωn,k,c.

The platform need a decision algorithm A to decide whether to accept a bid
and a pricing mechanism P to maximize the total profit from all the users. We
use R to denote the current resource capacity which is a vector of C integers
indicating the remaining capacities for the C courses. The decision algorithm
A is a function of Bn,k, vn,k and R. We use the binary variable xn,k to denote
whether bundle Bn,k is accepted by the platform, so we have:

xn,k = A(Bn,k, vn,k, R) =

⎧
⎨

⎩

1 Accept

0 Reject
∀k ∈ [K], n ∈ [N ]

Let pn,k = P(Bn,k, vn,k,R) denote the price for bundle Bn,k, then we for-
mulate the profit maximization strategy for the platform by using an integer
programming as follows:

maximize:
∑

n∈[N ],k∈[K]

(pn,k − dn,k −
∑

c∈[C]

ωn,k,c) · xn,k (1)

s.t. ∑

k∈[K]

xn,k ≤ 1, ∀n ∈ [N ]; (2a)

∑

k∈[K]

∑

n∈[N ]

sn,k,c · xn,k ≤ qc, ∀c ∈ [C]; (2b)

xn,k ∈ {0, 1}, ∀n ∈ [N ], ∀k ∈ [K]. (2c)

The objective function (1) is the total profits gained by the MOOC platform.
Constraint (2a) means that each buyer wins at most one bundle of the SPOC
services and constraint (2b) is the resource capacity constraint, showing that the
total enrollments of each course are smaller than its capacity.

4 Combinatorial Auction Mechanisms

In this section, we present combinatorial auction mechanisms to solve the offline
problem to optimize the MOOC platform’s total profits, where we know all the
information for the bids of each user (i.e, Bn,k,∀n,∀k) in advance.

To maximize the platform’s total profits from the bundled education services,
the combinatorial auction mechanisms are promising techniques to fit our set-
tings. In a typical one round combinatorial auction, there are n bidders, each
of them will bid for k bundles of items. Then the outcome (i.e., total profits
in our settings) of this auction (x, p) will be decided by a specific mechanism,
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where xi,k is the allocation for bidder i and bundle k and pi,k is the price that
bidder i should pay for bundle k. In our setting, the courses and services repre-
sent the items to be sold in the general combinatorial auction setting, and each
institutional user bids for several bundles of services (i.e., at most k bundles).
Constraints come from the limits of teaching assistants, computing resources and
so on. In this work, We apply three combinatorial mechanisms: the VCG Mech-
anism, the Virtual Valuation Mechanism, and the Shadow Price Mechanism.

4.1 VCG Mechanism

We first apply the famous VCG mechanism [17] in our setting. VCG mechanism
employs an allocation rule to maximize the social warfare, i.e. the sum of all the
valuations of users who win the bidding bundles. The formulation of allocation
rule is as follows:

max
∑

n∈[N ]

∑

k∈[K]

vn,kxn,k

s.t. Constraints (2a) - (2c)

Then the payment pi for each bidder i by VCG mechanism is:

pi =
∑

j �=i

∑

k∈[K]

vj,kx̃j,k −
∑

j �=i

∑

k∈[K]

vj,kxj,k

where
x̃j,k = arg max

xj,k

∑

j �=i

∑

k∈[K]

vj,kxj,k

The intuition of the above mechanism is that we set the price of the SPOC
services to one particular bidder as the decrease of all the other bidders’ gain
due to the participation of this bidder. Note that VCG auctions are generally
computational intractable, existing work such as [18] incorporate the use of VCG-
style pricing with exploited greedy allocation schemes.

4.2 Virtual Valuation Mechanism

VCG Mechanism may not be optimal in respect of the seller’s revenue. Inspired
by Myerson mechanism [19] for the optimal single item auction, and the authors
of VVCA (virtual valuation combinatorial auction) [14] further introduce two
kinds of virtual valuation forms to boost seller’s revenue in combinatorial auc-
tion. Instead of maximizing the sum of all the real valuations of users who won
the bidding bundle, the allocation is decided by maximizing the sum of all the
virtual valuations. Then the price is decided by calculating the decrease of other
bidders’ virtual gain due to the participation of this bidder.
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VVCA mechanisms is parameterized by a bunch of preset parameters μs
and λs, corresponding to the bidder weighting technique and allocation boost-
ing technique respectively: the former assign priorities to bidders with higher
valuations, while the latter assign priorities to a specific bundle for a bidder.
The allocation is computed by solving:

max
∑

n∈[N ]

∑

k∈[K]

(μnvn,kxn,k + λn,kxn,k)

s.t. Constraints (2a) - (2c)

where μ are positive real numbers. The payment rule is

pi =
1

μi

⎛

⎝
∑

j �=i

∑

k∈[K]

(μjvj,kx̃j,k + λj,kx̃j,k − μjvj,kxj,k − λj,kxj,k) −
∑

k∈[K]

λi,kxi,k

⎞

⎠

where

x̃j,k = arg max
xj,k

⎛

⎝
∑

j �=i

∑

k∈[K]

μjvj,kxj,k + λj,kxj,k

⎞

⎠

The intuition is that we substitute the valuations in VCG to virtual val-
uations here. Then we determine the parameters λ and μ by using numerical
methods such as hill-climbing to maximize the seller’s expected revenue.

4.3 Shadow Price Mechanism

The main idea of the Shadow Price Mechanism [6] is to determine a shadow
price for each available resource using the optimal Lagrangian multiplier of the
primal integer program, and determine the bid rejection prices (DR) and bid
acceptance prices (DA) using two pseudo-dual programs.

min
∑

x∗
n,k=0

yn,k

s.t.
∑

c

wcsn,k,c ≤ vn,k ∀x∗
n,k = 1

yn,k ≥ vn,k −
∑

c

wcsn,k,c ∀x∗
n,k = 0

yn,k ≥ 0 ∀x∗
n,k = 0

wc ≥ 0

Here x∗
n,k is the optimal solution to the primal integer program, and the set of

lower bound prices is w∗
c , and we denote the exceeding price of a rejected bundle
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comparing to the market price as yn,k.

min
∑

x∗
n,k=1

y′
n,k

s.t.
∑

c

ucsn,k,c ≥ vn,k ∀x∗
n,k = 0

y′
n,k ≥

∑

c

ucsn,k,c − vn,k ∀x∗
n,k = 1

y′
n,k ≥ 0 ∀x∗

n,k = 1

uc ≥ 0

Here the set of upper bound prices is u∗
c , and we also denote the exceeding price

of a rejected bundle comparing to the market price as y′
n,k.

Then the allocation rule has the following properties: (i) if a bid is greater
than the sum of its component values in the set {u∗}, then it is accepted. (ii)
if a bid is less than the sum of its component values in the set {w∗}, then it is
rejected. (iii) all bids between are determined by considering the primal integer
program regardless of the shadow prices.

The pricing strategy is to set the price for any bidder whose bundle k is
accepted in the solution of the primal problem to the sum of the shadow prices
for the resources in the package.

4.4 Examples

Now we give an example to show why VVCA mechanism can generate higher
revenue than VCG mechanism. Consider the following scenario, there are three
bidders {A,B,C} and two items {P,Q}, the valuation of bidders to bundles are
listed below:

vA,{P} = 5, vB,{Q} = 1, vC,{P,Q} = 16

Then with VCG mechanism, the allocations are decided by solving the following
integer programming:

max 5 · xA,{P} + xB,{Q} + 16 · xC,{P,Q} (3)

s.t.
xA,{P} + xC,{P,Q} ≤ 1 (4a)

xB,{Q} + xC,{P,Q} ≤ 1 (4b)

xA,{P}, xB,{Q}, xC,{P,Q} ∈ {0, 1} (4c)

A simple enumeration of the feasible solutions gives the optimal solution

xA,{P} = xB,{Q} = 0, xC,{P,Q} = 1

So the final allocation would be give item {P,Q} to C. Now we compute what
price would C pay. Without the presence of C, we have the integer programming:

max 5 · xA,{P} + xB,{Q} (5)
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s.t.
xA,{P} ≤ 1 (6a)

xB,{Q} ≤ 1 (6b)

xA,{P}, xB,{Q} ∈ {0, 1} (6c)

The optimal solution would be

x̃A,{P} = x̃B,{Q} = 1

So the price C needs to pay is the decrease of social ware-fare due to the
presence of himself, which is

Pc =
(
x̃A,{P} · vA,{P} + x̃B,{Q} · vB,{Q}

)

− (
xA,{P} · vA,{P} + xB,{Q} · vB,{Q}

)

= (1 · 5 + 1 · 1) − (0 · 5 + 0 · 1)
= 6

Thus the revenue of VCG mechanism would be 6. Then we show how VVCA
would boost the revenue of above VCG mechanism. The main idea is to use
virtual valuations to bring down the difference of valuations between strong
bidders and weak bidders, thus creating an artificial competition to extract more
revenue from strong bidders. We assign the following λ, μ:

μC = 0.5, λB,{Q} = 1

Now the integer programming would become:

max 5 · xA,{P} + xB,{Q} + xB,{Q} + 0.5 · 16 · xC,{P,Q}
s.t. Constraints (4a) - (4c)

Without the presence of C, we have:

max 5 · xA,{P} + xB,{Q} + xB,{Q}
s.t. Constraints (6a) - (6c)

The optimal solution would still be

xA,{P} = xB,{Q} = 0, xC,{P,Q} = 1

x̃A,{P} = x̃B,{Q} = 1

The difference lies in the price that C would pay:

p′
C =

1
μC

(
x̃A,{P} · vA,{P} + x̃B,{Q} · vB,{Q} + λB,{Q}x̃B,{Q} · vB,{Q}

)

− 1
μC

(
xA,{P} · vA,{P} + xB,{Q} · vB,{Q}λB,{Q}xB,{Q} · vB,{Q}

)

=
1

0.5
(1 · 5 + 1 · 1 + 1 · 1 · 1) − 1

0.5
(0 · 5 + 0 · 1 + 1 · 0 · 1)

= 14

Thus the revenue of VVCA mechanism would be 14, which is much higher than
the revenue of VCG mechanism, i.e., 6.
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5 Business Process in the MOOC Industry

In the previous discussion, we only consider the offline setting for the combina-
torial auction in only one round. In practice, the business process of the user-
platform negotiation is online, indicating that the platform must give quick (or
even instant) response to the user when she submits a bid. Moreover, the response
message to the user is interactive, including not only the result of whether the
bid is accepted or not, but also the reasons of why the bid is rejected, or even
suggestions on the combinations of Bn,k and vn,k. For instance, a bid may be
rejected due to the low valuation, or unmet resource capacities for some SPOCs.
When the user receives the message, she will adjust her bid by reducing the
demand or increasing the valuation to the bundle in the next step of negotia-
tion. We further present Algorithm 1 to demonstrate the business process of the
user-platform negotiation in a systematic way.

To solve the online setting of the problem, we apply the iterative combina-
torial auctions in [20], and further use the iBundle mechanism [21] for detailed
analysis.

iBundle maintains ask prices on bundles, which is the lowest price at which
a bundle may be sold, and also the provisional allocation, which is the possible
allocation for the current bids. The process goes through multiple rounds, in
each round a bidder can submit bids on bundles, where at most one bid will
be chosen. A bid is called competitive if it is at or above the current ask price.
A bidder is called competitive if at least one of his bids is competitive. Then a
winner-determination algorithm computes the provisional allocation to maximize
the seller’s revenue. iBundle terminates when each competitive bidder receives a
bundle in the provisional allocation. Otherwise, prices are increased by a preset
parameter ε above the bid price on all bundles that receive a bid from some losing
bidder in the current round and the allocation and new prices are provided as
feedback to bidders. On termination, the provisional allocation becomes the final
allocation, and the bidders pay their final bid prices.

Algorithm 1: Negotiation between user n and the platform
1 Initialization: Set t = 1 and flag = 0. Suppose the current status of resource

capacity is R.
2 while t ≤ T do
3 (a) User n submits his bids (Bn,k, vn,k) to the platform.
4 (b) The platform calculates xn,k and pn,k, and sends the response message

to the user.
5 (c) If accepted, then the negotiation succeeds, update R, set flag = 1, and

break. Else (i.e. rejected) the negotiation continues with t = t + 1.
6 end
7 If flag = 0, then the negotiation fails.
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6 Conclusion Remarks

In this work, we focus on analyzing the business model and pricing strategy for
the SPOC services, and maximize the MOOC platform’s total profits by using
combinatorial auctions. We present formulations and solutions for both the one-
round offline scenario, and also the iterative multi-round scenario. We present
several mechanisms for the allocation rules and pricing strategies.

Working in the MOOC industry for the past four years, we have gained
valuable marketing experience of selling MOOC and SPOC services. For the B2C
services, we can directly get sales data from the online purchasing records and use
data-driven approaches to better analyze the real market. For the SPOC services,
we successfully deploy the services to 125 real institutional users, including 90
universities, 20 corporations, 7 high schools and 8 government organizations.
Even though there are no automatic ways to collect sales data for SPOC services,
we can use the Customer Relationship Management (i.e. CRM) system to keep
track of the marketing data and the business process. It is also practical to
conduct surveys to the key users to better understand the buyers’ behavior. We
will apply these methodologies in the MOOC industry to improve the marketing
performance of the models in our future work.
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Abstract. Helping user identify the ideal results of a manageable size
k from a database, such that each user’s ideal results will take a big pic-
ture of the whole database. This problem has been studied extensively in
recent years under various models, resulting in a large number of inter-
esting consequences. In this paper, we introduce the concept of mini-
mum happiness ratio maximization and show that our objective func-
tion exhibits the property of monotonictity. Based on this property, two
efficient polynomial-time approximation algorithms called Lazy NWF-
Greedy and Lazy Stochastic-Greedy are developed. Both of them are
extended to exploit lazy evaluations, yielding significant speedups as
to basic RDP-Greedy algorithm. Extensive experiments on both syn-
thetic and real datasets show that our Lazy NWF-Greedy achieves the
same minimum happiness ratio as the best-known RDP-Greedy algo-
rithm but can greatly reduce the number of function evaluations and
our Lazy Stochastic-Greedy sacrifices a little happiness ratio but signif-
icantly decreases the number of function evaluations.

Keywords: Minimum happiness ratio · Representative skyline
Lazy evaluation

1 Introduction

When users query the entire database trying to find an item that they are inter-
ested in, they may not be willing to search through all of the results storing a
multitude of items. Given this, multiple operators have been proposed to reduce
output size of query results while still effectively representing the entire database.
Among these, top-k [1–4] and skyline [5–9] are two well-studied operators that
can effectively reduce output size of query results. Top-k operator takes as input
a dataset, a utility function and a user-specified value k, then outputs k data
points with the highest utility scores. In other words, top-k returns a customized
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set of data points to users. Unlike top-k operator, skyline returns a set of inter-
esting data points without the need to appoint a utility function. The concept
of domination is crucial in skyline operator. In fact, skyline returns data points
that are not dominated by any other point in the database. Specifically, a point
p dominates another point q if p is as good or better in all dimensions, and
strictly better in at least one dimension. However, both operators suffer from
some drawbacks. Top-k operator asks for users to specify their utility functions
and the size of the result set, but users may not provide their utility functions
precisely. Skyline operator finds all points that are not dominated by other points
in the database, so the exact number of results is uncontrollable, and cannot be
foreseen before the whole database is accessed. In addition, the output size of
skyline operator will increase rapidly with the dimensionality.

Fortunately, Nanongkai et al. [10] first introduced k-regret query and devel-
oped the best-known algorithm based on the framework of Ramer–Douglas–
Peucker algorithm. We called the Greedy algorithm proposed in [10] RDP-
Greedy. Given an integer k and a database D, RDP-Greedy algorithm returns
a set S of k skyline points of D that minimizes the maximum regret ratio of
S. However, as k-regret query exploits linear utility function space to simulate
all possible utility functions that users may have, it has a side effect of per-
forming too many function evaluations through Linear Programming (LP). In
general, the number of function evaluations of RDP-Greedy is nk, where n is the
size of whole database. Besides, for RDP-Greedy, LP for function evaluations is
the overwhelming majority of the running time. Thus, reducing the number of
function evaluations by LP should speed up the algorithm to a great extent.

Table 1(a) shows the classic skyline example of best hotels for a sample set of
hotels where each hotel has two attributes, namely Distance and Price. Suppose
that user’s utility functions are the class of U = {u(0.4,0.6), u(0.5,0.5), u(0.6,0.4)}
where u(x,y) = x · Distance + y · Price. The utilities of each hotel are shown in
Table 1(b). Given k = 3, the k-regret query will report a solution S = {p8, p1, p5}
under the aforementioned class of utility functions U . The implementation of k-
regret query is as follows, it picks the point that maximizes the first coordinate
and then iteratively adds the worst point, i.e., the point that is still outside
the current solution and contributes the most to the maximum regret ratio of
current solution. Unfortunately, even in this simple example, k-regret query per-
forms 13 times of function evaluations and each function evaluation results in
O(k2d) running time by LP [11]. However, the maximum regret ratio obtained
by adding a point to a larger set isn’t greater than adding the same point to
a smaller set. The process of RDP-Greedy algorithm doesn’t take this property
into consideration thus resulting in an unnecessary function evaluation to p7
which occurs to the selection of the 3rd point. For further explanation, please
refer to Example 2 in Sect. 5.1 for details.

As mentioned above, the deficiency of k-regret query is performing too many
function evaluations. Motivated by this, in this paper, the concept of happiness
ratio is first introduced. The utility provided by the best hotel in the result is
user’s happiness and the happiness ratio is by dividing happiness by the util-
ity of her ideal hotel. The minimum happiness ratio is a measurement which
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Table 1. Hotel example

(a) Hotel database

Hotel Distance Price
p1 125 1000
p2 250 800
p3 312.5 750
p4 375 650
p5 562.5 625
p6 625 450
p7 750 250
p8 1000 75

(b) Hotel utilities

Hotel u(0.4, 0.6) u(0.5, 0.5) u(0.6, 0.4)
p1 650 562.5 475
p2 580 525 470
p3 575 531.25 487.5
p4 540 512.5 485
p5 600 593.75 587.5
p6 520 537.5 555
p7 450 500 550
p8 445 537.5 630

measures how happy the user will be after displaying k hotels instead of the
whole database. Our purpose is to select k hotels that maximize the minimum
happiness ratio of a user. Moreover, we demonstrate that our objective function
for maximizing the minimum happiness ratio exhibits the property of monotonic-
ity. Based on this property, two efficient algorithms by extending to exploit lazy
evaluations, yielding significant speedups, called Lazy NWF-Greedy and Lazy
Stochastic-Greedy are proposed. The former is an improvement of RDP-Greedy
and the latter essentially follows the lazier idea of [12]. In our extensive experi-
ments, Lazy NWF-Greedy achieves the same minimum happiness ratio as RDP-
Greedy but can greatly reduce the number of function evaluations and Lazy
Stochastic-Greedy sacrifices a little happiness ratio but significantly decreases
the number of function evaluations.

The main contributions of this paper are listed as follows:

1. We propose the concept of minimum happiness ratio maximization1 and show
that our objective function for maximizing the minimum happiness ratio is a
monotone non-decreasing function.

2. Based on the monotonicity of our objective function, we introduce two
efficient greedy algorithms called Lazy NWF-Greedy and Lazy Stochastic-
Greedy respectively. The former achieves the same minimum happiness ratio
as RDP-Greedy but runs much faster, the latter sacrifices a little happiness
ratio but offers a tradeoff between minimum happiness ratio and the number
of function evaluations.

3. Extensive experiments on both synthetic and real datasets are conducted to
evaluate our methods and the experimental results confirm that both of our
proposed algorithms are superior to RDP-Greedy algorithm proposed by [10].

1 Our minimum happiness ratio maximization is consistent with the k-regret pro-
posed in [10]. However, k-regret denotes different things by Nanongkai et al. [10]
and Chester et al. [13]. In the former, k-regret is the representative set of k objects,
whereas in the latter, k-regret is used to denote the regret between the scores of top
1 and top k. To avoid confusion, we refer k-regret in [13] to kRMS.
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The remainder of this paper is organized as follows. In Sect. 2, previous work
related to this paper is described. The formal definitions of our problem are given
in Sect. 3. In Sect. 4, important properties which are applied in our algorithms
are discussed. Followed by two accelerated greedy algorithms in Sect. 5. The
performance of our algorithms on synthetic and real datasets is presented in
Sect. 6. Finally, Sect. 7 concludes this paper and points out our future work.

2 Related Work

Top-k [1–4] and skyline [5–9] operators have received considerable attentions
during last two decades as they play an important role in multi-criteria decision
making. However, top-k operator requires users to specify their utility functions
and it may be too hard for users to specify their utility functions precisely while
skyline operator has a potential large output problem which may make users
feel overwhelmed. Motivated by the deficiencies of these two operators, a lot of
alternatives have been proposed in recent years.

From top-k perspective, Mindolin et al. [8] asked users to specify a small
number of possible weights each indicating the importance of a dimension. Lee
et al. [4] asked users to specify some pair-wise comparisons between two dimen-
sions to decide whether a dimension was more important than the other for a
comparison. However, these studies ask users to specify their utility functions,
which may be a heavy burden on users. In [7], skyline points were ranked accord-
ing to the skyline frequency, which was a measure of how often points appear as
skyline points in each particular subspace. The frequency ranking skyline query
thus returned the k skyline points with the highest skyline frequency. However,
this sort of quality measure is highly subjective and hard to verify.

Other works are in view of skyline operator. Researchers attempt to reduce
the output size of the skyline operator. The k representative skyline proposed
by Lin et al. [14] represented the whole skyline with only k skyline points which
dominated the most non-skyline points in the database. Tao et al. [15] demon-
strated the approach provided by [14] was not stable. Instead, they proposed
distance-based representative skyline borrowing the idea of solving the k-center
problem and provided a solution that the maximum distance from any skyline
point to its nearest representative skyline was minimized. This method captures
the contour of the full skyline well, but is not scale-invariant. Magnani et al. [16]
introduced an approach, which was trying to make the diversity of the k repre-
sentative skyline points returned as large as possible. A recent approach based
on the diversity measure was proposed by Søholm et al. [17], which returned the
k skyline points, such that the coverage was maximized. Also, [18] proposed a
new criterion to choose k skyline points as the k representative skyline for data
stream environments, termed the k largest dominance skyline. Unfortunately,
all these methods are not stable, scale-invariant or with deficiencies of top-k or
skyline operators.

To alleviate the burden of top-k for specifying accurate utility functions and
skyline operator for outputting too many results, regret-based k representative
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query was first proposed by Nanongkai et al. [10] to minimize user’s maximum
regret ratio. The stable, scale-invariant approach returned an approximation of
the contour of the full skyline without asking users to input their utility func-
tions. However, the approach proposed by them suffers from a heavy burden on
the function evaluations by Linear Programming to seek the point with maxi-
mum regret ratio in linear utility space. Several works extended Nanongkai et al.
[10] to some extent. Peng et al. [19] proposed the concept of happy points consid-
ered as candidate points for k-regret query and showed that happy points were
better used as candidate points compared with skyline points due to their small
size resulting in more efficient algorithms. However, the overall time complexity
of finding all happy points is O(d2n2) which is undesirable when n is very large.
To reduce the bounds of regret ratio, [20] combined user’s interactions into the
process of selection. [13] introduced the relaxation to k-regret minimizing sets,
[21] extended linear utility functions to non-linear utility functions for k-regret
queries and [22] proposed the metric of average regret ratio to measure user’s
satisfaction. Recently, [23] developed a compact set to efficiently compute the
k-regret minimizing set and [24] studied the kRMS, which returned r tuples
from the database which minimized the k-Regratio. [25] and [26] developed effi-
cient algorithms for kRMS. Rank-regret representative was proposed as a way
of choosing a small subset of the database guaranteed to contain at least one
good choice for every user in [27]. Xie et al. [28] proposed an elegant algorithm
which has a restriction-free bound on the maximum regret ratio. Our research
is from another respective: lazy evaluations by reducing LP calls thus improving
the efficiency.

3 Problem Definition

Let D be a set of n d-dimensional points over positive real values. Each point
in D can be regarded as a tuple in the database. For each point p ∈ D, the
value on the i-th dimension is represented as p[i]. We assume that users prefer
to the smaller values. Before we define our problem, some definitions of utility
function, happiness ratio and minimum happiness ratio are given.

Definition 1 (Utility Function). A utility function u is a mapping u: Rd
+ →

R+. The utility of a user with utility function u is u(p) for any point p and shows
how satisfied the user is with the point.

Definition 2 (Happiness Ratio). Given a dataset D, a set of S with points
in D and a utility function u. The happiness ratio of S, represented as HD(S, u),
is defined to be

HD(S, u) =
maxp∈S u(p)
maxp∈D u(p)

The happiness ratio is in the range (0, 1]. According to the definition of
happiness ratio, the larger the value of happiness ratio is, the happier the user
feels.
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Since we do not ask users for utility functions, we know nothing about users’
preferences for the attributes. For each user, she may have arbitrary utility func-
tion. In this paper, we assume that user’s utility functions are a class of functions,
denoted by U . Usually, four kinds of utility functions [21] are considered, which
are Linear, Convex, Concave and CES. In this paper, only the case of function
class U consisting of all liner utility functions is considered since it is widely used
in modeling user’s preferences.

Definition 3 (Linear Utility Function [10]). Assume that existing some non-
negative reals v1, v2, · · · , vd which denote the user’s preferences for the i-th
dimension, then a linear utility function can be represented as u(p) =

∑d
i=1 vi·p[i]

for any d-dimensional point with a liner utility function u. We can also say that a
linear utility function can be expressed as a weight vector, i.e. v = (v1, v2, ..., vd),
so the utility of any point p can be expressed as the dot product of v and p,
namely, u(p) = v · p.

The formal definition of minimum happiness ratio of a set S is as follows.

Definition 4 (Minimum Happiness Ratio). Given a dataset D, a set of S
with points in D and a class of utility functions U . The minimum happiness
ratio of S, represented as HD(S,U), is defined to be

HD(S,U) = inf
u∈U

HD(S, u) = inf
u∈U

maxp∈S u(p)
maxp∈D u(p)

Since U is allowed to be an infinite class of functions and the minimum value
may not exist, so we use inf(S,U) to represent the minimum happiness ratio.

Example 1. In the following, we present an example for the illustration. Con-
sider the hotel database containing 8 hotels as shown in Table 1(a) in the previ-
ous section. The utility function class U is {u(0.4,0.6), u(0.5,0.5), u(0.6,0.4)} where
u(x,y) = x · Distance + y · Price. The utilities of hotels for the utility functions
in U are shown in Table 1(b). Consider p1 in Table 1(b). Its utility for the utility
function u(0.4,0.6) is u(0.4,0.6) = 125 × 0.4 + 1000 × 0.6 = 650. The utilities of
the remaining points are computed in a similar way. Consider a selection set
S = {p3, p4}. Then, the maximum utility of S for the utility function u(0.4,0.6)

is 575 which is achieved by p3 while the maximum utility of whole database
is 650 which is achieved by p1. Then the happiness ratio of S for the utility
function u(0.4,0.6) is HD(S, u(0.4,0.6)) = 575/650 = 0.8846. Similarly, we can get
HD(S, u(0.5,0.5)) = 531.25/593.75 = 0.8947 and HD(S, u(0.6,0.4)) = 487.5/630 =
0.7738. Hence, the minimum happiness ratio of S is 0.7738.

Problem Definition: Given a dataset D, a positive integer k, our problem
of minimum happiness ratio maximization is trying to find a subset S of D
containing at most k points such that the minimum happiness ratio is maximized
while simultaneously keeping the number of Linear Programming as small as
possible.

Our aim is to maximize user’s minimum happiness ratio while reducing the
times of Linear Programming to return k representatives efficiently compared
with RDP-Greedy in [10].
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4 Properties of The Objective Function

The minimum happiness ratio function HD(S,U) has an intuitive and important
property which can be exploited to improve the efficiency while solving our
problem. First, when S = ∅, HD(S,U) = 0, this means that we do not obtain any
happiness if we do not select any point. Secondly, HD(S,U) is a non-decreasing
function, i.e., HD(S1, U) ≤ HD(S2, U) for all S1 ⊆ S2 ⊆ D. Hence, adding some
points into a subset can increase the happiness ratio or at least keep it unchanged
(not decreasing the minimum happiness ratio).

Definition 5 (Monotonicity). A set function f : 2D → R+ is monotone if
for every S1 ⊆ S2 ⊆ D, it holds that f(S1) ≤ f(S2). In addition, f(S) is non-
negative if f(S) ≥ 0 for any set S.

A set function satisfies the above properties, then we say it is a monotone
non-decreasing function.

Lemma 1. Our minimum happiness ratio maximization function is a monotone
non-decreasing function, namely, it satisfies the property of monotonicity.

The proof of monotonicity that our minimum happiness ratio maximization
function meets is given below.

Proof. Suppose that there exist two arbitrary non-empty subsets S1, S2 where
S1 ⊆ S2 ⊆ D. According to Definition 4, we have

HD(S1, U) = inf
u∈U

maxp1∈S1 u(p1)
maxp1∈D u(p1)

HD(S2, U) = inf
u∈U

maxp2∈S2 u(p2)
maxp2∈D u(p2)

Since S1 ⊆ S2, it’s obvious that the minimum happiness ratio of S1 is not greater
than that of S2, i.e., HD(S1, U) ≤ HD(S2, U). �

The calculation of the maximum regret ratio based on the method introduced
in [10] has to run LP at most nk times. In practice, an LP solver (such as
variations of the Simplex method) will result in O(k2d) running time per LP
call and hence O(nk3d) for the RDP-Greedy. This, however, can be improved
using the property of monotonicity of our objective function. Detailed description
is presented in the following section.

5 Proposed Algorithms

We are ready to present our algorithms, Lazy NWF-Greedy and Lazy Stochastic-
Greedy, both of them are boosted in performance compared with RDP-Greedy.
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5.1 Lazy NWF-Greedy Algorithm

The RDP-Greedy introduced in [10] picks the point that maximizes the first
coordinate and adds the point that currently contributes the most to the max-
imum regret ratio in the subsequent iterations. Unfortunately, evaluating the
minimum happiness ratio or the maximum regret ratio is time-consuming, in
this section, we introduce Lazy NWF-Greedy which is an improvement of the
RDP-Greedy, providing the same greedy solution since they actually share a
same selection strategy. But Lazy NWF-Greedy is with fewer function evalua-
tions of the minimum happiness ratio compared with RDP-Greedy as some lazy
strategies are exploited.

Algorithm 1. Lazy-Evaluation(D,Si−1, i, {ρ(pj)})
Input: A set of n d-dimensional points D = {p1, p2, · · · , pn}, a current solution Si−1, an

integer i(the current number of points to find), and a list stored the minimum
happiness ratio of each point pj ∈ D\Si−1.

Output: A point p∗, where ρ(p∗) is minimized.

1 let h = 1 and p∗ = NULL;
2 ρ(pj0 ) = minpj∈D\Si−1{ρ(pj)};
3 if pj0 has already been selected at step i then
4 h = ρ(pj0 );

5 if h < 1 then
6 p∗ = pj0 ;

7 return p∗;

8 else
9 calculate the value of HSi−1∪{pj0

}(Si−1, U) using Linear Programming;

10 h = HSi−1∪{pj0
}(Si−1, U);

11 ρ(pj0 ) = h;

12 if h > minpj∈D\Si−1,pj �=pj0
{ρ(pj)} then

13 Lazy-Evaluation(D, Si−1, i, {ρ(pj)});
14 else
15 if h < 1 then
16 p∗ = pj0 ;

17 return p∗;

Speeding up Lazy NWF-Greedy with lazy evaluations. Since we have
no idea of user’s utility functions, the number of utility functions is infinite in
the linear utility space. In order to estimate the maximum regret ratio or the
minimum happiness ratio of a subset when we add a point into, a large num-
ber of function evaluations by Linear Programming need to be performed when
we run RDP-Greedy algorithm. Fortunately, monotonicity of our minimum hap-
piness ratio maximization function can be exploited algorithmically to imple-
ment an accelerated variant of RDP-Greedy to reduce the number of function
evaluations. In each iteration i, RDP-Greedy must identify the point p whose
HSi−1∪{p}(Si−1, U) is minimized(equivalent to maximizing the maximum regret
ratio), where Si−1 is the set of points selected in the previous iterations. The key
insight from the monotonicity of H, the minimum happiness ratio obtained by
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any fixed point p ∈ D is monotonically non-decreasing during the iterations of
adding points, i.e.,HD(Si ∪ {p}, U) ≤ HD(Sj ∪ {p}, U), whenever i ≤ j. Instead
of recomputing for each point p ∈ D, we can use lazy evaluations to maintain a
list of lower bounds {ρ(p)} on the minimum happiness ratio sorted in ascending
order. Then in each iteration, the accelerated algorithm needs to extract the min-
imal point p ∈ arg minp′ :Si−1∪{p}{ρ(p

′
)} from the ordered list and then updates

the bound ρ(p) ← HSi−1∪{p}(Si−1, U). After this update, if ρ(p) ≤ ρ(p
′
), then

HSi−1∪{p}(Si−1, U) ≤ HSi−1∪{p′}(Si−1, U) for all p 
= p
′
, and therefore we have

identified the point that contributes the least to the minimum happiness ratio,
without having to compute HSi−1∪{p′}(Si−1, U) for a potentially large number of
point p

′
. We set Si ← Si−1∪{p} and repeat until there is no further feasible point

which can be added. This idea of using lazy evaluations is useful to our algorithm
and can lead to orders of magnitude performance speedups. The pseudocodes of
lazy evaluation and Lazy NWF-Greedy are shown in Algorithms 1 and 2 respec-
tively. Example 2 is given to show how to combine the procedure of calculating
minimum happiness ratio with lazy evaluations to boost the performance of our
Lazy NWF-Greedy.

Algorithm 2. Lazy NWF-Greedy(D, k)
Input: A set of n d-dimensional points D = {p1, p2, · · · , pn} and an integer k, which is the

desired output size.
Output: A result set S, |S| = k.

1 Initially, let S1 = {p∗
1}, where p∗

1 = argmaxp∈D p[1];
2 for (i = 2; i ≤ k; i + +) do
3 let p∗ = NULL;
4 if i = 2 then
5 for each pj ∈ D\Si−1 do
6 calculate the value of HSi−1∪{pj}(Si−1, U) using Linear Programming;

7 ρ(pj) = HSi−1∪{pj}(Si−1, U);

8 p∗ =Lazy-Evaluation(D, Si−1, i, {ρ(pj)});
9 if p∗ = NULL then

10 return Si−1;

11 else
12 Si = Si−1 ∪ {p∗};

13 return Sk;

Example 2. Consider the example in Table 1, we want to select 3 points among
8 points and first pick p8 into the current solution S1, namely S1 = {p8}. In next
iteration, we have a list on the minimum happiness ratio sorted in ascending
order as shown in Table 2. The second point Lazy NWF-Greedy selects is p1 as
HS1∪{p1}(S1, U) is the minimum, then HS1∪{p1}(S1, U) will remove from the list
and S2 = {p8, p1}. After this operation, the algorithm begins to select the third
point. As HS1∪{p5}(S1, U) is the minimum in the current list, so Lazy NWF-
Greedy computes the minimum happiness ratio p5 will obtain if it is added to
S2 and gets that HS2∪{p5}(S2, U) is 0.947 which is not the minimum in the list as
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HS1∪{p2}(S1, U) to HS1∪{p6}(S1, U) are all less than HS2∪{p5}(S2, U), hence the
minimum happiness ratio obtained by adding them to S2 should be calculated. In
our example, they are all equal to 1. At this moment, this algorithm can directly
get the smallest minimum happiness ratio is 0.947 which is achieved by p5 with
no need to compute HS2∪{p7}(S2, U) since HS2∪{p7}(S2, U) ≥ HS1∪{p7}(S1, U) =
0.989. In Example 2, Lazy NWF-Greedy reduces the function evaluations for 1
time. Obviously, in the settings of large datasets, our Lazy NWF-Greedy can
reduce overall times of function evaluations dramatically compared with RDP-
Greedy.

Table 2. HSi∪{p}(Si, U) for iteration i

Points p1 p5 p2 p3 p4 p6 p7

HS1{p}(S1, U) 0.685 0.742 0.767 0.774 0.824 0.856 0.989

HS2{p}(S2, U) × 0.947 1 1 1 1 ×

5.2 Lazy Stochastic-Greedy Algorithm

As described in Sect. 5.1, Lazy NWF-Greedy identifies an ideal point from
D\Si−1 which is almost the whole dataset. When k points need to be picked
out, the algorithm has to go through the whole dataset for k times. In this
section, we show how the performance of Lazy NWF-Greedy can be boosted by
a random sampling phase thus leading to a randomized greedy algorithm called
Lazy Stochastic-Greedy. Lazy Stochastic-Greedy essentially follows the frame-
work of STOCHASTIC-GREEDY algorithm proposed in [12]. The algorithm
offers a tradeoff between minimum happiness ratio and the number of function
evaluations. It means that this algorithm sacrifices a little happiness ratio while
reducing the number of LPs to improve its efficiency.

We present our Lazy Stochastic-Greedy algorithm in Algorithm3. Initially,
similar to our Lazy NWF-Greedy algorithm, the algorithm starts with a set
containing the point that maximizes the first coordinate, then adds a point
to our solution whose minimum happiness ratio is minimized. Note that the
difference between Lazy Stochastic-Greedy and Lazy NWF-Greedy is that Lazy
NWF-Greedy finds a point from p ∈ D\Si−1 directly, but Stochastic-Greedy
samples a subset R of size (n/k)log(1/ε)(ε > 0 is an arbitrarily small constant)
from D\Si−1 randomly and then finds the point in R whose minimum happiness
ratio is minimized. We can combine the the random sampling procedure with lazy
evaluations to speed up the implementation of the algorithm as the randomly
sampled sets can overlap and we can exploit the previously evaluated minimum
happiness ratio. Hence in line 9 of Algorithm 3 we can apply lazy evaluations as
described in Sect. 5.1.

Lazy Stochastic-Greedy has two important features. The first feature is that
it is almost identical to Lazy NWF-Greedy in terms of minimum happiness ratio.



Speed-Up Algorithms for Happiness-Maximizing Representative Databases 331

Algorithm 3. Lazy Stochastic-Greedy(D, k)
Input: A set of n d-dimensional points D = {p1, p2, · · · , pn} and an integer k, which is the

desired output size.
Output: A result set S, |S| = k.

1 Initially, let’s S1 = {p∗
1}, where p∗

1 = argmaxp∈D p[1];
2 for (i = 2; i ≤ k; i + +) do
3 let p∗ = NULL;
4 obtain a random subset R by sampling s random points from D\Si−1;
5 for each pj ∈ R do
6 if pj has not been sampled then
7 calculate the value of HSi−1∪{pj}(Si−1, U) using Linear Programming;

8 ρ(pj) = HSi−1∪{pj}(Si−1, U);

9 p∗ =Lazy-Evaluation(R, Si−1, i, {ρ(pj)});
10 if p∗ = NULL then
11 return Si−1;

12 else
13 Si = Si−1 ∪ {p∗};

14 return Sk;

The second feature is that it is more efficient than Lazy NWF-Greedy, let alone
the best-known algorithm, RDP-Greedy.

Theorem 1. Suppose that the size of random sampling set R is s =
(n/k)log(1/ε), then Lazy Stochastic-Greedy provides a greedy solution to our
minimum happiness ratio maximization problem with at most O(nlog(1/ε)) func-
tion evaluations of the minimum happiness ratio H.

Since there are k − 1 iterations in total and at each iteration we have
(n/k)log(1/ε) points, the total number of function evaluations cannot be more
than (k − 1) × (n/k)log(1/ε) ≤ k × (n/k)log(1/ε) = nlog(1/ε).

6 Experimental Results

In this section we show the performance of the proposed algorithms via experi-
ments. All algorithms were implemented in C++ and the experiments were all
conducted on a 64-bit 3.3 GHz Intel Core machine which was running Ubuntu
14.04 LTS operating system.

We ran our experiments on both synthetic and real datasets. The synthetic
datasets were created using the dataset generator of [5]. Unless otherwise stated,
our synthetic dataset consists of a 6-dimensional anti-correlated dataset of 10,000
points. The real-world dataset we have used are a 6-dimensional Household of
127,391 points, an 8-dimensional NBA of 17,265 points and a 9-dimensional
Color of 68,040 points. Moreover, like studies in the literature [10,19–21], we
computed the skyline first and our queries on these datasets returned anywhere
from 10 to 60 points and evaluated the minimum happiness ratio using Linear
Programming implemented in the GUN Linear Programming Kit2.
2 https://www.gnu.org/software/glpk/.

https://www.gnu.org/software/glpk/


332 X. Qiu et al.

In our experiments, we consider both Lazy NWF-Greedy and Lazy
Stochastic-Greedy algorithms introduced in this paper. To verify the superiority
of our proposed algorithms, we compared them with RDP-Greedy [10]. Due to
the number of function evaluations by Linear Programming accounting for the
majority of the total time of RDP-Greedy, we measure the computational cost in
terms of the number of function evaluations by Linear Programming performed
instead of the running time of CPU. In addition, for Lazy Stochastic-Greedy,
different values of ε(ε = 0.01, 0.1, 0.3) have been chosen. In the following experi-
mental result figures, we abbreviate RDP-Greedy as RDP, Lazy NWF-Greedy as
LNWF, Lazy Stochastic-Greedy as LS1 when ε = 0.1, Lazy Stochastic-Greedy
as LS2 when ε = 0.01, Lazy Stochastic-Greedy as LS3 when ε = 0.3.
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Fig. 1. Function evaluations for anti-correlated data
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Fig. 2. Minimum happiness ratio for anti-correlated data

Results on Synthetic Datasets: The effects on function evaluations and min-
imum happiness ratio on anti-correlated datasets for different k are presented
in log scale in Figs. 1(a) and 2(a) respectively. Lazy NWF-Greedy and Lazy
Stochastic-Greedy have negligible number of function evaluations which do not
increase with k and keep a relative small stable number of evaluations even for
very large inputs. However, RDP-Greedy performs linear function evaluations
as k increases, that’s because it performs all possible evaluations of user’s util-
ities, namely, for a total of nk times. The minimum happiness ratio of Lazy
NWF-Greedy is the same as that of RDP-Greedy as they share the same greedy
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Fig. 3. Function evaluations on real datasets
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Fig. 4. Minimum happiness ratio on real datasets

skeleton and increases when k increases, appearing to much above the theoret-
ical bound proposed by [10]. For Lazy Stochastic-Greedy, different values of ε
result in a performance close to that of Lazy NWF-Greedy. It means that Lazy
Stochastic-Greedy provides very compelling tradeoffs between the number of
function evaluations and minimum happiness ratio compared with RDP-Greedy
and our Lazy NWF-Greedy.

We varied the number of dimensions on anti-correlated data when the number
of points was fixed to n = 10, 000 and k = 10. As illustrated in Fig. 1(b) and
in Fig. 2(b), the number of function evaluations increases with the increase of
dimensions, but our proposed algorithms still have less function evaluations than
RDP-Greedy since they are extended with lazy evaluations. Due to the curse
of dimensionality, the minimum happiness ratio resulted in by all algorithms
decreases with the increase of d. In Figs. 1(c) and 2(c), the effects of varying n
are presented. The effects are similar to those of varying dimensions.

Results on Real Datasets: Figs. 3(a), (b) and (c) show that the number of
function evaluations of RDP-Greedy increases dramatically with k, but our pro-
posed algorithms keep much less function evaluations and maintain a stable level.
The minimum happiness ratio of all algorithms are shown in Figs. 4(a), (b) and
(c) respectively. We observe similar trends. Besides, similar to the experiments
on synthetic datasets, Lazy Stochastic-Greedy achieves near-maximal minimum
happiness ratio with substantially less function evaluations compared with the
other algorithms.
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7 Conclusions

In this paper, we introduce minimum happiness ratio and propose two algorithms
called Lazy NWF-Greedy and Lazy Stochastic-Greedy to speed up RDP-Greedy,
both of them are extended from basic greedy algorithms by exploiting lazy eval-
uations. Experiments on real and synthetic datasets verify that our Lazy NWF-
Greedy achieves the same minimum happiness ratio as the best-known RDP-
Greedy algorithm, but can lead to orders of magnitude speedups and our Lazy
Stochastic-Greedy sacrifices a little happiness ratio but significantly decreases
the number of function evaluations compared with RDP-Greedy or Lazy NWF-
Greedy. Our future work considers CONVEX, CONCAVE and CES utility func-
tions with the framework of our algorithms.
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Abstract. With the development of location-based social networks
(LBSNs), location property has been gradually integrated into the influ-
ence maximization problem, the key point of which is to bring the users
in social networks (online phase) to the product locations for consum-
ing in the real world (offline phase). However, the existing studies con-
sidered that a company dependent on the viral marketing only has a
product location in the real world and could not suit the situation that
there is more than one product location. In this paper, first, we propose
a new propagation model, called multiple factors propagation (MFP)
model which can work in the situation that there are multiple product
locations in the real world. Meanwhile, the definition of multi-location
influence maximization (MLIM) problem is presented. Then, we design
a hybrid index structure to improve the search efficiency of offline phase,
called hybrid inverted R-tree (HIR-tree). Furthermore, we propose the
enhanced greedy algorithm for solving MLIM problem. Finally, we con-
duct a set of experiments to demonstrate the effectiveness and efficiency
of enhanced greedy algorithm.

Keywords: Influence maximization · Location-based social networks
Viral marketing · Propagation model

1 Introduction

The traditional influence maximization problem in social networks aims to select
a set of users as seeds to achieve the greatest propagation [1,2]. However, it
only tends to focus on the online social networks and ignores the product accep-
tance in the real world. With the development of GPS technology, location-based
social network (LBSN) services have become very popular, such as Foursquare,
Gowalla. In LBSNs, the location property sets up the bridge between the online
social networks and the real world [3]. In fact, LBSN services can be used to
promote the influence maximization problem, which brings the users in social
networks (online phase) to the product locations for consuming in the real world
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(offline phase). In other words, a set of users are selected as seeds to attract
more and more users to visit the product locations in the real world [4–6]. The
existing studies considered that a company dependent on the viral marketing
only has one product location in the real world and the distance is the only fac-
tor that determines the user’s possibility of consumption. In fact, there may be
more than one product location in the real world. For example, there are many
chain KFC restaurants around the world. Now, a LBSN service (e.g., Foursquare
or Gowalla) helps KFC find k users to advertise. The purpose is to maximum
the number of users who will visit KFC restaurants in the real world instead of
being limited to a certain KFC restaurant. However, the existing studies could
not suit this situation. In order to solve this problem, for each user, how to find
his potential consuming location from all KFC restaurants is important. The
rules should consider multiple factors instead of just depending on the distance.

Therefore in this paper, we study the multi-location influence maximization
(MLIM) problem in LBSNs with a new propagation model, called multiple fac-
tors propagation (MFP) model. Our target is to maximize the number of users
who will visit product locations in the real world instead of being limited to a
certain product location. MFP model contains online and offline phases. In the
online phase, we still use IC model to influence spread and calculate the user’s
online influenced probability [7]. In the offline phase, MFP model considers more
factors to determine whether the user will visit product locations: (1) the dis-
tance; (2) the user’s interest; (3) the friends’ evaluation. By using these factors,
the product location where the user has a maximum visiting probability from all
product locations is defined as the user’s potential consuming location. And this
user’s maximum visiting probability on his potential consuming location will be
approximated as the user’s offline consuming probability.

There are two main challenges for MLIM problem with MFP model. The
first is to find each user’s potential consuming location from all product locations
quickly. The second is to design an algorithm with the high-performance to select
top-k seed users. For the first challenge, we propose a hybrid index structure
called hybrid inverted R-tree (HIR-tree) to explore the spatial, social, and textual
pruning techniques in LBSNs. For the second challenge, when finishing the query
of each user’s potential consuming location, the enhanced greedy algorithm is
proposed to find top-k seed users, which only utilizes 1-hop or 2-hop friend
relationships to estimate a lower bound of influence spread. The lower bound
can help avoid massive calculation and improve the efficiency of algorithm.

Our main contributions of the paper are summarized as:

– We propose MFP model which can work in the situation that there are mul-
tiple product locations in the real world. And under MFP model, we define
MLIM problem in LBSNs, which is NP-hard.

– To solve MLIM problem, the essential part is to find each user’s potential
consuming location. We propose HIR-tree index to speed up the query.

– When finishing the query, we propose the enhanced greedy algorithm to find
top-k seed users, which estimates a lower bound of influence spread to improve
the efficiency of algorithm.
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– We conduct a set of experiments on three real LBSN datasets. The experimen-
tal results show that the enhanced greedy algorithm has a good performance
for MLIM problem.

The remainder of this paper is organized as follows. In Sect. 2, the detail of
MFP model is introduced and MLIM problem is defined. In Sect. 3, the index
structure of HIR-tree and enhanced greedy algorithm are given. In Sect. 4, the
empirical studies are conducted. In Sect. 5, the related works are introduced.
Finally, in Sect. 6, our work is summarized.

2 MFP Model and Problem Formulation

In this section, we first give MFP model, including online and offline phases.
Then, we give the definition of MLIM problem under MFP model.

2.1 MFP Model

Influence Spread in Social Networks (online). For the influence spread in
social networks, we still use the propagation rules of IC model. For each user υ,
we select a set of initial seeds from seed set S to influence it. p(u, υ) is defined as
the online probability that υ is influenced by seed u. Thus, p(S, υ) is defined as
the final online probability that υ is influenced by all the seeds in current seed
set S. For the calculation of p(u, υ) and p(S, υ), we can refer to other literatures
which solve the traditional influence maximization problem using IC model on
social networks, such as the literature [7–9].
User’s Consuming Behavior in the Real World (offline). Once the user υ
is influenced in social networks, we consider three factors to determine whether
υ will visit product locations in the real world.

For the first factor, existing studies have showed that the probability that a
user may move from a given location to another location has relationship with
the distance between two locations [10]. And the mobile probability will decrease
with the increasing of distance. In LBSNs, the user’s every historical check-in
is a reality of user’s mobile behavior. Therefore, for each user υ, according to
the check-in time, we sort his check-in sequence set Cυ = {cv1, cv2, · · · , cvi}.
The corresponding check-in location sequence set can be defined as Lυ =
{lv1, lv2, · · · , lvi}. Give a product location set L with a set of product locations.
Assume that v’s every historical check-in location lvi is a starting location where
he may move to the product location l ∈ L [6]. We define the distance score of
offline as follows:

dsl(υ) = (1 + α
∑

lvi∈Lυ
||lvil||/Nυ )/DsmaxDist (1)

where
∑

lvi∈Lυ
||lvil|| is the sum of Euclidean distance from every historical

check-in location lvi to the product location l (Other metric distance functions
can also be used). Nυ is the number of the user υ’s check-in locations. Constant
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1 insures that the distance score is never equation 0. α ∈ [0, 1) is a damping
factor. DsmaxDist is the user’s maximal calculated value of distance factor.

For the second factor, a user’s interest can determine his check-in behav-
ior [11]. For each user υ, we extract the textual keyword set Wυ from his histor-
ical check-in records to represent υ’s interest preferences. And for each product
location l ∈ L, there is a textual keyword set Wl to describe l’s attributes. The
overlapping number of textual keywords between the user υ and the location l
can determine the probability that the user υ visits the location l. For example,
a product location l is described “spicy” and “restaurant”. The user υ’s textual
keyword set contains one “spicy” and two “restaurant”. The overlapping num-
ber of textual keywords between the user υ and the product location l is 3. The
interest relevance score of offline can be defined as follows:

irsl(υ) =
∑

w∈Wl

|Nw
v |/IrmaxDist (2)

where |Nw
v | is the number of textual keyword w in Wυ.

∑
w∈Wl

|Nw
v | is the

overlapping number of textual keywords between υ and l. IrmaxDist is the
user’s maximal calculated value of interest factor.

For the third factor, a user’s social relationship can determine his check-in
behavior [12]. In a social network, for users u and υ, ||uυ||s can be used to
define the social distance which is length of the shortest path between u and
υ. For example in Fig. 1, the social distance between u1 and u2 is 2. For each
product location l ∈ L, there is a user set l · � where these users have positive
attitude towards l. In this paper, if a user has had check-in records on the product
location l, we consider that this user has positive attitude towards l. The social
relationship score of offline can be defined as follows:

srsl(υ) = (1 +
∑

u∈l·�
α||uυ||s)/SrmaxDist (3)

where ||uυ||s is the social distance from the positive user u towards l to the user
υ. Constant 1 insures that the social score is never equation 0. α ∈ [0, 1) is a
damping factor. SrmaxDist is the user’s maximal calculated value of relation-
ship factor.

By the above mentioned, assume that the user υ is influenced in social net-
works and the probability that he will visit each product location l ∈ L in the
real world can be calculated, which is a linear combination of these three scores:

pscorel(υ) = βdsl(υ) + γirsl(υ) + (1 − β − γ)srsl(υ) (4)

where β, γ are parameters for general weighting functions, and β, γ ∈ [0, 1].
In order to improve the efficiency, we only find each user υ’s potential consum-

ing location l̃ with maximum probability pscorel̃(υ) from all product locations
in L. pscorel̃(υ) will be approximated as υ’s offline consuming probability.
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2.2 Problem Formulation

We model a location-based social network < G,C > which contains a social
network G < V,E > and a check-in set C. In the social network G < V,E >, V
is the set of users, E is the set of user’s connection edges. C = {(u, l, t)} is the
user’s check-in set, where (υ, l, t) represents that a user υ has a check-in activity
at location l at time t. Formally, given a query Q = (L, k) with the product
location set L and the number k, the purpose is to find k seed users forming the
seed set S to make market promotion and maximize the number of users who
will visit product locations in L in the real world. With MFP model, first, for
every user υ ∈ V in social networks, the online probability of a set of seeds in
set S to υ can be denoted as p(S, υ). Once υ is influenced in social networks,
the offline probability that υ will visit product locations in the real world can be
approximated as pscorel̃(υ). The final influence spread is denoted by σ(S, V ). In
this paper, we use the function ϕ(S, V ) to approximate the value of σ(S, V ).

ϕ(S, V ) =
∑

υ∈V

p(S, υ) · pscorel̃(υ) (5)

Fig. 1. A query example in a location-based social network

Definition 1 (Multi-Location Influence Maximization). Given a LBSN
and a query Q = (L, k), we need to find a set S with k-vertexes, so that for any
other set K with k-vertexes, ϕ(S, V ) ≥ ϕ(K,V ).

Example 1. In Fig. 1, we give an example of MLIM problem in a LBSN <
G,C >. The users’ social network G(V,E) is shown in the top-left of Fig. 1,
where there are 9 users. The users’ check-in records on 9 product locations are
shown in the right of Fig. 1 (apostrophe indicates that we only show the part
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users’ check-ins). There is a Q = (L, 2) with the product location set L, in
which the number and latitude/longitude coordinates of product locations are
also given, shown in the bottom-left of Fig. 1. An undirected edge represents the
physical distance between two product locations. Our purpose is to find 2 users
as seeds and make the largest value of ϕ(s, V ).

Problem Hardness. We show the hardness of the problem by considering a
simple case with pscorel̃(υ) = 1. In this case, when a user υ is influenced in
social networks, it must be sure to visit product locations in the real world.
Thus, MLIM becomes a traditional influence maximization (IM) problem which
is NP-Hard [7]. Therefore, MLIM is also an NP-Hard problem.

3 Solutions

In this section, we first give HIR-tree index to find each user’s potential consum-
ing location l̃. Then, when finishing the query, we propose the enhanced greedy
algorithm to select top-k seed users.

3.1 HIR-Tree Index

HIR-tree extended from R-tree [13] provides the simultaneous computation of
three factors in the offline phase, which can prune the search space and speed up
the query of each user’s potential consuming location l̃. Each leaf node covers
some entries of form 〈pt, �, Λ, Ψ〉, where pt represents the location, � represents
the positive users who have had check-ins on the pt, Λ is the minimum bounding
rectangle (MBR) of locations, Ψ includes a pointer to point an inverted file which
notes the textual keywords of locations. Non-leaf node covers some entries of form
〈pt, �, Λ, Ψ〉, where pt is a reference in the child nodes, � represents the positive
users who are the union of the positive users of entries of the child nodes, Λ is
the MBR of all rectangles in entries of the child nodes, Ψ includes a pointer to
point an inverted file of the entries stored in the child nodes.

Example 2. Figure 2 (a) illustrates the spatial partition of HIR-tree for the
promoted location set L in Fig. 1. Figure 2 (b) illustrates HIR-tree structure
based on the spatial partition in Fig. 2 (a). Each entry has a set of positive users
who have had check-in records on these object locations subordinating to the
right of Fig. 1. For example, the positive users of object locations Le, Lf , and Lg

are {u5...}, {u1, u2, u4...}, and {u4, u5...} respectively (apostrophe indicates that
we only give the part positive users shown in the right of Fig. 1). The parent R2

is the union of sets of positive users for Le, Lf , and Lg, i.e., {u1, u2, u4, u5...}.
Figure 2 (c) gives the inverted files for each node. For example, the location Lk is
described as “Fair price” and “Cinema”. Figure 2 (d) shows each user’s inverted
textual keywords file extracted from the user’s historical check-in records to
reflect users’ hobbies and interests.
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Fig. 2. An example of HIR-tree index structure

HIR-tree possesses the significant characteristic from R-tree. The distance
score, interest relevance score, and social relationship score in a non-leaf entry
is an upper bound to any object contained in the subtree at the entry.

LEMMA 1. Given an object location l and a non-leaf entry e with its rectangle
e · Λ, we have ∀l ∈ e · Λ dsl(υ) ≤ dse(υ), irsl(υ) ≤ irse(υ), srsl(υ) ≤ srse(υ).

PROOF. Since l is in the child node of e, l is enclosed in the rectangle of e. In
addition to the object location l, e may contain other object locations. It can con-
clude that α

∑
lvi∈Lυ

||lvil||/Nυ ≤ α
∑

lvi∈Lυ
||lvie||/Nυ . Therefore, dsl(υ) ≤ dse(υ).

The construction of textual keywords of a non-leaf entry is an upper bound on
textual keywords of any object in the entry of subtree. It can conclude that∑

w∈Wl
|Nw

v | ≤ ∑
w∈We

|Nw
v |. Therefore, irsl(υ) ≤ irse(υ). The construction of

the sets of positive users for a non-leaf entry is an upper bound on the sets
of positive users for any object in the entry of subtree. It can conclude that∑

u∈l·�
α||uυ||s ≤ ∑

u∈e·�
α||uυ||s . Therefore, srsl(υ) ≤ srse(υ).

LEMMA 2. Given an object location l and a non-leaf entry e with its rectangle
e · Λ, the following is true: ∀l ∈ e · Λ pscorel(υ) ≤ pscoree(υ).

PROOF. Since the object location l is a child node of e, according to Lemma
1, we have dsl(υ) ≤ dse(υ), irsl(υ) ≤ irse(υ), srsl(υ) ≤ srse(υ). Hence, we have

pscorel(υ) = βdsl(υ) + γirsl(υ) + (1 − β − γ)srsl(υ)
≤ βdse(υ) + γirse(υ) + (1 − β − γ)srse(υ) = pscoree(υ)

(6)
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Query Processing. Algorithm 1 shows the query processing of each user υ’s
potential consuming location l̃ with HIR-tree (Lines 1–12). It takes the user υ,
product location set L, and HIR-tree as input. It takes the user υ’s potential
consuming location l̃ as output. First, we build a priority queue to keep recording
the entries of nodes or object locations which haven’t been visited (Lines 1–2).
When the queue is not empty, we start to dequeue the elements in the queue
(Lines 3–4). The best-first traversal algorithm[14] is used to search for l̃. The
probability score pscore(.) of entries is the most crucial factor according to Eq. 4.
If e is a non-leaf node, the algorithm picks the entry in the node e with the
largest probability score pscore(.) to visit next (Lines 5–8). Otherwise, if e is a
leaf node and refers to an object location l, This object location l is the potential
consuming location l̃. And the algorithm will terminate (Lines 10–12).

Algorithm 1. HIR-tree Based Query Processing Algorithm
Input: User υ, L, HIR-tree index;
Output: l̃ ∈ L;

1 Queue← NewPriorityQueue();
2 Query.Enqueue(index.RootNode,0);
3 while Queue�= φ do
4 Entry e ← Queue.Dequeue();
5 if e is a non-leaf node then
6 for each entry é in the node e do
7 Compute its pscoreé(υ) using BFS;
8 Queue.Enqueue( é, pscoreé(υ));

9 else
10 if e is a leaf node and refers to an object l then

11 l̃ ← l;

12 return l̃;

3.2 Enhanced Greedy Algorithm

Enhanced greedy algorithm uses a greedy idea to retrieve top-k initial seeds. The
basic solution is to select a vertex into the seed set S every time with the max-
imum influence spread at the present stage. The algorithm will be terminated
after k vertexes are selected into the seed set S. We know that the credibil-
ity of information gradually declines over the spread of 2-hop links in social
networks[15]. Based on these observations, we first use 1-hop or 2-hop friend
relationships to estimate a lower bound of influence spread. In the online phase,
we use p(u, υ) to estimate the user u’s influence for the user υ, where the user υ
is only the user u’s 1-hop or 2-hop neighbor. In the offline phase, we use 1-hop
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or 2-hop friend relationships with υ to estimate the social relationship score of
offline srsl(υ) which is defined srsl(υ).

srsl(υ) = (1 +
∑

u∈e·�∧||uυ||s≤2

α||uυ||s)/SrmaxDist (7)

pscorel(υ) is defined as pscorel(υ) by using srsl(υ). Thus, for each user u in
LBSNs, we can give his spread capacity.

Definition 2 (Spread Capacity). Given a LBSN < G,C >, for each user u,
his spread capacity in the whole social network is denoted as Γ (u):

Γ (u) =
∑

υ∈Υ

p(u, υ) · pscorel̃(υ) (8)

where Υ is a user set that has 1-hop or 2-hop friend relationships with u in the
whole social network.

Algorithm 2. Enhanced Greedy Algorithm
Input: A LBSN graph < G, C >, Q(L, k);
Output: S:k-vertex set;

1 Initialize: S = φ ;
2 for each vertex u ∈ V do
3 Calculate ϕ(u, V ) =

∑

υ∈V

p(u, υ) · pscorel̃(υ);

4 Build the max-heap for each vertex u in V with ϕ(u, V );
5 for i = 1 to k do
6 if (i == 1) then
7 s = Heap · pop() ;
8 S = S ∪ s;

9 else
10 α = Heap · pop();
11 if α and any vertex in S do not have spread overlapping then
12 S = S ∪ α;

13 else
14 if α with ϕ(α, V ) then

15 Calculate Γ̂ (α) = Γ (s ∪ α) − Γ (s);

16 Add Γ̂ (α) into the max-heap;
17 Update the heap;

18 if α with Γ̂ (α) then
19 S = S ∪ α;
20 Update the max-heap;

21 Return S;
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Therefore, we can say Γ (u) ≤ ϕ(u, V ) and Γ (u) is a lower bound of u’s
influence spread ϕ(u, V ).

Definition 3 (Spread Overlapping). So far, we have selected a set of seeds
in seed set S with the influence spread ϕ(S, V ). When a new vertex u wants to
add into set S, ϕ(S ∪ u, V ) < ϕ(S, V ) + ϕ(u, V ). We can say that u has spread
overlapping with the seeds in S.

Definition 4 (Incremental Influence). If a new vertex u has spread over-
lapping with the current seed set S, ϕ̂(u, V ) = ϕ(S ∪ u, V ) − ϕ(S, V ), called u’
incremental influence. In the same way, Γ̂ (u) = Γ (S∪u)−Γ (S), called estimated
incremental influence.

Next, we devise the enhanced greedy algorithm and the pseudo-code is shown
in Algorithm 2. It takes a LBSN, the given query Q(L, k) as input. It takes k-
vertex seed set S as output. First, we put the seed set S into empty (Line 1).
Then, for each vertex υ ∈ V , we need to find its potential consuming location
l̃ with HIR-tree index by Algorithm 1. Thus, for each vertex u ∈ V , we can
calculate the initial influence spread ϕ(u, V ) (Lines 2–3). Next, the max-heap is
built for each vertex u with the value ϕ(u, V ) (Line 4). If the vertex is the top
vertex and the seed set S is still empty, pop this top vertex assigned as s. Then,
put s into the seed set S (Lines 6–8). Otherwise, pop the top vertex assigned as
α. Then, we need to judge whether α has spread overlapping with the vertexes
in set S. If they do not have spread overlapping, α is the next seed (according to
the result of influence spread in Lines 2–3). Add α into the set S (Lines 11–12).
Otherwise, if α is only with initial ϕ(α, V ), we need to estimate its Γ̂ (α) and put
this value into the max-heap (Lines 14–17). If α has estimated its Γ̂ (α), we pop
it and put α into the seed set S. Update max-heap (Lines 18–20). The algorithm
will stop until the set S has existed k elements.

Example 3. Next, we give a complete example of Algorithm 2. In Fig. 1, there
are 9 users and 9 locations in a LBSN. Give a query Q = (L, 2). Our pur-
pose is to find 2 users as seeds to make market promotion and maximize the
number of users who visit product locations in L in the real world. First, we
use HIR-tree index to search for each user’s potential consuming location l̃ and
calculate 9 users’s initial influence spread. To simplify the example, we assume
that each user υ’s offline probability score pscorel̃(υ) is 0.50. Thus, 9 users are
u2, u5, u6, u8, u3, u1, u4, u7 with initial influence spread of 0.715, 0.675, 0.655,
0.55, 0.15, 0, 0, 0, respectively. In the first iteration, u2 is the first seed. Then
the next user is u5. Since it has spread overlapping with u2, we will calculate its
Γ̂ (u5) = 0.20. Then we add < u5, 0.20 > into the max-heap. u6 will become the
top vertex. Because u6 also has spread overlapping with u2, we will also calcu-
late its Γ̂ (u6) = 0.268. Then we add < u6, 0.268 > into the max-heap. Next, the
top vertex is u8. Since it has spread overlapping with u2, we will calculate its
Γ̂ (u8) = 0.1585. Then we add < u8, 0.1585 > into the max-heap. The top vertex
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is u6. Because u6 has been calculated Γ̂ (u6) = 0.268, u6 is the next seed. The
final results are u2, u6.

LEMMA 3. ϕ(S, V ) is monotonic and submodular. Enhanced greedy algorithm
has 1 − 1/e approximation ratio.

PROOF. First, since ϕ(S, V ) is an approximate value of spread influence by S,
ϕ(φ, V ) = 0 and incremental influence of ϕ is always greater than 0. If S1 ⊆ S2,
it is sure that ϕ(S1, V ) ≤ ϕ(S2, V ). Therefore, the value function ϕ(S, V ) is
monotone. Second, the traditional IM problem with ϕ(S, V ) under IC model is
submodular. MLIM problem with MFP model only adds the offline probability,
that is, for any S1 ⊆ S2, a user u, ϕ(S1 ∪ u, V ) − ϕ(S1, V ) ≥ ϕ(S2 ∪ u, V ) −
ϕ(S2, V ). Therefore, this function is submodular. Since the object function ϕ(.) is
monotonic and submodular, let S be the result of enhanced greedy algorithm and
S∗ be an optimal set that maximizes the value of ϕ(.). Although the enhanced
greedy algorithm uses 1-hop or 2-hop friend relationships to estimate a lower
bound of influence spread, it does not impact the property of diminishing returns
in the traditional IM problem. According to [7], ϕ(S, V ) ≥ (1 − 1/e)ϕ(S∗, V ).
Therefore, enhanced greedy algorithm has 1 − 1/e approximation ratio.

Time and Space Complexity . First, the time complexity of finding potential
consuming location l̃ of all users in V with HIR-tree index is O(|V | log |M ||N |).
|N | is the number of nodes in HIR-tree and |M | is the maximum number of
child nodes. Second, when finishing the query, we need to cost O(|V |)’s time
complexity to calculate the initial influence spread of each vertex u ∈ V . Third,
the max-heap construction complexity is O(|V |), and the max-heap adjustment
complexity is O(k log |V |). Therefore, the time complexity of enhanced greedy
algorithm is O(|V | log |M ||N | + 2|V | + k log |V |). First, the space complexity
of HIR-tree is O(|N |). Second, the space complexity of max-heap is O(|V |).
Therefore, The space complexity of enhanced greedy algorithm is O(|N | + |V |).

4 Experiments

In this section, we conduct a set of experiments to evaluate our proposed
enhanced greedy algorithm on three real-world LBSN datasets. In the follow-
ing, we will describe experiment settings and analyze experiment results.

4.1 Experiments Settings

Dataset Description: We use three real LBSN datasets Foursquare, Gowalla,
and Brightkite. The three datasets consist of users’ check-in records on the dif-
ferent locations. Each location has some brief textual keyword descriptions. The
positive users of each location are the users who have had check-in records on
this location. Table 1 summarizes the characteristics of these three datasets.
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Algorithm and Parameters: Enhanced greedy algorithm is abbreviated as E-
G. E-G algorithm will be compared with the state-of-the-art algorithms IPH [6]
and RIS-DA [4]. In this paper, IPH and RIS-DA algorithms will regard the prod-
uct location l that has the average shortest Euclidean distance from the user’s
every historical check-in location as the user’s potential consuming location l̃.
The parameter α of MFP model is set 0.3 (by experiment). The parameter β
and γ are set 1/3 (by experiment). The number of initial seeds k is set 10, 20,
30, 40, 50 with 10 as the default value. The number of product locations |L| is
set 10, 20, 30, 40, 50 with 10 as the default value.

Workload : The index structure of HIR-tree is disk resident. And the page size is
8KB. Enhanced greedy algorithm utilizes the index structure of HIR-tree, where
leaf nodes contain at most 500 vertexes and the height is 7. Our experiment

Table 1. The users’ check-in characteristics of three datasets

Characteristic User personality

Foursquare Gowalla Brighkite

Users |V | 200 K 50 K 20 K

Edges |E| 950 K 214 K 116 K

Locations |L| 1.3 M 773 K 43 K

Check-ins |C| 6.4 M 4.5 M 2 M
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carried out 2.67 GHz Intel Xeon CPU E5640 with 32 GB of RAM and 64 bit
Windows 7 operating system. The experiment program is coded in C++.

4.2 Experiment Results and Analysis

First, we compare the effectiveness and efficiency of E-G, IPH, and RIS-DA
algorithms by varying the number of seeds k. In Fig. 3(a), (b), (c), we show the
influence spread of three algorithms in three datasets. In Fig. 4(a), (b), (c), we
also show the running time of three algorithms in three datasets. We can conclude
two results. The first result is that whatever dataset is, both the influence spread
and the running time of three algorithms will increase with the increasing of the
number of seeds k. The second result is that the influence spread of E-G is
more than other two algorithms, and the whole running time of E-G algorithm
is less than other two algorithms. For the first result, the larger the seed set, it
is bound that the more users can be influenced. And with the increasing of the
influenced target users, the running time of three algorithms must be extended.
For the second result, E-G algorithm uses MFP model to make the influence
spread. MFP model considers more factors to determine whether users accept
the influence spread in the online phase and visit product locations in the offline
phase, such as user’s interest and friends’ evaluation. However, IPH, and RIS-
DA algorithms only use the distance factor to determine the user’s possibility
of consumption. Therefore, the influence spread of E-G algorithm is more than
the influence spread of IPH and RIS-DA algorithms. And E-G algorithm uses
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HIR-tree index to speed up the query of each user’s potential consuming location
l̃ and only utilizes 1-hop or 2-hop friend relationships to decrease computational
cost efficiently. Therefore, the whole running time of E-G algorithm is less than
the whole running time of other two algorithms.

Second, we compare the effectiveness and efficiency of E-G, IPH, and RIS-DA
algorithms by varying the number of product locations |L|. In Fig. 5 (a), (b), (c),
we show the influence spread of three algorithms in three datasets. In Fig. 6 (a),
(b), (c), we also show the running time of three algorithms in three datasets. We
can conclude two results. The first result is that whatever dataset is, both the
influence spread and the running time of three algorithms will increase with the
increasing of the number of product locations |L|. The second result is that the
influence spread of E-G algorithm is more than other two algorithms, and the
whole running time of E-G algorithm is less than other two algorithms. For the
first result, the more product locations, it is bound that the more users can be
influenced and visit product locations. Therefore, the number of influenced users
will increase. Thus, the running time of three algorithms must be extended. For
the second result, the reason is the same as the last comparison experiment.

5 Related Works

Influence Maximization in Social Networks. Influence maximization in
social networks is a very popular topic, which was proposed in the literatures [7,
9,16]. In the literature [7], Kempe et al. proposed independent cascade (IC)
and linear threshold (LT) propagation models and used a greedy algorithm to
solve the influence maximization problem with 1 − 1/e approximation ratio.
In the literature [9], Leskovec et al. proposed the cost-effective lazy forward
(CELF) selection to improve the greedy method. In the literature [16], Goyal et
al. exploited submodularity to improve CELF greedy method. Some studies have
presented competitive extensions under IC and LT models in viral marketing. In
the literature [17], Yaron defined a variation of influence maximization for seeds
with a budget limit in viral marketing.

Influence Maximization in LBSNs. LBSN services give the new opportuni-
ties and challenges for the traditional influence maximization problem [4,6,8]. In
the literature [8], Li et al. first considered the user’s location information. But,
it made some unrealistic assumption, e.g., each user had a known fixed location.
And in the literature [6], Zhou et al. improved the above-mentioned problem
and proposed a new idea that the promotion of products considered both the
online and offline phases. The key point was to bring the online consumers to the
offline shops. In the literature [4], Wang et al. defined distance-aware influence
maximization which also confirmed the significance of distance for the influence
maximization in LBSNs. However, the existing studies have some the shortcom-
ings. They considered that a company dependent on the viral marketing only
has a product location in the real world and ignored a fact that it may have more
than one product location. And in the real world, there are multiple factors to
determine whether the user will visit product locations.
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6 Conclusions

In this paper, we first propose a new propagation model, called MFP model.
Next, we define MLIM problem under MFP model. In order to solve MLIM
problem, we first propose the index structure of HIR-tree based on R-tree and
inverted index to improve the search efficiency of offline phase. Furthermore, we
propose the enhanced greedy algorithm to select top-k seed users. Finally, based
on the real LBSN datasets, a series of experiments show that the efficiency and
effectiveness of enhanced greedy algorithm are better than other methods.
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Abstract. Emotion analysis is one of the most active domains, hence
attracts lots of attention of researchers in the natural language process-
ing field. However, most of existed works are involved in classification
tasks of the current sentence, lack of analysis of upcoming sentences.
On the other hand, with the development of automatic human-computer
dialogue systems, a response given by the computer side should become
increasingly like human beings, for instance, the ability of expressing
sentiment or emotion. The challenges lies in how to predict the emotion
of a nonexistent sentence currently, which make this problem quite dif-
ferent from traditional sentiment or emotion analysis. In this paper, for
the scenarios of open-domain conversation, we propose an architecture
based on deep neural networks to predict the emotion before giving the
response. In particular, we use a bidirectional recurrent neural network
to get the embedding of the current utterance, and joint the represen-
tations of its retrieval results, to obtain the best emotion classification
of the upcoming response. Experiments based on an annotation dataset
demonstrate the effectiveness of our proposed approach better than tra-
ditional methods in terms of accuracy, precision, recall, and F-measure
evaluation metrics. Then the following is some analysis of the results and
future works.

Keywords: Emotion analysis · Deep learning · Neural networks
Open-domain · Human-computer conversation

1 Introduction

Emotion expression is one of the most important activities when human beings
communicate with each other. For traditional face-to-face conversation, indi-
viduals often take delight in indicating their emotion by facial expression and
tone. Recently with the prosperity of social media, emotion could be presented
through many ways such as text including emotion words or emoji, and users
are gradually accustomed to deliver their current emotion on web platforms like
Facebook and Twitter, in order to make their messages more lively.

c© Springer Nature Switzerland AG 2018
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Table 1. Two examples of emotion in human-human conversation

Hence, a large number of researchers in the natural language processing
(NLP) field have paid attention to emotion analysis, which is usually a clas-
sification task, aiming to classify a span of text into one of several pre-defined
emotion categories [1,17]. There are some different ways to define these cate-
gories according to affective science, and one of the most frequent way contains
eight classes, i.e., like, surprise, disgust, fear, sadness, happiness, anger and none,
especially for the emotion analysis of Chinese short text [1].

On the other hand, as one of the most challenging problems in artificial
intelligence (AI), automatic human-computer dialogue systems have developed
rapidly this several years. In order to make the computer side capable to com-
municate at the human level, it is necessary for the dialogue systems to express
emotion proactively [2]. Thanks to the studies of controlled response generation,
which means adding particular information into the generation process [3], it is
possible to obtain an emotional response, if given the emotion category it should
express [2]. Therefore, it becomes important to predict the correct emotion for
the upcoming response before generation.

Under the scenarios of open-domain human-computer conversation, it is quite
different from traditional sentiment or emotion analysis:

– The biggest challenge lies in that the prediction should be completed before
generation, so that the result could be regarded as an extra input containing
emotional information for the upcoming response, instead of classification on
an existed sentence or document;

– Another point is that for open-domain scenarios, the content of conversation
could refer to any area, and the utterances are usually with short length and
casual expression, which make this task more challengeable [1];

– Last but not least, it is still lack of large-scale annotated dataset for emo-
tion analysis, especially for the scenarios of open-domain human-computer
conversation, which make supervised learning more difficult.

For traditional studies on sentiment or emotion analysis, most of them focus
on classifying the current sentence. However, emotion of the upcoming response
in conversation scenarios is quite different from the current utterance, so it is not
suitable to simply propagate the same emotion category. As the examples showed
in Table 1, under scenarios of human-human conversation, the second person may
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Fig. 1. For one-round conversation manually input by humans, we plot the proportion
of emotion expressed in the first utterance, when given a particular emotion of the
second person. The emotion consists of seven categories except none, i.e., like, surprise,
disgust, fear, sadness, happiness, and anger. We aim to find out the relation of the
emotion between the two utterances in one-round conversation. Generally speaking,
most of the emotions expressed in the second utterances are different from its context,
which make the problem more complicated.

start to present his emotion (as the first example, from none to happiness), or
there probably is an emotional transformation with the conversation proceeding
(as the second example, from anger to sadness). Moreover, in order to find out
this difference quantitatively, we also investigate over one thousand pieces of
one-round human-human conversation, which contain emotional expression in
the sentence given by the second person according to human annotation. As
shown in Fig. 1, our observation is that, only a small percentage of sentences
maintain the same emotion category with their previous utterances. Therefore,
it is necessary to introduce extra information to predict the upcoming response
in conversation scenarios.

Thanks to the maturity of information retrieval (IR), we could collect the req-
uisite information from retrieval-based methods. With the development of social
media, accumulate numbers of individuals send posts and reply other people on
these platforms like Twitter1 and Baidu Tieba2. These kinds of resource could
be regarded as human-human conversation, so that it is possible to construct
data collections with large scales for human-computer dialogue systems. Since

1 http://www.twitter.com.
2 https://tieba.baidu.com.

http://www.twitter.com
https://tieba.baidu.com
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conversation tasks could be transformed to information retrieval scenarios, one
kind of methods to get the upcoming response is selecting an existing sentence
from a large scale of corpus as the best reply to the input post [4,5]. The advan-
tages of retrieval-based conversation systems are that the computer side could
behave almost like a human and the replies usually have high correlation with
the input posts.

Thus, in this paper, we take advantage of the information in retrieval results,
to predict the emotion of the upcoming response. Our motivation is that retrieval
results could be regarded as candidate responses, which indicate the directions
of the final upcoming response, so they probably contain key information of
the upcoming emotion that is difficult to be found out only according to the
current utterance. Therefore, it is natural to combine the current utterance and
its retrieval results. To be specific, we propose a novel architecture based on deep
neural networks to deal with this combination and learn emotion classification.
Based on the layer of word embeddings, we get the embedding of the current
utterance using a bidirectional recurrent neural network (RNN) improved by
Long Short-Term Memory (LSTM), and then concatenate it with the sentence
embeddings of retrieval results, which are also obtained by a bidirectional LSTM
model. Finally, we use full connection layers and a softmax function to complete
the emotion classification. Comparing to the traditional methods of emotion
analysis, our approach could integrate information from retrieval results and
better predict the emotion category.

To sum up, the main contributions of this paper are as follows.

– To the best of our knowledge, we are the first to address the problem of emo-
tion analysis for the upcoming response under open-domain human-computer
conversation scenarios, which is quite different from traditional emotion clas-
sification.

– We propose a novel classification model using deep neural networks to solve
this problem, combining the current utterance and its retrieval results into
a hybrid framework, for the purpose of obtaining more information of the
upcoming response.

– Empirical experiments demonstrate the effectiveness of our approach, with
a better performance competing to traditional methods in terms of different
evaluation metrics.

2 Related Work

2.1 Conversation Systems

With the increasing effect to people’s everyday life, open-domain human-
computer conversation systems have attracted much attention of industrial and
academic communities. Many state-of-the-practice systems are developed and
have amounts of users, including Siri of Apple, Xiaobing of Microsoft, and Dumi
of Baidu. There is also a rising trend for academic studies to tackle the correlation
and flexibility challenges, mainly with retrieval-based or generative methods.
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Information retrieval is a classical topic which has developed for decade years.
The traditional task is getting a ranked list of documents related to the given
query, with a process consisting of pre-filter and re-ranking [27]. After retrieving
candidates from a large scale of documents, features such as latent structures [6]
are calculated to execute a ranking model, like learn-to-rank [7] or semantic
matching [8]. When considering scenarios of human-computer conversation as
selecting the most appropriate response for the current utterance, it is natural
to adapt information retrieval technology for both traditional vertical dialogue
systems and open-domain conversation. Leuski and Traum developed a virtual
human dialogue system named NPCEditor, using information retrieval tech-
niques [9]. Higashinaka et al. proposed a method to filter noise for candidate
sentences in dialogue systems, with techniques of syntactic filtering and content-
based retrieval [10]. Retrieval-based approaches could search an enough intelli-
gent response while combining with high-quality and large-scale of conversation
data resources [5,11].

In addition to information retrieval, another kind of methods is based on
generation. Compare with retrieval-based methods that use instances already
existing, generation-based ones are regarded more flexible. Besides filling tem-
plates [12] and paraphrase generating [13], statistical machine translation and
neural networks are two main kinds of technologies to generate the best response.
Based on techniques of Statistical Machine Translation, Langner et al. generate
replies by translating the internal dialogue state [14], while Ritter et al. propose
a data-driven approach to generate the reply for posts in Twitter [15]. Recently,
with neural networks and deep learning being demonstrated useful for many
natural language processing tasks, recurrent neural networks are used in conver-
sation systems increasingly, for example, Shang et al. formalize the generation of
reply as a decoding process and used recurrent neural networks for both encod-
ing and decoding [16]. The encoder-decoder framework based on neural networks
are also adapted to other complex scenarios, such as context-sensitive generation
in conversation systems [18].

Since the technology of information retrieval could be used to obtain the
response under conversation scenarios and demonstrated effective, it is natural
for us to believe that the retrieval results could indicate possible directions of
the real upcoming response and exploit key information in them.

2.2 Sentiment Analysis

Traditional sentiment or emotion analysis is a significant research task which
has attracted many researchers in the domain of natural language processing.
Research work on sentiment analysis often focuses on classifying the polarities of
positive and negative, or extends to the third polarity of neutral, or sometimes
adds fine-grained classes like a spectrum such as very positive and very negative.
Emotion analysis is a kind of classification task aiming to distinguish several pre-
defined emotion categories, such as happy, sad, and so on, while sometimes the
emotion classification could be multi-label.
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With the development of natural language processing, many theories and
technologies have been used to deal with traditional sentiment or emotion anal-
ysis. Since some words could provide clear clues of sentiment or emotion clas-
sification, an effective series of approaches is lexicon-based models, which rely
heavily on dictionaries [19,20]. Another kind of methods with high performance
is feature-based models using traditional classifiers, which is called distant super-
vision by leveraging sentences or documents with human annotation. Support
vector machine and conditional random fields based machine learning models
are used to implement the emotion classification of web blog corpora [21]. Wen
and Wan mined class sequential rules to improve performance of the support
vector machine for emotion classification in microblog texts [1]. Other theories
like statistical machine translation [22], graph-based approach [24] and topic
model [23,25,39] are also used to deal with this kind of tasks.

Recent years, with the development neural networks, research work appears
continuously using deep learning approaches to improve the performance of tasks
in the natural language processing field, including sentiment or emotion analy-
sis. Since semantic features and latent information could be represented by its
embedding, one series of methods is to add specific information indicating sen-
timent or emotion categories into the word embeddings while training by neural
networks [26,28,29]. Proposing novel structures of neural networks is another
kind of approaches with high performance [30–33], which means adapting the
theory of deep learning to these tasks. Furthermore, context of human interac-
tion are considered to improve sentiment or emotion analysis under some specific
scenarios, especially on social networks [34–36].

Under human-computer conversation scenarios, there are also some research
works about sentiment or emotion topics. A neural learning approach is proposed
to estimate the sentiment of the upcoming response in dialogue systems, while
it only distinguish the sentiment polarities of positive and negative, or adding
neutral as extension, instead of several categories of emotion, and it only consider
about the information in the conversation process, without extra information
such as retrieval results [37]. Another series of works is emotional conversation
generation, as one kind of controlled response generation, aiming to gift the
computer side ability of expressing emotion [2,38,40]. However, this kind of
works regard the emotion category as a given input, instead of calculating it.

To the best of our knowledge, under scenarios of open-domain human-
computer conversation, it still lacks works of emotion analysis for the upcoming
response, and the prediction result could be regarded as the input of emotional
conversation generation. Therefore, we propose a novel classification model uti-
lizing retrieval results to solve this problem.

3 Approach

3.1 Task Definition

Given the current utterance X = {x1, x2, ..., xT }, our aim is to train a clas-
sification model which could predict the emotion possibility P (y|X), y ∈ Y for
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Fig. 2. The whole process to classify the emotion category of the upcoming response.

the upcoming response of the utterance X, under open-domain human-computer
conversation scenarios. Y is the pre-defined emotion set mentioned before, e.g.,
Y = {like, surprise, disgust, fear, sadness, happiness, anger, none}.

3.2 Overview

The whole process of our proposed approach is shown in Fig. 2, which generally
consists of three parts.

– Due to the lack of large-scale annotated dataset for emotion analysis, espe-
cially for the scenarios of open-domain human-computer conversation, the
first part is a traditional emotion classifier to label the emotion of the response
for each data item. The original training data consist of pairs of (utterance,
response), and after the classification, they will become pairs like (utter-
ance, emotion), since actually, we only need the emotion label of the response
instead of its content. Here we use a bidirectional LSTM model as the classi-
fier, which has better performance than traditional methods [2].

– Then, the second part is a retrieval structure, to get the retrieval results of
the current utterance. Hence, after the retrieval process, each data item will
be extended to tuples like (utterance, emotion, retrieval results), as the final
input of our proposed classification model, noting that the emotion label is
needed only in the training process.

– For the final part, it is our proposed classification model based on deep neu-
ral networks, to predict the emotion of the upcoming response. The model
calculate the sentence embeddings of the current utterance and its retrieval
results respectively, and deliver their combination to a softmax layer.

3.3 Bidirectional LSTM

Since natural language sentences could be regarded as sequences, it is natural
to use recurrent neural networks to model sentences and get their embeddings.
For each hidden layer, the inputs are the current word embedding as well as
the last hidden layer, until the end of the sentence, and the final hidden layer
is regarded as the embedding of the whole sentence, which could represent all
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the sequential information. In practice, due to the increasing sparsity with the
propagation going on, the Long Short-Term Memory (LSTM) [41] is often used
to improve its performance.One LSTM unit could be regarded as a hidden state
in the RNN structure, which could remember the information of words far away
from the current word in the sentence. The specific calculation is given by

ft = σ(Wf [ht−1, xt] + bf ) (1)

it = σ(Wi[ht−1, xt] + bi) (2)

C ′
t = tanh(WC [ht−1, xt] + bC) (3)

Ct = ft ∗ Ct−1 + it ∗ C ′
t (4)

ot = σ(Wo[hh−1, xt] + bo) (5)

ht = ot ∗ tanh(Ct) (6)

where W’s are weights and b’s are bias terms. xt is the word embedding; ht is
the hidden state at time step t; and the signal “*” denotes element-wise product
of two vectors.

Bidirectional LSTM is an important variance of the RNN structure, which
has been demonstrated with high performance under lots of scenarios [42].For
each time step t, there are two hidden states, both connected with the input layer
and the output layer. Thus, it could be regarded as two RNN chains that one
propagates from the beginning to the end of the sentence, and another is from the
end to the beginning, sharing the same input and deciding the output together.
The advantage of this structure is not only to utilize the past information of the
current word, but also the future information after it.

Therefore, bidirectional LSTM has high performance on traditional emotion
classification task and we directly use it to label the response as mentioned
before. Besides, it also is an important part of our proposed classification model
to predict the emotion of the upcoming response, which will be introduced later.
Instead of giving output at each time step, we only concatenate the final hidden
states of the two RNN chains as the sentence embedding in this paper, because
our classification scenarios aim at whole sentences.

3.4 Retrieval Structure

To get the retrieval results of the current utterance, we use a retrieval framework
based on textual similarity to search out k candidate responses just like retrieval-
based dialogue systems, which are semantically related to the utterance and
could indicate the directions of the final upcoming response. In this part, we
describe in detail the retrieval-based section, which adapts typical frameworks
in the domains of search engine or advertisement selection, as shown in Fig. 3,
working in a two-step retrieval-and-ranking strategy.

To start, the only input is the current utterance, and we use it to retrieve up
to ten hundred candidate replies, from a large scale of conversation campus. The
campus consists of post-reply pairs like one-round conversation, so the candidates
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Fig. 3. The retrieval structure using a two-step strategy, the same with typical frame-
works in the domain of information retrieval.

picked up should have at least one post textually similar to the utterance. This
step is accomplished based on standard keyword retrieval structures, similar to
the Lucene3 and Solr4 system.

After the coarse-grained retrieval, we have a set of raw candidate replies, and
next we need to rerank these candidates in a fine-grained fashion, using much
richer information from different perspective. Semantic meanings of a post and
its reply are both important, so features should be exacted respectively focusing
on three aspects, which means between the utterance and the post, the reply, and
the post-reply pair, including textual similarity, measures of word embeddings,
and so on. Finally, we get a ranking model and then use it to get top k replies,
as the retrieval results of the current utterance.

3.5 Classification Model

Having the retrieval results of the current utterance, naturally the most impor-
tant part is our proposed classification model to predict the emotion category of
the upcoming response. As shown in Fig. 4, the whole structure model the cur-
rent utterance and its retrieval results respectively and combine them together
to make the final classification, based on deep neural networks.

For the left part in Fig. 4, we aim to obtain sentence embedding of the current
utterance. A word embedding layer is at the bottom to represent input words
in the utterance, and then put into a bidirectional LSTM structure introduced
before, given by

su+t = LSTM(su+t−1, e(xt)) and su−
t = LSTM(su−

t+1, e(xt)) (7)

where xt is the input word and e(xt) indicates its embedding. “u” in the super-
script means modeling the utterance; “+” means the direction from the begin-
ning to the end; yet “−” is the opposite. Then, we concatenate the two final
hidden states of the two directions and after an extra full-connection layer, we

3 http://lucene.apache.org.
4 http://lucene.apache.org/solr.

http://lucene.apache.org
http://lucene.apache.org/solr
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Fig. 4. The structure of our proposed model to predict the emotion category of the
upcoming response. Note that there are k retrieval replies on the right part, and we
only figure out two for simplicity.

complete the modeling process of the current utterance and get its final sentence
embedding su, e.g.

su = σ(Wu[su+T ; su−
1 ] + bu) (8)

where Wu is the weight matrix, bu is the bias term, and “;” is the concatenation
operation of two vectors.

For the modeling process of the retrieval results, as the right part in Fig. 4
shown, the calculation is similar to that for the utterance, which means

si+t = LSTM(si+t−1, e
′(rit)) and si−t = LSTM(si−t+1, e

′(rit)) (9)

si = σ(Wr[si+T ; su−
1 ] + br) (10)

where r’s are words in retrieval results and “i” in the superscript indicates the
i-th retrieval result, with a range of 1 to k.

Then, we combine the two parts through concatenating sentence embed-
dings of the current utterance and all k retrieval results, and after another full-
connection layer, we put it into the final softmax layer to make the emotion
classification, e.g.

P (y|X) = softmax(W2σ(W1[su; s1; ...; sk] + b1) + b2) (11)

4 Experiments

4.1 Datasets and Setups

For the whole process of our emotion analysis, there are 4 datasets as follows.

– Conversation Dataset. To construct the index base for our retrieval section,
we collected massive resources from Chinese forums, microblog websites, and
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community QA platforms such as Baidu Zhidao, Baidu Tieba, Douban forum,
Sina Weibo5, and totally extracted nearly 10 million post-reply pairs.

– NLPCC Datasets. These two datasets were used in challenging tasks of emo-
tion classification in NLPCC2013 and NLPCC20146. We use them to train a
traditional emotion classification model with bidirectional LSTM to label the
replies of our training data.

– Training Dataset. Over 1.3 million post-reply pairs collected the same way
as the conversation dataset, with emotion labels of the replies given by the
bidirectional LSTM classifier.

– Test Dataset. Also post-reply pairs with emotion labels of the replies. Note
that the emotion labels here are annotated by humans as the “ground truth”,
different from those of training dataset. Each item is annotated by 3 individ-
uals in an independent and blind fashion, and finally we get an annotated
dataset consisting of 1996 pairs, with eight categories mentioned before, and
its kappa score κ = 0.427, showing moderate inter-rater agreement.

Metrics. We use several evaluation metrics to demonstrate the effectiveness
of our proposed model. The first one is accuracy, which could indicate the cor-
rectness directly. Note that the type of none is less meaningful, yet occupies
a high proportion. So more important series of metrics is precision, recall and
F-measure, which is usually used for emotion analysis [1].

Training Settings. For the training process, we use cross-entropy objective
as the loss function and all dimensions of embedding vectors are 128. Different
retrieval results should share the same variate to be trained including word
embeddings, parameters of bidirectional LSTM and the full connection layer in
our model design, yet different from those for modeling the current utterance.
However, for the consideration of running time, finally we make k equal to 1.

4.2 Baseline Algorithms

To demonstrate the effectiveness of our proposed model, we include the following
methods as baselines. Besides traditional approaches, we also use some basic
neural network structures to model the current utterance and make classification.
For fairness, we conduct the same data cleaning and layer dimensions in neural
networks for all algorithms. Specifically, we filter out utterances containing words
with very low frequency, and also utterances containing over 50 words. Basic data
pre-processing is also done, including word segmentation and so on.

SVM. SVM is one kind of traditional classification model to construct hyper-
planes according to pre-defined features. Here, it is primarily based on filtered
word features, and also some secondary features such as the emotion category
of the current utterance given by the traditional emotion classifier. Besides, we
use its linear version due to the large scale of our training data.

5 http://zhidao.baidu.com, http://tieba.baidu.com, http://douban.com, http://
weibo.com.

6 http://tcci.ccf.org.cn/conference/2013|2014/.

http://zhidao.baidu.com
http://tieba.baidu.com
http://douban.com
http://weibo.com
http://weibo.com
http://tcci.ccf.org.cn/conference/{2013|2014}/
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Table 2. Performance of the emotion classification for the upcoming response

Method Accuracy Macro average Micro average

Precision Recall F-measure Precision Recall F-measure

SVM 0.4118 0.1669 0.0283 0.0484 0.2222 0.0335 0.0581

CNN 0.4284 0.1571 0.0021 0.0041 0.1667 0.0026 0.0052

LSTM 0.4238 0.2413 0.0165 0.0309 0.2639 0.0167 0.0314

Bi-LSTM 0.4279 0.3231 0.0183 0.0346 0.2658 0.0185 0.0346

Our method 0.4259 0.3892 0.0786 0.1308 0.4026 0.0819 0.1361

CNN. Convolutional neural networks is a kind of structure good at extract-
ing local features. Instead of the way of full-connection, a neuron in the convo-
lutional layer could only have particular numbers of connections from the last
layer. After the convolutional operation, there is often a pooling layer to inte-
grate the information. Specifically, the convolutional layer has 128 filters, with
a window size of 3, and here we use max pooling.

LSTM. A recurrent neural network structure improved by Long Short-Term
Memory units, which is introduced before.

Bi-LSTM. The variance of LSTM with two recurrent directions, which is
also introduced before.

4.3 Performance

In this section, we show the performance of our proposed model against other
baselines, and report the performance of emotion classification in all the men-
tioned evaluation metrics in Table 2. Since retrieval results could give key infor-
mation for the real upcoming response in some degree, it is obvious that our
method utilizing retrieval results perform better than those only with the current
utterance, whatever SVM or basic neural network structures, with a comparable
accuracy and higher precisions, recalls, and F-measures. However, sometimes the
retrieval results are general replies without any emotional information, such as
“I think so”, so the recall is always lower than the precision, which have large
room for improvement.

4.4 Analysis

To analyze the performance of our proposed model specifically, we also inves-
tigate the F-measure for each emotion category. Some emotion categories have
higher F-measures than the macro-average F-measure, while others not, espe-
cially for the “fear” emotion. The reason is that it occupies only a low proportion
in practical conversation, so that could not be adequately trained. Thus, our
observation is that emotion with higher appearance tends better performance,
such as the “like” emotion, with a higher percentage than the other six emotion
categories.
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Table 3. A case study of the emotion classification for the upcoming response

Table 3 shows a case study, in which the current utterance is just a statement
without any clear emotion, but the upcoming response comes up with “like”
emotion with the expression of “so nice” to the “school”. There is no clue to
deduce this emotion only from the content of the utterance, yet the retrieval
result could indicate that its response will probably be in the “like” emotion
category.

5 Conclusion

In this paper, under open-domain human-computer conversation scenarios, in
order to solve the problem of emotion analysis for the upcoming response, we
propose an approach of jointing representations of the current utterance and its
retrieval results using deep neural networks, and deeply analyze its performance
through experiments. Empirical results demonstrate our approach better than
traditional methods in terms of different metrics. For the future work, one direc-
tion is to propose more progressive models to consider contextual information
in the conversation process, and another may be a global model to joint the
emotion analysis and the controlled response generation, in stead of giving the
emotion before the generation process.

Acknowledgements. National Natural Science Foundation of China NSFC Grant
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Abstract. Language model is one of the basic research issues of natural lan-
guage processing, and which is the premise for realizing more complicated tasks
such as speech recognition, machine translation and question answering system.
In recent years, neural network language model has become a research hotspot,
which greatly enhances the application effect of language model. In this paper, a
recurrent neural network language model (RNNLM) based on word embedding
is proposed, and the word embedding of each word is generated by pre-training
the text data with skip-gram model. The n-gram language model, RNNLM
based on one-hot and RNNLM based on word embedding are evaluated on three
different public datasets. The experimental results show that the RNNLM based
on word embedding performs best, and which can reduce the perplexity of
language model significantly.

Keywords: Recurrent neural network � Language model � Word embedding
Perplexity � One-hot

1 Introduction

As an important subarea of artificial intelligence, natural language processing has been
a hot topic among many researchers. There are many challenging tasks in natural
language processing, such as question answering system, machine translation, text
generation, etc. The modeling method of language model has always been the basic
task of natural language processing, which is the premise to realize other more com-
plicated tasks.

The origin of the language model was to solve the problem of speech recognition.
In speech recognition task, the computer needs to know whether a word sequence can
make a meaningful sentence for human beings [1].

Early researchers established the language model based on artificial rules, they
judged whether a sentence is meaningful by judging whether the sequence of text
conforms to the grammar rules. However, because of the complexity of grammar rules,
this method cannot cover all linguistic phenomena and is difficult to be used to deal
with large-scale real texts. At present, the statistical language model has become the
main method, which can summarize the language knowledge, obtain the connection
probability between words, and determine whether the sequence is reasonable
according to the joint probability of word sequences.
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N-gram language model is a typical generated model, which assumes that the cur-
rent word probability is only related to n words before, and the probability of word
sequence is obtained by the chain rule [2]. However, since many n-tuples are not
observed in the training corpus, that is, data sparseness is serious, which lead to zero
probability phenomenon.

In recent years, with the development of deep learning technology, researchers have
tried to apply artificial neural network technology to language model. In 2003, Yoshua
Bengio first used the neural network into the learning of language model [3] and trained
a distributed word representation. In 2010, Tomas Mikolov first used recurrent neural
network to train language model [4]. The deep neural network language model solves
the problem of zero probability caused by sparse data, and reduces the difficulties
caused by a large number of parameters. At present, deep neural network is widely
used in language model training, word vector representation and other natural language
processing tasks.

In this paper, based on Tomas Mikolov’s work, a recurrent neural network lan-
guage model based on word embedding is proposed. Furthermore, the validity of
RNNLM based on word embedding is verified on three different public datasets.

The rest of the paper is organized as follows. A brief overview of recurrent neural
network language model is described in Sect. 2. The recurrent neural network language
model based on word embedding is proposed in Sect. 3. Experimental methodology
and experimental result analysis are given in Sect. 4. Finally, the conclusions and
future work are summarized in Sect. 5.

2 Recurrent Neural Network Language Model

In 2010, Mikolov first proposed a method of training language model with recurrent
neural network, i.e., recurrent neural network language model [4]. The structure of
recurrent neural network language model is shown in Fig. 1.

In Fig. 1, input(t) denotes the current input of recurrent neural network, context(t)
denotes the history information, and output(t) denotes the output of the network.
Recurrent neural network uses the loop of the hidden layer to enhance the use of
historical information. Therefore, time stamp t is introduced for the input layer, hidden
layer and output layer in the network. The calculation of hidden layer h(i) in the
recurrent neural network is shown in Eq. 1.

hðiÞ ¼ sigmoidðeðwiÞþWhði� 1ÞÞ ð1Þ

where wi denotes the i-th word in the sequence, e wið Þ denotes the word vector of the i-
th word, and h ið Þ denotes the hidden layer corresponding to the i-th word in the corpus,
which is obtained by the combination of the word embedding of the target word and the
hidden layer h i� 1ð Þ corresponding to the previous word. What’s special about this is
that instead of using the n-gram approximation, recurrent neural network language
model uses the iterative method to model all the target words above.
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3 A Recurrent Neural Network Language Model Based
on Word Embedding

In this paper, a word embedding representation method is used to improve the recurrent
neural network language model based on one-hot representation. The unfolding of the
recurrent neural network language model based on word embedding is shown in Fig. 2.

In Fig. 2, x is the input word sequence, xt is a formal representation for a word in
the word sequence, st is the hidden layer state which represents the historical infor-
mation of the sentence, ot is output state and it indicates that a vector whose size is

Fig. 1. Structure of recurrent neural network language model

Fig. 2. Unfold of recurrent neural network language model
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equal to the size of vocabulary size, U;V ;W are the parameter matrices of recurrent
neural network. The modeling process of RNNLM based on word embedding has four
main steps as follows.

3.1 Data Processing

Segment training text.

The datasets used for training language model usually consists of raw texts. In order to
convert plain text into the input of the network, the input text data needs to be broken
up first. In this part, NLTK [5] is used to realize sentence segmentation and word
segmentation.

Merge ‘sparse words’.

Generally, some words in training text appear rarely which are called ‘sparse words’,
these ‘sparse words’ in training text are merged and marked as ‘UNKNOWN_TOKEN’
in this paper. The reasons for doing this are as follows: (a) Large vocabulary leads to a
great reduction in the speed of training; (b) Sparse words have little information about
the context and history so that they cannot get good training results. This is just like the
process of learning a language for human, the mastery of a new word must be acquired
in the process of learning different contexts. Here, the vocabulary size is set to 8000 for
merging the sparse words, in other words, the words appeared no more than 8000 times
in the text will be marked as ‘UNKNOWN_TOKEN’.

Add sentence start and sentence end token.

In order to process the text by sentence, the corresponding token at the start and the end
of the sentences are added.

3.2 Word Embedding Representation

In 1986, Hinton first proposed the idea of distributed word representation [6]. In 2013,
Mikolov proposed CBOW (Continuous Bag-of-Words) model and Skip-gram model to
obtain the distributed word representation and the method is verified to close the
distance of the context related words. This distributed word representation method is
usually called word embedding [7]. In this paper, word embedding is applied to the
construction of RNNLM, the dataset is pre-trained with the skip-gram model to obtain
the word embedding of each word in the training set. Here, the size of word vector is
set to 200.

3.3 Construction of Recurrent Neural Language Model Based on Theano

Construction of recurrent neural network layers.

The model in this paper is constructed by Theano [8]. The structure of the network is
built by setting up the hidden and output layer of RNN. As the memory link of the
network, the hidden layer is represented by Eq. 2.
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st ¼ f ðUxt þWst�1Þ ð2Þ

where f is the activation function of the hidden layer, and hyperbolic tangent function is
generally used as the activation function of the hidden layer, which is defined as Eq. 3.

f ðzÞ ¼ tanhðzÞ ¼ 1
1þ e�z

ð3Þ

The output layer is represented by Eq. 4.

ot ¼ softmaxðVstÞ ð4Þ

Parameter Matrix and Vector Dimension Setting of RNN.

In this paper, the size of vocabulary is set to 8000. Considering the complexity of the
operation, the size of the hidden layer is set to 100. Therefore, according to the Eqs. 2
and 3, the dimension of the various parameters matrix and vectors in RNN are listed as
follows.

xt 2 R8000

ot 2 R8000

st 2 R100

U 2 R100�8000

V 2 R8000�100

W 2 R100�100

Word Predictions.

The RNN returns the computational output from the Softmax function, here each ot
represents the probability distribution vector of the words in the vocabulary.

3.4 Supervised Training Based on Recurrent Neural Network

The goal of network training is to obtain the network parameters U, V and W of
RNNLM by inputting a number of text datasets, in this way, a recurrent neural network
language model based on word embedding will be obtained. Here, U is the current
input parameter matrix, V is the parameter matrix of the history state, and W is the
parameter matrix of the current state. In each round of the training, the error vector is
calculated according to cross-entropy criterion as is shown in Eq. 5, in this equation,
o represents the predictions of the model and y represents the real label. The parameters
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of the network are updated through the stochastic gradient descent algorithm and back
propagation through time algorithm.

L y; oð Þ ¼ � 1
N

X
n2N ynlogon ð5Þ

4 Experiments

4.1 Metric

The major evaluation metric of the language model is perplexity [9]. This section
mainly introduces the calculation method of perplexity of language model on test text.

If the test text T is composed of lT sentences, m denotes the number of words in the
sentence, wi denotes the word to be predicted, wi�1

i�nþ 1 denotes the first n words before
wi, then the joint probability of the sentence is defined as Eq. 6.

pðsÞ ¼
Ym

i¼1

pðwijwi�1
i�nþ 1Þ ð6Þ

The joint probability of the whole test dataset is defined as Eq. 7.

pðTÞ ¼
YlT

j¼1
pðsjÞ ð7Þ

Before calculating the perplexity of the language model, it is necessary to calculate
the cross-entropy of the model on the given test data set. The cross entropy is used to
measure the difference between the probability distributions of language model and
natural language. The smaller the perplexity is, the model behaves better and it will be
closer to the real probability distribution. For the test corpus which consists of WT

words, the cross entropy of the model on the whole test data set is defined as Eq. 8.

HpðTÞ ¼ � 1
WT

log2pðTÞ

¼ � 1
WT

XlT

j¼1

ðlog2pðsjÞÞ

¼ � 1
WT

XlT

j¼1

Xmsj

i¼1

ðlog2ðpðwijwi�1
i�nþ 1ÞÞÞ

ð8Þ

Based on cross entropy of the model on the whole test data set, the perplexity is
defined as Eq. 9.
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pplðTÞ ¼ 2HpðTÞ

¼ 2
� 1

WT

PlT
j¼1

Pmsj
i¼1

ðlog2ðpðwijwi�1
i�nþ 1ÞÞÞ

ð9Þ

The meaning of the perplexity is the geometric mean of the candidate words after
each word when the language model is used to predict a linguistic phenomenon. The
lower the perplexity is, the stronger the constraint ability to the context and description
ability of the language model are, and the better the performance of the language model
will be.

4.2 Datasets

Three different plain text data sets are adopted to evaluate the language model, which
includes reddit comments Reddit_2015_08, Reddit_2015_09 from Google’s big query
[10] and public dataset Penn Treebank [11], which is downloaded from Mikolov’s
webpage. The details of the data sets are listed in Table 1.

4.3 Experimental Design

In the experiments, SRILM [12] is used to implement the n-gram language model.
Similarly, Theano framework is used to implement RNNLM based on one-hot and
RNNLM based on word embedding. Then n-gram language model, RNNLM based on
one-hot and RNNLM based on word embedding are trained and tested on three dif-
ferent datasets listed above. In the experiment, learning rate is set to 0.001 and it is
adjusted after every round, hidden layer size is set to 100.

4.4 Experimental Results and Analysis

For evaluating the performance of RNNLM based on word embedding, we choose n-
gram language model and RNNLM based on one-hot as baseline model. Firstly, the
three models are trained on three different data sets until the model converges, after the
training, the corresponding parameters of the model will be obtained. Then, the
obtained models are tested on the different test data sets. The perplexities of n-gram
language model, recurrent neural network language model based on one-hot and
recurrent neural network language model based on word embedding on three datasets
are listed in Table 2.

Table 1. The details of the data sets

Datasets Reddit_2015_08 Reddit_2015_09 Penn Treebank

Size 5.12 M 5.10 M 4.77 M
Number of sentences 56042 57729 42067
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From Table 2, the perplexity of the recurrent neural network language model based
on word embedding is 227, 224 and 318 on the three different data sets. From Fig. 3, it
is obviously that the perplexity of RNNLM based on word embedding is the least on all
the three datasets among these models. With further analysis, as is shown in Table 3,
perplexity decrease percentages of RNNLM based on word embedding against other
two models can be obtained.

0
100
200
300
400
500
600
700
800
900

1000

reddit_2015-08 reddit_2015-09 Penn Tree Bank

pe
rp
le
xi
ty

data sets

n-gram one hot word_embedding

Fig. 3. The perplexity of each model on different data sets

Table 2. The perplexities of three models on different datasets

Datasets n-gram RNN (one hot) RNN (word embedding)

Reddit_2015-08 508 272 227
Reddit_2015-09 553 252 224
Penn Treebank 870 418 318

Table 3. Perplexity decrease percentages of RNNLM based on word embedding against other
two models

Datasets n-gram RNN (one hot)

Reddit_2015-08 55.3% 16.5%
Reddit_2015-09 59.5% 11.1%
Penn Treebank 63.4% 23.9%
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In Table 3, the perplexity decreases percentages of recurrent neural network lan-
guage model based on word embedding on three datasets against n-gram model are
55.3%, 59.5% and 63.4% respectively. The perplexity decreases percentages of
recurrent neural network language model based on word embedding on three datasets
against recurrent neural network language model based one-hot are 16.5%, 11.1% and
23.9% respectively. It can be found that recurrent neural network language model
performs better than the n-gram language model. Furthermore, recurrent neural net-
work language model based on word embedding performs better than recurrent neural
network language model based on one-hot. Experimental results show that recurrent
neural network is playing an increasingly important role in the field of language model,
and which has the no negligible potential in the field of natural language processing. In
addition, the distributed word representation method of word embedding contains the
semantic information of the word and which is more suitable for a specific corpus to
carry out tasks.

5 Conclusions and Future Work

The core work of this paper is to improve recurrent neural network language model
based on one-hot by using word embedding. A skip-gram model is used to train word
embedding and these pre-trained word embeddings are added to the network to realize
the recurrent neural language model based on word embedding. The experimental
results show that the introduction of word embedding can effectively reduce the per-
plexity of language model.

However, there are some problems in RNNLM based on word embedding. Firstly,
the output layer of the network uses the Softmax function to predict the probability
distribution of the next word, which may result in high complexity of the model
training and the difficulty of network parameter adjustment; Secondly, a sample neural
network is used in this paper, which is too easy compared with the complicated neural
network such as LSTM (Long Short-Term Memory) network. Thirdly, the datasets
used in this paper are small and untagged, which may result in the training of the
language model without any grammatical supervision.

Considering about these problems, our future work will focus on the following two
points: (1) Try to modify the output layer by classifying the original vocabulary,
therefore, the word character can be predicted first and then the next word is predicted
in the corresponding word character part, this method may reduce the complexity of the
model prediction; (2) Try a more complicated neural network, such as LSTM;
(3) Tagged data sets can be used to combine the traditional grammar knowledge with
the neural network training, which means that we can combine the traditional language
model based on rules with the neural network language model.
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Abstract. Recently, social ties inferring in spatiotemporal data has attracted
widespread attentions. Previous studies, which focused on either co-occurrence
or context, do not fully exploit the information of spatiotemporal data. In order
to better use the spatiotemporal information, in this paper we introduce two
novel co-occurrence feature, namely, topic co-occurrence feature and context
co-occurrence feature. The former feature is extracted by the topic model on
carefully constructed bag-of-words. The latter feature is extracted by natural
language processing tools on carefully constructed context sequence, which
considers context, co-occurrence and mobility periodicity simultaneously. These
two novel co-occurrence feature are both based on time and space perspectives.
Then we infer social ties from these multi-view co-occurrence feature (including
baseline co-occurrence, topic and context co-occurrence). The experiments
demonstrate that the two novel co-occurrence feature contribute to the social tie
inferring significantly.

Keywords: Social ties � Spatiotemporal co-occurrence � Topic co-occurrence
Context co-occurrence

1 Introduction

In recent years, spatiotemporal data has attracted interest from more and more people.
Spatiotemporal data usually include time and space information, where time dimension
information is represented by check-in time and space dimension represented by check-
in location. Specifically, because of the fashionable usage of mobile devices, users can
easily share spatiotemporal information with their friends. This phenomenon inspires
companies to use spatiotemporal data to mine user behavior patterns and offer cus-
tomized services to them. Therefore, it is meaningful to mine the social tie between
people hidden in this spatiotemporal data. These social tie offer an opportunity to
understand users’ requirements, such as friend recommendations or targeted adver-
tisements for Internet companies [1].

Intuitively, users with higher social tie would have a greater chance to appear
together at the same location, such as colleagues meeting in workdays or friends
spending time together at a coffee shop. The methods inferring relationship have been
widely studied [2–6] through co-occurrence feature and current context feature. Dif-
ferent from these works, we infer social tie fromMulti-View Co-occurrence (MVC). As
shown in Fig. 1, we apply the strong explanatory co-occurrence feature as baseline. At
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the same time, we introduce one novel feature named topic co-occurrence feature.
Additionally, we further combine context and co-occurrence information as context co-
occurrence feature. The two novel features can both capture people’s periodic mobility.

In summary, the main contributions to this paper are as follows:

(1) We carefully build spatiotemporal bag-of-words from both temporal and spatial
aspect, and the user is regarded as word. Then we use Latent Dirichlet Allocation
algorithm to extract topic feature representing user co-occurrence.

(2) We carefully construct context sequence from two different aspects. The context
sequence includes co-occurrence, context and time periodicity information
simultaneously. Then we present a novel method to extract context co-occurrence
feature based on the context sequence. Our method carefully transfers the user-pair
relationship in spatiotemporal data to word-pair relationship in sequence.

(3) The two novel co-occurrence feature contribute to the social ties inferring signif-
icantly. In the subset of Brightkite, the topic feature leads 9.1% improvement than
the baseline in AUC indicator, context co-occurrence feature leads 9.3%
improvement.

The remainders of this paper are organized as follows. Section 2 discusses related
work. Section 3 describes our methodology in detail. Section 4 reports our experi-
ments. Finally, we make conclusions in Sect. 5.

2 Related Work

We categorize the related works into three groups based on their focus: trajectory based
methods [7–9], context based method [6] and co-occurrence based methods [2–5]. We
compare our method with prior works in Table 1.

Baseline 
Co-occurrence

Classification Algorithm

Topic 
Co-occurrence

Context 
Co-occurrence

Feature Engineering

Fig. 1. The overview of Multi-view Co-occurrence
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Trajectory based methods relaxed the concept of co-occurrence and use similarity
in trajectory to measure likelihood of friendship between two people [4]. Chen et al. [7]
applied frequent sequential pattern mining technology to extract the sequence of places
that a user frequently visits, then use them to model his mobility profile combined with
semantics of spatiotemporal information. [8, 9] focused on measuring user similarity
using trajectory patterns, and [8] provide a tool named MinUS which integrates the
technologies of trajectory pattern mining on discovering user similarity.

In context based method, the context includes social context, personal preferences
context, location context and temporal context. Bagci et al. [6] proposed a random walk
based context-aware friend recommendation algorithm (RWCFR). Depending on the
location-based social network, they build a graph according to the current context (i.e.
social relations, personal preference and location) for user. The method demonstrate
that the context can describe the users’ social tie. However, spatiotemporal data usually
includes co-occurrence information, making full the use of spatiotemporal co-
occurrence can further enhance the prediction accuracy.

Co-occurrence based methods had been shown to improve accuracy of social
relationship estimation than trajectory based methods because of the co-occurrence
feature [4]. Grandall et al. [2] demonstrated that the co-occurrence feature contributes
to inferring social ties based on the experiments with a dataset of 38 million geo-tagged
photos from Flickr. They also had shown that the probability of a social tie increases as
the number of co-occurrence times increases and the temporal range decreases. Pham
et al. [3] proposed an entropy-based model (EBM) that estimates the strength of social
connections by analyzing people’s co-occurrences in space and time through diversity
and weighted frequency. Zhou et al. [4] proposed a Theme-Aware social strength
Inference (TAI) approach that mines theme (also called the unit for co-occurrence)
from co-occurrence behaviors, and then leverages the theme to measure the social
strength of two persons. Njoo et al. [5] proposed a unified framework called SCI
framework (Social Connection Inference framework). The SCI framework quantified
three key co-occurrence features (i.e. diversity, stability and duration), and then

Table 1. Comparison between MVC and prior works
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aggregate co-occurrence features using machine learning algorithms to predict the
social ties.

In summary, [2–5] illustrated the importance of co-occurrence feature which is also
considered in our proposed two novel co-occurrence features. [6] shows that location
context contribute to social tie prediction, therefore the context co-occurrence introduce
location context. The check-in time sequence can reflect social tie between users to
some context, and the characteristic is included in the context co-occurrence feature
which is not involved in [6]. Different from [3–6], the context co-occurrence has
novelty, which is not a traditional fusion. Peoples’ mobility periodicity is also an
import characteristic [10], and our proposed two novel features both take it into
account. Generally, the characteristic of each view in MVC is shown in Table 1.

3 Methodology

In this section, we first describe how to generate baseline co-occurrence feature from
co-occurrence times and location diversity. Moreover, we present the method to gen-
erate topic co-occurrence feature from location and time aspect. Finally, we describe
how to generate context co-occurrence feature based on two carefully constructed
context sequence.

3.1 Baseline Co-occurrence Feature

Times Co-occurrence Feature. The number of co-occurrence is powerful signal to
infer social tie, which lead us to choose it as one of baseline feature. Intuitively, the
more the times of co-occurrence between two users, the stronger the strength of social
tie. More formally, co-occurrence set wz

x;y 2 wx;y quantifies the meeting frequency
between users ux and uy in the location lz during time threshold Δt. The parameter Δt
can be set to different granularity (1 h, 2 h or 24 h). The wx;y ¼ fwz1

x;y;w
z2
x;y; . . .;w

zm
x;yg is

the meeting frequency set for all meeting locations between users ux and uy. The jwx;yj
is co-occurrence times, which is the number of two users appearing together.

Diversity Co-occurrence Feature. We also consider location diversity as the baseline
feature, which is considered by [3, 5]. Variation in the meeting places between users is
useful for reducing the possibilities of coincidences. For example, the co-occurrence
number of user u1 and u2 is equal that of user u1 and u3, however u1 meets u2 several
times in the same location, u1 meeting u3 a few times in several locations. The meeting
occasions in the former are more likely to happen by chance than those in the latter.
The reason is that the possibility of meeting in more diversified locations is lower than
the possibly of meeting in the same location. Therefore, the location diversity feature is
determined by Eq. 1.

Diversityðux; uyÞ ¼ �
X

wz
x;y logðwz

x;yÞ ð1Þ
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3.2 Topic Co-occurrence Feature

The topic feature was used in the paper [11, 12] in other domain, and we transfer it to
apply in spatiotemporal data domain. The topic feature is mainly from two aspects.

Location Topic Co-occurrence Feature. There are lots of check-in location infor-
mation in spatiotemporal data. In a certain location (e.g., a specific longitude and
latitude), all users in the same location can be represented as a document and each user
as a word. After removing less frequent location, we form vocabulary words from
location-based spatiotemporal data. In order to mine co-occurrence feature between two
users, we choose the Latent Dirichlet Allocation algorithm [13] to mine topic co-
occurrence feature. We use a sparse matrix xW�M to represent the bag-of-word repre-
sentation of all locations, where there are 1�m�M locations and 1�w�W user.
LDA allocates a set of thematic topic labels, z ¼ fzkw;mg, to explain non-zero elements
in the location-user co-occurrence matrix xW�M ¼ fxw;mg, where 1�w�W denotes
the word index in the vocabulary, 1�m�M denotes the document index, and
1� k�K denotes the topic index. Usually, the number of topics K is provided by us.
The nonzero element xw;m 6¼ 0 denotes the number of user check-in mth location. The
objective of LDA inference algorithms is to infer posterior probability from the full
joint probability pðx; z; h;/Þ, where z is the topic labeling configuration, hK�M and
/K�W are two non-negative matrices of multinomial parameters for document-topic
and topic-word distributions, satisfying

P
k hmðkÞ ¼ 1 and

P
w /wðkÞ ¼ 1. Both

multinomial matrices are generated by two Dirichlet distributions with hyperparameters
a and b. For simplicity, we consider the smoothed LDA with fixed symmetric
hyperparameters. We use a coordinate descent (CD) method called belief propagation
(BP) [14] to maximize the posterior probability of LDA,

pðh;/jx; a; bÞ ¼ pðx; h;/ja; bÞ
pðxja; bÞ / pðx; h;/ja;bÞ: ð2Þ

The output of LDA contains two matrices fh;/g. The /K�M can is the location topic
co-occurrence feature of each user, which is useful for us.

Time Topic Co-occurrence Feature. The process of time topic co-occurrence feature
is similar to that of location topic co-occurrence feature. In this situation, we see all user
that check in the same day as a document, and see each user as a word. Then we use
LDA to generate two matrices fh;/g. The /K�M can is time topic co-occurrence
feature of each user. The time granularity is set as day because people check-in usually
present the characteristic of periodicity [10]. For example, the middle class check-in
every morning and night in the company.

3.3 Context Co-occurrence Feature

In this section, we first give some important notations definition. Then, we carefully
construct context sequence from two aspects (location-time and time-location) to
represent spatiotemporal co-occurrence and context information. Specifically, we
propose a new method to extract context co-occurrence feature based on two context
sequence respectively.
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Notation Definition. In Table 2 we list the notations of parameters that we use. We
denote u 2 U as the user, and c 2 C as the check-in data. Each c reflects the appearance
of a user u at a specific location l at a specific time t with the form of {u, t, l}. Each user
has many check-ins c information. The Ct= {c1,c2,…,cn} represent all check-ins during
the same time period. Ct&l is a sequence of elements in Ct that ranked according
location shortest distance principle. CSequence

t ¼ fC1
t ;C

2
t ; . . .;C

N
t g is a sequence that

elements ranked according time order. Cl= {c1,c2,…,cm} represents all check-ins in the
same location. Cl&t is a sequence of elements in Cl that ranked according time order.
CSequence
l ¼ fC1

l ;C
2
l ; . . .;C

M
l g is a sequence that elements rank according location

shortest distance principle. The h is a context sequence which only consists of user id.

The parameters relationship is that
PM
i¼1

Ci
l

�� �� ¼ PN
j¼1

C j
t

�� �� ¼ Cj j ¼ jhj and the h usually

includes many repetitive user id.

Location-Time Context Co-occurrence Feature. We first generate context co-
occurrence sequence, and the generation process of location-time context sequence is
given in Algorithm 1. SortLocationByDistance function produce sequence CSequence

l .

The elements in CSequence
l are ranked according distance shortest principle: if there is no

location before, the first location is chosen randomly; otherwise, the location closest to
the former location is assigned as the current location; the location closest to the (M −
1)th location is assigned as the Mth location; and so on. SortTime function uses quick
sort algorithm to rank according time order because time is one-dimensional infor-
mation. The returned value of the Algorithm 1 is the location-time context sequence h
consisted of user id, shown in Fig. 2 (B). Note that the same ellipse color represents the
same location in Fig. 2 (B) and this context sequence capture strong location co-
occurrence, meanwhile including shortest location context and time context.

The context co-occurrence feature is not simple fusion between context and co-
occurrence, different from traditional approaches. We artfully use the toolkit word2vec
to extract context co-occurrence feature through context sequence. The tool takes as its

Table 2. Notation of parameters

Variable Notation

u 2 U u is a user id; U is all different user id set {u1, u2, u3, …}
c {u, t, l}, a user check in at specific location l at specific time t
Ct {c1, c2, …, cn}, all c at the same time period
Ct&l Elements in Ct rank according shortest distance principle

CSequence
t {C1

t , C
2
t , …, CN

t }, the elements Ct rank according time order

Cl {c1, c2, …, cm}, all c at the same location l
Cl&t Elements in Cl rank according time order

CSequence
l

{C1
l ,C

2
l , …, CM

l }, the elements Cl rank according shortest distance principle

h A sequence that capture spatiotemporal context co-occurrence information
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input a large corpus (corpus also can be seen as a sequence consist of words) and
produces a dimensional space, with each unique word being assigned a vector in the
space [15]. These word vectors are positioned in the vector space that words that share
common contexts in the corpus are located in close proximity to one another in the
space [15, 16]. The word vectors is context co-occurrence feature that we need. The
feature includes spatiotemporal co-occurrence and context information.

More formally, given a context sequence h ¼ fu1; u2; u3; u4; . . .; uTg with spa-
tiotemporal semantics representation, our objective is to maximize the average log
probability

1
T

XT
t¼1

½
Xk
j¼�k

logpðutþ jjutÞ�; ð3Þ

where T is number of elements in h and k is the size of the window. The inner
summation goes from −k to k to compute the log probability of correctly predicting the
user ut+j given the user in the middle ut. The outer summation goes over all users in the
context sequence. The values of the two ends of the window are filled by the boundary
value. Every user u is associated with two learnable parameter vectors, wu and vu. They
are the “input” and “output” vectors of u respectively which can be learned [16]. The
probability of predicting the user ui given the user uj is defined as

pðuijujÞ ¼
expðwT

ui vujÞPU
l¼1 expðwT

l vujÞ
; ð4Þ

where U is different users in the context sequence h. The optimization approach is
using stochastic gradient descent and the gradient is computed using backpropagation
rule [16]. Each user’s context semantic feature vu (also called word vector in the

subsentence 1         subsentence 2               subsentence 3                           subsentence M

...

(B)  Location-Time Context Sequence

(A) Check-in Data

...
Time 1  Time 2  Time 3  Time N

Fig. 2. The rhombuses with different colors denote different users, the ellipses with different
colors denote different locations, and the time change is denoted by the shade of the background.
(A) shows that at a fixed time period, different users check-in at different locations. (B) shows
location-time context sequence. Note that the color of rhombuses, the color of ellipses and the
change of background shade.
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Natural Language Processing domain) can be learned. The word vector vu captures
word context and word co-occurrence information, which is extremely useful for us.

The toolkit word2vec is usually used to find synonyms in document (a sequence
consist of words), and we innovatively apply it to finding user-pair relationship. Con-
text feature captures sequence representation that context sequence has. Therefore,
context co-occurrence feature also includes spatiotemporal co-occurrence and context.
The feature with co-occurrence and context is different from above literatures [2–6],
and not simply merges context and co-occurrence together.

Day-Location Context Co-occurrence Feature. The generation process of time-
location context sequence is given in Algorithm 2. SortTimeByGranularity function
can produce CSequence

t quickly. The time parameter s can be accurate to different value.
The elements in Ct rank according distance shortest principle. The returned value of the
Algorithm 2 is the time-location context sequence h, shown in Fig. 3 (B). Note the
distance between different ellipses in Fig. 3 (B). The time-location context sequence
capture time co-occurrence, meanwhile including time order context and shortest
location context.

The time parameter s is set to day. As shown in Fig. 3 (A), every chunk is one day
i.e. time 1 is the first day; time 2 is the second day and so on. The elements in the time
chunk Ct rank according distance shortest principle. Day-location is special time-
location context sequence, because people’s periodic movement is based on day [10]
such as people commute on working day, people check in home at night. The peri-
odicity of people’s movement is a unit of day. Therefore, this context sequence cap-
tures people’s mobility periodicity, including day co-occurrence, time order context
and shortest location context. We do not adopt other parameter s because the check-in
data in location-based social networks is very sparse in time. Of course, if the strong
time co-occurrence is needed, and the smaller parameter s can be assigned.

subsentence 1    subsentence 2             subsentence 3                     subsentence N
...

(B) Time-Location Context Sequence

(A) Check-in Data

...
Time 1  Time 2  Time 3  Time N

Fig. 3. (A) shows that at a fixed time period, different users check-in at different locations.
(B) shows time-location context sequence. Note that the color of rhombuses, the color of ellipses
and the change of background shade.
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After achieving the time-location context sequence h ¼ fu1; u2; u3; u4; . . .; uTg
through above process, we use word2vec toolkit to extract context co-occurrence
feature. The generation of feature is similar to that of the location-time context feature.

4 Experiments

In this section, we first describe datasets. Second, we describe how to generate three
types of co-occurrence feature in detail. Moreover, we describe classifier algorithm
learning. Finally, we evaluate our performance.

4.1 Datasets

Our experiments are based on a subset of the real dataset, Brightkite and Gowalla [17].
The original dataset is a global dataset, and the people in the global dataset have a
heterogeneous nature. For the isomorphism of the data, we choose the data in the
eastern US. The check-in data is handled to a triplet < u, t, l > , where the l is rep-
resented by longitude and latitude. The user-pair data is handled to a triplet < u1, u2,
label > where the label indicates whether two users exist relationship.

The original dataset did not provide negative examples [5, 17] (all labels are true).
As shown in Fig. 4, we use non-connected graphs to construct negative examples. In
the figure, u1 and u2 are friends, u2 and u3 are friends. We see {u1, u2, u3} as a
connected graph considering the transitivity of relationship. After constructing negative
examples, the user-pair data is divided into training and testing dataset. The overview is
shown in Table 3.

4.2 Multi-view Co-occurrence Feature Generation

Baseline Co-occurrence Feature. There are mainly two types of features, which are
times co-occurrence and diversity co-occurrence. In our experiment, the parameter
△t of the feature is set to 1 h (i.e. 3600 s), 2 h (i.e. 7200 s) and 24 h (i.e. one day)
respectively. According to these three types of granularity, three types of times co-
occurrence sets in different location are generated respectively. Then, we can achieve

u2

u1 u3

u4

u5

u6

Positive Examples:
{(u1, u2), (u1, u3), (u4, u5)}

Negative Examples:
{(u1, u4), (u1, u5), (u1, u6),
  (u2, u4), (u2, u5), (u2, u6),
  (u3, u4), (u3, u5), (u3, u6),
  (u4, u6), (u5, u6)}

Fig. 4. Negative sample construction
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times co-occurrence and diversity co-occurrence based on specific granularity. The
combination of the two type of features serves as input to the classifier (i.e. baseline-
3600, baseline-7200, baseline-day). Based on the combination of the above three
granularities, we call it baseline-merge feature that is used as the object of comparison
with the other two novel features.

Topic Co-occurrence Feature. There are mainly two types of features, which are
location and time topic co-occurrence feature. For both two type of features, we
assigned K = 100 dimensional topic features for each location and each time period
respectively. The time period is set as day (i.e. 24 h) to the time topic feature. We call
these two types of features Topic-Day and Topic-Location respectively.

Context Co-occurrence Feature. Location-time sequence with spatiotemporal co-
occurrence and context information can be generated through Algorithm 1. To achieve
the time-location sequences through Algorithm 2, the parameter s is assigned to day
(i.e. 24 h). Then, two types of context sequences h with co-occurrence and context
information can be achieved. The word2vec provides an implementation of the skip-
gram architecture which is in accord with our objective function [16], so we choose the
skip-gram architecture. The context co-occurrence feature size is set as 200 and the
window of max skip length between users is set as 10 (the parameter k in formula (3) is
10). The learning rate is set as 0.01 and other parameters are default. After the toolkit
learning from context sequences, the context co-occurrence features with spatiotem-
poral information (the vector parameter vu called word vector in NLP domain) can be
learned. Each user is mapped to two types of 200 dimensional context co-occurrence
features. The two context co-occurrence features represent co-occurrence and context
information in spatiotemporal data. In our experiment, we call these two types of
feature context-location-time and context-day-location.

4.3 Classification Algorithm

The multiple classifiers can be trained through three different views with different
degree of co-occurrence information. In our experiment, we choose the XGBoost
classifier to make prediction. It is a supervised learning method that uses a tree boosting
technique. For a given datasets with n examples and m features
D ¼ fðxi; yiÞgð Dj j ¼ n; xi 2 Rm; yi 2 ½0; 1�Þ, a tree ensemble model uses K additive
functions to predict the output, as follows:

Table 3. Experiment datasets

Datasets Brightkite Gowalla

Checkins 837,161 732,205
Nodes (Users ID) 5,966 10,585
Train Data (user-pair) 291,543 87,567
Test Data (user-pair) 26,674 5,155
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�yi ¼
XK
k¼1

fkðxiÞ; fk 2 F; ð5Þ

where F is the space of the regression trees [18]. The output �yi is the relative probability
of a user-pair relationship strength.

The user is represented with the co-occurrence feature and then the user-pair fea-
tures combination as the input. Considering relationship is bidirectional in each view
feature, a relatively larger vector position value is placed ahead of the corresponding
position value. There are some primary parameters: the booster parameter is set as
gbtree; the max depth is 3 which avoid overfitting; the boosting learning rate is 0.1; the
objective function is binary logistic; the early stopping is 10; and other parameters are
set as default. Multiple classifiers are used to predict social ties in the test data, and
multiple types of result can be achieved. Generally, the higher the prediction result, the
higher strength the two users’ social ties.

4.4 Performance Evaluation

The classifier will output a list of top U user-pair that have the higher social tie. We use
recall and prediction metrics on top U user-pair to evaluate the prediction results.
Generally, increasing U will increase recall but decrease precision. Fix a certain U, the
higher recall and precision correspond to the better prediction performance. The def-
inition of recall@U is

R@U ¼ The number of true user-pair in topU
The total number of true user-pair

: ð6Þ

Similarly, the definition of precision@U is

P@U ¼ The number of true user-pair in topU
U

ð7Þ

We also use the area under the ROC curve (AUC) [19] evaluated on the test data,
which is the standard scientific accuracy indicator. Generally, we use AUC, R@U and
P@U to evaluate the overall predictive performance.

Baseline Co-occurrence Feature. We compare different granularities on baseline co-
occurrence in Tables 4 and 5. Coarse-grained time co-occurrence can achieve better
result because of the sparseness of the dataset in the time dimension. The baseline-day
achieve the best result compared to the baseline-3600 and baseline-7200, which largely
depend on user movement periodicity. For example, people commute on working day,
and people check in home at night [10]. Meanwhile, the baseline-day is also coarse-
grained time granularity. The baseline-day contribute to the baseline-merge signifi-
cantly. In all baseline features, the baseline-merge achieve the best precision and recall
in top 500, because baseline-3600 and baseline-7200 contribute to short time co-
occurrence and baseline-day contribute to periodic co-occurrence, which satisfy
complementary principle. However, the baseline-merge does not increase in U at
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13000, mainly because the sparsity of the dataset in the time dimension makes fine-
grained time co-occurrence without any effect and only the baseline-day is in effect.

Topic Co-occurrence Feature. In the subset of Brightkite dataset, the topic-day fea-
tures are better than topic-location, because the sparseness of the location is stronger
than that of the time, and more difficult to infer the social ties. However, the conclusion
is exactly the opposite in Gowalla because sparseness of the time is slightly stronger
than that of the location. The sparseness of the time in Gowalla subset leads that topic
co-occurrence feature is not good as the baseline-merge. The baseline-merge consider
time co-occurrence from different granularities, which is more overall than the topic-
day in the Gowalla subset. In the Brightkite subset, the topic-day better portray coarse-
grained co-occurrence and takes second place in the AUC indicator. As shown in
Figs. 5(a) and 6(a), with the U increasing, the topic-day achieved the best performance
on the precision and recall compared to other views.

Context Co-occurrence Feature. In two datasets, the context co-occurrence feature
achieve the best performance on AUC because it capture both context and co-
occurrence information, other views only capturing co-occurrence information. The
context-day-location feature achieve the better performance on AUC than context-
location-time in Brightkite subset, because of the sparseness of location dimension
information. Due to the sparseness of time in Gowalla subset, the context-location-time
feature achieve the better performance on AUC than context-day-location. The context
co-occurrence feature usually works better than corresponding topic co-occurrence
feature. As shown in Figs. 5 and 6, the solid line of the corresponding color is above
the dotted line in most of the time, because the context co-occurrence feature captures
both co-occurrence and context information compared to the topic co-occurrence
feature. From Figs. 5 and 6, we can also conclude that the context co-occurrence
feature overall exceeds the baseline.

In summary, the two novel feature we proposed for extracting co-occurrence have
their own advantages over the baseline. We emphasize the context co-occurrence
feature because it captures the spatiotemporal context, co-occurrence and periodic
mobility simultaneously. In general, it is better than the baseline and topic feature in
AUC on the current two dataset subset.

Table 4. Performance on Brightkite subset

AUC Precision@U Recall@U Precision@U Recall@U
1000 (Top 3.8%) 1000 (Top 3.8%) 13000 (Top 50%) 13000 (Top 50%)

Baseline-3600 0.552 0.789 0.131 0.526 0.540 
Baseline-7200 0.566 0.828 0.164 0.533 0.554 
Baseline-day 0.670 0.907 0.300 0.583 0.676 
Baseline-merge 0.671 0.913 0.317 0.583 0.676 
Topic-day 0.762 0.849 0.189 0.633 0.825
Topic-location 0.631 0.826 0.163 0.57 0.641 
Context-day-location 0.764 0.925 0.359 0.622 0.789 
Context-location-time 0.653 0.859 0.202 0.581 0.668 
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Table 5. Performance on Gowalla subset

 AUC Precision@U Recall@U Precision@U Recall@U 

500 (Top 10%) 500 (Top 10%) 2500 (Top 50%) 2500 (Top 50%) 
Baseline-3600 0.562 0.719 0.198 0.528 0.532 
Baseline-7200 0.573 0.748 0.218 0.535 0.545 
Baseline-day 0.736 0.939 0.445 0.621 0.719 
Baseline-Merge 0.738 0.944 0.454 0.621 0.719 
Topic-day 0.705 0.811 0.27 0.616 0.709 
Topic-location 0.727 0.858 0.321 0.628 0.737 
Context-day-location 0.761 0.827 0.287 0.649 0.788 
Context-location-time 0.782 0.879 0.348 0.656 0.805 

(a) (b)

Fig. 5. (a) Precision on Brightkite subset. (b) Precision on Gowalla subset

(a) (b)

Fig. 6. (a) Recall on Brightkite subset. (b) Recall on Gowalla subset
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5 Conclusion

In this paper, we infer social ties from multiple spatiotemporal co-occurrence, where
the topic and the context co-occurrence features are presented. The two proposed co-
occurrence feature are both from space and time aspects. The latter represents spa-
tiotemporal context, co-occurrence and peoples’ periodicity mobility simultaneously.
The experiment results demonstrate that our two novel feature contribute to social ties
inferring significantly.
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