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Preface

The 7th Conference on Artificial Intelligence and Natural Language Conference
(AINL), held during October 17–19, 2018, in Saint Petersburg, Russia, was organized
by the NLP Seminar, ITMO University, and NLPub. Its aim was to (a) bring together
experts in the areas of natural language processing, speech technologies, dialogue
systems, information retrieval, machine learning, artificial intelligence, and robotics
and (b) to create a platform for sharing experience, extending contacts, and searching
for possible collaboration. The conference gathered more than 100 participants.

The review process was challenging. Overall, 56 papers were sent to the conference
and only 19 were selected, for an acceptance rate of 34%. In all, 76 researchers from
different domains were engaged in the double-blind reviewing process. Each paper
received at least three reviews, in some cases, there were four reviews.

Altogether, 19 papers were presented at the conference, covering a wide range of
topics, including morphology and word-level semantics, sentence and discourse rep-
resentations, corpus linguistics, language resources, and social interaction analysis.
Most of the presented papers were devoted to analyzing human communication and
creating algorithms to perform such analysis. In addition, the conference program
featured several special talks and events, including a plenary talk on societal challenges
for information retrieval by Prof. Benno Stein, a tutorial on automatic text summa-
rization by Dr. Sanja Štajner, a tutorial on creating virtual assistant skills in Just AI
DSL by Darya Serdyuk and Svetlana Volskaya, industry talks and demos, and a poster
session.

Many thanks to everybody who submitted papers and gave wonderful talks, and to
those who came and participated without publication.

We are indebted to our Program Committee members for their detailed and
insightful reviews; we received very positive feedback from our authors, even from
those whose submissions were rejected.

We are grateful to our sponsors, Just AI, Huawei, and STC Group, for their support.
And last but not the least, we are grateful to our organization team: Anastasia

Bodrova, Irina Krylova, Aleksandr Bugrovsky, Kseniya Buraya, Natalia Khanzhina,
and Talgat Galimzhanov.

October 2018 Dmitry Ustalov
Andrey Filchenkov
Lidia Pivovarova

Jan Žižka
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Deep Convolutional Networks
for Supervised Morpheme Segmentation

of Russian Language

Alexey Sorokin1,2 and Anastasia Kravtsova1(B)

1 Faculty of Mechanics and Mathematics, Lomonosov Moscow State University,
Moscow, Russia

alexey.sorokin@list.ru, nastik pretty@mail.ru
2 Moscow Institute of Physics and Technology, Moscow, Russia

Abstract. The present paper addresses the task of morphological seg-
mentation for Russian language. We show that deep convolutional neural
networks solve this problem with F1-score of 98% over morpheme bound-
aries and beat existing non-neural approaches.

Keywords: Morpheme segmentation · Neural networks · Evaluation

Many successful approaches of modern NLP treat words as mere sequences of
symbols, not as atomic units, for example, the FastText model constructs word
embedding from the embeddings of its ngrams. However, not all symbol ngrams
are of the same utility, the most important ones often correspond to morphemes
or pseudomorphs: the root is essential in capturing word semantics, while affixes
reflect morphological and syntactic relations. It brings the problem of automatic
morphological segmentation to the fore of computational linguistics. Recently,
morpheme segmentation was used as a part of machine translation system in [9]
and in [1] for constructing word embeddings.

In earlier years of NLP this task was usually solved using no or minimal
supervision. Researchers tried to utilize letter variety statistics [3], or modeled
the sequence of morphological segments using either HMM [2] or adaptor gram-
mars [6]. Being linguistically motivated, this approach obviously suffers from its
unsupervised nature and predetermined constraints imposed by the probabilistic
model. As any segmentation task, morpheme segmentation can be transformed
to a sequence tagging problem using BMES-scheme. However, for most languages
the amount of supervised data is too low for such treatment. Fortunately, Russian
does not have this problem since the morphological dictionary of Tikhonov [8]
which includes more than 90000 lexemes is freely available.

As most sequence tagging tasks, morphological segmentation was successfully
addressed using conditional random fields [4]. For other sequence labelling tasks,

The work is partially supported by National Technological Initiative and Sberbank,
project identifier 0000000007417F630002.

c© Springer Nature Switzerland AG 2018
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4 A. Sorokin and A. Kravtsova

such as NER or morphological tagging, neural network approaches tend to out-
perform CRFs. Therefore our choice is to apply neural networks to morpheme
segmentation. Since morphological segmentation is essentially local—the bound-
ary position depends mostly on the immediate context—we apply convolutional
neural networks (CNNs) due to their excellent ability to capture local phenom-
ena. Neural networks were applied to morpheme segmentation [5,7], however,
we do not know any works testing CNNs for this problem.

Our contribution is threefold: we release a cleared version of A. N. Tikhonov
morphological dictionary, we test a multilayer convolutional network as a base-
line approach for this task and show its effectiveness; also we demonstrate that
additional memorizing of morphemes slightly improves performance. All the data
and code are available on Github1.

1 Model Architecture

We treat morpheme segmentation as a sequence labeling task. Segments
are encoded using BMES-scheme, where B stands for Begin, M—for Mid-
dle and E and S for End and Single respectively. As in named entity recog-
nition, we also encode types of the morphemes to be tagged, for exam-
ple, the encoding of the word (teacher) and its segmentation

is

Our network starts from 0/1 encodings of the input letters. These vectors
are passed through several convolutional layers. For each window width we have
its own filters to deal with symbol ngrams of different length. The outputs of all
convolutions are concatenated and passed through a (possibly) multilayer per-
ceptron. The final layer of the perceptron is followed by softmax which outputs
probability distribution over possible labels in each position of the word.

Describing the model formally, for a word w = w1 . . . wn and one-hot encod-
ing of its letters e1 . . . en, we have

(z11)i = conv(ei−d1/2, . . . , ei, . . . , ei+d1/2), i = 1, . . . , n
. . .

(z1r )i = conv(ei−dr/2, . . . , ei, . . . , ei+dr/2),
. . .

(zkj )i = conv((zk−1
j )i−d1/2, . . . , (z

k−1
j )i, . . . , (zk−1

j )i+d1/2),

Here k = 2, . . . ,K is the number of layer, d1, . . . , dr are different window
widths and i is position in the sequence. For each i we concatenate all convo-
lutions as zi = [(zK1 )i, . . . , (zKr )i]. zi encodes the context around i-th position
and is further passed through a two layer perceptron that outputs a probability
distribution pi over all possible classes:

1 https://github.com/AlexeySorokin/NeuralMorphemeSegmentation.

https://github.com/AlexeySorokin/NeuralMorphemeSegmentation
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h′
i = max (W ′zi + b′, 0),

hi = Whi + b

pij =
ehij

∑

r
ehir

Weights of all the layers are optimized during model training.

2 Experiments

2.1 Data

We used the electronic version of Tikhonov dictionary available in the Web. Since
downstream tasks often require morpheme types (affixes for morphological tasks
and roots for semantic ones), we labeled the morphemes using the data from
slovolit.ru. This data was manually postprocessed and cleared to avoid errors
and inconsistencies.

We used 7 types of morphemes: prefix, root, suffix, ending, postfix ( in
), link ( ) and hyphen ( ). Data was

partitioned in 3/1 proportion and the same partition was held for all the exper-
iments. Training part contained 72033 words and the test part includes 24012
ones. All the data is available on our Github page.

2.2 Model Implementation

We implement our model using Keras library with Tensorflow backend. 20% of
the training data was left for validation. We stopped learning when accuracy
on this development set did not improve for 10 epochs and trained the model
for maximum of 75 epochs. The size of batch was 32. We used standard Adam
optimizer with default parameters except for gradient clipping whose threshold
was set to 5.0. In addition to the architecture described in the previous section
we used ReLU activations on all the layers and inserted a dropout layer with
dropout rate 0.2 between consecutive convolutional layers.

2.3 Experiments

We tested different parameters of our neural network: the number of convolu-
tional layers (1, 2 or 3) and the distribution of filters on each layer. In preliminary
experiments we selected optimal total number of filters of 192 and further tried
different combinations of window sizes. We evaluated 4 combinations: 64 filters
of width 3, 5, 7, 96 filters of width 5 and 7 and 192 filters either of width 5 or
7. For 3 layers we tested only two best combinations from previous tests. We
report 5 evaluation measures: the usual precision, recall and F1-measure over
morpheme boundaries, accuracy of BMES labels and percentage of correctly
segmented words. To be ranked as true, not only the position of the morpheme,
but also its type should coincide with the correct one. In contrast to [4], we take

http://slovolit.ru/
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Table 1. Quality of morpheme segmentation.

# layers Filter combination Precision Recall F1-score Accuracy Word accuracy

1 64-64-64 96.14 95.63 95.88 92.74 76.21

96-96 96.31 95.90 96.10 93.12 77.47

192(5) 96.17 95.38 95.77 92.59 75.82

192(7) 96.49 95.73 96.11 93.17 77.62

2 64-64-64 97.12 97.2 97.16 94.93 83.13

96-96 97.18 97.41 97.29 95.16 83.80

192(5) 97.18 97.59 97.38 95.34 84.48

192(7) 96.79 97.40 97.09 94.85 82.69

3 96-96 97.47 97.70 97.58 95.76 85.67

192(5) 97.67 97.82 97.74 95.99 86.42

the final word boundary into account since we may fail to predict it properly by
choosing an incorrect morpheme type.

Results of evaluation are shown in Table 1, where the leftmost column stands
for the number of layers and the next one for the combination of filters. For
a single layer width 7 is optimal since 5 symbols are too little to capture long
roots. With 2 and 3 layers width 5 is better since two layers of width 5 collect
information from 9 consecutive symbols. Using 2 layers instead of 1 leads to
error reduction over 30% for all the metrics, the improvement between 2 and 3
layers is much less but also clear. We tested a bidirectional LSTM instead of final
convolutional layer but it deteriorated performance. That shows that morpho-
logical segmentation is essentially a local task and does not require memorizing
long-distance dependencies.

We suggest that convolutional filters have enough power to learn morphs, but
also experimented with memorizing morphemes directly. The context of each
position is encoded with a 15-dimensional vector. This vector contains three
boolean values for each principal morpheme type (prefix, root, suffix, ending
and postfix): whether there is a morpheme ngram that begins in this position,
ends in it or whether current letter can be a single-letter morpheme. The vector
is concatenated with symbol encoding. We extract all morphemes that occur
at least 3 times in the training set. We tested two variants of memorization:
the basic one using 0/1 features and the one equipped with ngram counts: if
an ngram was labeled as root 5 times and appears 10 times in corpus,
it will get score 0.5 for root features. For prefixes we use only ngrams in the
beginning of the word, for endings and postfixes – only in the end. We observed
that there is no difference between performance of these two models. Table 2
shows that memorizing is beneficial for a single layer model, while for 3 layers
the improvement is only marginal. It proves that deep convolutional architecture
has enough power to learn useful symbol ngrams.

For the top score we ensembled three models with different random initial-
izations and averaged the probabilities they predict. As shown in Table 3, that
improved performance additionally; note that averaging has higher effect than
memorization.
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Table 2. Effect of memorization on morpheme segmentation for different number of
layers.

# layers Filter
combination

Precision Recall F1-score Accuracy Word accuracy

1 192(7) 96.49 95.73 96.11 93.17 77.62

192(7)+ memo 95.96 97.09 96.52 93.91 80.14

2 192(5) 97.18 97.59 97.38 95.34 84.48

192(5)+ memo 97.22 97.80 97.51 95.61 85.29

3 192(5) 97.67 97.82 97.74 95.99 86.42

192(5)+ memo 97.67 97.97 97.82 96.15 87.03

Table 3. Effect of ensembling and memorization on morpheme segmentation for best
model configuration.

# layers Filter combination Precision Recall F1-score Accuracy Word accuracy

3 192(5) 97.67 97.82 97.74 95.99 86.42

192(5)+ ensemble 97.99 98.00 98.00 96.45 87.99

192(5)+memo 97.67 97.97 97.82 96.15 87.03

192(5)+memo+ensemble 97.86 98.35 98.10 96.64 88.62

Since usually morpheme segmentation is done in low-resource setting, we
evaluated our model on different amounts of training data. The learning curves
are presented on Fig. 1. Already 20% of the training data (about 14000 words)
are enough to outperform CRF-based model of [4] (see comparison below).

Fig. 1. Dependence of quality from training data fraction

We compared our model against CRF-based state-of-the-art semi-supervised
system of [4]. We used our own evaluation script and report F1-score over mor-
pheme boundaries in two variants:
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1. Without evaluating morpheme types and taking final boundary into account,
as it is usually reported.

2. With morpheme types for our system and without morpheme types for the
model of [4] since it does not use and output them.

We also report word-level accuracy with and without morpheme types (Table 4).

Table 4. Comparison with [4]

Metrics [Ruokolainen] [Ruokolainen,
Harris features]

Our model
(+memo)

Morph boundary F1
(without last boundary and types)

92.17 92.95 97.16

Morph boundary F1
(with last boundary and types)

94.24 94.77 97.9

Word accuracy (without types) 65.29 68.19 87.53

Word accuracy (with types) 65.29 68.19 87.03

In addition to its lower accuracy, even the basic model from [4] trained for
more than 1 h on a single core Intel Xeon CPU with 512 GB RAM2 and ran
out of memory on 6 GB RAM laptop, while our model takes about 30 min to be
trained on 2 GB GPU on the same laptop. Actually, a neural network has about
10 times fewer parameters than CRF, which explains its lower requirements.

2.4 Error Analysis

Though our system sets a new benchmark for Russian morpheme segmentation,
it still has much space to improve. Actually, for more than 10% of words the
predicted morpheme structure is incorrect. We present a short analysis of our
topmost model (ensemble of 3 models with 3 layers and 192 neurons on each,
window width 5) errors and start with the distribution of error types, given in
Table 5. Note a pleasant fact, that only in 1.67% of cases (402 of 24012) our
model fails for more than 1 morpheme boundary.

We also inspect the dependency of model performance from the number of
morphemes. The results (see Table 6) are quite surprising: the lowest quality is
observed for 1 or 2 morphemes in the word. The model typically overgenerates,
some examples of its errors are given in Table 7. Often our system incorrectly
selects word segments which are homonymical to frequent morphemes, while in
other cases it reconstructs etymologically correct morphemes which have either
desemantized in synchrony or are not labeled due to annotation conventions. A
minor part of such mistakes may be due to errors in available electronic version
of Tikhonov dictionary (see 7b).

2 The model equipped with Harris features takes more than 2 h.
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Table 5. Distribution of error types

# bound errors Error type Count Percentage

0 Correct 21280 88.62

Morpheme type 109 0.45

1 Overgeneration 1107 4.61

Undergeneration 893 3.72

Bound position 221 0.92

≥2 Overgeneration 192 0.81

Undergeneration 99 0.41

Other 111 0.46

Table 6. Performance quality depending on the number of morphemes

# Morphemes 1 2 3 4 5 ≥6

Word accuracy 83.27 78.75 85.24 92.40 93.30 86.33

# in training set 3710 7599 15983 22472 16380 5890

Table 7. Examples of annotation errors.

3 Conclusions and Future Work

We have developed a convolutional tagging model for Russian morpheme seg-
mentation task. It clearly outperforms all earlier approaches consuming less com-
putational resources. Further directions are multifold: the first one is to extend
the model to operate in semi-supervised fashion with very little data available.
Another task to address is reconstruction of deep morpheme structure which
requires allomorphy reduction (e.g., Russian c- and co- or English -s and -es
should be mapped to the same morpheme) as in [5]. The third task is to test
whether obtained morpheme segmentations are useful in downstream morpho-
logical or semantic tasks such as morphological tagging or checking semantic
relatedness.
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Abstract. Wikification is a crucial NLP task that aims to identify enti-
ties in text and disambiguate their meaning. Being partially solved for
English, the problem still remains fairly untouched for Russian. In this
article we present a novel approach to Disambiguation to Wikipedia
applied to the Russian language. Inspired by the Neural Machine Transla-
tion task our method implements encoder-decoder neural network archi-
tecture. It translates text tokens into concept embeddings that are subse-
quently used as context for disambiguation. In order to test our hypoth-
esis we add our context features to GLOW system considered a baseline.
Moreover, we present commonly available dataset for the Disambiguation
to Wikipedia task.

Keywords: Disambiguation to Wikipedia · Wikification for Russian
Encoder-decoder neural network architecture · Concept embeddings

1 Introduction

It is widely acknowledged that Wikipedia has almost become the most popular
and authoritative source in the modern Internet society, remaining the largest
multi-language corpus that is especially useful for different NLP tasks. In par-
ticular, Wikipedia might be useful for Named Entity recognition [17,20], word
sense disambiguation [5], text classification [13] and other tasks that require
additional information about real world enitites that could be gained by means
of Wikification.

Wikification task consists of two levels: one is responsible for locating enti-
ties in raw text, the other stands for associating entities with the appropriate
Wikipedia pages – hereinafter concepts. The last step is also known as Disam-
biguation to Wikipedia (D2W) and might also be considered a separate task: to
each mention m assign a Wikipedia concept e or a special nil value (not-yet-
in-Wikipedia concept). For instance, “St. Petersburg” in sentence “First time I
saw St. Petersburg last year” may refer either to the Russian city or to the city
in the United States or even to the Iranian comedy film. The goal of a D2W

c© Springer Nature Switzerland AG 2018
D. Ustalov et al. (Eds.): AINL 2018, CCIS 930, pp. 11–22, 2018.
https://doi.org/10.1007/978-3-030-01204-5_2
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system in this case is to associate “St. Petersburg” with the correct Wikipedia
concept.

While most papers about Wikification and D2W describe new methods
implemented for English or other European languages, very little research is
made for Russian. That is why in the current paper we present a novel approach
to D2W in application to the Russian language.

We assume that context used for disambiguation may also be generated with
the help of Neural Machine Translation (NMT) techniques. Thus our idea is to
build a system that transforms text tokens into a set of concept embeddings –
smart context.

According to our hypothesis of “token-to-concept” translation, sentence “She
ate too much Caesar at Gordon Ramsay yesterday” should be translated to the
language of concepts as “Caesar salad, Restaurant Gordon Ramsay” and not
“Julius Caesar, Gordon Ramsay”. We expect concept embeddings generated by
NMT model act as appropriate unambiguous context for the D2W task.

In order to evaluate usefulness of proposed features, based on similarity to
generated smart context, we implement the approach from [18] as the baseline.
We also create a dataset for the Russian language, which is described in Sect. 5.1.

Therefore, the main contribution of our research is the following: we apply the
existing D2W method to Russian, demonstrate the advantages of the developed
smart context based features and propose the generated dataset as the gold
standard dataset for the D2W task.

2 Related Work

Our approach is based on application of encoder-decoder architecture borrowed
from NMT research area to solve D2W problem. That is why we suppose being
important to review related work in both fields.

2.1 Wikification and Disambiguation

As a subtask of Entity Linking, Wikification for the English language has quite
a long history. The whole timeline is perfectly described in [22], while we draw
our attention to those works which are more important for our research.

First, two prominent studies for Wikification and D2W tasks should be men-
tioned: [16] where standard measures like commonness and relatedness are pro-
posed and [18] that introduces Global and Local algorithms for Entity Disam-
biguation (GLOW). GLOW system from the second paper is also described in
Sect. 3 in more detail.

Furthermore, we should mention [6] as it proves Entity Linking to be quite
useful for other NLP tasks. In [7] it is also demonstrated that capturing topic
at multiple granularities from text via a CNN model is essential for concept
disambiguation.

Besides our research the idea of generating concept embeddings is also devel-
oped in [8]. Concept vectors are trained there using word2vec [15] and then
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utilized for generating local context attention. For global disambiguation they
propose using Conditional Random Fields and Loopy Belief Propagation. The
authors compare their approach to and mostly outperform [3] and [11].

One of the most recent works about D2W is [23], in which authors apply
the Random Forest algorithm for mention disambiguation. To decide whether
an entity should be included to the result set they use helpfulness evaluation
based on link probability, entity popularity, entity class and topical coherence.

Concerning D2W for the Russian language, we suppose that its current state
is only a starting point. Besides [21] who try to implement maximum entropy
classifier likewise in [16] for Russian and test in on private corpus, we are not
aware of other works devoted to the current topic.

2.2 Neural Machine Translation

With the recent developments in Deep Neural Networks, NMT is closely asso-
ciated with sequence-to-sequence model [19]. This approach generally comprises
two stages: encoding stage that converts sentence from source language into
a vector representing its language-independent meaning and decoding stage,
responsible for translating this vector into sentence written in target language.

A few years ago NMT systems like [4] and [24] implemented bidirectional
Long Short-Term Memory (LSTM) models for both encoding and decoding
phases. Later [9] integrated Convolutional Neural Networks (CNN), applying
convolutional model instead of LSTM to encoder and then even to decoder
[10]. In the current study we are comparing biLSTM and CNN based encoders
(Sects. 4.2 and 4.3) with regards to the D2W task.

Another constituent part of NMT model is the attention mechanism that
allows to learn alignments between source and target sentences. For the first
time it is used in [1], then improved by [14]. Application of attention weights for
the current research might be rather unevident and is thoroughly described in
Sect. 4.4.

3 Baseline

As a baseline solution for D2W task we select GLOW approach from [18]. In
this section we briefly describe the algorithm itself along with our modifications
and clarifications.

GLOW starts with enriching provided collection {m1,m2, . . . ,mN} with
extra mentions, computed as named entities and noun phrases of length not
more than 5. Each mention m is associated with its possible meanings Em,
extracted from Wikipedia redirects and anchor texts; in correspondence to [18],
only top 20 most frequent concepts are analysed.

Then come two main GLOW phases: first of all, global context, which consists
of a number of input text describing concepts, is identified; secondly, this context
is used to determine the final assignment of concepts to input mentions. Each
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phase is based on ranker-linker pair of machine learning algorithms which differ
only in the set of features being used.

Ranker accepts a mention m with possible meanings Em within a document
D and grades all Em according to their plausibility of being correct disambigua-
tion of m. Ranker training is performed with RankSVM [12].

For each mention m linker is provided with ranker-computed scores of pos-
sible meanings; its goal is to filter out presumably incorrect assignments, when
ranker fails to deliver the highest weight to the correct meaning. Linker is a
conventional binary linear SVM classifier.

During context generation phase ranker uses context independent and local
context features. For computing final meaning-concept assignment global context
features are used as well.

3.1 Context Independent Features

Context independent features include P (e|m) and P (e). P (e|m) – commonness –
indicates how often mention m links to entity e in Wikipedia. P (e) is the portion
of Wikipedia articles, which have links to e.

3.2 Local Context Features

Let us introduce the following notations: text(m) is TFIDF vector of docu-
ment D, containing m; context(m) is TFIDF vector computed for w-size window
around m; text(e) contains 2w elements with top TFIDF weight extracted from
Wikipedia page corresponding to concept e; context(e) is similar to text(e) but
is collected through all w-size windows around mentions, linked to e throughout
the whole Wikipedia. In contrast to [18] we utilize lemmas instead of tokens to
gain text(·) and context(·).

Local context features include cosine similarity calculated for the following
pairs of vectors:

text(m) ↔ text(e),
text(m) ↔ context(e),
context(m) ↔ text(e),
context(m) ↔ context(e).

Additionally, [18] uses reweighted versions of described features, which are
aimed at changing token importance in TFIDF vectors: boost more specific
and fine less specific tokens for the given possible meanings of the mention m.
Reweighted TFIDF is evaluated according to the formula:

wtext(l, e,m) =
text(e)[l]

∑
e′∈Em

text(e′)[l]
, (1)

where text(e)[l] is weight of lemma l in TFIDF vector text(e), which is assumed
to be 0 if vector text(e) does not contain l. wcontext(l, e,m) is computed similarly.
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3.3 Global Context Features

Let us introduce some notations (see Table 1).

Table 1. Notations for computing global context features.

aggG Aggregating function

maxG Maximum value computed throughout the whole global context G

avgG Average value computed throughout the whole global context G

1 Concepts link indicator

1ei−ej Binary indicator of ei having a link to ej or vice versa

1ei↔ej Binary indicator of ei having a link to ej and vice versa

sim Similarity

PMI ′ Pointwise Mutual Information similarity measure (formulas 2 and 3)

NGD Normalized Google Distance (formula 4)

links Link set

in links Set of concepts, which have an outgoing link to e

out links Set of concepts, to which e has an outgoing link

PMI ′ =
PMI

1 + PMI
, (2)

PMI(L1, L2) =
|E||L1 ∩ L2|

|L1||L2| , (3)

NGD(L1, L2) =
log max(|L1|, |L2|) − log|L1 ∩ L2|

log|E| − log min(|L1|, |L2|) , (4)

where E is a set of all Wikipedia concepts.
Global features are constructed by composing combinations of introduced

options, peeking one at a time: aggg∈G 1 · sim(links(e), links(g)). For instance,
a sample feature F (e) is maxg∈G 1e−g · PMI ′(in links(e), in links(g)).

A pair of extra global features utilized in GLOW is maxg∈G 1e↔g and
avgg∈G 1e↔g.

3.4 Linker Features

Linker features include the same set of features as its corresponding ranker.
However, there is a number of additional features:

• difference in score between the best and the second-best concept, produced
by ranker;

• entropy of possible mention meanings;
• indicator of meaning being a named entity;
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• the fraction of mention appearances in Wikipedia, where it is used as a link;
• Good-Turing estimate of mention not having correct meaning described in

Wikipedia. We use the following formula:

FGoodTuring(m) =

∑
e∈Em

1count(e,m)=1
∑

e∈Em
count(e,m)

, (5)

where count(e,m) is the number of times mention m is linked to concept e
in Wikipedia.

4 Similarity to Generated Context

In this section we introduce a novel type of context, which is exploited in D2W.
Additionally, we propose a method for computing similarities from concept to
generated context, which are used as extra features in GLOW algorithm.

4.1 Context Generation

The proposed type of context – smart context – is the result of translating
input text into a “language of concepts” with some neural machine translation
approach. In this work we utilize a simple encoder-decoder architecture, proposed
in [19].

Input tokens (with special END TOKEN appended) are mapped into their
embeddings and then fed into encoder part of the network. Encoder translates
them into internal representation I, which is further passed to decoder. Addi-
tionally, encoder compresses the whole input into a pair of fixed-length vectors
(c, h), which are later used in decoder initialization (see Fig. 1).

Decoder part of neural network is based on LSTM. Encoder’s (c, h) pair is
passed through fully-connected layers Fc and Fh to match decoder LSTM state
size and is used to initialize it. Tokens internal representation I is aggregated
in conformance to attention mechanism [1] and further fed into decoder LSTM.
Moreover, each LSTM cell also consumes decoder output from the previous step
(initially, special START CONCEPT is passed instead). Each LSTM cell output and
newly computed attention vector are passed through fully-connected layer Fs,
L2-normalized and then considered a target context concept embedding. Decod-
ing stops when special END CONCEPT embedding is produced.

We experiment with two types of encoder architectures – biLSTM-based and
CNN-based, which are described in detail in Sects. 4.2 and 4.3 correspondingly.

4.2 BiLSTM-Based Encoder

Token embeddings are passed as input to biLSTM (each LSTM is of size l),
which converts them into internal representation I. Hidden state vectors −→c and←−c of forward and backward LSTMs are concatenated to form final vector c. (h is
computed in the same way). To introduce regularization to our model, dropout
layers with keeping probability p are applied to I, c and h before returning them
from encoder (see Fig. 2).
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Fig. 1. Encoder-decoder neural network architecture.

Fig. 2. BiLSTM-based encoder.
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Fig. 3. CNN-based encoder.

4.3 CNN-Based Encoder

CNN-based encoder architecture is hugely inspired by [10]; it mainly consists of
several CNN-based gated units (see Fig. 3a):

g(T ) = vl(T ) ⊗ σ(vs(T )), (6)

v·(T ) = tanh(cnn·(T ) + b·), (7)

where T is a matrix of token embeddings, ⊗ is the pointwise vector multiplica-
tion, cnn(T ) is the result of application of CNN layer to matrix T , b is a trainable
variable. Output of each unit is then passed through dropout layer with keeping
probability p.

CNN-based gated units are stacked one upon another for k times. Output of
the final block is averaged; it constitutes the final c vector. Vector h is computed
in the same way, but using a separate stack of blocks. Another stack is used
to compute internal representations I, but its final block output is preliminary
traversed through fully-connected layer FI (see Fig. 3b).

4.4 Similarity to Smart Context Computation

Similarity features F ·
S(e,m) from concept e to smart context S for mention m

are computed according to the following formulas:

Fmax
S (e,m) = max

s∈S
cos(embedding(e), s), (8)

F avg
S (e,m) =

1
|S|

∑

s∈S

cos(embedding(e), s), (9)

F attentionmax

S (e,m) = max
s∈S

α(s,m)
∑

s∈S α(s,m)
cos(embedding(e), s), (10)

F
attentionavg

S (e,m) =
1

∑
s∈S α(s,m)

∑

s∈S

α(s,m)cos(embedding(e), s), (11)
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α(s,m) =
∑

t: t intersects m

attention(t, s), (12)

where t is text token, attention(t,m) is decoder attention for token t when com-
puting concept embedding s. In other words, to compute each context embedding
weight α(s,m) we sum attention scores of mention tokens, returned by decoder.

5 Evaluation

In the current section we describe dataset prepared for training and testing
GLOW and neural network parameters. Furthermore, we evaluate the results
obtained from the algorithms described above.

5.1 Data and Parameters

While for the English language there exists a large amount of corpora for the
disambiguation task, there is no open dataset available for Russian. Thus, we
download the Russian Wikipedia dump of May 1, 2018 that contains more than
1470000 articles and build our own corpus. We collect those pages that attain
one of the two best grades in WikiProject article quality evaluation scheme:
we select 2968 articles from labelled as Good article for training; 1056 arti-
cles categorized as Featured article are treated as test set1. For training our
neural network models we omit Featured articles in order to avoid possible
overlapping with test data.

Moreover, the Wikipedia dump is utilized for fitting embedding models. We
pre-train a word2vec [15] model (size = 100, window = 5, skip-gram) for gen-
erating concept embeddings and a fasttext [2] model (size = 100, window = 5,
skip-gram) for tokens.2

Table 2 outlines neural network hyperparameter values used during the exper-
iments.

5.2 Evaluation Results

In this section we explore the usefulness of our features, based on concept simi-
larity to smart context, on the D2W task.

In order to carry out fair evaluation we calculate the minimum level for
the results which is known as Most common sense (MCS in Table 3). For each
mention the model selects the most popular meaning (if several), according to
its commonness value. Upper bound is an oracle, which always predicts correct
meaning if it is nil or is among top 20 most frequent mention meanings. GLOW-
based methods select meanings from the same set, thus upper bound shows the
best quality our approach may achieve.

1 https://github.com/ispras-texterra/ainl-2018-d2w-dataset.
2 Note, that token embedding size is 101 = 100+ extra position to encode END TOKEN.

Similar idea is for concept embedding size and START CONCEPT/END CONCEPT.

https://github.com/ispras-texterra/ainl-2018-d2w-dataset
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Table 2. Hyperparameters.

Section Parameter Label Value

3.2 Window size around mentions w 100

4.1 Token embedding size 101

Concept embedding size 102

Fully-connected layers Fc, Fh size 500

Decoder LSTM size 500

Fully-connected layer Fs size 102

Attention Bahdanau [1]

Attention size 500

Loss function cosine distance

Optimizer Nadam

Batch size 16

4.2 Forward/backward LSTM size l 500

Number of epochs 1110

4.3 Fully-connected layer FI size 500

Size of gated units stack k 3

CNN filter size 5

Number of CNN filters 500

Gated unit bias b size 500

Number of epochs 2131

4.2 and 4.3 Keeping probability (train) p 0.7

Implementation of GLOW system for Russian is fairly significant, as the
results for this model outperform MCS by more than 4 percentage points.
We additionally found out that GLOW without linker (which simply accepts
top-scored concepts returned by ranker) performs even better. Applying fea-
tures based on CNN and biLSTM generated smart context further improves the
results.

Table 3. Evaluation results.

Model Macro-averaged accuracy, %

MCS 83.01

Upper bound 94.03

GLOW 87.80

GLOWno linker 88.01

GLOW + smart context features (CNN) 88.04

GLOWno linker + smart context features (CNN) 88.25

GLOW + smart context features (biLSTM) 88.19

GLOWno linker + smart context features (biLSTM) 88.30
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To prove usefulness of the proposed features we split test data into 10 parts
and evaluate baselines (GLOW and GLOWno linker) and our best approach
(GLOWno linker with biLSTM-based smart context features) on each part sep-
arately. Application of Wilcoxon signed rank test shows that our approach is
better than baselines and the results are statistically significant with p-value
<0.002.

6 Conclusion

In the current paper we propose a novel approach for generating context for
the D2W task. Our method implies encoder-decoder architecture for translating
sequence of tokens into concept embeddings.

During the research we trained two models with CNN and biLSTM based
encoders and then compared their performance with the GLOW approach [18]
implemented as baseline. Both of them outperform GLOW.

Despite moderate quality improvement of the result for the D2W task, we
still consider the idea of translating tokens into concepts legible and expect to
implement the encoder-decoder approach not only for D2W but for the whole
Wikification task. Another line of work is to evaluate our approach on standard
datasets for the English language.
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Abstract. The paper presents a supervised machine learning experiment with
multiple features for identification of sentences containing verbal metaphors in
raw Russian text. We introduce the custom-created training dataset, describe the
feature engineering techniques, and discuss the results. The following set of
features is applied: distributional semantic features, lexical and morphosyntactic
co-occurrence frequencies, flag words, quotation marks, and sentence length.
We combine these features into models of varying complexity; the results of the
experiment demonstrate that fairly simple models based on lexical, mor-
phosyntactic and semantic features are able to produce competitive results.
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1 Introduction

Metaphor is said to be a ubiquitous yet a fugitive phenomenon: it resides in virtually
every utterance of human language, but it is notoriously difficult to formalize. Not only
is metaphor indispensable in various language processing tasks; it is also commonly
accepted that metaphor is a pervasive process in human language and thought [20],
with numerous effects in psychology, psycholinguistics, and cognitive disciplines.

Metaphor processing has attracted increasing attention and effort in recent years.
A series of Workshops on Metaphor in NLP was held for several successive years as a
part of the NAACL-HLT conference. The most comprehensive overview of approaches
to automated metaphor identification is available in [41].

The following types of features are exploited in the state-of-the-art systems for
metaphor identification in the supervised and the unsupervised settings:

• lexical [3, 4, 10, 15, 17, 22, 23, 28, 30];
• morphological [4, 15];
• distributional semantic [28, 31, 35, 38];
• topic modelling [4, 13];
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• lexical thesauri and ontologies: WordNet [3, 10, 15, 17, 25, 27, 28, 33, 38, 39],
FrameNet [11], VerbNet [3], ConceptNet [30], and the SUMO ontology [8, 9];

• psycholinguistic features [3, 10, 28, 29, 37–40];
• syntactic relations [15, 30].

Metaphor identification projects can be divided into two groups according to their
theoretical premises. Experiments in the first group stem from the conceptual metaphor
paradigm [20] which stipulates that linguistic metaphors are surface realizations of the
underlying conceptual mappings between the source and the target domains. Projects of
this type seek to identify evidence of such mappings in the text [e.g. 8–11, 13, 25, 27,
28, 30, 37]. The second vein of experimental research does not make any a priori
assumptions about the underlying conceptual mechanisms of metaphor and searches for
any stretches of metaphoric language in the text [e.g. 3, 4, 15, 17, 29, 31, 33, 35, 38–
40].

Results of metaphor identification experiments are difficult to compare for a number
of reasons: (a) the theoretical incompatibility and the subsequent differences in the
experimental design; (b) some systems identify metaphors on the sentence level while
others identify word-level metaphors; (c) many of the existing systems are domain-
specific; and (d) most systems are trained and evaluated on different datasets.

Metaphor identification in Russian texts has been addressed in several projects. For
example, [28, 30, 37] use a variety of features to model the conceptual source and target
domains and to align them with their linguistic realizations in text, while [31, 38, 39]
operate outside of the conceptual metaphor paradigm. The former two systems exploit
cross-linguistic metaphors: the classifier is first trained on the English data, and then the
trained model is projected to Russian using a dictionary. The latter project uses dis-
tributional semantic vectors to distinguish metaphoric and non-metaphoric sentences.

The subsequent sections of this paper describe a sentence-level Russian verbal
metaphor identification experiment on raw text with a rich multi-feature classifier
involving semantic, lexical, and morphological features, as well as information about
the occurrence of flag words (specific lexical markers), quotation marks, and sentence
length.

To the best of our knowledge, this is the first project outside of the conceptual
metaphor paradigm to explore a model of such complexity for metaphor identification
in Russian texts.

2 The Dataset

The experimental dataset is comprised of 7,166 sentences each of which contains one
of the 20 polysemous Russian verbs (referred to as target verbs below); some of the
experimental verbs are listed in Table 1. The full dataset and its description are
available for download.1

1 https://github.com/yubadryzlova/metaphor_dataset_20_verbs.git.
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2.1 The Target Verbs

The verbs were chosen so as to match the specific linguistic properties:

– the verb has at least one primary meaning which is a typical meaning of Accom-
plishment or Activity [26, 42];

– the verb has at least one primary meaning which authorises a two-actant con-
struction with the following mandatory actants: (1) the Agent, (2) the Patient/the
Theme;

– the Agent denotes a human being(s); the other actants refer to physical (concrete,
non-abstract) entities;

– the derivational structure of the verb’s polysemy is transparent: each secondary
meaning is derived from the primary one by means of either a metaphoric or a
distant metonymic shift;

– the verb has a small number (<10) of meanings listed in the dictionary;
– the verb does not possess any strongly delexicalized meanings.

Verbs of this kind were chosen for the experiment because they bring the oppo-
sition of metaphoric and non-metaphoric meanings to its most distinct expression.

2.2 The Non-metaphoric and the Metaphoric Classes

The sentences in the dataset are divided into the two classes, the non-metaphoric and
the metaphoric ones.

The Non-metaphoric Class. This class includes the sentences where the target verb is
used either (a) in the central literal meaning (as described above) or (b) in the meanings
that are related to the central meaning via either a diathetic shift (i.e. the change of the
syntactic rank of the actants), or a close metonymic shift.

The Metaphoric Class. This class contains the three types of sentences: (c) conven-
tionalized metaphors based on polysemy, (d) unconventional creative metaphors, and
(e) idiomatic expressions.

Table 1. Dataset: some of the target verbs

Russian Transliteration Translation (primary meaning)

бoмбapдиpoвaть bombardirovat to bombard (smth/smb))
дoить doit to milk (e.g. a cow)
нaпaдaть napadat to attack (smth/smb)
oтpyбить otrubit to hack (smth) off
тpyбить trubit to blow a trumpet
yкoлoть ukolot to prick (smth/smb)
зaжигaть zazhigat to ignite (smth)

A Multi-feature Classifier for Verbal Metaphor Identification 25



Conventionalized Metaphors are the target verbs used in their secondary meanings.
For example, consider the metaphoric meanings of trubit ‘to blow a trumpet’2:

• to talk profusely about smb, smth; to spread gossip, information, news, etc.;
• to perform a tiresome or tedious activity during a long period of time.

Unconventional Metaphors exploit the target verbs creatively to liken concepts
from the target domain to concepts from the source domain [20] and to reinterpret the
target in terms of the source, e.g. Cecтpa пoглядeлa нa нee, словно <yкoлoлa>
кинжaлoм. ‘Sister threw a glance at her, as if she <pricked> her with a dagger.’

Idiomatic Expressions are fixed or semi-fixed compositional units whose meaning
is not equal to the sum of the meanings of its constituent lexemes, e.g. Кoгдa тo мoи
пpa - пpa - пpa - пpa - пpaдeды … <гpeли pyки> нa pocтoвщичecтвe. ‘There was a
time when my fore- fore-fore-fore-fore-forefathers used to <warm their hands> (= to
make dishonest or illegal profit) with usury.’

Sentence Selection and Annotation The sentences were obtained from RuTenTen11,
a 14.5 bn-word Russian web corpus, accessed via the SketchEngine interface [16]. The
sentences were added to the dataset in the order in which they were retrieved, without
any filtering. The selection of sentences and their annotation by the binary classes
(metaphoric vs. non-metaphoric) was performed by one annotator, a trained linguist.
The annotator was compelled to make binary decisions.

The subsets for the individual verbs are balanced by the class, i.e. 50% of the
sentences are metaphoric while the other half are non-metaphoric. However, the dataset
is not balanced across the verbs (ranging between 225 and 693 sentences per verb). The
data is heterogeneous in terms of genre and domain, containing non-normative Russian
usage, which increases the difficulty of the classification task.

3 The Feature Set

3.1 Dataset Preprocessing and the Context Windows

The window-dependent features described below (the semantic, the lexical, and the
morphosyntactic ones) were computed (a) on the fixed context windows of the sizes 2,
3, 4, and 5; (b) on the unfixed-size window equivalent to the length of the full sentence;
and (c) on the set of the syntactic arguments of the target verb (its direct dependencies
and some of their secondary projections).

Only content non-stopwords were included into the semantic and the lexical
windows; as for the morphosyntactic windows, they were comprised of all the gram-
memes found within a given window, including prepositions and punctuation marks.

The syntactic arguments of the target verbs and the morphological characteristics of
lemmas were obtained with the online interface for the Russian MaltParser [7].

2 The definitions throughout the paper are quoted from the Dictionary of the Russian Language [44].
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3.2 Distributional Semantic Features

The Word-Embeddings Models. Our semantic features are based on word-
embeddings models. We experiment with two pre-trained models presented in [19]
that are freely available for download from the RusVectōrēs website [34]; both models
were trained with the word2vec Continuous Skipgram algorithm.

• The WikiRNC model was trained with vector dimensionality 300 and window size
2 on the joint corpus of Russian Wikipedia and the Russian National Corpus, with
the total of 600 m tokens;

• The Araneum model was trained on a much larger corpus, Araneum Russicum
Maximum [5], of about 10bn tokens, with vector dimensionality 600 and the
window size of 2.

The Semantic Similarity Measure. When we apply distributional semantics to con-
text windows of different sizes, we proceed from the intuition that a metaphoric verb
will be semantically deviant from its linear context window, affecting the mean
semantic similarity between the words in the window in a negative way, whereas a
literally used verb will belong to the same conceptual domain as its context words,
making the contextual sub-space denser and adding to the mean similarity [14].

Application of distributional semantic models to the syntactic arguments of the
verbs relies on the consideration that metaphor is a Selectional Preference violation
[43], which is effectively captured as semantic deviance between the metaphoric verb
and its main arguments [35]. The assumption is that a verb used in a literal sense will
belong to the same conceptual domain as its immediate arguments, whereas metaphoric
verb usage implies arguments belonging to a different conceptual domain.

The semantic similarity of tokens within the context is calculated as the following:

Simwin ¼ Meanf Sim wi;wj
� �jwi;wj 2 Wing; ð1Þ

SimVwin ¼ Meanf Sim wi;wj
� �jwi;wj 2 Win;wi 6¼ verb;wj 6¼ verbg; ð2Þ

SimDiffwin ¼ Simwin � SimVwin; ð3Þ

where Sim is the semantic similarity in the distributional semantic space, and Win is the
context window around the target verb: a linear window in the case of linear context, or
the list of syntactic arguments in the case of the syntactic arguments context.

The Augmented Semantic Features. If a sentence in our corpus features a low-
frequency word that is missing from the model, its measure of semantic similarity with
its environment equals to zero. We moderated this effect by replacing the unavailable
similarities by the mean of all the similarity measures in the current context window.

3.3 Lexical Co-occurrence Features

The use of lexical features for metaphor identification draws on the notion of lexico-
semantic combinability [2], i.e. that different meanings of polysemous words impose
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restrictions on the semantics of their arguments, and subsequently, on their lexical
classes. For example, the non-metaphoric meaning of raspylyat ‘to spray’ will often co-
occur with lexemes from the class of liquids and powder-like substances (water, per-
fume, chemicals, and the like), while the metaphoric meaning ‘to scatter, to disperse
smth thus decreasing its efficiency’ will typically co-occur with words denoting
valuable resources (money, funds, effort, energy, troops, reserves, etc.).

To vectorize the unigrams of lemmas, we applied several measures of association:
weirdness [1], the extension of Student’s t-test proposed in [24], log likelihood [6], and
Kullback-Leibler Divergence [18]. The best results were produced by the DP metric
[21] which is calculated according to the formula:

a
aþ:a�

b
bþ:b ; ð4Þ

where a is the number of occurrences of a lexeme in the metaphoric subcorpus, b is the
number of occurrences of the lexeme in the non-metaphoric corpus, aþ:a is the size
of the metaphoric subcorpus, and bþ:b is the size of the non-metaphoric subcorpus.

3.4 Morphosyntactic Co-occurrence Features

The rationale behind the use of morphosyntax in metaphor identification is grounded in
the fact that different meanings of a polysemous verb may develop exclusive mor-
phosyntactic constructions. For example, in the verb otrubit (whose non-metaphoric
meaning is ‘to hack smth off’), the metaphoric meaning (‘to respond, to say smth in a
brusque or abrupt manner’) develops an intransitive construction; this meaning is often
used to introduce direct speech in the narration:

— Heт,— <oтpyбил> Кepк.— Дeньги дoлжны быть выигpaны ceгoдня. ‘No’,
Kirk <cut off> (= responded abruptly), ‘the money must be won today’.

We explored three different configurations of morphological characteristics of
nouns and verbs which vary in the fullness of representation:

1. verb only pos/noun only pos: indication of only the part of speech;
2. verb full: part of speech, aspect, tense, number, mood, gender, and person;
3. noun full: part of speech, gender, animacy, case, and number;
4. verb short: part of speech, aspect, tense, mood;
5. noun short: part of speech, animacy, case;

We tested five combinations of morphological configurations: verb only pos + noun
only pos, verb full + noun full, verb short + noun full, verb full + noun short, and verb
short + noun short. Prepositions and punctuation in all the configurations were rep-
resented by their lemmas; all the other parts of speech were always represented by their
POS tags.

Besides, we experimented with unigrams, bigrams, and trigrams of morphosyn-
tactic tags: bigrams and trigrams are expected to capture the linear order of grammemes
in the context window, while unigrams show their distribution in sentences irrespective
of the linear order. The association measure between grammemes on the one hand, and
the non-metaphoric/metaphoric class on the other was calculated with the DP metric.
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4 Experimental Setup

The metaphor identification task was formulated as sentence-level binary classification:
the classifier was to identify which sentences belonged to the metaphoric and the non-
metaphoric classes. We experimented with the datasets of individual verbs and with the
combined dataset of all the 20 verbs.

We used the Support Vector Machine (SVM) classifier with linear kernel3; the
experiments were run using 5-fold cross-validation.

We experimented with a total of 45 models, i.e. with different one-, two-, three-,
four-, and five-feature combinations.

The results of the performance were estimated as the accuracy of classification.

5 Results

5.1 Features’ Impact

Beside the features described in Sects. 3.2–3.4, we also tested the following features:
(a) specific lexical markers of metaphoricity (‘flag words’, see [12, 36]); (b) quotation
marks; and (c) sentence length. However, none of them proved efficient, either in
isolation or in combination with the other features.

All the window-dependent features (semantic, lexical, and morphosyntactic) have
proved to be quite sensitive to the size of the context window. Figure 1 demonstrates
the correlation between the classification results (accuracy) on the lexical features and
the size of the window for three the verbs which demonstrate a downward, an upward,
and a flat dynamics.

Obviously, this behaviour is connected with the distances at which the lemmas with
conspicuous association scores occur in relation to the target verb.

For example, otrubit ‘to hack smth off’ best performs on the set of the syntactic
arguments; this is due to the high frequency of the metaphoric intransitive construction
which serves to introduce direct speech (see Sect. 3.4). The verb in this construction
has only one syntactic argument, the subject, which is typically a person’s name.
Proper names are low-frequency lemmas, and therefore they will have low association
scores. Whereas the non-metaphoric meaning tends to co-occur with higher-frequency
syntactic arguments on a much more regular basis (e.g. ‘to cut off a chunk of
wood/smb’s head’, etc.); these lemmas have high association scores. This contrast
imparts high predictive power to the model based on the syntactic arguments of otrubit.
Using linear windows, especially larger ones, introduces excessive noise into the model
and disorients the classifier.

However, in the aggregate terms across the dataset, the large-size windows
(full_sent and win5) by far outperform the other windows.

The accuracies of the non-augmented models and their augmented counterparts
showed no significant difference.

3 LinearSVC, as implemented in scikit-learn [32].
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The morphologically poor configuration of grammemes (‘only pos’) is demon-
strably outperformed by the morphologically informed configurations (2–5, see the list
in Sect. 3.4). Meanwhile, there is no pronounced leader among the morphologically
informed configurations: they all perform at approximately the same level.

Besides, morphosyntactic unigrams consistently outperform trigrams, while being
almost on a par with bigrams.

In sum, the efficient models provided by our features are the one-, two-, and three-
feature combinations of the semantic, the lexical, and the morphosyntactic features.

5.2 Classification Results

We report the results for the models with the following options:

• the features are computed on the full sentence window;
• the distributional semantic feature (‘sem’) is the non-augmented version computed

on the Araneum word-embeddings model;
• the morphosyntactic feature (‘morph’) is computed on unigrams of the configura-

tion ‘verb full + noun full’;
• the lexical co-occurrence feature (‘lex’) is computed as described in Sect. 3.3.

An abridged version of the classification results is presented in Table 2. The full
version of the table can be accessed online (See footnote 1).

The accuracies of the models across the verbs range within the following limits:
‘sem’: 0.52–0.81; ‘lex’: 0.77–0.94; ‘morph’: 0.67–0.82; ‘sem+lex’: 0.77–0.94; ‘sem
+morph’: 0.7–0.85; ‘lex+morph’: 0.77–0.96; ‘sem+lex+morph’: 0.75–0.95.

The best accuracies on individual verbs range from the moderate 0.77 to the quite
encouraging 0.96. The accuracy of the classifier on the combined dataset of the 20
verbs reached the mark of 0.83. This performance is on a competitive footing with the
results reported by the other systems for metaphor identification in Russian: the F-
scores of 0.76 in [39] and 0.84 in [38] which use the translation method and experiment

Fig. 1. Correlation between the accuracy of classification and the size/type of the context
window (lexical co-occurrence features). ‘Deps’ – the set of the verb’s syntactic arguments;
‘win2’ – ‘win5’ – windows of the sizes 2–5; ‘full_sent’ – window of the full sentence length.
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with much smaller datasets of pre-filtered SVO triples and adjective-noun tuples; and
the accuracy of 0.68 in [31] which is run in a setting comparable to ours.

In five of the 20 verbs, the best result is achieved with the simple model ‘lex’;
adding further features does not lead to a gain in efficiency. The composite model of the
semantic and the lexical features (‘sem+lex’) yields the best result only in two verbs.
The majority of the top accuracies is achieved with the combination of the two features,
the lexical and the morphosyntactic ones, (‘lex+morph’) – in 10 of the individual verbs,
and on the joint dataset. In four individual verbs, the best results are obtained with the
most complex model composed of the three features, the semantic, the lexical, and the
morphosyntactic ones (‘sem+lex+morph’). On the joint dataset, the last two models
yield an identical result.

Interestingly, the ‘sem’, the ‘morph’, and the ‘sem+morph’ models consistently fall
behind the other models across the datasets, as morphology alone cannot be expected to
reliably predict the metaphoric or the non-metaphoric class. As for the comparatively
low efficiency of the distributional semantic feature, it presumably can be accounted for
by the fact that state-of-the-art distributional semantic models do not discriminate
between different meanings of polysemous words; they generate a single vector which
collapses all the senses of a word into a single value. The classification results will
depend on the nature of the typical senses of the target verb and their co-occurrences in
the training corpus (a fact also addressed in [31]).

To summarize, we can say that on a dataset composed of multiple target verbs, the
two models are most likely to produce the high accuracy result: the two-feature
combination ‘lex+morph’, and the three-feature combination ‘sem+lex+morph’.

However, this observation may hold true only for verbs that are characterised by the
semantic and the actant structure properties described in Sect. 2.1.

Table 2. Accuracy of classification (selected verbs)
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bombardirovat 0.75 0.81 0.75 0.83 0.77 0.82 0.85

napadat 0.59 0.77 0.76 0.77 0.74 0.77 0.75

vykraivat 0.81 0.94 0.82 0.93 0.85 0.96 0.95
combined dataset
(20 verbs) 0.65 0.82 0.67 0.82 0.71 0.83 0.83
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6 Conclusion

We have presented a manually annotated experimental dataset of metaphoric and non-
metaphoric sentences featuring 20 target verbs. We also introduced the set of experi-
mental features and presented their linguistic motivation. Next, we described the setup
of the experiment for classifying the sentences into the metaphoric and the non-
metaphoric classes. The results of the experiment suggest that the two composite
models are likely to be scalable: the model combining the lexical and the mor-
phosyntactic features, and the model based on the combination of the semantic, lexical,
and morphosyntactic features. However, this generalization may hold true only for
verbs of the same type as the target verbs in the experimental dataset (i.e. typical
Activity or Accomplishment verbs with two actants).

Acknowledgements. The contribution to this study by Polina Panicheva is supported by RFBR
grant № 16-06-00529.
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Abstract. Lemmatisation, which is one of the most important stages
of text preprocessing, consists in grouping the inflected forms of a word
together so they can be analysed as a single item. This task is often
considered solved for most modern languages irregardless of their mor-
phological type, but the situation is dramatically different for ancient
languages. Rich inflectional system and high level of orthographic vari-
ation common to these languages together with lack of resources make
lemmatising historical data a challenging task. It becomes more and more
important as manuscripts are being extensively digitized now, but still
remains poorly covered in literature. In this work, I compare a rule-based
and a neural network based approach to lemmatisation in case of Early
Irish (Old and Middle Irish are often described together as “Early Irish”)
data.

Keywords: Early Irish · Natural language processing
Under-resourced languages · Lemmatisation · Neural networks
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1 Introduction

Lemmatisation, which is one of the most important stages of text preprocessing,
consists in grouping the inflected forms of a word together so they can be anal-
ysed as a single item, identified by the word’s lemma, or dictionary form. It is not
a very complicated task for languages such as English, where a paradigm con-
sists of a few forms close in spelling; but when it comes to morphologically rich
languages, such as Russian, Hungarian or Irish, lemmatisation becomes more
challenging. However, this task is often considered solved for most resource-
rich modern languages irregardless of their morphological type. The situation
is dramatically different for ancient languages characterised not only by a rich
inflectional system, but also by a high level of orthographic variation. Lemma-
tisation for ancient languages is still poorly covered in literature, although this
task becomes more and more important as manuscripts are being extensively
digitized.
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There are two suitable approaches to this task that I will describe and com-
pare in this article in regard to Early Irish data: a rule-based approach and
character-based neural network models.

2 Related Works

The problem of NLP for historical languages first arose in the last quarter of the
XXth century in regard to Ancient Greek [32], Sanskrit [20,47] and Latin [29,33]
and for a long time was confined to these languages. As more and more medieval
manuscripts were being digitised, there appeared a number of works dedicated to
spelling variation in historical corpora, its normalisation and further linguistic
processing for Early Modern English [3,4], Old French [44], Old Swedish [6],
Early New High German [5], historical Portuguese [17,19,39], historical Slovene
[40], Middle Welsh [30] and Middle Dutch [24,25]. Historical data processing in
general has been surveyed in a substantial monograph [37] and several articles
[16,36]. Apart from corpus studies, there have emerged several open-source tools
for historical language processing, such as a Classical Language Toolkit1 [22],
which offers NLP support for the languages of Ancient, Classical, and Medieval
Eurasia. For the moment, only Greek and Latin functionality in CLTK includes
lemmatisation.

Lemmatisation has also been an active area of research in computational
linguistics, especially for morphologically rich languages [8,9,12,13,18,28,43,46].

There are two major approaches to lemmatisation, a rule-based approach
and a statistical one. The rule-based approach, which requires much manual
intervention but yield very good results due to being language-specific, is widely
used, examples being Swedish [11], Icelandic [21], Czech [23], Slovene [38], Ger-
man [35], Hindi [34], Arabic [1,15] and many other languages. A classical work
on automatic morphological analysis of Ancient Greek describes a stem lexicon,
where each stem is marked with inflectional class, and a list of pseudo-suffixes
needed to restore these stems to lemmas [32]. A Latin lemmatiser from the
aforementioned Python library CLTK also uses stem and suffix lexicons. The
best morphological analyser for Russian, Mystem, is based on Zalizniak gram-
matical dictionary [50]. This dictionary contains a detailed description of ca.
100,000 words that includes their inflectional classes. Mystem analyses unknown
words by comparing them to the closest words in its lexicon. The ‘closeness’ is
computed using the built-in suffix list [42]. A morphological analyser of mod-
ern Irish used in New Corpus of Ireland is based on finite-state transducers and
described in [14] and [26].

Statistical approach to lemmatisation is computationally expensive and
requires a large annotated corpus to train a model, especially when one deals
with a complex inflectional system. Nevertheless, there are a few statistical
parsers that achieve excellent results. Morfette, which was developed specially
for fusional and agglutinative languages, simultaneously learns lemmas and PoS-
tags using maximum entropy classifiers. It does not need hard-coded lists of
1 http://docs.cltk.org/en/latest/.

http://docs.cltk.org/en/latest/
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stems and suffixes and derives lemma classes itself from the working corpus [10].
It shows over 97% lemmatisation accuracy for seen words and over 75% accu-
racy for unseen words on Romanian, Spanish and Polish data. Another joint
lemmatisation and PoS-tagging system, Lemming, achieves more than 93–98%
for both known and unknown words on Czech, German, Spanish and Hungaian
datasets [31]. Now there are models available for more than 15 languages, includ-
ing Basque, Hebrew, Korean, Estonian, French and Arabic2. Unfortunately, it
is almost impossible to directly compare the performance of rule-based and
statistical-based systems for the same language described in different works due
to the discrepancy of training datasets and the absence of evaluation results for
some of the models.

Recently, neural networks also started being used for lemmatisation. For
example, a system combining convolutional architecture that models orthog-
raphy with distributional word embeddings that represent lexical context was
successfully implemented by [25] to lemmatise Middle Dutch data. The authors
obtained 94–97% accuracy for known words and 45–59% accuracy for unknown
words on four different datasets.

3 Data

3.1 Sources

One of the most difficult problems one faces working on NLP tools for ancient
languages is the lack of data. The quality of a machine learning model is widely
known to depend upon the size of the training corpus. The only publicly avail-
able annotated corpus of Early Irish is POMIC [27], but it is not a very suitable
source of data for machine learning because it is represented as parse trees in
PSD format. Another substantial resource is the electronic edition of the Dic-
tionary of the Irish Language3 [45]. The DIL is a historical dictionary of Irish,
which covers Old and Middle Irish periods. Each of 43,345 entries consists of a
headword (lemma), a list of forms including different spellings and compounds
and examples of use with a reference to source text.

However, the list of forms cited in the DIL is incomplete; apart from that,
some of the forms are contracted: for example, the list of forms for cruimther
‘priest’ is represented in the dictionary as -ir, which the reader is to read as
cruimthir, and the list of forms for carpat ‘chariot’ looks like cairpthiu, -thib, -
tiu, -tib which has to be read as cairpthiu, caipthib, cairptiu, cairptib. Words can
be abbreviated in many different ways, which is a consequence of the fact that
there were many scholars who contributed to the DIL throughout 1913–1976,
and each of them used his own notation, as preserved in the digital edition.
Some common types of contractions are listed in Table 1.

Still, the DIL is the best source of data for training a lemmatiser. To compile a
lexicon for the rule-based lemmatiser and a training corpus for the neural network

2 http://cistern.cis.lmu.de/marmot/models/CURRENT/.
3 http://dil.ie.

http://cistern.cis.lmu.de/marmot/models/CURRENT/
http://dil.ie
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Table 1. Contracted, restored and missing forms and spellings from the DIL

DIL Restored Missing

carpat,
cairpthiu,
-thib, -tiu, -tib

carpat, cairpthiu,
caipthib, cairptiu,
cairptib

carbad, carbat, carbait, carpait,
carput, carpti...

carat(r)as caratas, caratras caratrad, caradras, caradrus,
caradruis, caratrais...

cruimther, -ir cruimther, cruimthir cruimter, crumther, cruimthear,
crumper, crumpir, cromthar,
crumthirech

anmothaig[thig]e anmothaige, anmothige anmothaigthech, anmotuighe...

aball, a. aball abhull, aboll, ubull, abaill, abla,
abhla, ubla, ubhaill...

lemmatiser, I crawled DIL’s website, parsed HTML files and derived a set of
rules to restore contractions and remove unnecessary markup. As a result, I got
83,155 unique form-lemma pairs. They were then shuffled and split into training,
validation and test sets, the former two being 5,000 samples each. One has to bear
in mind, that this amount of training data is insufficient for getting extremely
good results in lemmatisation for a language as morphologically complex and
orthographically inconsistent as Early Irish.

Also, a test set was manually created to evaluate a rule-based system, because
the DIL data cannot be used for evaluation in this case. It is described in detail
in the next section.

3.2 Morphology and Orthography

Old Irish is a fusional language with an elaborate system of verbal and nominal
inflexion, comparable to Ancient Greek and Sanskrit in its complexity. In Celtic
languages, there are two ways to encode morphological information in a word
form, which often occur together: regular endings and grammaticalised phonetic
changes in the beginning of the word called ‘initial mutations’. It means that the
first sound of a word can change under specific grammatical conditions, for exam-
ple, the word céile ‘servant’ with a definite article in nominative plural will take
a form ind chéili ‘the servants’, where the first stop [k] mutated into fricative [x].
This type of mutation is called lenition, and in this particular case it shows the
presence of a definite article in nominative plural masculine, while the ending -i
means that the noun itself is in nominative plural. There are four types of initial
mutations in Early Irish: lenition, eclipsis, t-prothesis and h-prothesis. I will not
expand on how exactly they affect consonants and vowels and when they occur,
because it is not relevant for the task. I have to mention though, that both in Old
and Middle Irish mutations were inconsistently marked in writing, and the orthog-
raphy on the whole involves much variation. There are several other orthographic
features that increase a number of possible forms for a single lemma:
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– inconsistent use of length marks;
– in later texts mute vowels indicate the neighbouring consonant’s quality;
– complex verb forms can be spelled either with or without a hyphen or a

whitespace.

Moreover, in Old and Middle Irish objective pronouns and relative parti-
cles are incorporated into a verb between the preverb and the root: cf. caraid
‘he/she/it loves’ and rob-car-si ‘she has loved you’, where ro- is a perfective par-
ticle, -b- is an infixed pronoun for 2nd person plural object, and -si is an emphatic
suffixed pronoun 3rd person singular feminine. The presence of a preverb with
dependent forms triggers a shift in stress, which causes complex morphophono-
logical changes and often produces a number of very differently looking forms
in a verbal paradigm, particularly in the case of compound verbs, cf. do-beir
‘gives,brings’ and ńı thabair ‘does not give, bring’. Table 2 illustrates the variety
of Early Irish verbal forms through the example of do-beir.

Table 2. Some forms of the verb ‘do-beir’

Form Deuterotonic Prototonic (after preverb) Translation

INDIC PRES
3SG

do-beir (ńı) thabair ‘does (not) give/bring’

SUBJ PRES
3SG

do-bera (ńı) thaibrea ‘if does (not) give/bring’

PRET 3SG do-bert (ńı) thubart ‘did (not) give/bring’

FUT 3SG do-béra (ńı) thibéra ‘will (not) give/bring’

PERF 3SG do-rat (ńı) tharat ‘did (not) give’

PERF2 3SG do-uic (ńı) thuicc ‘did (not) bring’

I should also mention, that the DIL is not strictly grammatical in the follow-
ing assumptions, and so are the models trained on it:

– verbal forms with infixed pronouns are lemmatised as verbal forms without
a pronoun (notbéra ‘will bring you’> beirid ‘brings’);

– compound forms of a preposition and a definite article are lemmatised as
prepositions without an article (isin ‘in + DET’> i ‘in’ );

– prepositional pronouns are lemmatised as prepositions (indtib ‘in them’> i
‘in’);

– emphatic suffixed pronouns (-som, -siu, -si, -sa etc.) are lemmatised as inde-
pendent personal pronouns.
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4 Rule-Based Approach

At first, I chose rule-based approach to lemma prediction over machine learning
due to the scarcity of available data.

Morphophonological complexity of Early Irish compounded by the many non-
transparent orthographic features makes traditional rule-based approach to lem-
matisation with hard-coded lists of possible pseudo-suffixes and rules of their
treatment less suitable for Early Irish than for other languages. A more reliable
way for a start is building a full form lexicon where every word form corresponds
to a lemma. I used the DIL described in the previous section for this purpose.

There was a series of experiments conducted on Early Irish prose texts that
resulted into the following architecture of the rule-based lemmatiser. Every word
in a text fed to the system is first demutated (i.e. the changes at the beginning of
the word are eliminated) and then looked up in the dictionary. The lemmatiser
returns a lemma for each known word and a demutated form for each unknown
word by default; there is also an option to predict lemmas for unknown words
with the help of Damerau-Levenshtein edit distance. For every unknown word,
the program generates all possible strings on edit distance 1 and 2, checks them
up in the dictionary and adds those that prove to be real words to the candidate
list. Then the candidates are filtered by the first character: if the unknown word
starts with a vowel, the candidate should also start with a vowel, and if the
unknown word starts with a consonant, the candidate should start with the
same consonant. Those parameters were chosen empirically as they yield the
best results, i.e. the highest percentage of correctly predicted lemmas. Finally,
the lemma of the candidate that has the highest probability is taken as a lemma
for the unknown word.

In this work, I did not focus on word sense disambiguation, which means
that if two or more different lemmas have identical forms, we cannot say for sure
which lemma should be chosen for a particular instance of a homonymous form.
The system provides two options for such cases: either return a list of all possible
lemmas or choose the lemma with the highest probability. I should point out,
that probability here is not a probability in a strict mathematical sense. Word
form probability is formulated as a frequency count computed for each word in
the test corpus, and lemma probability is the the sum of probabilities of forms
belonging to a lemma.

Rule based lemmatiser was evaluated using accuracy score, which is a com-
mon metric for this task, on a set of manually annotated sentences, randomly
chosen from Early Irish texts given in Table 3, which belong to different periods.
The test set consists of 50 sentences, 840 tokens in total. It is worth mention-
ing, that the lemmatiser’s lexicon contains mostly Old Irish forms with a small
amount of Middle Irish ones and barely any Early Modern Irish ones. While
Old Irish data helps to check how the system copes with unknown words’ gram-
mar, Middle and Early Modern Irish data is supposed to show its achievements
with spelling variation. One also has to bear in mind, that the lemmatisers’s
performance is affected by form homonymy, which, given the absence of disam-
biguation, worsens the results.
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Table 3. Early Irish texts used for creating a test set

Text Period

Togail Bruidne Dá Derga VII-IX centuries

Tochmarc Étaine VIII-IX centuries

Fled Dúin na nGéd XI-XII centuries

Lebor Gabála Érenn XII century

Cath Finntrágha XV century

Aided Muirchertaig Meic Erca XIV-XV centuries

Buile Shuibhne XVII-XVIII centuries

The system’s performance is given in tables below; Table 4 compares the rule-
based lemmatiser results with the baseline, defined as demutating a form, and
Table 5 gives more detailed information.

Table 4. Rule-based model accuracy

Algorithm Overall accuracy Known words Unknown words

Baseline 57.5% 57.5% 57.5%

Rule-based 65.7% 71.6% 45.2%

The system outperforms the baseline algorithm only by 8.2%, and these
results are undoubtedly poor and not promising enough to continue the devel-
opment of a rule-based system.

5 Neural Network Approach

The main problem Early Irish poses to machine learning methods is that its
morphological complexity implies too many possible lemma classes, which, in
addition to that, cannot always be reduced to a combination of a stem type
and a suffix. Therefore some statistical models popular in sequence tagging
that involves multi-class classification, such as HMM, MaxEnt, MEMM, SVM
or CRF, are quite useless for this task. The best solution here seems to be
turning from statistical machine learning to deep learning and using a sequence-
to-sequence model, which allows going down to the character level. Basically,
a sequence-to-sequence model is an ensemble of recurrent neural networks, or
RNNs, that takes a sequence of a dynamic length as input and produces another
sequence of a dynamic length. Sequence-to-sequence networks are used for a
wide variety of tasks, such as grapheme-to-phoneme encoding [49], OCR post-
processing, spelling correction, lemmatisation [41], machine translation [2,7] and
even dialogue systems development [48]. Thus, if we reformulate the lemmati-
sation task as taking a sequence of characters (form) as input and generating
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Table 5. Rule-based lemmatiser performance: details

Tokens 840

Known words 654

Unknown words 186

Lemmatised correctly 552

Predicted lemmas 157

Failed to predict 29

Predicted correctly 84

Predicted incorrectly 68

Disambiguation mistakes 73

another sequence of characters (lemma), we can forget about tens of verbal and
nominal inflection classes, let alone spelling variation.

The data used in this experiment consists of 83,155 unique form-lemma pairs
from the electronic edition of the DIL [45], shuffled and split into training, vali-
dation and test sets, the former two being 5,000 samples each. All experiments
were run on a personal laptop with Intel Core i7 2,5 GHz processor and 12 Gb
RAM, which took about 36 h each.

A character-to-character model was trained during 34,000 iterations, but
reached minimum loss and maximum accuracy of 69.8% on a validation set after
10,000 iterations. When the training set accuracy reached its maximum, the
validation set accuracy dropped to 64.9%; on the test set the model achieved
63.9%, as shown in Fig. 1.

Fig. 1. Character-to-character model accuracy
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These results are a serious improvement over the rule-based model, which
showed only 45.2% on unknown words. Dots on accuracy graphs represent max-
imums on known (training set) and unknown (validation set) forms.

Having a closer look some mistakes in Table 6, made by the character-to-
character model in its best configuration (further referred as char2char), we can
clearly see that it learned to demutate forms (cf. the last two examples), but
some inflection models are still unknown to it, which can be explained by the
lack of training data. The model experiences most difficulties with compound
verbs, which is not surprising.

Table 6. Character-to-character model mistakes

Form Real lemma Predicted lemma

ar-com-icc ar-cóemsat ar-coimcin

dáirfiniu dáirine dáirfinu

folortadh folortad folortaid

fris-tasgat fris-tasgat fris-taig

ithear ithir ı́thra

n-etarcnaigedar etargnaigidir etarncaigedar

t-iarrath ı́arrath d́ırarth

As poor as the results may seem, they are not very different from those
achieved by sequence-to-sequence models on analogous tasks. For example, the
best results for the OCR post-correction and spelling correction tasks accord-
ing to [41] fall between 62.75% and 74.67% on different datasets. The score is
even lower for grapheme-to-phoneme task, 44.74%–72.23% [41]. Lemmatisation
scores described in the article are much higher, 94.22% for German verbs and
94.08% for Finnish verbs [41], but taking the inflectional diversity and abundant
orthographic variation of Early Irish into account, this task is closer to spelling
correction and grapheme-to-phoneme translation rather than to lemmatisation of
any modern language. In any case, a character-level sequence-to-sequence model
reached the accuracy score of 99.2% for known words and 64.9% for unknown
words on a rather small corpus of 83,155 samples, which is a serious improve-
ment over the rule-based model described above. Table 7 shows the performance
of different models on Early Irish data.

The model also meets the results of other systems working with historical
data. Table 8 provides a summary of best accuracy scores achieved by Early Irish,
Middle Dutch [25], Latin [31] and Old French [44] lemmatisers having different
architectures. Unfortunately, it is not possible to cite more results as there are
no clear figures in other works concerning lemmatisation for ancient languages.
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Table 7. Performance of different models on Early Irish data

Model Accuracy (unknown) Accuracy (known)

Baseline 57.5% 57.5%

Rule-based 45.2% 71.6%

Char2char 64.9% 99.2%

Table 8. Best accuracy scores on historical language data

Language Model Unknown Known

Early Irish Character-level seq2seq 64.9% 99.2%

Middle Dutch CNN + word embeddings 59.48% 97.89%

Latin CRF 81.84% 95.58%

Old French Rule-based ? 60%

6 Conclusion

Although the task of lemmatisation for Early Irish data is quite challenging,
there is a number of promising solutions. A character-level sequence-to-sequence
model appears to be the best one for the moment, reaching the accuracy score of
99.2% for known words and 64.9% for unknown words on a rather small corpus
of 83,155 samples. It outperforms both the baseline and the rule-based model
and meets the results of other systems working with historical data.

Nevertheless, there is still much space for improvement and further research,
and the first priority task that could help to ameliorate the performance is
creating an open-source searchable corpus of Early Irish. It is also important to
develop a detailed sensible grammatical notation to avoid such things as dropping
out infixed pronouns when lemmatising verbal forms that persist in the DIL.
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18. Halácsy, P., Trón, V.: Benefits of deep NLP-based lemmatization for information
retrieval. CLEF (Working Notes) (2006)

19. Hendrickx, I., Marquilhas, R.: From old texts to modern spellings: an experiment
in automatic normalisation. JLCL 26(2), 65–76 (2011)

20. Huet, G.: Towards computational processing of Sanskrit. In: International Confer-
ence on Natural Language Processing (ICON). Citeseer (2003)
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lemmatization. In: Matoušek, V., Mautner, P., Pavelka, T. (eds.) TSD 2005. LNCS
(LNAI), vol. 3658, pp. 132–139. Springer, Heidelberg (2005). https://doi.org/10.
1007/11551874 17

24. Kestemont, M., Daelemans, W., De Pauw, G.: Weigh your words–memory-based
lemmatization for Middle Dutch. Lit. Linguist. Comput. 25(3), 287–301 (2010)

25. Kestemont, M., de Pauw, G., van Nie, R., Daelemans, W.: Lemmatization for
variation-rich languages using deep learning. Dig. Scholarsh. Humanit. 32, 1–19
(2016)

http://arxiv.org/abs/1406.1078
http://arxiv.org/abs/1203.3584
https://doi.org/10.1007/978-3-540-85287-2_20
https://github.com/cltk/cltk
https://github.com/cltk/cltk
https://doi.org/10.1007/11551874_17
https://doi.org/10.1007/11551874_17


46 O. Dereza

26. Kilgarriff, A., Rundell, M., Dhonnchadha, E.U.: Efficient corpus development for
lexicography: building the New Corpus for Ireland. Lang. Resour. Eval. 40(2),
127–152 (2006)

27. Lash, E.: The parsed Old and Middle Irish corpus (POMIC). version 0.1 (2014)
28. Lyras, D.P., Sgarbas, K.N., Fakotakis, N.D.: Applying similarity measures for auto-

matic lemmatization: a case study for Modern Greek and English. Int. J. Artif.
Intell. Tools 17(05), 1043–1064 (2008)

29. Marinone, N.: A project for Latin lexicography: 1. Automatic lemmatization and
word-list. Comput. Humanit. 24(5), 417–420 (1990)

30. Meelen, M., Beekhuizen, B.: PoS-tagging and chunking historical Welsh. In: Pro-
ceedings of the Scottish Celtic Colloquium 2012 (2013)

31. Müller, T., Cotterell, R., Fraser, A.M., Schütze, H.: Joint lemmatization and mor-
phological tagging with Lemming. In: EMNLP, pp. 2268–2274 (2015)

32. Packard, D.: Computer-assisted morphological analysis of ancient Greek (1973)
33. Passarotti, M.C.: Development and perspectives of the Latin morphological anal-

yser LEMLAT. Linguist. Comput. 20(A), 397–414 (2004)
34. Paul, S., Joshi, N., Mathur, I.: Development of a Hindi lemmatizer. arXiv preprint

(2013). arXiv:1305.6211
35. Perera, P., Witte, R.: A self-learning context-aware lemmatizer for German. In:

Proceedings of the conference on Human Language Technology and Empirical
Methods in Natural Language Processing, pp. 636–643. Association for Compu-
tational Linguistics (2005)

36. Pilz, T., Ernst-Gerlach, A., Kempken, S., Rayson, P., Archer, D.: The identification
of spelling variants in English and German historical texts: manual or automatic?
Lit. Linguist. Comput. 23(1), 65–72 (2008)

37. Piotrowski, M.: Natural language processing for historical texts. Synth. Lect. Hum.
Lang. Technol. 5(2), 1–157 (2012)

38. Plisson, J., Lavrac, N., Mladenic, D., et al.: A rule based approach to word lemma-
tization. In: Proceedings C of the 7th International Multi-Conference Information
Society IS 2004, vol. 1, pp. 83–86. Citeseer (2004)

39. Reynaert, M., Hendrickx, I., Marquilhas, R.: Historical spelling normalization. A
comparison of two statistical methods: TICCL and VARD2. In: Proceedings of
Annotation of Corpora for Research in the Humanities (ACRH-2), p. 87 (2012)

40. Scherrer, Y., Erjavec, T.: Modernizing historical Slovene words with character-
based SMT. In: BSNLP 2013–4th Biennial Workshop on Balto-Slavic Natural Lan-
guage Processing (2013)

41. Schnober, C., Eger, S., Dinh, E.L.D., Gurevych, I.: Still not there? Comparing
traditional sequence-to-sequence models to encoder-decoder neural networks on
monotone string translation tasks. In: Proceedings of the 26th International Con-
ference on Computational Linguistics (COLING), December 2016, to appear

42. Segalovich, I.: A fast morphological algorithm with unknown word guessing induced
by a dictionary for a web search engine. In: MLMTA, pp. 273–280. Citeseer (2003)

43. Shavrina, T., Sorokin, A.: Modeling advanced lemmatization for Russian language
using TnT-Russian morphological parser. In: Computational Linguistics and Intel-
lectual Technologies: Proceedings of the International Conference “Dialog” (2015)

44. Souvay, G., Pierrel, J.M.: Lemmatisation des mots en Moyen Français. Traitement
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Abstract. Named Entity Recognition is one of the most popular tasks of the
natural language processing. Pre-trained word embeddings learned from unla-
beled text have become a standard component of neural network architectures for
natural language processing tasks. However, in most cases, a recurrent network
that operates on word-level representations to produce context sensitive repre-
sentations is trained on relatively few labeled data. Also, there aremany difficulties
in processing Russian language. In this paper, we present a semi-supervised
approach for adding deep contextualized word representation that models both
complex characteristics of word usage (e.g., syntax and semantics), and how these
usages vary across linguistic contexts (i.e., tomodel polysemy). Hereword vectors
are learned functions of the internal states of a deep bidirectional language model,
which is pretrained on a large text corpus. We show that these representations can
be easily added to existing models and be combined with other word represen-
tation features. We evaluate our model on FactRuEval-2016 dataset for named
entity recognition in Russian and achieve state of the art results.

Keywords: NER � Word representation � Semi-supervised learning
Language modeling � Bi-LSTM

1 Introduction

Due to their simplicity and efficiency, pre-trained word embedding have become
widespread in natural language processing (NLP) systems. Many prior studies have
shown that such embedding capture useful semantic and syntactic information [1, 2]
and including them in NLP systems has been shown to be highly helpful for a variety
of domain tasks [3]. However, these approaches for learning word vectors only allow a
single context independent representation for each word. Learning high quality rep-
resentations can be challenging.

Previously proposed methods overcome some of the shortcomings of traditional
word vectors by either enriching them with subword information [4, 5] or learning
separate vectors for each word sense [6]. Other recent work has also focused on learning
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context-dependent representations. Context2vec [7] uses a bidirectional Long Short
Term Memory (LSTM) to encode the context around a pivot word. Other approaches for
learning contextual embeddings include the pivot word itself in the representation and
are computed with the encoder of either a supervised neural machine translation
(MT) system [8] or an unsupervised language model [9]. Both approaches benefit from
large datasets, although the MT approach is limited by the size of parallel corpora.

Previous work has also shown that different layers of deep bidirectional recurrent
neural networks (biRNNs) encode different types of information. For example, intro-
ducing multi-task syntactic supervision (e.g., part-of-speech tags) at lower levels of a
deep LSTM can improve overall performance of higher level tasks such as dependency
parsing [10]. Authors of [11] showed that in an RNN-based encoder-decoder machine
translation system, the representations learned at the first layer in a 2-layer LSTM
encoder are better at predicting POS tags than the representations learned at the second
layer. Finally, the top layer of an LSTM for encoding word has been shown to learn
representations of word sense [7].

State of the art sequence tagging models typically include a biRNN that encodes
word sequences into a context sensitive representation before making word specific
predictions [10, 12, 13]. The problem with these models is that they are trained on a
small amount of labeled data and do not fully take into account the context of each
word. Authors of [12] have presented methods for jointly learning the biRNN with
supplemental labeled data from other tasks.

There are many difficulties in processing the Russian language: free word order,
morphological richness, polysemy, neologisms. The approach we suggest aims to
handle with all these difficulties.

In this paper, we explore an alternate semi-supervised approach, which does not
require additional labeled data. We use Embeddings from Language Models (ELMo)
representations [14] (Sect. 2.3). Unlike previous approaches for learning contextualized
word vectors [8, 9], ELMo representations are deep, in the sense that they are a function
of all internal layers of the deep bidirectional language model (biLM, Sect. 2.1). The
biLM architecture is described in Sect. 2.4. Our biLM train on large corpus of unla-
beled Russian data, then we use fine-tuning of biLM model on task specific data,
supervised labels are temporarily ignored. For fine-tuning we use approach similar to
the one presented in paper [15]. We use discriminative fine-tuning and gradual
unfreezing, techniques to retain previous knowledge and avoid catastrophic forgetting
during fine-tuning (Sect. 2.2). Then combined fastText word representation and ELMo
embeddings are given to a bidirectional LSTM (Sect. 3).

2 Word Representation

Unlike the most widely used word embeddings [1, 2], ELMo word representations are
functions of the entire input sentence. They are computed on the top of two-layer
biLMs with character convolutions, as a linear function of the internal network states.
This setup allows to perform semi-supervised learning, where the biLM is pretrained at
a large scale and incorporated into a wide range of existing neural NLP architectures.
We also fine-tune the biLM on domain specific data to increase performance of the
model for NER.
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2.1 Bidirectional Language Models

Given a sequence of N tokens, t1; t2; . . .; tNð Þ; a forward language model computes the
probability of the sequence by modeling the probability of token tk given the history
t1; . . .; tk�1ð Þ:

p t1; t2; . . .; tNð Þ ¼
YN
k¼1

pðtkjt1; t2; . . .; tk�1Þ:

Recent state-of-the-art neural language models [16] compute a context-independent
token representation xLMk (via token embeddings or a CNN over characters) then pass it
through L layers of forward LSTMs. At each position k, each LSTM layer outputs a

context-dependent representation hLMk;j
��!

; where j ¼ 1; :::; L. The top layer LSTM output

hLMk;L
��!

is used to predict the next token tk+1 with a Softmax layer. A backward LM is
similar to a forward LM, except it runs over the sequence in reverse, predicting the
previous token given the future context. It can be implemented in an analogous way to
a forward LM, with each backward LSTM layer j in a L layer deep model producing

representations hLMk;j
 ��

of tk given tkþ 1; :::; tNð Þ:
A biLM combines both the forward and backward LM. This formulation jointly

maximizes the log likelihood of the forward and backward directions [14]:

XN
k¼1

log pðtkjt1; . . .; tk�1;Hx;HLSTM ;
����!

HSÞþ log pðtkjtkþ 1; . . .; tN ;Hx;HLSTM
 ���

;HsÞ
� �

:

The parameters tied for both the token representation (Hx) and Softmax layer (Hs)
in the forward and backward direction while maintaining separate parameters for the
LSTMs in each direction. Overall, this formulation is similar to the approach presented
in [9], with the exception that some weights shared between directions instead of using
completely independent parameters.

2.2 Fine-Tuning BiLM

For fine-tuning, we use approach similar to the one presented in [15]. We use dis-
criminative fine-tuning and gradual unfreezing techniques to retain previous knowledge
and avoid catastrophic forgetting during fine-tuning.

Discriminative Fine-Tuning. As different layers capture different types of informa-
tion [17], they should be fine-tuned to different extents. To this end, we use discrim-
inative fine-tuning. Instead of using the same learning rate for all layers of the model,
discriminative fine-tuning allows us to tune each layer with different learning rates. For
context, the regular stochastic gradient descent (SGD) update of a model parameters h
at time step t looks like the following [18]:
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ht ¼ ht�1 � g � rhJ hð Þ;

where η is the learning rate and ΔhJ(h) is the gradient with regard to the model objective
function. For discriminative fine-tuning, we split the parameters h into h1; :::; hL

� �
;

where hl contains the parameters of the model at the l-th layer and L is the number of
layers of the model. Similarly, we obtain g1; :::; gLf g where ηl is the learning rate of the
l-th layer.

The SGD update with discriminative finetuning is then the following:

hlt ¼ hlt�1 � gl � rhlJðhÞ:

We choose learning rate ηL of the last layer. The learning rate for lower layers is

chosen as gl�1 ¼ gl

2:6 guided by an empirical research.

Gradual Unfreezing. Rather than fine-tuning all layers at once, which risks catas-
trophic forgetting, we use to gradually unfreeze the model starting from the last layer as
this contains the least general knowledge [17]. We first unfreeze the last layer and fine-
tune all unfrozen layers for one epoch. We then unfreeze the next lower frozen layer
and repeat, until we finetune all layers until convergence at the last iteration. This is
similar to “chain-thaw” [19], except that we add a layer at a time to the set of “thawed”
layers, rather than only training a single layer at a time.

2.3 ELMo Embeddings

ELMo is a task specific combination of the intermediate layer representations in the
biLM. For each token tk, a L-layer biLM computes a set of 2L + 1 representations

Rk ¼ fxLMk ; hLMk;j
��!

; hLMk;j
 ��jj ¼ 1; :::; Lg ¼ fhLMk;j jj ¼ 0; :::; Lg;

where hLMk;0 is the token layer and hLMk;j ¼ hLMk;j
��!

; hLMk;j
 ��� �

for each biLSTM layer. For

inclusion in a downstream model, ELMo collapses all layers in R into a single vector,
ELMok = E(Rk; He). In the simplest case, ELMo just selects the top layer, E(Rk) = hk,L

LM,
as in TagLM [9] and CoVe [8]. More generally, word representation using all biLM
layers computed as:

ELMok ¼ E Rk;Hð Þ ¼ c �
XL
j¼0

sjh
LM
k;j ;

where, s are softmax-normalized weights and the scalar parameter c allows the task
model to scale the entire ELMo vector. Parameter c is of practical importance to aid the
optimization process. Considering that the activations of each biLM layer have a
different distribution, in some cases it also helped to apply layer normalization [20] to
each biLM layer before weighting.
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2.4 Pre-trained Bidirectional Language Model Architecture

In this paper, we use following BiLM AllenNLP TensorFlow implementation1. This
BiLM architecture is similar to the architectures described in [16], but modified to
support joint training of both directions and add a residual connection between LSTM
layers (Fig. 1).

To balance overall language model perplexity with the model size and computa-
tional requirements for downstream tasks while maintaining a purely character-based
input representation, we change all embedding and hidden dimensions from the single
best model CNN-BIG-LSTM in [16]. The final model uses L = 2 biLSTM layers with
2048 units and 512 dimension projections and a residual connection from the first to
the second layer. The context insensitive type representation uses 2048 character n-
gram convolutional filters followed by two highway layers [21] and a linear projection
down to a 512 representation.

Fig. 1. BiLM architecture

1 https://github.com/allenai/bilm-tf.
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3 Bidirectional LSTM + CRF Model for NER

Following recent state-of-the-art systems [9, 12], the baseline model uses pre-trained
word embeddings, two biLSTM layers and a conditional random field (CRF) loss [22],
similar to [3]. The different word representation is passed through two biLSTM layers,
the first with 40 hidden units and the second with 20 hidden units before a final dense
layer. During training, we use a CRF loss and at test time perform decoding using the
Viterbi algorithm. The architecture of the model is presented on Fig. 2.

The implementation of the model can be found in online repository2.

4 Experiments and Results

4.1 Dataset and Evaluation

We use the FactRuEval corpus of data3. The corpus consists of newswire and analytical
texts in Russian dealing with social and political issues. The texts were gathered from
Private Correspondent4 and Wikinews5.

Fig. 2. The main network architecture for NER. Word embeddings are given to a bidirectional
LSTM. Example of input is in Russian: “Vasya Pupkin was on Mars”

2 https://github.com/ctlab/ML/BiLSTM_for_NER.
3 https://github.com/dialogue-evaluation/factRuEval-2016.
4 http://www.chaskor.ru/.
5 https://ru.wikinews.org.
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The corpus is split into two parts—a demo corpus of 122 texts and a test corpus of
133 texts. The demo corpus contains about 30 thousand tokens and 1700 sentences.
The test corpus contains about 60 thousand tokens and 3100 sentences. We train our
models on the demo corpus and test the on the test corpus. Entities of the following
three types have to be recognized: person, location, organization. We use official
FactRuEval-2016 evaluation scripts to calculate metrics of performance (micro-
averaged F1).

4.2 Baseline

As a baseline solution, we tried to train a neural network only on morphological and
syntactic features.

For word representation, we use the information contained in the syntax tree, the
surrounding words in the sentence with the window size 5, various morphological
features: prefix, postfix, post-tag, lemma and others. The input dimension was 825.

We tried different architectures of neural networks and used GridSearch for
hyperparameter optimization. The best architecture of neural network consists of three
recurrent layers (LSTM), two dense layers and multi-layer perceptron at the end. The
architecture of the model is presented on the Fig. 3.

Full set of parameters for this model consists of parameters of neural network layers
(weight matrices, biases, word embedding matrix). All these parameters are tuned
during training stage by back propagation algorithm with stochastic gradient descent
(lr ¼ 0:1; decay ¼ 10�7;momentum ¼ 0; clipvalue ¼ 3). Variational Dropout is
applied to avoid overfitting and to improve the system performance.

After training 30 epochs, RNN + MLP model achieves 72.90 precision, 76.60
recall and 74.71 F1. Input features encode insufficient knowledge of natural language
and the model is trained on a small amount of labeled data. It requires a lot of word
knowledge, and a deep understanding of grammar, semantics, and other elements of
natural language.

Then for improving results, we add distributive word representation for each word.
However, word representations only give a single context independent representation
for each word. And at the end we will show how Embeddings from Language Models

Fig. 3. Baseline solution. Input word representation combine syntactic and morphological
features and feed it to 3-layers LSTM model with MLP at the end.
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(ELMo) improve results. ELMo give a context dependent representation for each word
and solve the problem of polysemy.

4.3 Training BiLM Model and Fine-Tuning

We train biLM model on large corpus of data. Data are taken from conll20176. After
preprocessing, we have about 200 million tokens and 15 million sentences, the
vocabulary is 60 thousand most frequent words. After training for 5 epochs, the
average forward and backward perplexities is about 47. Once pretrained, the biLM can
compute representations for any task.

In some cases, fine-tuning the biLM on domain specific data leads to significant
drops in perplexity and an increase in downstream task performance. This can be seen
as a type of domain transfer for the biLM. To fine-tune the model, we take raw
sentences of demo corpus. The biLM is fine-tuned as described in Subsect. 2.2 for 3
epochs and evaluated on the test corpus sentences. Test corpus perplexity after fine-
tuning improved from 90 to 40 (lower is better). Once fine-tuned, the biLM weights
were fixed during task training.

4.4 Training Bi-LSTM + CRF

FastText word representations and some morphological features are given to model.
Full set of parameters for this model consists of parameters of Bi-LSTM layers (weight
matrices, biases, word embedding matrix) and transition matrix of CRF layer. All these
parameters are tuned during training stage by back propagation algorithm with
stochastic gradient descent (lr ¼ 0:1; decay ¼ 10�7;momentum ¼ 0; clipvalue ¼ 3).
Variational Dropout is applied to avoid over-fitting and improve the system perfor-
mance. After training for 30 epochs, Bi-LSTM + CRF model achieves 77.23 precision,
85.19 recall and 81.02 F1.

Then we combine FastText word representations and ELMo embeddings before
fine tuning and repeated training model. After training for 30 epochs, Bi-LSTM + CRF
model achieves 82.32 precision, 84.04 recall and 83.17 F1.

Finally, we fine-tune biLM model and take ELMo embeddings. After training for 30
epochs, Bi-LSTM + CRF model achieves 83.19 precision, 85.41 recall and 84.29 F1.

4.5 Results and Other Works

Traditional approaches to named entity recognition in Russian are based on hand-
crafted rules and external resources. So, in work [23], regular expressions and dic-
tionaries were used to solve the problem. The next step was the application of statistical
training methods, such as conditional random fields (CRF) and supporting vector
machines (SVM) for classifying entities. CRF over linguistic features, considered as the
baseline in the studies [24]. In [25], a two-stage algorithm of conditional random fields
was proposed: at the first stage, the input for the CRF was on hand-crafted linguistic

6 http://universaldependencies.org/conll17/.
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features. Then on the second, the same linguistic features were combined with global
statistics, calculated at the first stage and submitted to the CRF. In work [26], SVM was
applied to the distributive vector representations of words and phrases. These repre-
sentations were obtained by extensive unsupervised pre-training on different news
corpora. Simultaneous use of dictionary-based features and distributed word repre-
sentations was presented in [27]. Dictionary features were retrieved from Wikidata and
word representations were pre-trained on Wikipedia. Then these features were used for
classification with SVM.

In [28], LSTM networks were applied to NER task in Russian. In the study [29], a
modern model of the neural network for the English NER is applied to open data map-
pings for NER in Russian. The model consists of three main components: bidirectional
recurrent networks (bi-LSTM), CRF and distributed vector representation of words. Such
topology is widely used in for sequential data processing in different domains [30, 31].
A deeper study on how these models can be combined was presented in [32].

Table 1 presents the results of studies in which the evaluating phase corresponds to
the requirements of the competition factRuEval-2016. We compare our results with
methods, proposed in [27, 29, 32] as showing state-of-the-art results. We did not
include [26], because the authors achieved the results on strings that were known to
contain NER term, while we solve the problem without such knowledge, for entire text,
some strings of which may not contain any NER term.

As it can be seen, usage of ELMo helped to increase model performance dramat-
ically in terms of precision at the cost of decreasing its recall. Fine-tuning increased
both precision and recall even greater, resulting in the best model we used in
comparison.

5 Conclusions

In this work, we showed that the context sensitive representation captured in the ELMo
embeddings is useful in named entity recognition in Russian. When we fine-tuned our
bidirectional language model and included ELMo embeddings in our Bi-LSTM, we
achieve state-of-the-art results.

Table 1. Comparison of different models.

Model Precision Recall F1-score

Rubaylo and Kosenko [29] 77.70 78.50 78.13
Basic + dictionary + w2v features + SVM [27] 82.57 74.08 78.10
Bi-LSTM + CRF + Lenta [32] 83.8 80.84 82.10
NeuroNER + Highway char [32] 80.59 80.72 80.66
RNN + MLP 72.90 76.60 74.71
Bi-LSTM-CRF 77.23 85.19 81.02
Bi-LSTM-CRF + ELMo 82.32 84.04 83.17
Bi-LSTM-CRF + ELMo + fine-tuning 83.19 85.41 84.29
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There is no clear understanding between the performance of the language model
and the accuracy in solving specific domain tasks. It is not clear when the language
model has learned better and its application will yield better results on the inherited
model. Further it is supposed to continue studying language models. Training them in
the Russian language, experiments with different architectures, obtaining deep context-
dependent representations. After all, such representations are useful in many tasks of
natural language processing.
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Abstract. We propose a simple neural network model which can learn
relation between sentences by passing their representations obtained
from Long Short Term Memory (LSTM) through a Relation Network.
The Relation Network module tries to extract similarity between multi-
ple contextual representations obtained from LSTM. The aim is to build
a model which is simple to implement, light in terms of parameters and
works across multiple supervised sentence comparison tasks. We show
good results for the model on two sentence comparison datasets.
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1 Introduction

Sentence Comparison is a common NLP task which comes up in multiple
domains. Sentence comparison measure might be needed to check redundant
data [6] or check sentences for being paraphrases [3]. We propose a new method
to compare sentences for both these tasks, which uses Relation Networks (RN)
module [11] in combination with a Long Short Term Memory (LSTM) [4]. To
compare two sentences, all possible pairs of dense vectors, one from each sentence
in a pair, are passed through a Relation Network module to decipher relation-
ship information between sentences. To make sure the dense vectors passed to
Relation Network have contextual information, sentences are individually passed
through a LSTM and the hidden units obtained for each word of a sentence are
used as dense vectors. The inspiration of the model comes from Earth Mover’s
Distance (EMD) [10] which can be used to calculate distances between two dis-
tributions of points represented by vectors by optimal weighted comparison of
points pairwise. The assumption is that LSTM can generate contextual vectors
which can be then fed pairwise to RN to determine similarity. This is the rea-
son for referring the algorithm as Supervised Mover’s Distance, however, the
algorithm does not solve optimal transport like EMD.

c© Springer Nature Switzerland AG 2018
D. Ustalov et al. (Eds.): AINL 2018, CCIS 930, pp. 61–66, 2018.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-01204-5_6&domain=pdf


62 M. M. Srivastava

2 Previous Work

In our experiments, we focus on two sentence comparison tasks: 1. Duplication
detection between questions [6] and 2. Paraphrase detection [3]. Duplication
detection task aims to check whether two questions intend to ask about the
same topic. Paraphrase Detection task aims to classify sentences according to
whether they have a paraphrase/semantic equivalence relationship. Deep Neural
Networks have shown state of the art performance in sentence comparison tasks.
Most top methods for paraphrase detection are based on Deep Neural Networks
[1,2]. BiMPM model [12] combines a custom matching layer with LSTMs [4] for
question duplication detection.

Relation Networks (RN) [11] was introduced as a simple module for relational
reasoning. The module has been used for spatial relational reasoning in images
earlier, but we try to use it for deciphering relationships in text by combining it
with an LSTM. RNs operate on a set of objects without regard to the objects’
order, so we use LSTMs to extract out temporal information containing word
importances and use RNs on top for reasoning. RN module has a g-layer which
models relation between all possible pairs of objects and a f-layer which models
the final output looking at the relation between objects.

Another set of models which use pairwise relationships to model document
similarity are Word Mover’s Distance (WMD) [8] and its supervised variant
(SWMD) [5]. They both are methods to calculate Earth Mover’s Distance (EMD)
[10] between documents for document calculation. Both these methods calculate
flows (weightages) to be given distances between each possible pair of words
to calculate document distance. WMD is an unsupervised distance measure
between documents. The SWMD architecture works on longer documents (with
more than 40 words) and uses a complex optimization procedure to optimize
EMD. SWMD uses a cascaded loss where the inner loss optimizes word impor-
tance and outer loss optimizes EMD flow. Our method is inspired from WMD
and SWMD algorithms as it takes pairwise modelling of words into account but
tries to achieve it using a single RN module. However, our method is not try-
ing to solve optimal transport problem, but is trying to use contextual vectors
derived from LSTM in pairs as input to RN module to model similarity.

3 Method

As Supervised Mover’s Distance, we propose a baseline that generalizes well
across different tasks. Our network combines LSTM layers [4] with a RN [11]
module modeling semantic relationship between the sentences. The neural net-
work architecture we propose is trained on pair of sentences to predict one of
various classes the pair might fall into. For redundancy detection and paraphrase
detection the labels are positive or negative, but might be different for any other
tasks. The architecture has two basic parts: 1. LSTM layers and 2. RN layer. The
LSTM layers can have depth of one or higher which take both sentences as input
individually and produce hidden layers as output for each of the words in the
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sentences. This would yield two series of output hidden states, one hidden state
for each time step of each sentence. To clarify again, there is one common LSTM
which runs on both sentences separately to produce respective hidden states. In
the RN, all possible pairs of hidden states across both sentences are taken as
concatenated vectors and passed through a fully connected (or Dense) layer.
Aforementioned fully connected layer is the g-layer of the RN. This yields an
embedding for each possible pair of hidden state outputs from the LSTM. These
embeddings are averaged and passed through another fully connected layer to
predict the output. This fully connected layer is the f-layer of the RN. By tak-
ing all pairs of hidden states and using them to model sentence comparison
task, we hypothesize that the LSTM would be able to make contextual vectors
and RN can model pairwise differences to understand relationships between two
sentences.

We illustrate the architecture part-by-part in upcoming Figs. 1, 2 and 3. Lets
say two sentences s1 and s2 are to be compared. The sentence s1 is processed by
a LSTM as shown in Fig. 1. The same LSTM processes s2 to get its hidden states
as in Fig. 2. Now hidden states obtained from both s1 and s2 through LSTM are
grouped into pairs (each pair has one hidden state from s1 and another from
s2) and classified into possible classes using RN. The RN is potrayed in Fig. 3.
Please note that although LSTM and RN are depicted in different diagrams for
explanation, both the modules are part of the same neural network architecture
and are backpropogated together. Our model is light in terms of parameters as it
has only a LSTM layer and two dense (fully connected) layers in RN. A limiting
case of the architecture can be when the number of LSTM layers is zero, and
word embeddings are passed as inputs directly to RN.

Fig. 1. Embeddings from sentence 1 are passed through an LSTM and its hidden states
are taken corresponding to each input word

The network is trained with common hyperparameters for both the tasks.
Pretrained word embeddings are used to initialize the word embedding layer
which are finetuned by backpropogation. We use the publicly available 6 Bil-
lion token 100 dimensional version of GloVe embeddings [9]. The hidden state
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output from the LSTM is 100 dimensions and the size of embedding generated
in the relational layers is 100 dimensions too. The network is trained with sim-
ple Stochastic Gradient Descent with momentum (common values for training
across both datasets, learning rate = 0.001, momentum = 0.9).

Fig. 2. The same LSTM is used to process sentence 2 and obtain each of its hidden
states corresponding to its input words

Fig. 3. A Relation Network (RN) is used to process all possible pairs of hidden states
(one from both sentences which need to be compared)
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4 Results

As stated we test our model on two datasets. Model is compared to state of the
art methods and baselines for each dataset in this section.

Microsoft Research Paraphrase Corpus. Microsoft paraphrase corpus [3]
is a corpus of sentence pairs classified as paraphrases or non-paraphrases. The
dataset has 4076 sentences in training set and 1725 sentences in test set. Our
model was trained on the training set with the standard set of hyper parameters
mentioned above and evaluated on the test set. The accuracy numbers of different
models were taken from this url1. Our model gets an accuracy of 80.2% on the
dataset as compared to state of the art accuracy of 80.4% [7].

Quora Questions’ Pair Dataset. Quora Questions’ Pair Dataset contains
question pairs from the Q&A website2 tagged as similar or not. A random 90%–
10% train-test split is performed as is customary for other methods and the
model is trained on the train set and evaluated on the test set. As in case of
other datasets, the hyperparameters are fixed as the standard values specified
earlier while training. Our model gets an accuracy of 81.2% on the dataset. List
of state of the art models on the dataset is available on this url3. The best
accuracy a model gets on the dataset is 88% [12]. Although our model doesn’t
get results as good as the state of the art, it is competitive to baselines like
siamese Convolutional Neural Networks (79.6%) and siamese LSTMs (82.58%).

It should be noted that in both models, dataset specific hyperparameter
tuning was not performed.

5 Conclusion and Future Work

We propose a new method which uses a new and simple neural network model
to compare sentences. Our method combines Long Short Term Memory (LSTM)
and Relation Network (RN) module to model relationship between the sentences.
LSTMs generate contextual hidden state vectors and RN module models sen-
tence relationship. Models performance is calculated on two sentence comparison
datasets. In future work, we will incorporate trainable components in our method
to determine importance of each component as the current RN takes a mean over
all vectors, treating each of the components with equal weightage.

1 https://aclweb.org/aclwiki/Paraphrase Identification (State of the art).
2 quora.com.
3 https://github.com/bradleypallen/keras-quora-question-pairs.

https://aclweb.org/aclwiki/Paraphrase_Identification_(State_of_the_art)
https://www.quora.com
https://github.com/bradleypallen/keras-quora-question-pairs
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Abstract. This paper investigates the idea of making effective use
of bridge language technique to respond to minimal parallel-resource
data set bottleneck reality to improve translation quality in the case
of Persian-Spanish low-resource language pair using a well-resource lan-
guage such as English as the bridge one. We apply the optimized direct-
bridge combination scenario to enhance the translation performance. We
analyze the effects of this scenario on our case study.

Keywords: Statistical Machine Translation
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1 Introduction

Since state-of-the art Statistical Machine Translation (SMT) has shown that
high-quality translation output is heavily dependent on the availability of mas-
sive amounts of parallel texts in the source and target languages, the biggest
issue is that high-quality parallel corpus is not always available. This is one of
the reasons that SMT is to introduce a third language, named bridge (pivot)
for the purpose of resolving the training data scarcity. This third language will
act as an intermediary language for which there exist high-quality source-bridge
and bridge-target bilingual corpora. The primary goal of SMT is to conduct the
translation of the source language sequences into a target language. This must
be achieved after plausibility of the source has been assessed along with the
target sequences. At this point, only those target sequences must be analyzed
that have a specific relation to the existing bodies of translation between the
two languages [1]. Special effects are incurred by the sizable bodies of aligned
parallel corpora on the functions and performance of SMT systems. However,
gathering parallel data becomes quite an issue if it has to be done in practice
c© Springer Nature Switzerland AG 2018
D. Ustalov et al. (Eds.): AINL 2018, CCIS 930, pp. 67–78, 2018.
https://doi.org/10.1007/978-3-030-01204-5_7
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because of two reasons i.e. high-costs, and limitations in scope. Both of these
reasons must intense pressure on the concerned research and the application of
that research. This is the reason that scarce nature of the parallel data with
respect to different languages is considered to be one of the main issues in SMT
[2]. These types of corpora are not easily found, especially in the case where min-
imal parallel-resource language pairs are involved. Even if we analyze the cases
involving the well-resource languages, such as Europarl [3], the SMT performance
adopts a downward trend in significant way if it is applied to a slightly different
domain. This is the reason that the efficiency of the performance decreases as
the change occurs in the domain. In order to tackle with the lack of parallel
data, bridge language technique, as a common solution is used. If the languages
with inefficient resources are to be involved, then this issue becomes significant
in relation to an SMT system. However, the most encouraging point is the suf-
ficient availability of the resources between them and the other languages. This
issue has been determined that improvement in general case does not occur as
a result of intermediary languages, still this particular idea can be employed in
the form of a simple method. This idea is adopted as a simple method so that
translation performance for the existing systems could be enriched [4]. If we are
indulged in a scenario where we have to deal with the parallel corpus between
the source and target languages, we must try to improve the overall translation
quality and coverage. However, this translation quality and coverage could only
be improved if the direct model based on this parallel corpus is combined with
a bridge model. So, increasing the information gain is a reason to propose the
direct-bridge combination method.

In this paper, a combination method of direct and bridge SMT models will be
proposed to apply on Persian-Spanish under-resource language pair. The basic
reason for this proposal is to prevent the relevant portions of the bridge SMT
model from interfering with the direct SMT model. We show positive results for
our case-study on different direct training data size, and as a positive side effect,
we achieve a large reduction of bridge translation model size.

2 Related Work

Recently, some efforts have been made so that the quality and recall of the
bridge-based SMT could be enhanced. During one of the experiments [5] sought
help from the bridge language so that word alignment system along with the
procedure for combining word alignment systems could be created. They did
this experiment so that these systems could be created from multiple bridge lan-
guages. When it comes to the stage of obtaining the final translation then it is
conducted through consensus decoding. The entire process of consensus decoding
combines hypotheses that are gained after all the bridge language word align-
ments are obtained. Later on, the effect of the bridge language during the final
translation system was examined by [6]. They revealed through their experi-
mentation that if the size of training data is small in any case then the bridge
language should be same as the source one but if training data is large then
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in that case, the bridge language looks similar to the target one. Whatever the
case is, it will be preferable to use bridge language with a structure similar to
source and target languages. An experiment was conducted by [7], during which
the researchers focused on resolving the issue through the help of source-target
translations. However, the interesting fact is that these source-target translations
were not generated because the source phrase and target phrase that correspond
with these translations connect to different bridge phrases. One of the basic ways
through bridging idea can be demonstrated is by the large-size of the newly cre-
ated bridge phrase-table. Some effort has been made so that precision on bridge
language technique could be improved. According to the studies conducted by
[8], it has been confirmed that transitive property between three languages does
not exist. So it can easily be said that most of the translations that were pro-
duced within the final phrase-table could not be right. One of the methods has
been derived from the structure of source dictionaries, while the other method
has been derived from the distributional similarity. A strategy has been intro-
duced that uses context vectors so that pruning method could be created for
the purpose of removing the phrase pairs. At this point, only those phrase pairs
are removed that link to each other either through weak translations of through
polysemous bridge phrase [9].

Our approach is similar to Domain Adaptation methods. These methods
enable us to combine the training data from various sources and build a single
translation model. This single translation model is then used for the purpose of
translating sentences into the new domain. Various methods have been used to
explore the domain adaptation within the field. Some of these methods focus on
using the Information Retrieval (IR) techniques so that sentence pairs related to
the target domain from a training corpus could be retrieved [10]. Other domain
adaptation methods focus on creating a distinction between the examples of gen-
eral and specific domain [11]. [12] during the similar scenario, used the multiple
alternative decoding paths so that various translation models could be combined.
They also made sure that the weights of these translation models are set using
help from the Minimum Error Rate Training (MERT) [13].

3 Bridge Language Theory

High-quality data set is not always available for training the SMT systems.
One of the possible ways to solve this impasse is to using a third language
as a bridge one for which there exist high-quality source-bridge and bridge-
target bilingual resources. A bridge language is a natural language used as an
intermediary language for translation between many different languages. The
bridge language technique is an idea to generate a systematic SMT when a proper
bilingual corpus is lacking or the existing ones are weak. The major drawback and
concern of generated translations through bridging is the translation quality, as it
is possible to produce erroneous translations by transferring errors or ambiguities
from a language pair to another through the bridge language. However, when
language resources in specific language pairs do not exist or are scarce, the use
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of bridge languages as data bridges can prove to be a convenient linguistic short-
cut for offering language services or building and enhancing language resources.
There are methods by which the resources of bridge language can be utilized as
explained in [14], namely;

1. Sentence-level bridging or transfer (cascade) approach.
2. Phrase-level bridging or triangulation (multiplication) approach.
3. Synthetic corpus approach.

3.1 Sentence-Level Bridging

The transfer approach, first, converts the source language into bridge one by
translating it with the help of source-bridge translation system. After then it
converts from bridge language to target one through the bridge-target translation
system. Given a source sentence, s, we can also translate it into n bridge language
sentences (b1, b2, b3, . . . , bn), using a source-bridge translation system. Each of
these n sentences, bi, can then be translated into m target language sentences
(ti1, ti2, ti3, . . . , tim), using bridge-target translation system. Thus, in total we
will have (m.n) target language sentences. These sentences can then be re-scored
with the help of source-bridge and bridge-target translation system scores. If we
denote source-bridge system features as γsb and bridge-target system features
as γbt, the best scoring translation is calculated using Eq. (1):

t̂ = arg max
b

L∑

k=1

(
λsb
k γsb

k (s, b) + λbt
k γbt

k (b, t)
)

(1)

where L is the number of features used in SMT systems, λsb and λbt are the
feature weights. In this approach, for assigning the best target candidate sen-
tence, t, to the input source sentence, s, we maximize the probability P (t|s) by
defining hidden variable, b, which stands for the bridge language sentences, we
gain:

arg max
s

P (t|s) = arg max
s

∑

b

P (t, b|s) = arg max
s

∑

b

P (t|b, s)P (b|s) (2)

Assuming s and t are independent given b:

arg max
s

P (t|s) ≈ arg max
s

∑

b

P (t|b)P (b|s) (3)

In Eq. (3) summation on all b sentences is difficult, so we replace it by max-
imization. Eq. (4) is an estimate of Eq. (3):

arg max
s

P (t|s) ≈ arg max
s

max
b

∑

b

P (t|b)P (b|s) (4)
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Instead of searching all the space of b sentences, we can just search a subspace
of it. For simplicity we limit the search space in Eq. (5). A good choice is b
subspace produced by the k-best list output of the first system (source-bridge):

arg max
s

P (t|s) ≈ arg max
s

max
b∈k−best(t)

∑

b

P (t|b)P (b|s) (5)

In fact each source sentence, s, of the source test set is mapped to a sub-
space of total b space and search is done in this subspace for the best candidate
sentence, t, of the second system (bridge-target).

3.2 Phrase-Level Bridging

Concerning the phrase-level bridging approach, we directly create a source-target
phrase-table from a source-bridge and a bridge-target phrase-table. In this app-
roach phrase s in the source-bridge phrase-table is connected to b, and this
phrase b is associated with phrase t in the bridge-target phrase-table. We link
the phrases s and t in the new phrase-table for the sourcetarget. For scoring
the pair phrases of the new phrase-table, assuming P (b|s) as the score of the
source-bridge phrases and P (t|b) as the score of the bridge-target phrases, then
the score of the new pair phrases s and t, P (t|s) in source-target phrase-table is
counted:

P (t|s) =
∑

b

P (t, b|s) (6)

b is a hidden variable and actually stands for the phrases of bridge language;

P (t|s) =
∑

b

P (t|b, s)P (b|s) (7)

Assume that s and t are independent, given b:

P (t|s) ≈
∑

b

P (t|b)P (b|s) (8)

For simplicity the summation on all the b phrases is replaced by maximiza-
tion, then Eq. (8) is approximated by:

P (t|s) ≈ max
b

∑

b

P (t|b)P (b|s) (9)

3.3 Synthetic Corpus

This method attempts to develop a synthetic source-target corpus by translating
the bridge part in the source-bridge corpus, into the target language by means of
a bridge-target model, and translating the bridge part in the target-bridge corpus
into the source language with a bridge-source model. Eventually, it combines
the source sentences with the translated target sentences or combines the target
sentences with the translated source sentences. The source-target corpora that is
created using the above two methods can be blended together so a final synthetic
corpus could be produced. However, it is complicated to create a high-quality
translation system with a corpus compiled merely by an SMT system.
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4 Direct-Bridge Combination Scenario

If we seek for the best performing approach of the bridge language technique
then it is called triangulation which helps in the construction of an induced new
phrase-table so that source and target languages could be linked. The biggest
issue encountered during the application of this approach is that the size of
the bridge phrase-table is very large [15]. In this scenario we generate a new
source-target translation model which is in contrast to domain adaptation. This
method contains the phrase bridging (triangulation) technique from two models.
But we also use the domain adaptation approach so that relevant portions of the
bridge phrase-table could easily be selected. Furthermore, we improve the trans-
lation quality by combining these portions with the direct translation model. We
also explore how to merge bridge and a direct model built from a given parallel
corpora into an effective combination by using the optimized direct-bridge com-
bination method. This combination will help us in enhancing the coverage and
bringing an improvement to the translation quality. We take the information
that is gained through the relevant portions of the bridge model and then try
to maximize it. The used information do not interfere with the trusted direct
model. We further ponder over the notion of categorizing the bridge phrase
pairs. Later on, we divide these bridge phrase pairs into five different categories
in accordance with their relation to the existence of source or target phrases in
the direct model. The phrase pairs included in the first category, cat-1, present
a combination of the source and target phrases in the direct system. The sec-
ond category, cat-2 is a bit different from the first category. The only similarity
between both of the categories is that both of them contain the source and target
phrases. However, the source and target phrases in the second category are not
merged as a phrase pair in the direct system. The third, cat-3, fourth, cat-4, and
fifth, cat-5 categories represent the presence of source and target phrase only
but none of them are involved in the direct system.

Different categories demonstrated within the Table 1 show portions that have
been derived from the bridge phrase-table. These categories have been included
in the Table 1 with their labels which will help us with our results.

Table 1. Phrase pairs categorization of the portions extracted from the bridge phrase-
table.

Bridge phrase pairs cat Src in direct Trg in direct Src and Trg in direct

cat-1 Yes Yes Yes

cat-2 Yes Yes No

cat-3 Yes No No

cat-4 No Yes No

cat-5 No No No
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5 Experimental Framework

In this work we used the Moses as a phrase-based SMT decoder [16]. The com-
bination scenario is used for creating a link between the direct model and the
different bridge portions. Later on, we used an in-domain parallel corpus contain-
ing (200K) sentences (approximately (5M) words) that were derived from Open-
Subtitles parallel corpus [17] for the purpose of following the direct Persian-
Spanish SMT model. We also constructed two SMT models while conducting
the bridge-based experiments. One model is used to create a translation from
Persian language to English one, while the other model focused on translating
from English to Spanish language. The English-Spanish parallel corpus contains
almost (2M) sentences (approximately (50M) words) that have been derived
from the Europarl corpus [3]. We use an in-domain Persian-English parallel cor-
pus that contained almost (165K) sentences (approximately (4M) words) derived
from TEP parallel corpus [18]. We used fast-align tool-kit for the purpose of con-
ducting the word alignment. In the case of Spanish language modelling, almost
(200M) words were derived and used from the Europarl corpus, in combination
with the Spanish side of our training data. We sought help from the Ken language
modelling [19] so that all the implemented language models could be inserted
with 4-grams. In order to cater with the English language modelling, we sought
help from the English side of the Europarl corpus with 4-gram LM through
the Ken tool-kit as well. Moses phrase-based SMT system was specifically used
for the purpose of conducting all these experiments. We also sought help from
MERT when we are about to decode the weights optimization. In the scenario,
where we have to tackle with both the Persian-English and English-Spanish
translation models, we optimize the weights through a set of (5K) sentences.
These sentences were derived from the parallel corpus and were then randomly
checked for each model. While dealing with all of the models, we take care to
only use the maximum phrase length of size (6) across all models. Afterwards,
we report the results on an in-domain Persian-Spanish evaluation set. This set
included almost (500) sentences and two references. We conducted the evaluation
by using the BLEU metric [20]. The phrase-based Moses provides us with the
flexibility to use the multiple translation tables in the case of direct-bridge com-
bination method experiments. During the scenario, where translation options are
collected from one particular table while other tables are used for the purpose
of collecting the additional options, we use the Couple during the combination
technique. However, the fact is that we can make our selection from the var-
ious options of combination techniques. If in any case, one translation option
(identical source and target phrases) is found in multiple tables then we would
create separate translation options for each occurrence. However, the score for
each translation option will also be kept different.

5.1 Baseline Systems Evaluation

We compare the performance of sentence bridging (transfer) method against
phrase-level bridging (triangulation) method with different filtering thresholds.
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Generally, the triangulation method outperforms the transfer one even when we
use a small filtering threshold of size (100). Moreover, the higher the thresh-
old the better the performance but with a diminishing gain. We use the best
performing set-up across the rest of the experiments which is filtering with a
threshold of (10K). The results are presented in Table 2.

Table 2. Comparing the performance of transfer method and triangulation method
with different filtering thresholds according to BLEU.

Bridge scheme BLEU

Transfer 20.21

Triangulation (filtering 100) 20.64

Triangulation (filtering 1,000) 21.18

Triangulation (filtering 10,000) 21.57

According to Table 2, the triangulation method by the filtering of (10K)
sentences outperforms the rest of the filtered types, and the transfer method.

5.2 Baseline Combination Systems Evaluation

We start by the basic combination approach and then explore the gain/loss
achieved from dividing the bridge phrase-table to five different categories (cat-1
to cat-5 ). Table 3 illustrates the results of the basic combination in comparison
to the best bridge translation system (triangulation by (10K) filtering) and the
best direct translation system.

Table 3. Baseline systems combination experiments between the best bridge-based
baseline translation system and the best direct-based translation system according to
BLEU.

Translation systems BLEU

Direct 22.45

Triangulation (filtering 10,000) 21.57

Direct+Triangulation (filtering 1,000) 22.81

As an interesting observation from Table 3, direct translation system has
better performance than triangulation by filtering (10K) sentences. The reason is
related to the large size of parallel corpus for training the direct-based translation
system. In comparison with the previous set of experiments we can see that the
difference between training data sizes have a direct effect on the performance
of direct translation systems. The results show that combining both models
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leads to a gain in performance. Now, the problem is finding a possibility to
improve the quality by doing a smart choice of only relevant portion of the bridge
phrase-table. We can overcome this problem through our proposed direct-bridge
combination method.

5.3 Direct-Bridge Combination System Evaluation

In this portion, we will ponder over the idea of creating a division of the bridge
phrase pairs into five different categories. This division will be done according
to the existence of source or target phrases within the direct-based system. We
first conduct a discussion of the results, and then reveal the trade-off that occurs
between the quality of translation and the size of the different categories. These
categories have been derived from the bridge phrase-table. Table 4 reveals the
results of the direct-bridge combination method experiments that have been
demonstrated on the learning curve of (100%) (approximately (200K) sentences),
(25%) (approximately (50K) sentences) and (6.25%) (approximately (12.5K)
sentences) of the Open-Subtitles Persian-Spanish parallel corpus.

Table 4. Optimized direct-bridge combination experiments results according to BLEU.

Translation models 12.5K sentences 50K sentences 200K sentences

Direct 15.85 20.01 22.45

Triangulation 19.89 20.18 21.57

Baseline combination 21.72 22.09 22.81

cat-1 17.38 20.20 21.96

cat-2 18.53 20.58 22.06

cat-3 17.54 20.19 22.76

cat-4 18.32 20.93 23.14

cat-5 19.97 21.64 22.45

In Table 4 the first rows are revealing the outcome of the direct-based sys-
tem. The second row reveals that outcome that we have gained from the best
bridge-based system (triangulation). The third row reveals the outcome of the
baseline combination experiments conducted along with the pattern of whole
bridge phrase-table. Furthermore, the next set of rows reveals the results of our
direct-bridge combination method experiments that have been derived on the
basis of a different categorization. All scores are highlighted in BLEU. The bold
scores have been used to mark a statistically significant result against the direct
baseline translation system.

6 Discussion

The results further reveal that bridging is basically a technique considered to be
robust because no or small amount of parallel corpora is present in it. When the
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direct-based translation system and the bridge-based translation system merge
with each other in order to form a base combination, they end-up giving a
boost to the translation quality across the learning curve. So it can simply be
expected that we will gain more from this combination if we use the smallest
form of parallel corpus. The results also reveal that some of the bridge categories
provide more information gain in comparison to the other categories. It also
happens sometimes that some of the categories damage the entire quality. For
instance, cat-1 and cat-2 both heavily contribute towards damaging the quality
of translation if they are combined with direct model that has gained training
on (100%) of the parallel data (approximately (200K) sentences). We have also
gained an interesting observation from the results and that is we can achieve a
better performance in comparison to a model trained on four times the amount
of data approximately (50K) sentences if we construct a translation system with
only (6.25%) of the parallel data (approximately (12.5K) sentences). Another
most important point that we derive from the learning curve is that if the source
phrase in the bridge phrase-table does not exist in the direct model then we can
easily achieve the best gains. Such an expectation arises in the scenario where by
conducting an addition of the unknown source phrases, we succeed in decreasing
the overall OOVs. Creating a reduction in the bridge phrase-table is considered
to be an additional benefit when we relate it with the proposed direct-bridge
combination method. If we analyze the Table 5 then we will come to know that
the percentage of phrase pairs is basically derived from the original bridge phrase-
table so that each bridge category across the learning curve could properly be
denoted.

Table 5. Percentage of phrase pairs extracted from the original bridge phrase-table
for each bridge-based category.

Translation models 12.5K sentences 50K sentences 200K sentences

cat-1 0.1% 0.1% 0.2%

cat-2 16% 19% 35.2%

cat-3 64.1% 63.3% 59.9%

cat-4 6.1% 3.4% 2.3%

cat-5 13.7% 4.3% 2.3%

At this point, the group of the phrase pairs is extracted in the form of cate-
gories. This is done in order to make it clear that source phrases exist in the direct
model which makes the least contribution. These source phrases also damage the
overall combination performance sometimes. The direct-bridge combination sce-
nario with target-only category provides comparatively better results in BLEU
while hugely reducing the size of the bridge phrase-table used ((2.3%) of the
original bridge phrase-table), if it is viewed in accordance with large parallel
data (approximately (200K) sentences). However, in the case of smaller parallel



Combination Scenario for Pe-Es SMT 77

data, the advantage is comparatively decreased but two new tools are intro-
duced including the trade-off between the quality of the translation and the size
of the model. We can easily create an improvement in translation quality of
minimal parallel-resource SMT systems if the optimized direct-bridge combina-
tion method between bridge and direct systems are proposed. We revealed that
this scenario can result in creating a large reduction of the bridge-based system
without affecting the performance in any positive way.

7 Conclusion and Future Work

We applied the direct-bridge combination approach between bridge and direct
models to improve the translation quality. We showed that the selective combi-
nation can lead to a large reduction of the bridge model without affecting the
performance if not improving it. In the future, we plan to investigate classify-
ing the bridge model based on morphological patterns extracted from the direct
model instead of just the exact surface form.

Acknowledgment. The authors would like to express their sincere gratitude to Dr.
Mojtaba Sabbagh-Jafari for his helpful comments.
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Abstract. The identification of discourse connectives plays an impor-
tant role in many discourse processing approaches. Among them there
are functional words usually enumerated in grammars (iz-za ‘due to’,
blagodarya ‘thanks to’,) and not grammaticalized expressions (X vedet k
Y ‘X leads to Y’, prichina etogo ‘the cause is’). Both types of connectives
signal certain relations between discourse units. However, there are no
ready-made lists of the second type of connectives. We suggest a method
for expanding a seed list of connectives based on their vector represen-
tations by candidates for not grammaticalized connectives for Russian.
Firstly, we compile a list of patterns for this type of connectives. These
patterns are based on the following heuristics: the connectives are often
used with anaphoric expressions substituting discourse units (thus, some
patterns include special anaphoric elements); the connectives more fre-
quently occur at the sentence beginning or after a comma. Secondly, we
build multi-word tokens that are based on these patterns. Thirdly, we
build vector representations for the multi-word tokens that match these
patterns. Our experiments based on distributional semantics give quite
reasonable list of the candidates for connectives.

Keywords: Rhetorical Structure Theory · Discourse connectives
Word embeddings

1 Introduction

The automatic detection and extraction of discourse relations is one of the essen-
tial tasks of NLP. It can significantly improve the performance of several Natural
Language Processing applications, e.g. deception and intent detection [15,17],
summarization [11,16], sentiment analysis [10,13,23], question-answering [7,25],
argumentative discourse analysis [8] and etc., besides, it is widely used for build-
ing text generation systems. One of the approaches to the task is to use a
list of special cues that signal certain types of discourse relations. There are
closed classes of lexemes and multi-word expressions (functional words), such as
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conjunctions, prepositions and others that mark certain types of rhetoric rela-
tions (e.g. the conjunction because or the preposition for can signal the ‘cause-
effect’ relation between discourse units). Though the lists of these expressions
are presented in grammars and some other sources for Russian, there are no
ready-made lists of connectives mapped onto certain types of discourse relations.
The problem is that only lexicalized items are usually mentioned in dictionaries
and grammars. Such connectives usually signal intra-sentential relations between
clauses, and not between larger discourse units. As various studies of discourse
has shown, there are less grammaticalized multi-word expressions denoting rela-
tions between discourse units (e.g. expressions containing content words, such
as prichina etogo ‘the cause is’ or eto ob’yasnyaet to, chto ‘this explains, that’)
[6,18]. Our research is devoted to this type of connectives. The task is to compile
a list of markers, or to be more precise, to enhance a seed list.

The most up-to-date approach to expanding a list of lexemes with seman-
tically close words is to use word embeddings for this task. One can take open
pre-trained Word2Vec models to compile such lists (cf. models from http://
rusvectores.org/ru/models/). As for connectives under discussion, there are sev-
eral obstacles to use this method. Firstly, functional words usually have no inde-
pendent meaning, they are usually in stop-lists and, thus, are absent in the mod-
els. Secondly, even so-to-called primary markers are often multi-word expressions
and not unigrams. Thirdly, the usage of the models is based on the ‘distribu-
tional hypothesis’ [9] that semantically similar words occur in similar contexts.
However, even the connectives containing content words express the structural
relations between text spans, rather than denote some concepts. As a result,
their contexts are semantically heterogeneous.

In our work we conduct series of experiments to examine the applicability
of Word2Vec models to the task of finding multi-word connectives signaling the
same discourse relation as seed functional words from a dictionary. We suggest
some linguistically motivated heuristics which can help to overcome the men-
tioned above issues. Our method is based on the assumptions that (1) discourse
units can be substituted by some special anaphoric expressions in the context of
the majority of discourse markers (e.g. po prichine etogo ‘because of this’); (2)
the discourse markers have a tendency to occur at the beginning of a sentence,
or after a comma, some of the constructions occur before a comma; (3) there are
several pattens based on content words denoting certain discourse relations that
were singled out in previous works on the basis of Russian Rhetorical Structure
Treebank (Ru-RSTreebank). We glue multi-word conjunctions into one token.
We also glue n-grams (3-grams) situated in the mentioned above positions and
containing special anaphoric expressions into corresponding tokens. And after
this, we train Word2Vec models. As our experiments has shown, this method
gives a satisfactory result, though it needs further elaboration.

We focus only on one type of discourse relations, namely, ‘cause-effect’ rela-
tions. However, the suggested technique can be used for mining other kinds of
discourse markers.

http://rusvectores.org/ru/models/
http://rusvectores.org/ru/models/
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The paper is organized as follows. Following a discussion of background of
our research in Sect. 2, we describe our methods in Sect. 3. In this section we
introduce our dataset, describe the necessary steps of preprocessing the data
and also the models we have used. In Sect. 4, we present the results of our
experiments and finally we conclude the paper in Sect. 5.

2 Background

2.1 Rhetorical Structure Theory Approach to Discourse
Connectives

Our study is based on the discourse representation within the framework of
the Rhetorical Structure Theory [12,22]: discourse is organized as a hierarchical
system of discourse units of different size, where smaller discourse units can be
embedded into larger ones, in case there is a rhetorical (discourse) relation of
a certain type between them, e.g. ‘concession’, ‘cause-effect’, ‘elaboration’ etc.
The exemplified relations are asymmetric ones (between nucleus and satellite).
Elementary discourse units (EDUs) usually correspond to clauses. Consequently,
the ‘cause-effect’ relation between discourse units correspond to causal relations
between facts. Facts can be expressed via phrases headed by non-finite verb-
forms such as infinitives or nominalizations (c.f. his singing yesterday...). Some
types of phrases (smaller than a finite clause) are also treated as EDUs. This
approach is widely spread in NLP systems and in RST Treebanks annotation
rules for written texts (cf. [4,5,20,24] and others).

2.2 Discourse Connectives Features

As it has been mentioned, there are special clues in discourse signalling that there
is a relation between two discourse units. Some of them are functional words
(linking words), that are lexemes whose primary function is to express different
relationships between pieces of texts - for example, vsledstviye ‘in consequence
of’. In [19] such clues are considered as primary connectives. Less grammati-
calized, secondary connectives are, mostly, multi-word expressions, such as eto
privelo k tomu, chto ‘this led to the fact that’. Secondary connectives are cur-
rently under-represented in lexicons. As discourse connectives are reliable signals
for different types of relations, building a lexicon of the connectives, focusing on
secondary connectives, is an essential task.

Salient locations for discourse connectives in textual structure are beginning
of paragraph, beginning of the sentence, a position after a punctuation mark or
immediately before it [1].

In Russian, some primary connectives are listed in Russian grammar [21].
Content words expressing cause-effect relation are presented in [2,3], in Rus-
gram [14]. A list of less-grammaticalized connectives is discussed in [24]. These
connectives were extracted manually from the Ru-RSTreebank corpus. The basic
patterns for multi-word connectives formation were singled out.
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Ru-RSTreebank (http://linghub.ru/ru-rstreebank/) is annotated for dis-
course relations. Its first part, that we used for the current research, consists
of 79 texts: news stories, news analytics and popular science (5582 EDUs and
49840 tokens in total). There are 330 examples of causal relations there: 220
examples for the Cause-Effect relation and 110 for the Evidence.

The aim is to expand the lexicon via mining new items (not listed in gram-
mars and dictionaries) from a large corpus on the basis of a short seed set of
connectives from dictionaries and of a bigger set of connectives extracted man-
ually from the Ru-RSTreebank.

2.3 Event Anaphora

There are anaphoric elements in Russian that refer to an event and not to an
entity (hence fore, substituting a whole discourse unit) such as eto ‘this, neutrum’
and chto ‘what’. There are also so-to-called correlative expressions (expressions
that serve as connectives in relative clauses) such as to, chto ‘the fact, that’.
They are treated as parts of some grammaticalized connectives, or they substi-
tute connectives arguments. Hence, the connectives are two-argument predicates;
arguments are discourse units (facts); arguments can be replaced with anaphoric
elements:

[V SSHA v 80-kh gg. proizoshel perekhod s primeneniya aspirina na parat-
setamol sredi detey.] [Eto moglo stat’ prichinoy uvelicheniya chisla detey,
zabolevshikh astmoy v techeniye dannogo perioda.] [In the US in the 80’s there
was a transition from aspirin to paracetamol among children.] [This could have
caused an increase in the number of children who developed asthma during this
period.]

The anaphoric expressions are quite frequent in the corpus. Thus, they can
be taken into consideration in connectives mining.

2.4 Patterns for Connectives Lexicon Construction

Some of the multi-word connectives have a content word denoting a particular
rhetoric relation as a core word (e.g. prichina ‘cause’ in po prichine). They can
take one of the mentioned above expression (anaphoric or correlative) as an
argument.

The following basic patterns can be used: 1. n-gram + to, chto ‘that’: po
prichine togo, chto ‘by reason that’. 2. n-gram: includes eto ‘this’: po prichine
etogo ‘by this reason’, v resultate etogo ‘as a result of this’, privodit k tomu, chto
‘lead to the fact that’. 3. n-gram + chto ‘what’: v resultate chego ‘lit. as the
result of what’, chto yavlyayetsya prichinoy ‘that is the cause’.

Basic patterns are connected with classes of core word: 1. prepositions: iz-za
togo, chto ‘by reason of’; 2. adverbial phrases (preposition + content noun): po
prichine togo, chto ‘due to the fact that’; 3. causative verbs (verbs of causation,
mental impact, change of state) + (preposition): X vedet k Y ‘X leads to Y’,
X vlechet Y ‘X enatails Y’, X govorit o tom, chto ‘X says that’; 4. light verb

http://linghub.ru/ru-rstreebank/
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constructions (lexical functions): X privelo k rezul’tatu ‘X led to the result’, X
yavlyayetsya rezul’tatom Y ‘X accounts for’, lit. ‘to be a cause’.

We can test different methods for extracting connectives using these patterns.

3 Dataset and Method

3.1 Initial List of Connectives

Two seed lists of causal relation connectives are available. The first, initial one is
taken from lexicons and contains 11 elements: blagodarya ‘thanks to’, v rezul’tate
‘as a result of’, v svyazi s ‘in connection with’, vvidu ‘due to’, vsledstviye ‘in
consequence of’, iz-za ‘due to’, poskol’ku ‘since’, potomu chto ‘because’, tak kak
‘as’, tak chto ‘so that’, poetomu ‘therefore’. The bigger seed list from the Ru-
RSTreebank can be expanded by multi-word expressions, such as ‘a verb +
anaphoric expression’, e.g. eto prived’ot k ‘this will lead to’, iz chego sleduet ‘lit.
from what follows’, etc. [24].

3.2 Dataset Initial Preprocessing and Models

The dataset for the experiments contains news texts in Russian (approx. 285 mln
tokens). Texts were not lemmatized during the preprocessing steps: we used def-
inite word forms in our search patterns. In the existing Word2Vec models, some
discourse connectives are considered as stop-words and removed when the model
is trained on context words - for example, conjunctions potomu and potomu chto
‘because’ are not included in http://rusvectores.org/ru/ models, thus, they can-
not be used for the task of discourse connectives mining. For connectives list
expansion we train word2vec’s ‘skip-gram model’ using GenSim. Punctuation
marks and almost all stop-words are not removed from the texts before model
training, because they could signal that the EDU is connected with the previous
one - for example, as in anaphoric expression blagodarya etomu ‘due to this’ -
and could be included as parts in discourse markers. The only removed stop
words are particles and some very frequent conjunctions zhe, zh, nu ‘well’, a
‘but’, dazhe ‘even’, lish ‘only’, i ‘and’, that are frequently placed between words
in the connectives.

We run two different experiments, based on two different Word2Vec models.

1. In the first experiment we use all the connectives from the small seed list
(11 connectives). For multi-word connectives, such as potomu chto ‘because’,
we glue each one of them into one token, in the whole dataset, before the
model training. It is the single change in the dataset, after initial preprocess-
ing. Thus, the model was trained on the multi-word tokens for seed set and
unigrams for the rest of the corpus. After that we search for connectives, that
are semantically similar to the small seed list connectives (we consider top 20
connectives for each seed connective).

http://rusvectores.org/ru/
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2. For the second experiment, in addition to concatenating multi-word connec-
tives from the small seed list into one token, we also make further dataset
preprocessing: we also concatenate all 3-grams situated in the positions that
correspond to the patterns and contain special anaphoric expressions, into
single tokens. Thus, we have multi-word tokens for the seed and for the pat-
terns.

The following patterns are used for multi-word constructions concatenation in
the dataset: a. the construction of 3-grams is in the beginning of the sentence
and begins with possible word forms of eto ‘this’; b. the construction of 3-grams
follows after a comma and begins with possible forms of chto ‘what’; c. 3-grams
that contain forms of to ‘that’. After them there is a comma, after the comma
there are chto, kak.

After that, we search for connectives that are semantically similar to the
initial ones.

Three patterns reflect three types of discourse units ‘anaphoric’ substitution:
correlative to, chto ‘the fact, that’ type; sentence initial eto ‘this’ type; clause
initial intra-sentence type chto ‘what’.

According to our hypothesis, we assume that new connectives from the
extended list should also be multi-word, such as vsledstviye togo, chto ‘in conse-
quence of’, na osnovanii togo, chto ‘on the basis of’, po prichine togo, chto ‘for
the reason that’. So the results for ‘concatenated’ tokens in the second experi-
ment should be better than the results in the first experiment, as they let find
such expressions.

4 Experiment

We get the lists of most similar expressions for each connective from the seed.
The expressions were assessed by an expert whether they can be considered as
cause-effect connectives. The precision was calculated for each connective as a
proportion of the true positive expressions in the list of 20 most similar ones.
Then, the average precision was calculated. For the two experiments, we get the
following results (Table 1).

Table 1. Results for Word2Vec models.

Model Precision

1. Multi-word tokens for seed set 38%

2. Multi-word tokens for seed set and for patterns 54%

To compare the results, we also created frequency lists for ‘to, chto’, ‘eto’
and ‘chto’, based on the patterns for trigrams. It is used as a simple baseline.
In the top of such frequency lists, we can also see real discourse connectives.
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But such lists need further processing and show worse results before it, than
the models in the current research (not more than 30% of the output are real
discourse connectives).

As for the first experiment, only the three lists have the precision more, than
50%. For the second experiment, there are six lists for which the precision exceeds
50%. As a result, some primary connectives are added to the seed list such as ibo
‘as’ or ved’ ‘indeed’. The second model expands the lists via suggesting light verb
expressions, cf. v svyazi s ‘in connections with’ in the seed list - eto proizoshlo
v svyazi s ‘this has happened in the connection with’ eto bylo svyazano s ‘this
was due to the fact’.

5 Conclusions and Discussion

Our experiments support the initial assumptions concerning connectives fea-
tures, namely, their place in sentences and their lexical properties as well as the
assumption concerning the anaphoric elements that can substitute EDUs. The
word2vec model that is based on the multi-word tokens including these elements
gives quite reasonable list of the candidates for connectives, on the example of
‘cause-effect’ relations connectives.

We are planning to make further steps to understand whether distributional
semantic methods and anaphoric elements for discourse units can help in the
compilation of lists of patterns for multi-word connectives. Hence, we will con-
tinue with building the same model as in the second experiment, but for the
bigger connectives seed list.

In future studies, we also plan to use the proposed approach, definite patterns
and word embeddings models to expand seed lists of connectives for other types
of rhetorical relations.
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19. Rysova, M., Mı́rovský, J.: Use of coreference in automatic searching for multiword
discourse markers in the Prague dependency treebank. In: LAW VIII - The 8th
Linguistic Annotation Workshop, pp. 11–19 (2014)

20. Schauer, H.: From elementary discourse units to complex ones. In: Proceedings of
the 1st SIGdial Workshop on Discourse and Dialogue, vol. 10, pp. 46–55. Asso-
ciation for Computational Linguistics (2000). https://doi.org/10.3115/1117736.
1117742. http://portal.acm.org/citation.cfm?doid=1117736.1117742

https://doi.org/10.3115/1118078.1118083
https://doi.org/10.3115/1118078.1118083
https://doi.org/10.1007/978-94-017-6059-1
https://doi.org/10.1007/978-94-017-6059-1
https://doi.org/10.1007/978-94-009-3645-4_7
https://doi.org/10.1007/978-94-009-3645-4_7
http://rusgram.ru
https://doi.org/10.1007/978-3-642-28885-2_30
https://doi.org/10.3115/1117736.1117742
https://doi.org/10.3115/1117736.1117742
http://portal.acm.org/citation.cfm?doid=1117736.1117742


Automatic Mining of Discourse Connectives for Russian 87

21. Shvedova, N.Y. (ed.): Russian Grammar [Russkaya grammatika]. Nauka, Moscow
(1980)

22. Taboada, M., Mann, W.C.: Applications of rhetorical structure theory. Discourse
Stud. 8(4), 567–588 (2006). https://doi.org/10.1177/1461445606064836

23. Taboada, M., Voll, K., Brooke, J.: Extracting sentiment as a function of discourse
structure and topicality (2008)

24. Toldova, S., Pisarevskaya, D., Kobozeva, M.: The cues for rhetorical relations in
Russian: cause-effect relation in Russian rhetorical structure treebank. Comput.
Linguist. Intellect. Technol. 17(24), 748–761 (2018)

25. Verberne, S., Boves, L., Oostdijk, N., Coppen, P.A.: Evaluating discourse-based
answer extraction for why-question answering. In: Proceedings of the 30th Annual
International ACM SIGIR Conference on Research and Development in Informa-
tion Retrieval, pp. 735–736. ACM (2007)

https://doi.org/10.1177/1461445606064836


Corpus Linguistics



Avoiding Echo-Responses
in a Retrieval-Based Conversation System

Denis Fedorenko(B) , Nikita Smetanin , and Artem Rodichev

Replika.ai @ Luka, Inc., Moscow, Russia
{denis,nikita,artem}@replika.ai

Abstract. Retrieval-based conversation systems generally tend to
highly rank responses that are semantically similar or even identical to
the given conversation context. While the system’s goal is to find the
most appropriate response, rather than the most semantically similar
one, this tendency results in low-quality responses. We refer to this chal-
lenge as the echoing problem. To mitigate this problem, we utilize a hard
negative mining approach at the training stage. The evaluation shows
that the resulting model reduces echoing and achieves better results in
terms of Average Precision and Recall@N metrics, compared to the mod-
els trained without the proposed approach.

Keywords: Dialog modeling · Response selection · Lexical repetition
Hard negative mining · End-to-end learning

1 Introduction

The task of a retrieval-based conversation system is to select the most appro-
priate response from a set of responses given the input context of a conversa-
tion. The context is typically an utterance or a sequence of utterances produced
by a human or by the system itself. Most of the state-of-the-art approaches
to retrieval-based conversation systems are based on deep neural networks
(NNs) [14,16]. Under these approaches, the typical response selection pipeline
consists of the following steps [2]:

1. Encode the given context and pre-defined response candidates into numeric
vectors, or thought vectors, using NNs;

2. Compute the value of a matching function (matching score) for each pair
consisting of a context vector and each response candidate;

3. Select the response candidate with the highest matching score.

During step 1, in order to obtain thought vectors that fairly represent seman-
tics of input contexts and responses, the conversation model is preliminarily
trained to return high matching scores for true context-response pairs and low
for false ones.

c© Springer Nature Switzerland AG 2018
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The challenge we faced while building the above pipeline was that the result-
ing model often returned high matching scores for semantically similar contexts
and responses. Consequently, the model frequently repeated or rephrased input
contexts instead of giving quality responses.

Consider the following conversations:

A. Context: “What is the purpose of living?”
Response: “What is the purpose of existence?”

B. Context: “What is the purpose of living?”
Response: “It’s a very philosophical question.”

The effect of rephrasing, or echoing, in conversation A in contrast to the
appropriate response in conversation B can be explained by the above pipeline.
It is a result of the fact that contexts and responses often contain the same
concepts [4,13], hence during training on conversational datasets the NNs simply
end up trying to fit the semantics of the input. The similar effect, named “lexical
repetition”, was also observed in [9].

In this paper, we suggest a simple and natural solution to the echoing problem
for end-to-end retrieval-based conversation systems. Our solution is based on a
widely used hard negative mining approach [10], which forces the conversation
model to produce low matching scores for similar contexts and responses.

The paper is organized as follows. First, we describe the hard negative min-
ing method and how we utilize it to overcome the echoing problem. Then, we
introduce the evaluation metrics, our results and benchmarks for the echoing
problem. We also provide the evaluation dataset used in the experiments for
further research.

2 Hard Negative Mining

Let D = {(ci, ri)}, i ∈ {1..N} be a dataset of conversational context-response
pairs, where ci, ri – i-th context and response, respectively.

Our goal is to build a conversation model M : (context , response) → IR that
satisfies the following condition:

M(ci, ri) > M(ci, rj) (1)

∀i, j �= i and rj is not an appropriate response for ci. In other words, the resulting
model should return a higher matching score for appropriate responses than for
inappropriate ones.

To train this model, we also need false context-response pairs as nega-
tive examples in addition to the positive ones presented in D. Consider two
approaches to obtain the negative pairs: random sampling and hard negative
mining. Under the first approach, we randomly select rj from D for each ci.
If D is large and diverse enough, then a randomly selected rj is almost always
inappropriate for a corresponding ci.

In contrast to random sampling, hard negative mining imposes a special
constraint on responses selected as negatives. Let M0 be a conversation model
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trained on random pairs used as negative training examples. Then, we search
for a new set of negative pairs (ci, rj), so that their matching score satisfies the
following condition:

M0(ci, ri) − M0(ci, rj) ≤ m (2)

where m is a margin (hyperparameter) between the scores of positive and neg-
ative pairs [3]. The new set of pairs is used to train the next model M1, which,
in turn, used to search for negative pairs to train M2, and so on [1].

The intuitive idea behind hard negative mining is to select only negatives
that have relatively high matching scores, and thus can be interpreted as errors
of the conversation model. As a result, the model converges faster compared to
random sampling [10].

Following this intuition, we can solve the echoing problem by considering
contexts as possible responses, therefore the pairs (ci, ci) can be selected as hard
negatives. In the next section, we demonstrate that this approach can ultimately
prevent the conversation model from assigning a high rank to responses that are
similar to contexts.

3 Experiments

For our experiments, we implement a model similar to Basic QA-LSTM described
in [12]. It has two bidirectional LSTMs of size 2048 (1024 units in each direc-
tion), with separate sets of weights that encode a context and a response inde-
pendently. We use a max pooling operation to calculate final thought vectors of
these LSTMs. We use a cosine similarity as the output matching function. We
represent input words as embeddings of size 256, which are initialized by the
pre-trained word2vec vectors [8] and are not updated further during the model
training. Word sequences longer than 20 words are trimmed from the right, and
the context encoder is fed with only one dialog step at a time.

3.1 Models

In order to study the impact of hard negative mining on the echoing problem,
we train three models using the following strategies: random negative sampling
(RN ), hard negative mining based on responses only (HNr ), and hard negative
mining based on both responses and contexts (HNr+c). We also consider the
following baseline approach (BL): we use RN model to rank responses in the
testing stage and then just filter out responses equal to the given context.

3.2 Datasets

We train the models on 79M of tweet-reply pairs from a Twitter data archive1.
We perform an evaluation based on our own dataset2. This dataset consists

of 759 context-response pairs from human text conversations, where context and
1 https://archive.org/details/twitterstream.
2 https://github.com/lukalabs/replika-research/tree/master/context-free-dataset.

https://archive.org/details/twitterstream
https://github.com/lukalabs/replika-research/tree/master/context-free-dataset
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Table 1. Evaluation dataset sample (see Sect. 3.2)

Context Response

What happened to your car? I got a dent in the parking lot

The beatles are the best They are the best musical group ever

I’m joining the army You’re kidding. You might get killed

response both consist of a single sentence (see Table 1). We split the dataset
into validation and test subsets consisting of 250 and 509 pairs, respectively. We
use this dataset because it is clear, diverse and covers multiple topics of real-life
conversations. Also we find it suitable for validating the echoing problem, as well
as for estimating the overall model quality.

3.3 Training

The models are trained with the Adam optimizer [5] with the size of mini-
batches set to 512. Intermediate models that show the highest values of the
Average Precision metric on the validation set (see Sect. 3.4) are selected as the
resulting models.

We use a triplet loss [3] as an objective function:

max(0,m − M(ci, ri) + M(ci, rj)) (3)

where the margin m is set to 0.05. For each positive pair (ci, ri), a negative (ci, rj)
is only selected within the current mini-batch using an intermediate model M
trained by the moment of this batch. We only select the hard negative rj with
the highest matching score M(ci, rj) satisfying the following condition:

0 ≤ M(ci, ri) − M(ci, rj) ≤ m (4)

The constraint 0 ≤ M(ci, ri) − M(ci, rj) is used to filter out the “hardest”
negatives, which in practice affect convergence and lead to bad local optima [10].

We noticed that while training the HNr+c model, the fraction of (ci, ci)
negative pairs constitute up to 50% of the mini-batch.

3.4 Evaluation Methodology and Metrics

For each contexti from the evaluation set, we compute matching scores for
all available pairs (contexti , answer), where answer comes not only from the
responses, but also from the all available contexts. To evaluate these results, we
sort the answers by the matching score in descending order and compute the
following metrics: Average Precision [7], Recall@2, Recall@5, and Recall@10 [6].
The last three metrics are indicator functions that return 1, if the ground-truth
response occurs in the top 2, 5 and 10 candidates, respectively. We also introduce
the context echoing metrics:
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Table 2. Evaluation results based on the context-response test set (See footnote 2).

RN BL HNr HNr+c

Average Precision 0.12 0.16 0.13 0.17

Recall@2 0.18 0.26 0.23 0.29

Recall@5 0.36 0.37 0.4 0.43

Recall@10 0.45 0.48 0.54 0.53

rankcontext 0.9 - 0.49 19.43

difftop 0.008 - 0.01 0.07

diffresponse −0.15 - −0.25 −0.09

• rankcontext – position (starting from zero) of the input context in the sorted
results. The greater the rank, the less the model tends to return the input
context among the top results

• difftop – difference between the top result score and the input context score.
The greater the difference, the less the model tends to return relatively high
scores for the context

• diffresponse – difference between the ground-truth response score and the input
context score. The greater the difference, the less the model tends to return
similar scores for the ground-truth response and for the context

For each metric, we compute the overall quality as an average across all test
contexts. Note that for BL model we don’t present context echoing metrics, since
echo-responses are filtered out from the results in this approach.

3.5 Results

The results of the evaluation based on the test set are presented in Table 2. As
we can see, the proposed HNr+c model achieves the highest values in almost all
metrics compared to other approaches. According to rankcontext , it turns out that
this model does not tend to highly rank input contexts and have them in the top
response candidates. Still, according to the diffresponse metric, the average score
of a ground-truth response is lower than the score of a context, which means
that the context can be ranked higher than the ground-truth response.

We also studied the model’s output. Examples of top-ranked responses for
different contexts are presented in Table 3. As we can see, oftentimes the RN
and HNr models select identical or very similar responses, while the proposed
HNr+c model selects appropriate responses that are not necessarily semantically
similar to the context. Based on this observation, we suggest that the proposed
model filters out not only exact copies of the context, but also candidates with
similar semantics.
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Table 3. Top 3 responses for a few input contexts sorted by matching score.

RN HNr HNr+c

Input: What is the purpose of dying?

1. What is the purpose of
dying?

1. What is the purpose of
dying?

1. To have a life

2. The victim hit his head on
the concrete steps and died

2. What is the purpose of
living?

2. When you die and go to
heaven, they will offer you
beer or cigarettes

3. To have a life 3. What is the purpose of
existence?

3. It is to find the answer to
the question of life

Input: What are your strengths?

1. What are your strengths? 1. What are your strengths? 1. Lust, greed, and
corruption

2. Lust, greed, and corruption 2. What are your three
weaknesses?

2. I’m a robot. a machine.
100% ai. no humans involved

3. A star 3. What do you think about
creativity?

3. Dunno. i mean, i’m a
robot, right? robots don’t
have a gender usually

Input: I can’t wait until i graduate

1. I can’t wait until i graduate 1. I can’t wait until i
graduate

1. What college do you go
to?

2. What college do you go to? 2. What college do you go
to?

2. School is hard this year

3. School is hard this year 3. How many jobs have you
had since leaving university?

3. What subjects are you
taking?

4 Related Work

In the previous works on dialog systems there was not enough attention paid to
the echoing problem. The possible reason for this are “soft” evaluation condi-
tions: test samples are constructed from a relatively small number of negative
responses [3,6,14] which usually do not “echo” the test context. In [9] the “lexi-
cal repetition” is regularized by utilizing a word overlap feature during training
a SMT-based dialog system. In [11,13,14] the echoing is avoided by considering
only responses the dataset’s contexts of which have high TF-IDF similarity with
the given context. However, the latter approach is not applicable if only a set
of responses is available for ranking during the testing stage, which can be the
case for some domains and applications [15].

5 Conclusion

In this study, we applied a hard negative mining approach to train a retrieval-
based conversation system to find a solution to the echoing problem, that is,
to reduce inappropriate responses that are identical or too similar to the input
context. In addition to responses, we consider contexts themselves as possible
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hard negative candidates. The evaluation shows that the resulting model avoids
echoing the input context, tends to select candidates that are more appropriate as
responses and achieves better results in terms of Average Precision and Recall@N
metrics compared to the models trained without the proposed approach.
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Abstract. In this work we focus on recently introduced “medical con-
cept vectors” (MCV) extracted from electronic health records (EHR),
explore in similar manner several methods useful for patient’s medi-
cal history events prediction and provide our own novel state-of-the-art
method to solve this problem. We use MCVs to analyze publicly-available
EHR de-identified data, with strong focus on fair comparison of several
different models applied to patient’s death, heart failure and chronic liver
diseases (cirrhosis and fibrosis) prediction tasks. We propose ontology-
based regularization method that can be used to pre-train MCV embed-
dings. The approach we use to predict these diseases and conditions can
be applied to solve other prediction tasks.

Keywords: Electronic health records · Ontology-based regularization
Neural networks · Health care · Learning (artificial intelligence)
Neural nets · Deep learning · Deep neural network
Electronic health record data · Data models · Diseases
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1 Introduction

The numerous attempts to build recommendation systems for healthcare during
recent decades were driven by its greatest problem - many patient deaths are
caused by medical errors. The main goal of recommendation systems is to reduce
harm to patient.

Typical system relies on a set of rules, which are manually-curated or
extracted from medical data (or a combination of both). There are thousands of
diseases, number of the system’s rules is quite large, and our knowledge about
it changes quite often. Hence, first manually-curated approach means a lot of
work and sometimes leads to chaos. The second approach needs to apply vari-
ous machine learning and data mining methods to medical data, and shifts the
problem to ethics area: you need to ensure that you model learns common rules
instead of learning to represent specific patients.
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Moreover, patient’s electronic health record (EHR) can contain heteroge-
neous data – from patient’s diagnoses (given as a set of medical ontology codes)
to CT scans (images) or ECG measurements (waveforms). Some information
might be missing or incomplete.

The more patient’s EHRs we get, the better we can predict their outcomes.
It leads to the situation when millions of features (low-level data, i.e. 1-hot vec-
tors for diagnoses, prescriptions or drugs) become not very effective for building
precise models because of training speed and tendency to overfitting.

The clever solution for feature extraction in this case is called “medical con-
cept vector” (MCV). The idea is quite similar to NLP embeddings: by projecting
medical data to compressed space we obtain succinct representations capable to
represent hidden relations between them.

1.1 Related Works

In recent decade the impressive results with NLP started when the development
of technics for efficient representation of words in succinct vector space has begun
with Word2vec model in 2 basic forms – continuous bag of words and skip-
gram [11].

Since that, the idea of word embeddings was applied to various different tasks,
including healthcare problems. To build biomedical embeddings the scientist
needs to extract them from some data. For example, [12] use PubMed with
MESH classification terms as a source of such data. The resulting embedding
matrices represent co-occurrences between biomedical single-word terms. There
are several human-accessed datasets to evaluate and compare them, including
UMLS:Similarity package [10].

But what about patient’s EHR data? It turns out that we are more interested
in developing solutions for EHR-related tasks based on patients medical history.
Its sparse representation is memory-consuming; model training for this model is
also time-consuming. This problem is solved by building MCVs and using them
to compress each patient’s data. To represent relations between diagnoses and
other medical events in patient history we prefer a co-occurrence matrix to single-
word-based embeddings – these representations, called MCV, are more useful as
a features for solving EHR-related predictions tasks like patient’s outcomes,
readmissions, length of stay in hospital, etc.

The extraction scheme for these embeddings is shown at Fig. 1. We consider
a timeline of patient’s admissions. Each admission is represented as a point with
particular associated timestamp and various data, including diagnoses, proce-
dures and prescriptions associated with it. We build a multi-hot representation
of this timeline point, and then build sparse patient representation as a some
form of aggregation for these vectors.

This basic scheme is modified for some cases. If we need to retain a sequence
of diagnoses, we shuffle them within each admission for each batch. We do this
to prevent overfitting and to emphasize that data associated with the same
admission have the same timestamp and are unordered.
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Fig. 1. Medical concept vectors extraction from patient’s EHR. This typical scheme
represent patient’s medical history as a sequence of ordered visits, each of them has
time mark. Every visit has associated diverse information - i.e., procedures, diagnoses
and prescription codes. Each of these codes can be associated with 1-hot representation,
together they turn patien’t medical history to sparse multi-hot vector, which can be
compressed to patient’s embedding vector, which is called MCV.

Sometimes when data are limited we need to improve patient’s MCV repre-
sentation. Some approaches include but not limited to:

1. Use additional patient’s data (procedural, prescription codes, etc.) [3,7].
2. Use common knowledge-based information (i.e., Clinical Classifications Soft-

ware for ICD-9-CM or SNOMED-CT diagnoses codes ontology) [4].
3. Improve model by concatenation of patient’s demography data to medical

concept vector [5] or by utilizing temporal (or any other) admission informa-
tion [7].

The simplest form of compression is achieved with the embedding matrix,
which helps to project word representation given as a 1-hot encoded vector (with
size equal to number of words in a vocabulary) to N-dimensional vector space.

We compare embeddings trained according to procedure defined by Choi
et al. [4] which uses ICD9 hierarchy tree to produce embedding matrix.

They start with simple idea to incorporate knowledge DAG, composed from
ICD-9 ontology tree, into the model and then use it to define positions between
connected entities in embedding space (see Fig. 2).

The GRAM by [4] uses graph-based attention mechanism to learn MCV
representations. In this model ith diagnosis vector li in MCV space becomes a
convex combination of the basic embeddings ej of itself and its ancestors [4]:

gi =
∑

j∈A(i)

αijej ,
∑

j∈A(i)

αij = 1, αij ≥ 0 for j ∈ A(i),

For each ICD-9 code it emphasizes its significant ancestors, and then defines
particular code’s MCV as weighted sum of ancestor MCVs and position of ICD-9
code in embedding space.



A Model-Free Comorbidities-Based Events Prediction in ICU Unit 101

Fig. 2. GRAM model by [4]. In this model embeddings are represented in implicit form
and are trained jointly with RNN, unlike our model, where we use pre-trained MCV
embeddings.

2 Methods

2.1 Embedding with ICD9 Tree: Formalization

We follow the idea proposed by [4] to incorporate knowledge about ICD-9 code’s
ancestors in ICD-9 hierarchy tree, and expand it from different perspective. The
authors of GRAM representation compute it as a part of RNN model and define
an impact of ancestors at the training phase via attention mechanism.

Our approach is model-free, since we deduce comorbidities from data only
and then use these embeddings as a pre-trained representations for diagnoses to
improve predictive models.

Our regularizer contains several additive terms deduced from simple assump-
tions.

Fig. 3. ICD9 medical ontology scheme. This scheme is typical, however, it shows the
notation used in our regularizer.
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Suppose that we have a set of N diagnoses V = {l1, l2, . . . , ln} mapped to
medical ontology DAG with nodes denoted by yi, where i is a sequence of indices
describing path from ontology’s root to node yi (illustrated at Fig. 3). We call a
‘leaf’ an element of V , and ‘node’ is a medical ontology’s category representing
disease group.

It seems natural for leaves which belong to the same node to have similar
MCV representations, and counterwise, leaves which belong to different nodes
should have MCV representations which are distant in vector space. Thus, to
get meaningful and comprehended MCV representations for diagnoses, we start
from following assumptions:

– We follow the idea of skip-gram model: diagnoses which appear in patient’s
EHR timeline together, might be linked, thus distance between them in MCV
space should be minimized.

– MCV representations for diagnoses with common ancestor in DAG should
be closer than MCV representations for diagnoses with different ancestors in
DAG.

– Distance between MCV representations for neighbouring nodes in MCV hier-
archy should be closer to each other than distance between distant nodes.
Distance between nodes and their common ancestor should be minimized.

For each diagnosis li we denote embedding MCV vector by v(lj), for each
node yi in medical ontology DAG we denote corresponding embedding MCV
vector by ṽ(yi). We use these to define a function

LK−DAG(li) =
∑

j∈N

||v(li) − v(lj)|| −
∑

j∈T/N

||v(li) − v(lj)|| (1)

where N is a set of diagnoses with common parent node in DAG, and T/N is a
set of diagnoses which ancestral node in DAG differs from the li’s.

We minimize this function by minimizing a distance to li’s neighbouring
nodes in DAG and by maximizing a distance to everything distant.

For li we also minimize ontology-based term which is defined as follows.
Lets suppose that li’s parent node in DAG is y = yi,j,k, then ontology-based
regularization term is defined by

LNK−DAG(y) =
∑

t∈c(yi,j,k)

||ṽ(yi,j,k) − v(lt)|| (2)

+
∑

(η,ξ,τ)∈n(yi,j,k)

||ṽ(yi,j,k) − ṽ(yη,ξ,τ )|| (3)

−
∑

(η,ξ,τ)∈n(yi,j,k)

||ṽ(yi,j,k) − ṽ(yη,ξ,τ )|| (4)

+
∑

k∈...

||ṽ(yi,j) − ṽ(yi,k)



A Model-Free Comorbidities-Based Events Prediction in ICU Unit 103

+
∑

η,ξ∈n(yi,j)

||ṽ(yi,j) − ṽ(yη,ξ)||

−
∑

η,ξ∈n(yi,j)

||ṽ(yi,j) − ṽ(yη,ξ)||

+
∑

j∈H

||ṽ(yi) − ṽ(yij)|| −
∑

η∈H/i

||ṽ(yi) − ṽ(yη)||. (5)

In the equation given above line Eq. (2) states that we minimize distance
from specific node yi,j,k in medical ontology DAG to all its children (denoted in
formula as c(yi,j,k)); we also minimize distance from this node to its neighbours
n(yi,j,k) in DAG (line Eq. (3)), and maximize distance to non-neighbour nodes at
the same level of nodes hierarchy tree (line Eq. (4)). To write down this formula,
we traverse the tree from yi,j,k to root node, composing the terms in similar
manner. We stop after writing down terms for level 1 nodes (line Eq. (5)).

When we build this function for node located on different level of hierarchy,
we compose it from all terms appearing during DAG traversal from y to root.

As a result, we define MCV embedding regularization by
∑

li

(Lsy(li) + LK−DAG(li) + LNK−DAG(y)) , (6)

where Lsy(li) is a skip-gram’s regularization for word li. We minimize this expres-
sion while training embeddings.

2.2 Dataset

To formulate health-related events prediction problem, we use data from MIMIC-
III (Medical Information Mart for Intensive Care III) [8] dataset. These data are
de-identified and freely available, they contain health information recorded for
40 thousand patients of Bet Israel medical center ICU unit from 2001 to 2012.

MIMIC-III de-identifies each patient, yet preserves information on patient’s
demography, related laboratory events and measurements, procedures, prescrip-
tions, various patient-related events (including death) and waveforms, recorded
during patient’s ICU stays at medical center.

As you can see at Table 1, more than a half of de-identified patient records
from MIMIC-III dataset has information only on 1 admission. This makes these
records impossible to use for solving patient outcome prediction tasks, and
reduces amount of useful data.

Typical ICU admission is longer than just one-time doctor visit. That leads
to wide range of diagnoses counts associated to one ICU admission listed in
database.

2.3 Benchmarking

Data Preprocessing. To enable comparison of several different models, we
first prepared data using an approach similar to proposed at [7].
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Table 1. Characteristics of MIMIC-III dataset

Demographics

All patients 46518

Female 20398 (43%)

Admissions per patient

0 –

≥1 and <2 39017

≥2 and <5 7221

≥5 280

Distinct admissions by types

ELECTIVE 7696

EMERGENCY 42043

NEWBORN 7862

URGENT 1332

Admission 1-year windows

(URGENT and EMERGENCY)

1 3285

2 906

3 338

4 129

5 60

≥6 and <10 74

≥10 28

MIMIC-III contains a set of .csv relational-like tables, which are presented
in normalized form. This means that for each patient’s admission we can easily
obtain a set of related information, including ICD9 diagnosis codes, prescriptions,
medical procedures, and sort them according to admission’s date for each patient.

There are 4 admission types available: URGENT, EMERGENCY, NEW-
BORN and ELECTIVE. We excluded admissions with codes “NEWBORN” and
“ELECTIVE”, since there are few associated admission records, and these two
types differ from “URGENT” and “EMERGENCY”.

More than a half of patient records at MIMIC-III is associated with informa-
tion about 1 or less admissions. We excluded these patients, because we cannot
get labels used for training and validation for these patients and thus we cannot
use them on diagnosis prediction tasks. We used these patients to solve different
task - to build Word2vec-like MCV embedding matrices with hidden associations
between various patient data.
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We split each patient’s admission history to independent samples using 1-year
sliding window. We define a sample as sequence of at least 2 patient’s admissions
within 1 year.

For each sample, we used all related admissions except latest one for feature
extraction, latest admission was used for label extraction. After that we splitted
our dataset to train and test at 4:1 ratio.

MIMIC-III doesn’t contain information related to events ordering within
admission.

In proposed preprocessing method, different samples contain different number
of admissions. We use zero-padding during extraction of features to unify lengths
of different samples features.

Pipeline. For each particular prediction problem, we perform comparison of
models with following steps:

1. Construction of data split, which is performed based on given stratifica-
tion function, to ensure that both train and test datasets will contain positive
and negative examples. After we choose indices for train and test datasets,
we extract data for specific models. The representation of samples and corre-
sponding labels might look different.
We also do balancing by over-sampling for train dataset at this step to prevent
classifiers of becoming constant. We do no balancing for test dataset.

2. We convert train and test datasets to the form compatible with each particular
model, train each model and compare results. We do this in similar manner,
i.e., we use the same number of epochs for neural network-based models, or
we take into account the same number of recent diagnoses for all models, etc.

For each sample, which is given by sequence of patient’s admissions within
1 year, we extract labels from last admission’s data and use all preceding data
for feature extraction.

Models. For each problem we compare the same set of classifiers. For a baseline,
we compare MCV-based models with the following:

– TF-IDF encoding
We process sparse multi-hot input vector of diagnoses with TF-IDF algo-
rithm [9]. After that we use this matrix as an input to build logistic classifier.

For the following several models we use the same neural network architecture
based on ResNet with attention layer, which utilize different MCV embedding
matrices.

– Word2Vec embeddings
For this model the embedding matrix was built from diagnoses, procedures
and prescription co-occurrence patterns during single admission. We trained
Word2vec with skip-gram mechanism to be able to transform given diagnosis,
procedure or prescription to medical concept vector with size N = 400. We
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picked output dimension size based on Edward Choi article [3] as the best
value for hyperparameter. To obtain MCV representations, we use gensim
[13].
After that we use this matrix to set weights in embedding layer at our basic
model.

– Word2Vec embedding+attention
We used the same model to train Word2Vec matrix as in the previous case,
after that it used the same attention-based network architecture (with no data
provided by second Input layer). To enable modifications, we implemented
skip-gram model in keras [6] and added attention layer.

– Embedding with ICD9 tree
To build embedding matrix-based model with ICD9 codes ontology we use
modified skip-gram model with custom regularization defined in previous
section.
For each input patient, we build multi-hot representation of its medical his-
tory, after that we multiply it to MCV matrix. Thus we receive sum of all
MCVs for all diagnoses appeared in patient’s EHR.
We use logistic classifier on patient’s compressed representation to solve pre-
diction tasks.

– Embedding with ICD9 tree+attention
We use the procedure to construct embedding matrix as described above,
after that we use construct neural network with attention mechanism.

– Embedding with ICD9 tree+attention+tfidf
This approach differs from previous model with ICD-9 ontology-based embed-
ding matrix and attention mechanism - before making prediction, we concate-
nate to patient’s representation the output of TF-IDF encoding model,
provided to second Input layer.

– Choi embedding+attention
For comparison, we trained MCV embeddings matrix with the method pro-
posed by [2,4]. We run RNN-model till convergence. After that we extracted
from it diagnoses representation described as G matrix at [4].
We used this matrix G to set weights in embedding layer at our model. We
didn’t provide data to additional Input layer and trained it as all previous
models – on the same training dataset.

Time-Based Model
We also reproduce method for medical concept vector computation from tem-
poral perspective as described by [7]. To build embedding matrix on diagnoses,
prescriptions and procedures data we use gensim package by [13].

3 Results

We trained models to solve 3 different tasks: death prediction, heart failure and
chronic liver diseases. For each problem, we trained all models and compared
results.
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Table 2. Predictions

Accuracy Precision Recall AUROC

Mortality prediction

TF-IDF encoding 0.718 0.500 0.519 0.732

Choi embedding+attention 0.795 0.648 0.597 0.769

ICD9 tree 0.692 0.462 0.558 0.677

ICD9 tree+attention 0.780 0.635 0.519 0.747

ICD9 tree+attention+tfidf 0.799 0.672 0.558 0.799

Time based model 0.736 0.531 0.558 0.764

Word2Vec 0.670 0.429 0.506 0.658

Word2Vec+attention 0.777 0.621 0.532 0.779

Heart failure predictions

TF-IDF encoding 0.846 0.874 0.810 0.918

Choi embedding+attention 0.828 0.875 0.766 0.909

ICD9 tree 0.857 0.866 0.847 0.908

ICD9 tree+attention 0.821 0.855 0.774 0.920

ICD9 tree+attention+tfidf 0.842 0.892 0.781 0.924

Time based model 0.751 0.732 0.796 0.854

Word2Vec 0.766 0.783 0.737 0.832

Word2Vec+attention 0.806 0.850 0.745 0.906

Liver diseases

TF-IDF encoding 0.996 1.000 0.875 0.998

Choi embedding+attention 0.996 0.889 1.000 1.000

ICD9 tree 0.982 0.615 1.000 0.998

ICD9 tree+attention 1.000 1.000 1.000 1.000

ICD9 tree+attention+tfidf 0.996 0.889 1.000 1.000

Time based model 0.989 0.778 0.875 0.992

Word2Vec 0.971 0.500 0.875 0.995

Word2Vec+attention 0.989 0.727 1.000 1.000

For each particular prediction task we split dataset using the procedure
described at Benchmarking section, to train every model on the same data and
to compare results on the same test dataset.

We define labels for each prediction task based on data found in latest visit
within 1-year of patient’s admission.

For death prediction task we say that label is 1 if patient dies during latest
visit and 0 if otherwise. Frequency of the majority class was around 0.75 (this
can be considered as a baseline on test dataset).
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For heart failure we define label to be equal 1 if patient’s set of diagnoses
during latest visit includes any diagnoses corresponding to “heart failure”1 Fre-
quency of the majority class was around 0.50 (this can be considered as a baseline
on test dataset for this prediction task).

For liver diseases we define label to be equal 1 if set of diagnoses during lat-
est visit contains one of the following (given as corresponding ICD-9 codes from
MIMIC-III subset of diagnoses): 57.12, 57.15, 57.16, and to be equal 0 if other-
wise. Frequency of the majority class was around 0.95 (this can be considered
as a baseline on test dataset).

The result of comparison is shown at Table 2. We balanced data by over-
sampling during training, but used no balancing while testing results.

4 Discussion

The main problem we had to deal with was lack of de-identified freely-available
datasets. One might argue that synthetic datasets might be used instead. But
they don’t take into consideration patient’s demography, and are likely to pro-
duce unreliable embeddings being used as a training dataset (as a particular
example, in one of them authors of this article found record for pregnant 70-year
old men with HIV and cancer).

Impressive results shown at [1,3] can hardly be reproduced, since they
were achieved on private datasets 5–10 times bigger than publicly available de-
identified MIMIC-III.

Despite that we managed to build succinct representations and show that
our model provides better results on several prediction tasks.
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Abstract. This paper deals with a method for topic labelling that
makes use of Explicit Semantic Analysis (ESA). Top words of a topic are
given to ESA as an input, and the algorithm yields titles of Wikipedia
articles that are considered most relevant to the input. An alternative
approach that serves as a strong baseline employs titles of first outputs in
a search engine, given topic words as a query. In both methods, obtained
titles are then automatically analysed and phrases characterizing the
topic are constructed from them with the use of a graph algorithm and
are assigned with weights. Within the proposed method based on ESA,
post-processing is then performed to sort candidate labels according to
empirically formulated rules. Experiments were conducted on a corpus of
Russian encyclopaedic texts on linguistics. The results justify applying
ESA for this task, and we state that though it works a little inferior to
the method based on a search engine in terms of labels’ quality, it can
be used as a reasonable alternative because it exhibits two advantages
that the baseline method lacks.

Keywords: Topic labels · Topic modelling
Explicit Semantic Analysis · Russian

1 Introduction

One of the most claimed approaches in contemporary computational semantics
is topic modelling which describes a corpus in terms of latent topics and reveals
the distribution of documents over topics. Being a variety of fuzzy clustering,
such representation characterises text semantics and effectively depicts a struc-
ture of large document collection. Researchers have developed various types of
topic models, preferences being given to Probabilistic Latent Semantic Analysis
(pLSA) [5] and Latent Dirichlet Allocation (LDA) [3]. In this study we focus our
attention to LDA which is a generative model consisting of two stages: (1) dis-
tribution θd of documents d over topics t in a collection D is defined; (2) topic φt
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for a word w in a document d is chosen in accordance with distribution θd. It is
supposed that θd and φt conform with distributions Dir(α) and Dir(β) where α
and β are considered as hyperparameters of Dirichlet allocation. In practice, the
number of topics and their size are defined by users in course of experiments.

Generated topics are standardly presented to end-users as a list of the
top n terms from the multinomial distribution of words ranked by the prob-
ability Pr(w|φt). However, this often hinders the understanding of a topic by
human readers, especially when the selected number of topics is large. Aimed
to reduce the cognitive load of interpreting such topics, the task of automatic
topic labelling emerged [10], i.e. the task of finding a concise and salient label
that describes the content of a given topic. The problem has been studied exten-
sively for English, and there have been proposed numerous methods of topic
labelling, varying in label modality (words [9] and phrases [2,8,10], or images [1],
or both [16]), label generation (relying only on the content of the modelled cor-
pus [6,9,10] or involving external resources [2,8,16]), and algorithms employed
(broadly, supervised [1,8,16] or unsupervised [2,6,9,10]).

This line of research is still actively developing in Russian NLP: a label that
generalises words of a topic would make its interpretation substantially easier.
Our project continues experiments in this field. Therefore, the main task of our
paper is to perform comparative analysis of two algorithms adjusted for topic
labelling: Explicit Semantic Analysis which relies upon external knowledge from
Wikipedia, and Graph-based topic labelling which implies label extraction from
a search engine output.

2 Graph-Based Topic Labelling

As a strong baseline topic labelling algorithm, we take the unsupervised graph-
based method first introduced for English [2] and proved to be applicable to
Russian [12,13]. In the following, we briefly describe the procedure.

At the initial stage of candidate generation, the first k topic words are used
as a single query to a search engine. The titles of the top n search results are
stripped from stopwords and concatenated into a continuous synthetic text which
is then lemmatised and fed into the TextRank [11] ranking algorithm. The text
is transformed into an oriented graph G = {V,E}, where V is a set of nodes
representing lemmata, E is a set of weighted edges defined by some similar-
ity metric, e.g. the co-occurrence frequency within the input text. Next, the
TextRank value is recursively computed for each node based on the in- and out-
degrees [11]. Nodes (words) having higher scores are assumed to be more salient,
while edges with larger weights indicate a stronger semantic association between
the corresponding word pairs.

In order to move from single tokens to higher level n-grams, the algorithm has
been tailored for Russian by applying a set of manually crafted morphological
patterns to extract grammatically valid key phrases [12]. At the stage of candi-
date selection, having each lemma assigned a TextRank score allows ranking the
phrases according to the sums of weights of the constituent words.
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3 Explicit Semantic Analysis

The approach we concentrate on in this paper makes use of the algorithm for
constructing topic labels described in Sect. 2, except that we employ Explicit
Semantic Analysis (ESA) [4] rather than a search engine as a way for using
external knowledge sources. ESA is a way of representing words and texts in a
vector space. ESA makes use of a large collection of documents as a knowledge
source: the authors of the initial paper carried out experiments on Wikipedia1

and described how ESA can be used for both mono- and cross-lingual tasks.
Wikipedia is an open and constantly growing source of Russian texts (the Rus-
sian Wikipedia contains now almost 1.5 mln articles). Wikipedia articles in ESA
are treated as concepts, because each article is supposed to describe in detail
a single topic. The algorithm deploys the “bag-of-words” approach for repre-
sentation of concepts, which is often used for NLP problems. Though being a
simplification of real-world intertextual relations, it is justified here by the fact
that we can usually describe any concept by means of separate words associated
with it. Each concept therefore is described by a vector that contains words
co-occurring in the corresponding article. Words are assigned with TF-IDF [15]
weights that reflect association strength. ESA thus represents text meaning in
terms of a weighted concept vector, sorted according to the relevance of concepts
to the text. At this point an inverted index is created, that bounds a word with
concepts where it occurs. If a concept’s weight for a given word is too small,
the concept is deleted from the interpretation vector, which allows us to elimi-
nate insignificant links between words and concepts. The intuition behind such
representations of text semantics is that in this way we get the most important
concepts related to a text and can represent its meaning with their help.

Summing up, ESA represents meaning of a text in a high-dimensional space
of concepts derived from Wikipedia. A vector for topic words contains TF-IDF
values, i.e. figures; however, as we know which number refers to which article,
we can now get a list of articles’ titles sorted in the descending order by their
weights. The titles are then processed in the same way as search engine results
in the previously described algorithm.

4 Experiments

Experiments were performed on topics obtained from a corpus of Russian ency-
clopaedic texts on linguistics [12]. Size of the corpus, containing more than 1.3
million tokens before pre-processing, reduced to 934,855 tokens after lemmati-
sation and removing of stop words, digits, and punctuation. We extracted 20
topics using the LDA model from scikit-learn [14], with default settings.

Top 10 words from each topic were used as an input for ESA and Yandex2

search engine, and given the titles of 30 most relevant Wikipedia articles from
ESA and search results from Yandex, we then applied the procedure described
1 https://www.wikipedia.org.
2 https://yandex.ru.

https://www.wikipedia.org
https://yandex.ru
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Table 1. Example of ESA output, titles discarded in post-processing are shown in red.

in Sect. 2: we created a graph and weighted the candidate labels using the Tex-
tRank algorithm. The methods based on the search engine and on ESA will be
referred to below as Labels-Yandex and Labels-ESA, respectively, for the sake
of convenience.

The initial results provided by Labels-ESA turned out, however, to be rather
noisy. First of all, after analyzing intermediate ESA outputs (when it is presented
with topic words), we decided to exclude the following article titles (ref. Table 1):

1. dedicated to people, as names would not likely make a meaningful label;
2. containing numbers, for numbers are not supposed to serve as a topic label;
3. containing words not in Russian, since they are later deleted as stop-words;
4. whose length is less than 3 symbols (e.g. articles about alphabet letters);
5. containing the mark (“disambiguation”), as such titles refer to

pages with links to other articles.

We also revealed some characteristic features of ESA, probably because of
which good labels did not end up at top positions in labels lists and the algorithm
needed some enhancement. Firstly, top Wikipedia articles that are delivered
by ESA sometimes seem to characterise only few topic words out of ten. For
example, if a topic contains the word (“dialect”), the first articles
describe only different kinds of dialects. That is connected with the manner how
a text vector is formed within the ESA approach. ESA combines vectors for each
word in a text, i.e. ten vectors for topic words in our case. Thus, if a particular
topic word has high TF-IDF values for its articles, they tend to outweigh other
words articles in the text vector resulting in its being almost the same as for this
only word.

Secondly, ESA finds hyponyms of words more likely than hyperonyms.
For example, for a word (“vowel”) ESA would find articles like

(“high front vowel”), rather than
articles like (“sounds”) or (“phonetics”). It takes place as
in specific articles, words we are trying to characterise are normally mentioned
more often than in general articles, whereas for making topic labels, hyperonyms
are more likely required. Thirdly, it is homonymy and polysemy. ESA does not
take it into account when searching for most relevant articles because words in
the Wikipedia dump are not provided with such information. Thus, some articles
in the output can actually be connected with other domains.

Taking all these into account, we decided to manually write rules that would
rearrange lists with 20 first labels by Labels-ESA so that the relevant ones would
be drawn up. The following post-processing rules were generated empirically:



114 A. Kriukova et al.

Table 2. Top-3 labels assigned to some of the topics by Labels-ESA and Labels-Yandex.

1. If a two-word label is a part of a longer label, the latter is excluded and the
former is moved to the first place (e.g. “statistical machine translation” →
“machine translation”).

2. (a) If more than five labels contain the same noun, all of them are deleted
and the noun in plural form is placed at the first position (e.g. the word
“dialects” replaces different kinds of dialects).

(b) If labels contain adjectives from the corresponding topic, we add the most
frequent adjective to the noun from the previous step and also move the
resulting label to the first place in the labels list.

3. If a label contains more than three words, it is moved back by two positions.
4. If a label contains more than one word and an adjective from the correspond-

ing topic, it is placed at the first position.

The rules proved to considerably improve output of Labels-ESA. Some topics
and their top three labels can be seen in Table 2.

5 Evaluation and Analysis

First of all, in the task of topic labelling there is a problem with evaluation,
because no gold standard is usually available. Therefore, to evaluate the results
we asked six experts to rate obtained labels manually. The experts, students at
the department of mathematical linguistics at the St Petersburg State University,
were to look through the first ten words for each topic and choose which of the
top label from Labels-ESA and one the label from Labels-Yandex matches the
corresponding topic better. It was also allowed to mark both or none of the
labels. A part of the assessment can be seen in Table 3. We computed the mean
value for each method (considering each plus as 1 and each minus as 0), which
turned out to be 0.47 for Labels-ESA and 0.54 for Labels-Yandex.
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Table 3. Evaluation examples of Labels-ESA and Labels-Yandex, in respective order.

Although Labels-ESA is assessed a little worse, there are several reasons why
using ESA instead of a search engine may be beneficial. First of all, when trying
to automatically obtain titles from a search engine, one can run into a problem
that there is often a limit set up on the number of queries per minute from
one IP address when addressing a search engine automatically. Consequently, it
takes much more time to find titles for a topic and assign it with a label. ESA
has no such limitation and processes a ten-word topic at about 1.2 s. Secondly,
search systems usually use complex algorithms for ranking pages, and, what is
more, can individualize results for a certain user, which is why experiments of
a method relying on a search engine may be hard to reproduce. In case of the
ESA approach, we make use of a certain Wikipedia dump, so that the results
remain consistent.

Both these characteristics let us regard ESA as a reasonable alternative to
the baseline method.

6 Conclusions

In this work we propose to use Explicit Semantic Analysis as a means for dealing
with automatic topic labelling. ESA has only recently been adopted for the
Russian language and has yet been used for measuring degree of texts’ semantic
relatedness [7], while we describe its advantages and drawbacks with regards to
topic labelling.

We compared our method, based on ESA, with an alternative algorithm that
uses titles of first outputs in a search engine, given topic words as a query [12].
The work of both of them was evaluated on topic models extracted from a corpus
of Russian encyclopaedic texts on linguistics. The evaluation procedure showed
that our method works almost as well as the alternative algorithm, whereas it has
a number of significant advantages. Future work will address assessing results on
other corpora and domains to prove that post-processing of Labels-ESA output
provides equally good results on different kinds of data.
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Abstract. Interpretability of topics built by topic modeling is an impor-
tant issue for researchers applying this technique. We suggest a new inter-
pretability score, which we select from an interpretability score paramet-
ric space defined by four components: a splitting method, a probability
estimation method, a confirmation measure and an aggregation function.
We designed a regularizer for topic modeling representing this score.
The resulting topic modeling method shows significant superiority to all
analogs in reflecting human assessments of topic interpretability.
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1 Introduction

Topic modeling is a domain of machine learning that has been actively developing
since the late 1990s. Its main goal is to determine given a set of text documents,
to which topics each document relates, as well as what terms each topic con-
sists of. Topic modeling allows effectively solving of such tasks as clustering and
classification of text documents [19], topical search of documents and related
objects [17], building of topical profiles of users of various Internet resources [9],
analysis of news flows [11] and many others.

In many cases, in the above-mentioned areas of topic modeling application
requires a person to interact directly with the topic model. In these cases, the
concept of “topic” has to correspond to the human notion of it. In particular,
words that form a specific topic must be semantically related. The task of assess-
ing the topic interpretability in topic models has been actively studied since the
end of 2010, when the methods of expert assessment of interpretability [4] were
first proposed, and later interpretability scores were suggested [1,12,14].

The goal of this work is improving interpretability of topics. To do so, we
use additive regularization for topic modeling (ARTM) approach by proposing
a regularizer that supports topic interpretability. For this purpose, we explore
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interpretability scores in an interpretability score parametric space and find the
one, which is the best to reflect human assessment of topic interpretability.

The rest of the paper is structured as follows. In Sect. 2, we briefly describe
ARTM approach and several regularizers, with which we will compare our work.
In Sect. 3, we describe the parametric space of interpretability score, as well as
present a regularizer corresponding to such space. In Sect. 4 we briefly describe
details of the method implementation and experimental evaluation. Results and
their discussion is presented in Sect. 5. Section 6 concludes.

2 Related Work

2.1 Topic Modeling and Additive Regularization

The probabilistic topic model (TM) of a document collection is a set of topics,
each of which is a probability distribution on the set of words encountered in the
collection, and a set of probability distributions on a set of topics for each doc-
ument [20]. Since the notation in topic modeling domain has not been changed
during recent years, and the size of paper is limited, we will skip the notation
assuming that a reader is familiar with it. We will follow [5,21,22].

Many approaches for topic modeling were suggested: Latent Semantic Analy-
sis (LSA) [16], Probabilistic Latent Semantic Analysis (PLSA) [8], Latent Dirich-
let Allocation (LDA) [2]. They were generalized under an approach suggested in
2014 by Konstantin Vorontsov [21] called additive regularization of topic models
(ARTM). The main idea of this approach is to maximize model likelihood jointly
with additional criteria called regularizers that represent additional constraints.

2.2 Topic Interpretability

Interpretability of topics obtained as the result of topic modeling began to be
actively considered in 2009, when a method for assessing the interpretability of
the topic by a person called word intrusion was proposed [4]. Intuitively, the
assessment of topic interpretability is whether a person can understand how
the words representing a topic are related to each other and what is a general
concept to which they relate. The word intrusion method evaluating of the topic
interpretability by a respondent is as follows. Each topic is presented in the form
of six words, five of which are the most probable words in the topic, and the sixth
word is chosen randomly from words in this topic having a low probability. The
task of the respondent is to correctly determine the intruder. The interpretability
of the topic is estimated by the number of respondents who found the intruder.

Due to the assessing of the topic interpretability is a very expensive and time-
consuming procedure, it would be desirable to be able to evaluate interpretability
without human participation. Researchers have suggested several scores for esti-
mating the topic interpretability discussed below.

Pointwise Mutual Information. Idea of this score (more well-known as
UCI) [13] is to assess the topic interpretability by associating all the pairs of
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words in a topic. Such association is estimated on some large external corpus.
It is assumed that the topic is represented by the ten most likely words in this
topic. The formula of the topic interpretability is as follows:

PMIScore(w) = median{PMI(wi, wj), i, j ∈ {1..10}},

PMI(wi, wj) = log
p(wi, wj)

p(wi)p(wj)
,

where p(w) is word probability estimated on an external corpus, p(wi, wj) is a
joint probability of a pair of words estimated with a sliding window of size 10
scanning the external corpus.

UMass. This score [12] is quite similar to the UCI, however in this case the
function estimating the association between a pair of words is not symmetric.
In addition, it does not use external corpus, evaluating the coherence of words
in the collection of documents on which TM was built. It is also assumed that a
topic is described with M of its most probable words. It is defined as follows:

C(t, V (t)) =
M∑

m=2

m−1∑

l=1

log
D(v(t)

m , v
(t)
l ) + 1

D(v(t)
l )

,

where D(v) is frequency of word v among the documents, D(v, v′) is the joint
frequency of pair (v, v′) among documents, V (t) = (v(t)

1 , . . . , v
(t)
M ) is a list of M

most probable words in topic t. The unit in the numerator under the logarithm
prevents the value under the logarithm from being converted to zero.

Context Vectors. The main idea of this score [1] is usage of vector representa-
tion of words in the subject. It is also assumed that a topic is represented with
n most probable words. The proposed score is defined as:

CoherenceSim(T ) =

∑
1≤i≤n−1,i+1≤j≤n Sim(w i,w j)(

n
2

)

Sim(w i,w j) =
w i · w j

||w i|| · ||w j || ,

where w i is a vector representation of word wi ∈ T . The vector representation is
learned on an external corpus with so-called word context, which is defined as 10
words closest to each of the word occurrences into the outer body (5 on each side).
Thus, every occurrence of word w in the chosen external corpus results in 10 new
components in the vector representation of w. Value of w component associated
with word f is evaluated as PMI(w, f)γ , where γ is the parameter that makes
the components of the vector with a high value to be more meaningful.

However, it is easy to see that with this approach the dimensionality of the
vectors turns out to be too large, therefore it is suggested to limit the dimension
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by choosing only βwi
of the most connected (maximal) components, where βwi

is computed using the following formula [10]:

βwi
= (log(c(wi)))2 · log2(m)

δ
,

where δ is a regularization coefficient and m is the external corpus size.

2.3 Interpretability in ARTM

A regularizer for ARTM is known, which directly maximizes the coherence
between words in a topic [22]. It uses a previously computed matrix of con-
nectivity between the words C, where Cuv is the joint estimate of pair of words
(u, v) ∈ Q ⊂ W 2. This regularizer, which minimizes the sum of divergences
between each distribution of φvt and its estimate for all words that occur with
v, looks like this:

R(Φ) = τ
∑

t∈T

∑

(u,v)∈Q

Cuvnut ln φvt → max .

However, application of this regularizer meets some difficulties. Given a suf-
ficiently large volume of the collection, on which topic model is built, it is not
possible to evaluate the joint occurrence for each pair of words in the collec-
tion due to the very large size of the set of all pairs of words. A choice of some
subset of pairs of words must have some logical justification, which also causes
difficulties. This is why we did not include this approach in comparison.

Next modification is word embedding coherence (WEC) [15], which is:

Cohwe(t) =
1

n(n − 1)

∑

w̃i
(t) �=w̃j

(t)

d(v(w̃i
(t)), v(w̃j

(t))),

where v : W → R
d is a mapping from tokens to d-dimensional vectors and

d : Rd × R
d → R is a distance function.

3 Interpretability Scores and an Additive Regularizer

First, we describe a parametric space of interpretability scores, in which we will
further search for the best metric. Second, we present a new regularizer for TMs,
which maximizes the interpretability of the main words in topics.

3.1 Parametric Space of Interpretability Scores

We assume that a score estimating the quality of topic interpretability can
be represented in the form of four relatively independent components [18]
(S ,P,C ,A ), which will be described in detail later. The input of a inter-
pretability score are a topic and n of the most probable words W =
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{w1, w2, . . . , wn}. The first component S of the score is a method of splitting
the most probable words into pairs (W ′,W ∗), where W ′,W ∗ ⊂ W . The second
component P is a method of estimating word probability, which is a function
P : W ′ → [0, 1]. It is computed using an external collection of documents, which
differs from the one, on which the topic model is built. Intuitive requirement
for this collection is a presence of large amount of non-specific information. An
example of such a collection is a set of Wikipedia articles. The third component
C of the score is function C : (W ′,W ∗) → R, which is the so-called confirmation
measure. It shows how much the subset W ′ supports the subset W ∗. The fourth
component A is an aggregating function that converts a set of real numbers into
single real number.

Thus, the whole process of computing interpretability score of a topic can
be described as follows. First, topic W is split into a set of pairs {(W,W ∗)} by
means of S . Then for each pair from the resulting set, confirmation measure
C is computed using P. Finally, the set of real numbers obtained with C is
transformed by means of A into a single real number, which represents the
quality of the topic interpretability. The scheme for evaluating interpretability
in the manner described above is presented in Fig. 1.

Fig. 1. Scheme of computing an interpretability score

Splitting Method S . To estimate the interpretability of a topic, the set of
words representing the topic is divided into pairs, for which their probabilistic
“compatibility” is estimated. The most straightforward way of splitting is the
simple principle of “every word with every other”, Sone

one . This splitting is used,
for example, for the UMI and UMass measures. Further options for splitting
include those, in which each word is combined only with each subsequent or
with each previous one, Sone

suc and Sone
pre . A smarter way of splitting is not only

into pairs of single words, but also using subsets of more than one element [6]:
we use one versus all other Sone

all , one versus some subset of other words Sone
any

and two non-intersecting subsets of words Sany
any .

Probability Estimation Method P. This component determines how the
probability of a word is estimated by the external collection of documents. The
simplest estimation method, which is used, for example, in the UMass metric, is
a method called a “boolean document”. The probability of a word is estimated
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as the number nw of documents, in which this word occurs, divided by the total
number n of documents in the collection. It is worth noting that such estimate
of the probability does not take into account the distance between occurrences
of words, but only the fact of their appearance in the document.

An alternative approach is the so-called “sliding window”. The idea is that a
window of fixed size n moves through the external collection of documents. The
probability of word w in this case is the number of steps on which w was in the
window divided by the total number of steps. In this case, the distance between
several words in the text matters, when joint probability is estimated. We will
choose from windows of sizes 10, 50, 100 and 200.

Confirmation Measure C . A confirmation measure receives a pair of topic
most probable word subsets and uses a probability estimate method considered
earlier to calculate how much one subset of the pair is associated with the other.
The options, which will be used as elements of the component in the parametric
score space, are presented in Table 1.

Table 1. Confirmation measures

Measure Formula

difference, Cd P (W ′|W ∗) − P (W ′)

ratio, Cr
P (W ′,W ∗)

P (W ′)P (W ∗)

log-ration, Clr log P (W ′,W ∗)+ε
P (W ′)P (W ∗)

normalized log-ratio, Cnlr
mlr(W

′,W ∗)
− log(P (W ′,W ∗)+ε)

likelihood, Cl
P (W ′|W ∗)

P (W ′|¬W ∗)+ε

log-likelihood, Cll log P (W ′|W ∗)+ε
P (W ′|¬W ∗)+ε

conditional, Cc
P (W ′,W ∗)

P (W ∗)

logarithmic conditional, Clc log P (W ′,W ∗)+ε
P (W ∗)

Jaccard, Cj
P (W ′,W ∗)
P (W ′∨W ∗)

logarithmic Jaccard, Clj log P (W ′,W ∗)+ε
P (W ′∨W ∗)

Fitelson [7], Cf
P (W ′|W ∗)−P (W ′|¬W ∗)
P (W ′|W ∗)+P (W ′|¬W ∗)

Aggregation Function A . As an aggregation function, we take the arithmetic
mean Aam, median Amed, the geometric mean Agm and the harmonic mean
Ahm.

3.2 Regularizer for ARTM

In this Subsection, we describe a new regularizer for ARTM, adding of which
will lead to maximizing of a score from the parametric space, maximizing thus
the interpretability of the topics.
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First, recall that the problem of maximizing the interpretability of topics
stands first of all if a person needs to interact directly with a topic model and
analyze it. When a person interacts with topics, it is incontinent for a person
to consider a topic as a distribution on the whole set of words. Topic models
are usually built for large collections of documents, and the dictionary of such
collections is so large that a person is not able to process it visually, let alone
process a certain number of probability distributions in this dictionary. In this
case, the common practice is to present a topic in the form of n of the most
probable words. Most often, n is assumed to be 10. Thus, the main idea of the
proposed regularizer is to optimize the quality of interpretability of exactly the
ten most probable words in the topic.

Let Topt = {w1, w2, . . . , w10} be the ten most probable words of topic t,
and C(u, v) be the adjusted confirmation measure for the pair words (u, v),
taken from the parametric space of interpretable scores. Then the regularizer,
which for each word v from Topt minimizes the sum of divergences between the
distribution of φvt and the confirmation measure for all the remaining words
from Topt, looks like this:

R(Φ) = τ
∑

t∈T

∑

(u,v)∈Top2
t

C(u, v)n̂ut ln φvt → max,

where τ is a regularization coefficient. Further, the resulting regularizer casts the
following modified formula for M-step in EM-algorithm:

{
φwt ∝ n̂wt + τ

∑
v∈Topt\w C(w, v)n̂vt ifw ∈ Topt,

φwt ∝ n̂wt otherwise.

We must note that this regularizer is in general a modification of coher-
ence [12] with specified C(u, v). The confirmation measure must be adjusted with
a constant so that its values are to some degree symmetric with respect to zero.
That is, for poorly connected words the measure should take negative values,
and for well-connected words the value should be positive. Then the presented
regularizer can be understood as follows: on each iteration of the algorithm, for
each of the ten most probable words of topic t, its relative interpretability to
other words from Topt is estimated; if word w is semantically well-connected
with the remaining words v ∈ Topt and C(w, v) is positive for the most words,
then the probability estimate φwt increases and improves w probability estima-
tion, allowing it to remain in Topt; if word w is badly related to the rest of
v ∈ Topt, then most values of C(w, v) take negative values, and then the prob-
ability estimation φwt decreases, which is likely to cause word w to be excluded
from the most probable words of t.

4 Experiment Setup

4.1 Finding Best Interpretability Score in the Parametric Space

Data Labeling. We obtain the topics, on which the score quality is evalu-
ated, using various methods for building topic models, namely PLSA, LDA, and
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ARTM. We learn them on a collection of documents representing posts on the
blog platform LiveJournal (in Russian). The resulting set counts 1200 topics.
Each of the topics is presented with its ten most probable words.

The obtained topics were demonstrated to two assessors. We ask them to
estimate each topic, answering two questions. The first question is “Do you
understand why these words turned out to be together in this topic?”. The
second question is “Do you understand what kind of event or phenomenon of
life can be discussed in the texts on this topic?”. Each answer should be an
integer from 0 to 2, where 0 stands for “no”, 1 stands for “partly”, and 2 stands
for “yes”. After that each topic was estimated with the mean of two answers.

External Corpus for Learning P. In order to learn word probability esti-
mates, we use an external corpus, which is a collection of approximately 1.5
million preprocessed articles of the Russian Wikipedia. First, XML tags and
punctuation were removed. Further, all the words were lemmatized by the means
of pymorphy2. After that, stop words, numerals, English words, Roman numer-
als, service parts of speech were removed. Finally, due to the resulting collection
was quite large, the index of this collection was built using the Apache Lucene
library to improve the speed of work.

Selection Criteria. To assess the quality of the interpretability score, the
Spearman rank correlation coefficient between the scores values and the respon-
dents’ answers is used. To ensure that the difference between the mean values of
the expert estimates is not random, we used Student’s t-test.

Experiment Pipeline. We examine each point of the parametric space, with
which we estimated each of 1200 topics. We use Java 8 and Palmetto library [18],
which implements many elements from which the parametric space components
were composed.

4.2 Comparing Topic Models

Document Collection. We use the following document collections: (1) papers
presented at conference “Intellectual Data Processing” in various years; (2) arti-
cles published in the newspaper “Izvestia” in 1997; (3) text corpus that was
labeled within the project OpenCorpora [3].

Each collection was preprocessed in the same way as the external corpus,
described in the previous Subsection. Two TMs are built for each of the col-
lections. The first TM is built using such regularizers as the topic rarefaction,
blurring of background topics and decorrelation of subject topics. The second
TM is build using the very same regularizers and a new regularizer proposed in
this work. Each of the six topic models consists of one hundred subject topics
and ten background topics.

Topic Model Assessment Criteria. To evaluate how the adding of the new
regularizer improves the quality of the interpretability of topics, we invited three
assessors who estimated each topic in the way described in the previous Sub-
section. The most common criterion for the quality of TMs is perplexity, which
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characterizes the discrepancy between the model p(w|d) for word w observed in
documents d ∈ D and is determined through the log likelihood as follows:

P(D; p) = exp

(
− 1

n

∑

d∈D

∑

w∈d

ndw ln p(w|d)

)
.

Also, following the assumption that the topics contain a relatively small
number of words from the collection dictionary, and a relatively small number
of topics are represented in the documents from the collection, the sparsity of
the matrices Φ and Θ is used as an important characteristic of topic models.

Implementation Details. We used BigARTM to implement the TM addi-
tive regularization. The source code of this library was supplemented with the
regularizer, described in Sect. 3.

5 Results

5.1 Comparison of Interpretability Scores

As a result of the experiment, we found that the highest Spearman coeffi-
cient in the interpretability score parametric space was shown by the following
score: (S one

one ,Psw(200),Cd,Aam, ) where S one
one is splitting “each word with each

other”, Psw(200) is sliding window probability estimation of size 200 words,
Cd(W ′,W ∗) = P (W ′|W ∗) − P (W ′), and Aam is the arithmetical mean. It is
important to note that in order to use this score in the regularizer presented in
Sect. 3, no additional regulation of the confirmation measure by means of some
scalars, due to Cd takes values in range [−1, 1].

We present comparison of the Spearman correlation coefficient (SCC)
between the human assessments and all the discussed scores in the Table 2. One
can see that the score of the parametric space is superior to all the presented
analogs. From this we conclude that the selected interpretability score models
human interpretability assessment better than the known scores.

Table 2. Comparison of interpretability scores

Score SCC Score SCC

UCI 0.44538 Context vectors 0.62002

UMass 0.54474 WEC 0.50074

NPMI 0.53320 ParamSpace 0.70330

As a result, we found a score that maximizes the SCC, which outperforms
other scores, and now we can use it for topic modeling.
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5.2 Comparison of Topic Model Interpretability and Quality

Comparison Using the Human Assessments. In Table 3 one can see the
arithmetic mean of human assessments for each of the built TMs. It is easy to see
that addition of the regularizer has significantly improved the interpretability of
topics for all collections of documents.

Table 3. Human assessment of the topic models

Collection Without the regularizer With the regularizer

ISP 2.357 2.490

Izvestia 2.503 2.863

OpenCorpora 1.950 2.183

The value of Student’s t-test was 4.705, which exceeded the value of Student’s
distribution (2.59) at 299◦ of freedom and significance level 0.01, which allows
rejecting the hypothesis about the equality of mean values.

Comparison Using Topic Model Quality Measures. Figures. 2, 3 and 4
show how the perplexity of TMs has been changing on each step of the EM
algorithm. Blue is used by the TMs built using the proposed regularizer, red is
used by the TMs built without it. The perplexity of TMs with the regularizer
turned out to be noticeably higher, which may indicate that the proposed regu-
larizer worsens the quality of TMs. However, it 2009 in one of the first articles
devoted to the interpretability of TMs [4], authors showed that when the value
of perplexity is high enough, perplexity and human interpretability assessments
are directly dependent. In particular, it was shown that when the perplexity of
a TM is reduced, human’s interpretability assessments are also reduced. This
corresponds to our experiment results described above.

Fig. 2. Perplexity of TMs
on IDP corpus

Fig. 3. Perplexity of TMs
on Izvestia corpus

Fig. 4. Perplexity of TMs
on OpenCorpora

Figures 5, 6 and 7 show how the sparsity of Φ has been changing during
the EM-iterations of the algorithm. It is easy to see that the proposed regular-
izer somewhat worsens the sparsity of Φ, which looks logical enough given the
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Fig. 5. Sparsity of Θ of TM
on IDP corpus

Fig. 6. Sparsity of Θ of
TMs on Izvestia corpus

Fig. 7. Sparsity of Φ of
TMs on OpenCorpora

structure of the proposed regularizer. However, it caused only a small decrease
of the sparseness of Φ (by no more than 2%), which prevents stating that the
introduced regularizer significantly worsened the quality of TMs.

The change in the sparsity of Θ during the iterations of the EM algorithm
can be traced on Figs. 8, 9 and 10. Interestingly, the introduction of the proposed
regularizer somewhat improved the sparsity of the Θ for each of the collections,
but not so much as to say that the number of zero elements in the Θ matrix
became comparatively large.

Fig. 8. Sparsity of Θ of
TMs on IDP corpus

Fig. 9. Sparsity of Θ of
TMs on Izvestia corpus

Fig. 10. Sparsity of Θ of
TMs on OpenCorpora

To summarize, the addition of the proposed regularizer did not decreased the
quality of TMs, but significantly increased their interpretability.

6 Conclusion

In this paper, we found the best interpretability score in an interpretability
score parametric space composed of four components. Basing on this score, we
proposed a regularizer for ARTM, which being added is capable of building
interpretable topic models. The experiments showed that a topic model with the
proposed regularizer significantly outperforms topic models without it having
comparable results in term of topic model quality.

As a development of this work, one can consider, for example, the improve-
ment of the semantic similarity of documents belonging to the same topic.
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Abstract. The study deals with post-processing of a noisy collection
of synsets created using crowdsourcing. First, we cluster long synsets in
three different ways. Second, we apply four cluster cleaning techniques
based either on word popularity or word embeddings. Evaluation shows
that the method based on word embeddings and existing dictionary def-
initions delivers best results.

Keywords: Crowdsourcing · Thesaurus · Semantic resources

1 Introduction

Thesauri and wordnets are widely used in various natural language process-
ing tasks and applications. There are several approaches to creating word-
nets: manual building by professional lexicographers; automatic construction
from text corpora and semi-structured sources such as Wiktionary; as well as
approaches based on crowdsourcing. In the latter case, non-professional volun-
teers or paid workers collaboratively construct thesaurus in small steps. Each of
the approaches has its pros and cons. For example, crowdsourcing allows quick
generation of data at a low cost, but this data is usually noisy and needs post-
processing.

In this work, we address the task of analyzing and processing the data gener-
ated within the YARN (Yet Another RussNet) project [3]. YARN has a web
interface1 allowing virtually everyone to edit existing synsets or create new
ones. Manual analysis of these crowdsourced synsets shows that the collection
is quite noisy: synsets are duplicated (several non-identical synsets correspond
to a concept), may contain irrelevant word entries (synsets often mix synonyms,

O. Antropova, E. Arslanova and M. Shaposhnikov contributed equally to the paper.
1 https://russianword.net/editor.
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hypernyms and other semantically related words), or are incomplete. Still the
synsets created by volunteers have their advantages – they include vocabulary
not presented in traditional dictionaries, such as recent borrowings, multi-word
expressions, or vulgar words.

In this study, we experiment with several methods aimed at post-processing
and cleaning YARN synset collection. First, we cluster long synsets in three
different ways. Second, we apply four cleaning techniques based either on word
popularity or word embeddings. Evaluation shows that the methods based on
embeddings provide better results and can be applied to YARN data.

2 Related Work

Initially, thesauri have been created manually by professional linguists and lexi-
cographers [5]. Crowdsourcing became a viable option for creation and expansion
of linguistic resources since its inception in the mid-2000s [6]. For example, [1]
describes an experiment on creating a sense inventory using MTurk platform.

YARN project [3] aims at creating an open thesaurus of the Russian language
using crowdsourcing. Its user interface [4] allows creating synsets with some
guidance from dictionary data. A rather relaxed user action control leads to quite
noisy results. A related study [7] describes deduplication of YARN synsets. The
authors concluded that three overlapping word entries is an optimal threshold for
merging crowdsourced synsets. Cluster cleaning methods using word embeddings
employed in the current study are close to synset induction/sense disambiguation
methods, see for example an overview in [10]. The difference of the methods
herein is that they use dictionary definitions to disambiguate senses.

3 Data

To date, there are 69,796 synsets and 143,508 entries in YARN 2. 64.3% of synsets
contain one or two words, 33.6% – from three to nine, 2.1% – over nine words.
In the current study we worked with 23,408 synsets of length from 3 to 9.

Clustering. Following [7], we clustered the collection of synsets in three ways
that we denote GREEDY, TRIPLES, and BABENKO. GREEDY is a variant
of single linkage clustering – synsets sharing three words are clustered, which
results in 16,694 clusters. In case of TRIPLES each word triple occurring in
the initial synsets defines a cluster. It is a variant of soft clustering: synsets
can be assigned to multiple clusters. This process generates 20,966 clusters.
The third option makes use of a machine-readable dictionary of Russian syn-
onyms.3 The dictionary contains 29,194 entries organized into 7,538 synsets. For
each YARN synset in the initial collection we searched for the closest dictionary
synset in terms of Jaccard coefficient and clustered synsets belonging to the same

2 https://russianword.net/data.
3 Babenko, L.G.: The thesaurus dictionary of the Russian language synonyms, 2008.

https://russianword.net/data
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BABENKO synset together. The rationale behind this methods is to enrich dic-
tionary synsets with crowdsourced multi-word expressions, recent borrowings,
etc. BABENKO clustering resulted in 9,323 clusters (YARN synsets not linked
to BABENKO synsets become single-synset clusters).

Collection of Definitions. We also use dictionary definitions to re-organize synset
clusters. The majority of definitions employed in the study come from Wik-
tionary4. Missing definitions were collected from dictionaries by Efremova, Ozhe-
gov, Ushakov, and Babenko.5 In total, the collection comprises 187,003 unique
definitions for 132,485 word entries.

Gold Synsets. In order to tune parameters of the methods and evaluate them,
we manually created a small collection of ‘gold synsets’. We started with 1,140
noisy synsets. First, we manually clustered them in such a way that synsets in a
cluster describe the same concept, which resulted in 139 clusters. Second, a gold
synset was created for each cluster by removing duplicate and irrelevant words.
The gold synsets were randomly split into training set (39) used for parameter
tuning and test set (100).

4 Methods

4.1 Words and Synsets Weighing

Two methods exploiting redundancy produced by the crowd were developed for
synset cluster cleaning: WordWeights and SynsetRanks.

WordWeights method is based on a simple idea: the more synsets in the cluster
contain the word the more likely it is actually relevant to the concept. Thus, for
every word in a cluster, we calculate its weight as a share of initial synsets it
occurs in. If the word weight exceeds a threshold, the word is added to the ‘pure’
synset representing the cluster. The threshold is optimized on the training set.

SynsetRanks aims at estimating the quality of the initial synset as a whole and
then compiling a ‘clean’ synset from good ones. First, synsets in a cluster are
ranked based on their weights. Synset weight is calculated as average of its
WordWeights. Synsets below a threshold are discarded. The remaining synsets
are merged incrementally top-down if their similarity exceeds the second thresh-
old. Both parameters of the routine are tuned on the training set.

4.2 Cleaning with Embeddings

The second group of methods is based on word embeddings and collection of dic-
tionary definitions. We employed pre-trained fasttest 300-dimensional vectors

4 https://ru.wiktionary.org/.
5 An overview of dictionary data available for Russian can be found in [8].

https://ru.wiktionary.org/
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from RusVectōrēs project [9]6. Fasttext vector representation combines word-
level and character n-grams embeddings, which is helpful in case of highly inflec-
tional Russian language and partly mitigates out-of-vocabulary problem [2].
Gensim7 library was used to query the model and calculate cosine word sim-
ilarities.

Word2vec8 uses vector representations of words (in case of multiwords a sum
of constituents’ vectors is used). First, we calculate all pairwise similarities of
words in the cluster. Second, we rank words according to the average similarity
to all cluster members. Thus, more central words are ranked higher. Then we
incrementally build new synsets from the top of the list by adding words if their
average similarity to the items already in synset exceeds a threshold.

Def2vec model represents word senses as an average of vectors constituting their
definitions. By this approach, each word is represented by a set of vectors, each
reflecting one of its senses. After initial pre-ordering of the words as in the
Word2vec model the extension of the classic agglomerative clustering algorithm
is performed. The main advantage of the approach is that we account for poly-
semy; moreover, the newly built synsets are delivered with definitions.

5 Results and Discussion

For every ‘golden’ cluster we found the closest newly obtained cluster by Jaccard
similarity. Then we applied a cleaning method with all the possible parameters
to every cluster aligned with the training set and chose the parameters that pro-
vided the best results. After that we applied all the methods with the optimized
parameters to the test set and evaluated the results, see Table 1.

Table 1. Evaluation results. J – Jaccard coefficient, P – precision, R – recall, F1 –
F1-score.

GREEDY TRIPLES BABENKO

Method J P R F1 J P R F1 J P R F1

WordWeights 0.42 0.58 0.63 0.54 0.53 0.62 0.84 0.67 0.48 0.76 0.60 0.60

SynsetRanks 0.40 0.59 0.53 0.51 0.55 0.68 0.80 0.68 0.46 0.70 0.58 0.58

Word2vec 0.51 0.70 0.69 0.65 0.55 0.73 0.74 0.69 0.49 0.68 0.66 0.63

Def2vec 0.45 0.77 0.57 0.60 0.52 0.81 0.63 0.66 0.45 0.68 0.64 0.60

As long as the proposed evaluation method estimates only the clusters aligned
with the ‘gold’ clusters, the results shown in the Table 1 are overestimated to
6 http://rusvectores.org/ru/models/.
7 https://radimrehurek.com/gensim/.
8 We use word2vec as a name of a general approach to word embeddings and to contrast

it to the latter method that works with definitions.

http://rusvectores.org/ru/models/
https://radimrehurek.com/gensim/
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some extent. Especially strongly it affects the results of TRIPLES, because
it creates many small clusters (43% of aligned clusters consist of one or two
synsets). Simple alignment of completely unprocessed YARN synsets with the
‘gold’ synsets provides Jaccard = 0.71 and F1 = 0.81, so it explains why
TRIPLES delivers the highest values. Nonetheless, we would not recommend
using this method, because it is overrated and leaves most of the duplicates
unclustered.

GREEDY tends to mix different senses of polysemic words. For example,
it unites different senses of the word land, country, territory, side and
brim. Success of WordWeights and SynsetRanks in such cases depends on what
concept dominates in YARN (usually this is the most frequent sense). Word2vec
and Def2vec manage well as long as relevant contexts and definitions are found.
BABENKO clusters are noticeably cleaner and usually contain more synsets,
which work best for redundancy-based methods. Word2vec and Def2vec, in oppo-
site, do not succeed with this clustering, because BABENKO clusters usually
contain closely related words that have similar definitions and occur in similar
contexts. Table 2 illustrates these considerations with the synsets obtained for
the concept state, country.

Table 2. Results aligned with the ‘gold’ sysnset

Despite the fact that redundancy methods demonstrate relatively good
results in case of BABENKO clustering, in fact they produce only synsets related
to the most general concepts (because such words usually dominate), and dis-
card all the data related to more specific concepts. Word2vec and Def2vec keep
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all words from initial YARN synsets intact. Def2vec delivers higher precision
and additionally provides definitions for newly created synsets. Word2vec works
better if there are no relevant meanings in the dictionary. For example, it gener-
ates a correct synset for the concept correction fluid,
whereas Def2vec splits the pair according to their dictionary meanings: stroke
for and corrector (profession) for

6 Conclusion

The quality of crowdsoursed YARN synsets varies greatly. Most of them mixes
two and more similar concepts and are incomplete at the same time. Nonethe-
less, as a whole they cover significantly more vocabulary than traditional syn-
onym dictionaries. The proposed methods of post-processing allow to improve
average quality of synsets, but they can hardly distinguish synonyms from
hyponyms/hypernyms and co-hyponyms. Thus, the study confirms that crowd-
sourced projects demand well-thought user action control and organization.

Word2vec provides best recall among the examined methods and can be rec-
ommended if followed by manual editing by a qualified lexicographer. Otherwise,
Def2vec delivering highest precision is quite a practical option. We plan to apply
GREEDY clustering and Def2vec cleaning to YARN data.

Acknowledgments. PB was supported by RFH grant #16-04-12019, OA was sup-
ported by RFBR according to the research project No. 18-312-00129.
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Abstract. Sentiment lexicons play an important role in the systems of senti-
ment analysis and opinion mining. The article takes a look into eight publicly
available Russian sentiment lexicons of today. A joint analysis of these lexicons
was done by finding unions and intersections of the lexicons and also analysing
the distribution of parts of speech. In order to study the quality of the lexicons, a
sentiment classification is made based on the SVM and the TF-IDF model. Text
corpora from reviews of works of art (books and movies), organizations (banks
and hotels) and goods (kitchen appliances) are made for this purpose. Lexicons
are compared in terms of their classification quality, and also on the basis of a
linear regression model that reflects the dependence of their F1-measure on their
TF-IDF model size. The resulting union lexicon most fully reflects the sentiment
lexica of the present day Russian language and can be used both in scientific
research and in applied sentiment analysis systems.

Keywords: Sentiment lexicons � Sentiment analysis � Opinion mining

1 Introduction

Currently there are three main approaches to text opinion mining and sentiment
analysis – machine learning, lexicon-based approach and hybrid approach [8, 23].
Machine learning techniques require well labelled training data and spend considerable
time on the training procedure [6]. The lexicon-based methods do not have these
drawbacks, but their analysis accuracy is often not high enough [7]. Hybrid systems
combine different approaches [2].

Sentiment lexicons are a key element in the two latter approaches. The quality of
the sentiment analysis in this case will be determined by the quality of such lexicons.
Many papers have been dedicated to building lexicons for sentiment analysis [20, 21,
24], but the attention paid to the problem of existing lexicons research remains
insufficient.

Another important problem is choosing the most effective sentiment lexicon, which
provides the best performance for sentiment analysis. For example, at the moment there
are at least 8 sentiment lexicons for the Russian language (see Sect. 3). The choice of
the optimal lexicon among so many lexicons turns out to be non-trivial.
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The contribution of this paper is as follows: (1) a study of publicly available
Russian sentiment lexicons (Sect. 3); (2) undertaking a joint analysis of them (Sect. 4);
(3) an evaluation of the quality of the sentiment analysis with the use of these lexicons,
as well as with the union dictionary based on them (Sect. 5).

2 Related Work

There have been a few studies of existing sentiment lexicons in themselves without
reference to specific problems of opinion mining in recent years [4, 11, 17, 19, 24].

Chen and Skiena [4] automatically build sentiment lexicons for 136 languages
(including Russian) and compare them with existing ones for six languages (Arabic,
Chinese, English, German, Italian, Japanese). The authors evaluate the accuracy and
coverage of the sentiment lexicons. Accuracy is the proportion of words of the same
polarity between the built and the published lexicons (from 56% to 97%) and coverage
is a fraction of the built lexicons overlap with published lexicons (from 12% to 72%).

Potts [19] analyzes five English lexicons: Bing Liu’s Opinion Lexicon [13], Sen-
tiWordNet [1], MPQA [26], General Inquirer [22], and Linguistic Inquiry and Word
Counts (LIWC) [12]. For each pair of lexicons their disagreement level is evaluated
(from 0.5% to 27%). Disagreement level shows how often they explicitly disagree with
each other in that they supply opposite polarity values for a given word.

In [24] the English-language lexicon created by authors manually, as well as other
sentiment lexicons, including SentiWordNet and MPQA, are rated by people using the
Amazon Mechanical Turk service.

The articles closest to our work are [11, 17]. Ohana et al. [17] compare four English
sentiment lexicons for sentiment classification, including SentiWordNet, MPQA and
General Inquirer. The General Inquirer lexicon is used as the baseline dictionary and
the degree of agreement with it for the remaining lexicons is calculated (from 31.4% to
85.9%). Also the quality of the sentiment analyses is compared for different lexicons
and for ensembles of classifiers built on their basis. It turns out that the ensembles show
a higher quality of classification. In our work we don’t use the ensembles of classifiers,
but a single classifier on the basis of all lexicons combination. In addition, all available
Russian sentiment lexicons are researched.

Kotelnikov et al. [11] analyze Russian dictionaries, created by four annotators in
five domains. The inter-annotator agreement, the distribution of parts of speech in the
lexicons for different domains, the degree of agreement between manual and automatic
lexicons (from 6% to 33%) are given. Also, the quality of the sentiment analysis based
on manual, automatic and published lexicons is compared. In our work all available
sentiment lexicons are examined, unlike [11], where only three existing lexicons are
analyzed. We also build and analyze a union lexicon and carry out a classification
based on it.

Kiselev et al. [9] explore 12 existing Russian lexical-semantic resources (printed
explanatory dictionaries, dictionaries of synonyms, electronic thesauri). The degree of
overlap between the dictionaries, the number of unique words in the dictionaries, the
degree of coverage of the corpora, the number of neologisms, the analysis of synonyms
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and definitions are given. Although the paper doesn’t cover sentiment lexicons, ana-
lytical methods used are close to our research.

3 Russian Sentiment Lexicons

Currently there are at least 8 Russian sentiment lexicons which are publicly available
(see Table 1).

1. ProductSentiRus
The ProductSentiRus lexicon was developed by I. Chetviorkin and N. Loukachevitch
for the product meta-domain (movies, books, games, digital cameras, mobile phones)
[5]. The set of statistical and linguistic features of evaluation words and machine
learning algorithms were used. As a result, a general sentiment lexicon from five
domains with the quantity of 5000 words was obtained. The words in the lexicon are
ordered by the probability of their sentiment polarity, but they are not divided into
positive and negative.

2. Blinov et al.’s Lexicon
Blinov et al. [3] manually selected a list of 969 most positive and 1,138 most negative
words from the ProductSentiRus lexicon, and then automatically expanded the list with
synonyms and antonyms from Russian Wiktionary.

3. EmoLex
The EmoLex lexicon (NRC Emotion Lexicon) was compiled by Mohammad and
Turney with the use of crowdsourcing [16]. The lexicon contains 14,182 words, cor-
related with positive and negative sentiment, as well as with such emotions as anger,
anticipation, disgust, fear, joy, sadness, surprise and trust. The lexicon was translated to
more than 100 languages (including Russian) using Google Translate. We selected
words with only positive or only negative sentiment for our research (excluding
collocations).

3. Chen-Skiena’s Lexicon
Chen and Skiena [4] built sentiment lexicons for 136 languages. On the basis of
Wiktionary, Google Translate, transliteration links and WordNet, a knowledge graph
was built, connecting words in different languages. After that from seed English sen-
timent lexicon they construct sentiment lexicons for each component language using
graph propagation.

5. Tutubalina’s Lexicon
Tutubalina in her thesis [25] manually created a lexicon on the basis of strictly positive
and negative users’ reviews about cars (only sections, containing advantages and
disadvantages in the reviews were taken into account). The lexicon was expanded by
adding synonyms.

6. Kotelnikov et al.’s Lexicon
Kotelnikov et al. [11] first automatically selected 10,000 candidate words from each of
five domains (user reviews of restaurants, cars, movies, books and digital cameras) to
obtain sentiment lexicon. Four annotators assessed each word as positive, negative,
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neutral or contradictory, then two sentiment lexicons (including only positive and
negative words) united by the domains were created: the first one included words about
the sentiment of which three annotators out of four agreed (we denote it as “Kotelnikov
et al.’s lexicon (large)”), the second one contained the words about the sentiment of
which all annotators agreed (“Kotelnikov et al.’s lexicon (small)”).

7. LinisCrowd
Koltsova et al. [10] created their lexicon using crowdsourcing. At first they selected
7,546 words based on a list of high-frequency adjectives, the ProductSentiRus lexicon,
the explanatory dictionary, and the translation of the English sentiment lexicon. Then,
each word was rated from −2 up to 2 at least by three annotators. We considered words
as positive and as negative if they received the majority of ratings of the corresponding
sentiment.

8. RuSentiLex
Loukachevitch and Levchik [15] created the RuSentiLex lexicon, in which for each
word the sentiment (positive, negative, neutral) and the source (opinion, fact, feeling)
are indicated. At first lists of sentiment words based on the RuThes thesaurus [14],
existing sentiment lexicons, news articles and Twitter were generated, then the linguists
analyzed the resulting lists to create the final lexicon.

In our work we used the version of the RuSentiLex of 2017 and only words with
positive and negative sentiment (collocations were not used). We tested two versions –
large (we denote it as “RuSentiLex (large)”), including all positive and negative words,
and small (“RuSentiLex (small)”), including positive and negative words, for which
source is equal to opinion.

Thus, taking into account the two versions of Kotelnikov et al.’s lexicon and
RuSentiLex, 10 lexicons were explored in the paper. In Table 1 the characteristics of
the considered lexicons are given: the sizes of positive and negative word sets, the sizes
of the unions and intersections of these sets, the approach used to create the lexicon,
and the year of creation. For five lexicons the intersections of positive and negative
word sets are non-empty. Apparently, in the lexicons of Blinov et al. and Tutubalina it
happened because of the automatic expansion of the original word lists with synonyms,
and in the EmoLex – due to automatic translation. In the Kotelnikov et al.’s lexicon the
same word can be positive for one domain and negative for another domain, for
example, нeпpeдcкaзyeмый cюжeт – нeпpeдcкaзyeмыe oткaзы (unpredictable plot
– unpredictable failures). In the RuSentiLex lexicon the same words can also have
different meaning and sentiment, it is shown in the reference to the article of the
thesaurus RuThes, for example, лeгкий (пoклaдиcтый) – лeгкий (пoвepxнocтный)
(easy (flexible) – easy (superficial)).

The average number of negative sentiment words is almost twice as high as the
number of positive words – negative vocabulary is more diverse.
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4 Analysis of Lexicons

4.1 Union and Intersections

The union of all lexicons includes 20,401 words: 7,915 positive (38.8%)1, 11,768
negative (57.7%), and 718 words that could not be uniquely determined for the sen-
timent (3.5%). The intersection of all lexicons (denoted as Intersection10) contains 35
words: 26 positive and 9 negative (Table 2). In the set of common words for all
lexicons there are 33 adjectives and two nouns (кpacoтa (beauty) and пpeимyщecтвo
(advantage)). It is interesting that such words as xopoший (good) and плoxoй2 (bad) did
not fall into this set. To exclude such outliers, we also found a set of words which
appear in at least 9 lexicons out of 10 – this is the union of all the intersections of 9
lexicons (Intersection9). This set includes 143 words: 75 positive (70 adjectives and 5
nouns) and 68 negative (56 adjectives, 10 nouns, 1 verb and 1 adverb).

Table 1. Characteristics of Russian sentiment lexicons

Lexicons pos neg union intersection method year

ProductSentiRus 5,000 0 auto 2012
Blinov et al.’s
lexicon

1,864 2,145 3,839 170 auto + manual 2013

EmoLex 1,974 2,575 4,412 137 manual 2013
Chen-Skiena’s
lexicon

1,246 1,630 2,876 0 auto 2014

Tutubalina’s
lexicon

1,078 1,458 2,509 27 manual 2016

Kotelnikov et al.’s
lexicon (large)

1,046 2,209 3,245 10 auto + manual 2016

Kotelnikov et al.’s
lexicon (small)

387 724 1,110 1 auto + manual 2016

LinisCrowd 566 1,940 2,506 0 auto + manual 2016
RuSentiLex (large) 2,794 7,882 10,543 133 auto + manual 2017
RuSentiLex (small) 2,341 4,886 7,153 74 auto + manual 2017
Average 1,478 2,828 4,319 55

1 The sentiment of the word was determined by voting on the majority of lexicons to which it belongs.
2 Xopoший (good) is absent in EmoLex (the word good was translated as xopoшo), плoxoй (bad) is
absent in Kotelnikov et al.’s lexicon (small) (one of the annotators attributed bad to neutral words for
several domains).
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Table 3 shows the ratio of cardinalities of pairwise lexicons intersections to pair-
wise lexicons unions (in percent) as a heatmap.

Table 3. Ratios of cardinalities of pairwise lexicons intersections to pairwise lexicons unions (%)
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Blinov et al.’s lexi-
con 33.4 

EmoLex 10.4 11.1 

Chen-Skiena’s 
lexicon 11.2 11.0 18.2 

Tutubalina’s lexicon 13.8 21.4 9.3 6.7 

Kotelnikov et al. 
(large) 17.2 21.2 9.1 8.0 15.2 

Kotelnikov et al. 
(small) 9.3 12.9 5.6 5.1 11.8 34.2 

LinisCrowd 12.4 15.0 13.1 9.7 15.0 15.8 12.2 

RuSentiLex (large) 10.8 13.1 12.2 8.2 11.3 12.9 6.0 16.7 

RuSentiLex (small) 11.8 14.5 11.1 7.5 14.3 14.2 7.4 17.1 67.8 

Table 2. Intersection of all sentiment lexicons

Positive words Negative words

блaгoпpиятный (favorable),
вeликoлeпный (excellent),
вoлшeбный (magical),
дocтoйный (worthy),
зaмeчaтeльный (wonderful),
идeaльный (ideal),
кpacивый (beautiful),
кpacoтa (beauty),
лeгeндapный (legendary),
нaдeжный (reliable),
нeдopoгoй (inexpensive),
нeжный (delicate),
пpeвocxoдный (perfect),

пpeимyщecтвo (advantage),
пpeкpacный (beautiful),
пpивлeкaтeльный (attractive),
пpиличный (decent),
пpиятный (pleasant),
pocкoшный (luxurious),
yдивитeльный (amazing),
yдoбный (comfortable),
цeнный (valuable),
чyдecный (marvelous),
энepгичный (energetic),
эффeктивный (effective),
яpкий (bright)

бeccмыcлeнный
(meaningless),
глyпый (stupid),
гpязный (dirty),
нeпpиятный (unpleasant),
нeyдaчный (unsuccessful),
пeчaльный (sad),
тpyдный (difficult),
тyпoй (dumb),
yжacный (horrible)
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The high values of the ratios between the RuSentiLex (small) and RuSentiLex
(large), and also Kotelnikov et al.’s lexicon (small) and Kotelnikov et al.’s lexicon
(large) are due to the fact that small versions are subsets of large versions. Blinov
et al.’s lexicon is based on the ProductSentiRus lexicon (33.4%). There is a great
similarity between the three lexicons: Blinov et al.’s lexicon, Kotelnikov et al.’s lexicon
(large) and Tutubalina’s lexicon – an average of 19.3%.

In general, the coincidence of the words between the lexicons is very small (on
average 13.7% without taking into account the lexicons-subsets RuSentiLex and
Kotelnikov et al.’s lexicon). The translated lexicons (EmoLex and Chen-Skiena’s
lexicon) have a smaller intersection with the rest of the lexicons than the average
(10.0%), and at the same time are relatively similar to each other (18.2%).

4.2 Parts of Speech

Table 4 shows the distribution of parts of speech in separate lexicons and in the union
lexicon. Parts of speech were obtained with the help of mystem parser3. Words that
mystem parser did not recognize were placed in the “Unknown” column. As a rule,
these are either slang words (“yлeтный” (ulyotnyj, flying away), “тyпизм” (tupizm,
stupidity)), or words with misspellings (lutshij instead of luchshij (better), brakovanyj
instead of brakovannyj (defective))4.

Table 4. Distribution of parts of speech (%)

Lexicons Nouns Verbs Adject. Adv. Others Unkn. Sum
ProductSentiRus 14.0% 28.4% 39.6% 11.9% 1.1% 5.0% 100%
Blinov et al.’s lexicon 16.9% 22.5% 46.1% 9.7% 0.4% 4.4% 100%
EmoLex 55.0% 16.8% 25.2% 2.3% 0.4% 0.3% 100%
Chen-Skiena’s lexicon 48.9% 22.7% 20.0% 7.8% 0.7% 0.0% 100%
Tutubalina’s lexicon 6.5% 7.6% 73.9% 2.4% 0.0% 9.6% 100%
Kotelnikov et al.’s 
lexicon (large) 26.6% 26.0% 34.1% 13.2% 0.1% 0.0% 100%

Kotelnikov et al.’s 
lexicon (small) 26.7% 12.9% 44.3% 16.1% 0.0% 0.0% 100%

LinisCrowd 38.0% 18.2% 43.0% 0.6% 0.2% 0.0% 100%
RuSentiLex (large) 41.4% 23.3% 24.5% 0.4% 0.0% 10.4% 100%
RuSentiLex (small) 41.8% 17.9% 30.1% 0.5% 0.0% 9.6% 100%
Union lexicon (20,401 
words) 36.1% 25.7% 24.9% 5.1% 0.5% 7.8% 100%

3 https://tech.yandex.ru/mystem/.
4 Mystem hypothesizes a part of speech (usually true for slang words and often erroneous for words
with misspellings), but since this information is not fully reliable, we decided to add the column
“Unknown”.
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Several lexicons prefer some parts of speech to others, for example, there are many
adjectives in Tutubalina’s lexicon, Blinov et al.’s lexicon and in Kotelnikov et al.’s
lexicon (small); in translated lexicons, as well as in RuSentiLex, the proportion of
nouns is high. In Kotelnikov et al.’s lexicon (large) and LinisCrowd the ratio of nouns
and adjectives is relatively balanced. It is interesting to note the high proportion of
adverbs in ProductSentiRus and Kotelnikov et al.’s lexicon: these are such words as
бeзyпpeчнo (bezuprechno, flawlessly), coлиднo (solidno, solidly), гaдкo (gadko, dis-
gustingly), cкyчнo (skuchno, drearily).

There is a high proportion of slang words and words with typos in Pro-
ductSentiRus, Blinov et al.’s lexicon, Tutubalina’s lexicon, RuSentiLex. It should be
noted that in RuSentiLex there are almost no words with misspellings, apparently due
to the processing of the lexicon by linguists.

Nouns (36.1%) prevail in the union lexicon, and there is approximately the same
number of verbs and adjectives (about 25%) and 5% of adverbs. Compared with the
Intersection10 and Intersection9 lexicons (see Sect. 4.1), containing approximately
90% of adjectives, their share decreased significantly. Thus, the core of the sentiment
lexicon (i.e., the vocabulary on which all or almost all lexicons agree) is made up by
adjectives, but as the lexicon expands, the nouns begin to predominate.

5 Sentiment Classification

5.1 Text Corpora

To study the quality of sentiment classification on the basis of sentiment lexicons, text
corpora of reviews of books and movies, organizations (banks and hotels) and goods
(kitchen appliances) were created5. From several tens to several hundreds of thousands
of reviews (see Table 5) were collected, after what 10,000 reviews were selected for

Table 5. Characteristics of text corpora

Domain No. reviews
before selection

Rating scales No. reviews
after selection

No. pos No. neg

Books 216,358 [0.5… 5] with
step 0.5

10,000 5,000 5,000

Movies 103,668 {bad = 1,
neu = 3,
good = 5}

10,000 5,000 5,000

Banks 45,189 {1, 2, 3, 4, 5} 10,000 5,000 5,000
Hotels 109,999 [0… 5] with step

0.1
10,000 5,000 5,000

Kitchen 106,862 {2, 3, 4, 5} 10,000 5,000 5,000
Total 582,076 50,000 25,000 25,000

5 Sources of the reviews: www.kinopoisk.ru, tophotels.ru, www.banki.ru, www.e-katalog.ru.

146 E. Kotelnikov et al.

http://www.kinopoisk.ru
http://tophotels.ru
http://www.banki.ru
http://www.e-katalog.ru


each domain. For this selection the reviews were sorted by length, 5% of the shortest
and longest reviews were rejected, then the reviews were randomly selected. The
original rating scales were transformed into binary scale (positive – negative) according
to the following scheme: [0…2.5] ! neg, [4…5] ! pos (the values between 2.5 and
4 are discard). Morphological analysis of all reviews was performed using mystem
parser.

5.2 Results and Discussion

We studied the quality of the sentiment classification using different sentiment lexi-
cons, as well as union lexicon. As a classifier the SVM from the library scikit-learn [18]
was used. We have also tried other classifiers, e.g. Naïve Bayes classifier and k-Nearest
Neighbors, but they have shown worse performance. The classifier parameters were
selected on the basis of 5–fold cross-validation independently for each domain using
special validation corpora, containing 2,000 reviews each, selected according to the
same procedure as the main corpora. The following parameter values were examined:
{kernel: linear, rbf, polynomial}; {C: 0.1, 1, 10, 100}, {gamma: 0, 0.1, 0.01}. As a
result, linear kernel and C = 1 turned out to be optimal for all domains.

For each domain a TF-IDF text representation model (from scikit-learn) was cre-
ated which included words from only given sentiment lexicon. The number of words in
the models is indicated in Table 6. Also the TF-IDF model was investigated on the
basis of the full corpus dictionary for each domain.

Table 7 presents the results of the sentiment classification (F1-measure) for all
lexicons and domains, and also on average for domains.

Table 6. TF-IDF models (number of words)

Lexicon Books Movies Banks Hotels Kitchen Average

ProductSentiRus 4,009 4,073 3,188 3,579 3,112 3,592
Blinov et al.’s lexicon 2,918 3,021 2,128 2,502 1,990 2,512
EmoLex 3,476 3,559 2,314 2,827 1,893 2,814
Chen-Skiena’s lexicon 2,199 2,249 1,789 1,984 1,568 1,958
Tutubalina’s lexicon 1,641 1,694 1,114 1,342 966 1,351
Kotelnikov et al.’s (large) 2,679 2,818 1,861 2,458 1,920 2,347
Kotelnikov et al.’s (small) 981 1,016 709 923 673 860
LinisCrowd 2,269 2,305 1,474 1,780 1,113 1,788
RuSentiLex (large) 5,910 6,198 3,204 4,059 2,363 4,347
RuSentiLex (small) 4,281 4,470 2,399 2,881 1,769 3,160
Union lexicon 12,127 12,674 7,459 9,423 6,518 9,640
Full dictionary of corpus 37,310 38,349 19,304 28,115 15,736 27,763
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Among the sentiment lexicons the best results are demonstrated by Pro-
ductSentiRus (on average of 0.89). It surpasses Blinov et al.’s lexicon (second place)
by 0.013, and Kotelnikov et al.’s large lexicon (third place) by 0.03. The worst results
are shown by LinisCrowd, Tutubalina’s lexicon and Kotelnikov et al.’s small lexicon,
lagging behind ProductSentiRus by 0.074, 0.069 and 0.066 respectively.

The results of the union lexicon for all domains outperform ProductSentiRus results
by 0.015 on average. In turn, TF-IDF models, built on the basis of a full dictionary of
corpus, turn out to be on average 0.008 better than those based on the union lexicon.

Based on the average size of the TF-IDF models and the average quality of the
classification (F1-measure) for each sentiment lexicon (see last columns in Tables 6
and 7), we calculated the Pearson’s correlation coefficient between quality and the size
of the TF-IDF model. It turned out to be equal to 0.5, which indicates the presence of
dependence.

However, for some lexicons this dependence is more expressed than on average,
and for some – weaker. Figure 1 shows the dependence of the F1-measure on the
number of words in the TF-IDF model, as well as the linear regression line.

Table 7. Results of classification, F1-meaure

Lexicon Books Movies Banks Hotels Kitchen Average

ProductSentiRus 0.812 0.868 0.919 0.938 0.913 0.890
Blinov et al.’s lexicon 0.799 0.858 0.899 0.931 0.898 0.877
EmoLex 0.765 0.817 0.885 0.919 0.865 0.850
Chen-Skiena’s lexicon 0.756 0.820 0.888 0.915 0.873 0.851
Tutubalina’s lexicon 0.719 0.793 0.847 0.899 0.850 0.821
Kotelnikov et al.’s (large) 0.775 0.819 0.891 0.925 0.887 0.860
Kotelnikov et al.’s (small) 0.739 0.796 0.852 0.908 0.824 0.824
LinisCrowd 0.722 0.792 0.832 0.905 0.830 0.816
RuSentiLex (large) 0.763 0.823 0.867 0.920 0.859 0.846
RuSentiLex (small) 0.739 0.810 0.840 0.905 0.834 0.826
Union lexicon 0.834 0.885 0.934 0.949 0.925 0.905
Full dictionary of corpus 0.847 0.891 0.942 0.955 0.932 0.913

148 E. Kotelnikov et al.



The lexicons located above the linear regression line (ProductSentiRus, Blinov
et al.’s lexicon, Kotelnikov et al.’s large lexicon and Chen-Skiena’s lexicon) demon-
strate a higher quality of classification than it could be expected in accordance with the
size of TF-IDF models, and vice versa, lexicons located below this line (both
RuSentiLex lexicons, Tutubalina’s lexicon, LinisCrowd and union lexicon6) show a
lower quality of classification than expected. Kotelnikov et al.’s small lexicon and
EmoLex roughly correspond to the expected quality of the classification. It should be
noted that the full dictionary of corpus is located much lower than the linear regression
line.

6 Conclusion

Thus, publicly available Russian-language sentiment lexicons, created from 2012 to
2017, differ significantly: in size (from 1,110 to 10,543 words), in lexical diversity
(pairwise intersections of lexicons are 13.7% on average), in the ratio of different parts
of speech, in the quality of sentiment classification on their basis (the difference
between the best and the worst is 0.074).

The created union lexicon (containing 20,401 words), which most fully reflects the
sentiment lexica of the Russian language, is of considerable interest to researchers.

Further study of the issue would deal with, firstly, the creation of a compact
effective sentiment lexicon based on the union lexicon and feature selection methods,
secondly, the study of the quality of sentiment lexicons using lexicon-based sentiment
classification techniques that can be used without training procedure.
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Fig. 1. A dependence of the F1-measure on the number of words in the TD-IDF model.

6 The union lexicon is not shown in Fig. 1.
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Acoustic Features of Speech of Typically
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Abstract. The study is aimed at investigating the formation of acoustic features
of speech in typically developing (TD) Russian-speaking children. The purpose
of the study is to describe the dynamics of the temporal and spectral charac-
teristics of the words of 5–16 years old children depending on their gender and
age. The decrease of stressed and unstressed vowels duration from child’s words
to the age of 13 years is revealed. Pitch values of vowels from words signifi-
cantly decrease to the age of 14 years in girls and to the age of 16 years in boys.
Pitch values of vowels from girls’ words are higher vs. corresponding features
from boys’ words. Differences in the pitch values and vowel articulation index
in boys and girls in different ages are shown. The obtained data on the acoustic
features of the speech of TD children can be used as a normative basis in
artificial intelligence systems for teaching children, for creating alternative
communication systems for children with atypical development, for automatic
recognition of child speech.

Keywords: Child speech � Acoustic features of speech � Pitch
Vowel articulation index

1 Introduction

The data on the acoustic features of infant’s vocalizations [1, 2], speech of children
during the first years of life [3, 4] are obtained for different languages. Acoustic
characteristics of speech of preschoolers [5–7], junior schoolchildren, and teenagers [8–
12] are less studied. The focus of research is shifted to investigating child’s speech
disorders [13–15].

The works of Child speech research group of Saint Petersburg State University
describe the acoustic features of vocalizations and speech of Russian typically devel-
oping (TD) infants [16, 17] compared with orphans and children with neurological
disorders [18, 19], the dynamics of the acoustic features of vowels in vocalizations and
words of TD children [20] and twins [21] from birth to the age of 7 years. The
comparative study of speech formation in TD children and children with autism
spectrum disorders (ASD) is carried out [22, 23]. However, in these studies, the speech
of TD children was recorded in the model situations - the repetition of words [22, 23]
and under the different emotional states [24]. Information on the acoustic characteristics
of calm (neutral) speech of Russian-speaking TD children in the age range of 5–16
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years is absent. Data on the acoustic characteristics of child’s speech is necessary in
clinical practice to clarify the diagnosis, for automatic speech recognition systems [25].

The aim of the study is to determine the age dynamics of temporal and spectral
characteristics of vowels in words in 5–16 years old Russian children, depending on the
gender and the age of the child.

2 Method

2.1 Data Collection

240 children aged 5–16 years (10 boys and 10 girls in each age) participated in the
study. According pediatricians’ conclusion all children developed normally, did not
have diagnosed hearing and speech disorders. All children were born and have been
living in St. Petersburg city with parents who were also born in St. Petersburg or have
been living there for more than 10 years. For all the children the first language (L1) was
Russian. At school, children were taught the second language (L2) English.

Audio records of child speech with parallel records of child’s behavior in the
situation of dialogue with the experimenter were made. The standard set of experi-
menter’s questions addressed to the child was used. The experimenter began the dia-
logue with the request to say your name and age. Then the experimenter consistently
asked questions:

– Do you like to go to school/kindergarten?
– What do you like in school/kindergarten (classes or play with friends)?
– What are your favorite tasks? Why?
– Do you have any hobbies?
– What are your favorite movies, cartoons, books, games (computer/desktop/mobile)?
– Do you have brothers or sisters?
– Do you have pets?
– Did you visit the zoo, circus, and museum?

This set of questions allowed obtaining the child’s replicas containing similar and
identical words. For example every child used in replicas the words: /like (nrAvitsya) –
do not like (ne nrAvitsya)/, /know (znAyu) – do not know (ne znAyu)/, /Russian
(rUsskiy)/, /bored (skUchno)/, /plays (Igry)/, /tiger (tIgr)/.

The duration of the dialogues was 5–10 min. The recordings were made by the
“Marantz PMD660” recorder with a “SENNHEIZER e835S” external microphone and
camera “SONY HDR-CX560E”. Speech files are stored in Windows PCM format,
44100 Hz, 16 bits per sample.

All procedures were approved by the Health and Human Research Ethics Com-
mittee and signed informed consent was obtained from parents of the child participant.

2.2 Data Analysis

Spectrographic analysis of speech was carried out in the “Cool Edit Pro” sound editor
(Syntril. Soft. Corp. USA). We analyzed the duration of stressed and unstressed vowels
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and the stationary part of vowels; pitch values, formants frequencies (F1, F2) for the
stationary part of vowels.

The acoustic features reflecting the basic physiological processes in the vocal tract
during the articulation of the speech signal were chosen. Temporal features (vowels
duration) are associated with the formation of speech breathing, the pitch values are the
indicator of the frequency of oscillations of the vocal folds, the values of the two first
formants reflect the processes occurring in the oral cavity and are acoustic keys for the
identification of vowels.

Formant triangles with apexes corresponding to the vowels /a/, /u/, and /i/ in F1, F2
coordinates were plotted and their areas were compared. Vowels formant triangle areas
[20] and vowel articulation index (VAI) [26] were calculated.

3 Result and Discussion

3.1 Duration of Vowels from the Words of 5–16 Years Old Children

We found dynamics of the duration of stressed and unstressed vowels in child’s words.
Duration of stressed vowels in girls’ words significantly increases from the age of 5
years to 7 years (Mann–Whitney test), decreases during the age of 9–11 years (p < 0.01
Kruskal–Wallis test), and stabilizes at the age of 13–16 years (p < 0.001) (Fig. 1A).

The stressed vowels duration in the boys’ words is significantly higher than the
corresponding values of unstressed vowels duration for all ages except the age of 7
years. (p < 0.001 for child’s age of 5 years, 8–9 years, 11 years and from 13 to 16
years; p < 0.01 for age of 6 years, 10 years and 12 years, Mann–Whitney test). The
duration of stressed vowels in the words of boys reduces to the age of 13 years
(p < 0.05) (Fig. 1B). The duration of unstressed vowels in the words of the girls
reduces to the age of 13–16 years (p < 0.05) and to the age of 13 years in the words of
the boys (p < 0.05).

Girls age correlates with the duration of stressed vowels F(1.798) = 83.608;
p < 0.000 (Beta = −0.308; R2 = 0.095) and the stationary part of stressed vowels F
(1.798) = 315.61; p < 0.000 (Beta = −0.532; R2 = 0.283); with the duration of
unstressed vowels F(1.1361) = 63.295; p < 0.000 (Beta = −0.211; R2 = 0.044) and
the stationary part of unstressed vowels F(1.1361) = 488.50; p < 0.000 (Beta =
−0.514; R2 = 0.264) – Regression analysis.

Boys age correlates F(1.760) = 119.26; p < 0.000 with the duration of stressed
vowels (Beta = −0.368; R2 = 0.136) and the stationary part of stressed vowels F
(1.760) = 435.45; p < 0.000 (Beta = −0.604; R2 = 0.364).

The data on the stabilization of stressed and unstressed vowels duration to the age
of 13 years may indicate the formation of speech breathing to this age.

According to the literature, speech breathing in children at the age of 7 years differs
from speech breathing of adults [8]. These differences pass away by the age of 10
years, but developing some features of speech breathing (respiratory volume of lungs,
sound pressure level) continues in adolescence [8]. Speech breathing features depend
on the age of the informant, but not the informant’s gender [27].
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Our data on the stabilization of stressed and unstressed vowels duration up to the
age of 13 years may point at the end of speech breathing developing at this age.

Thus, we revealed the main trends of the vowels duration. The identification of
specific correlation between sex, age, and nonlinear variation in the vowels duration
will be the subject of further work.
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Fig. 1. The duration of stressed and unstressed vowels from the words of girls (A) and boys
(B) aged 5–16 years. Square marker – stressed vowels, triangle marker - unstressed vowels,
round marker – stationary part of stressed vowels, X-marker – stationary part of unstressed
vowels. * - p < 0.05; ** - p < 0.01; *** - p < 0.001, Kruskal–Wallis test. Horizontal axis – age,
years; vertical axis – duration, ms.
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3.2 Pitch Values of Vowels from the Words of 5–16 Years Old Children

Stressed and unstressed vowels pitch values dynamics with child’s age is traced. Pitch
values of stressed vowels in girls’ words reach maximum at the age of 5 years and
decrease till 9 years and remain stable at the age of 9–13 years, decrease to the age of
14–16 years (Fig. 2A, Tables 1, 2).

Figure 2B shows the same data for boys. Maximal values of pitch of stressed
vowels are revealed in the words of 5 years old boys, after pitch decreases to the age of
6–8 years, 9–11 years, 12 years. Minimal values of pitch are revealed at the boy’s age
of 16 years. Tables 1, 2 represents accurate age and gender data of pitch values of
child’s vowels in words.
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Fig. 2. Pitch values of vowels from 5–16 years olds’ words. A – girls, B – boys, * - p < 0.05; **
- p < 0.01; *** - p < 0.001 – Mann–Whitney test. Horizontal axis – age, years; vertical axis –
pitch values, Hz.
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Pitch values of stressed vowels from girls’ words are significantly higher vs. cor-
responding values of vowels from boys’ words at the age of 6 years (p < 0.001; Mann–
Whitney test), 7–8 years (p < 0.05), 13 years (p < 0.01), and 16 years (p < 0.001).
Pitch values of unstressed vowels from girls’ words are significantly higher vs. cor-
responding values of vowels from boys’ words at the age of 6 years (p < 0.01), 10
years (p < 0.05), 13–14 years (p < 0.001), and 16 years (p < 0.001). Pitch values of
unstressed vowels from boys’ words are significantly higher than corresponding values
of vowels from girls’ words at the age of 5 years and 11 years (p < 0.05).

Child’s gender correlates F(6.1797) = 5.155; p < 0.0000 with pitch values of
stressed vowels (Wilks’Lambda 0.965; p = 0.0000); F(6.2669); p < 0.0000 with pitch
values of unstressed vowels (Wilks’Lambda 0.974; p < 0.0000) – Discriminant
analysis.

Table 1. Pitch values of stressed vowels, Hz.

Age, years Boys Girls

5 365 ± 78 398 ± 119
6 292 ± 61 370 ± 99
7 294 ± 75 326 ± 73
8 296 ± 66 329 ± 96
9 259 ± 50 261 ± 39
10 229 ± 53 237 ± 42
11 259 ± 44 247 ± 31
12 224 ± 34 256 ± 71
13 221 ± 45 252 ± 24
14 222 ± 66 227 ± 33
15 240 ± 79 222 ± 38
16 186 ± 48 230 ± 35

Table 2. Pitch values of unstressed vowels, Hz.

Age, years Boys Girls

5 474 ± 129 381 ± 92
6 288 ± 62 343 ± 102
7 280 ± 43 310 ± 79
8 301 ± 77 308 ± 80
9 263 ± 39 256 ± 43
10 240 ± 47 247 ± 54
11 271 ± 67 238 ± 30
12 221 ± 35 230 ± 26
13 218 ± 56 252 ± 30
14 208 ± 64 228 ± 28
15 230 ± 75 219 ± 38
16 175 ± 50 225 ± 43
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Girls’ age correlates with pitch values of stressed vowels F(1.892) = 458.99;
p < 0.000 (Beta = −0.583; R2 = 0.34) and pitch values of unstressed vowels F
(1.1361) = 643.32; p < 0.000 (Beta = −0.566; R2 = 0.321) – Regression analysis.
Boys’ age correlates with pitch values of stressed vowels F(1.808) = 174.49; p < 0.000
(Beta = −0.421; R2 = 0.178).

The results on the decrease of pitch values with child’s age correspond to the data
for other languages [10, 12] and reflect the general patterns of voice formation in
ontogenesis [28–32]. In our study sharp changes in the pitch values in boys at the ages
of 6 years, 9 years, 12 years and 16 years were revealed. More linear decrease of pitch
values with child’s age was described in girls vs. boys. Age-related anatomical changes
in the vocal tract, in particular, changes in its length could be used as an explanation of
these data. Differences in the length of the vocal tract between boys and girls after the
age of 12 years revealed by MRI data caused changes in the pitch values between girls
and boys [29]. The authors concluded based on the fMRI that boys and girls have
different age dynamics in the vocal tract length, causing various dynamics of pitch [32].
Two age periods with sharp decreases in the pitch values 6–8 years and 12–15 years are
revealed in boys, all pitch changes in girls are more linear without sudden changes [32].

3.3 Formant Characteristics of Vowels from the Words of 5–16 Years
Old Children

Figure 3 presents the formant triangles with apexes corresponding to values of the first
and second formants of stressed vowels /a/, /i/, /u/ from girls (A) and boys (B) words.
The first formant values of stressed vowel /a/ from girls’ words are maximal at the age
of 5 years and decrease to the age of 12 years (p < 0.05; Kruskal–Wallis test). The first
formant values of stressed vowels /a/, /u/, /i/ from boys’ words are maximal at the age
of 5 years and decrease with child’s age. The second formant values of stressed vowels
from girls’ and boys’ words show tendency to decrease with child age.

The formant triangles of stressed vowels shift to the low-frequency region on the
two-formant coordinate plane by the values of the first formant – up to the age of 14
years for girls and up to the age of 16 years for boys (Fig. 3).

VAI of stressed vowels from girls’ and boys’ words changes with children’s age
non-linearly. The end of the preschool period is characterized by the maximum values
of VAI (for boys at the age of 6 years, for girls at the age of 7 years), which can be
explained by preparing children for schooling and the need for active use of verbal
communication in the learning process. At the age of 8 years VAI values are high and
similar for boys and girls. A further decrease in VAI may be due to the increase in
fluency of speech and the termination of the articulation skills mastering.

VAI of stressed vowels from girls’ words is 0.75 (conventional units) at the age of
5 years and 0.82 at the age of 16 years. VAI of stressed vowels from boy’s words is
0.61 at the age of 5 years and 0.87 at the age of 16 years (Fig. 4).

The values of formant triangle areas of stressed vowels from girls’ words are higher
vs. boys’ words except the ages of 10, 11, 12 years (Fig. 5).
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Revealed differences in the values of VAI and formant triangle areas with the age of
boys and girls are indirectly confirmed by the data on the material of the Chinese
language about the significant decrease in the values of the first two formants in the
speech of children in the age range 3–18 years [33]. The authors associate differences
between boys and girls on the base of the vowels’ formant frequencies with differences
in the volume of the pharynx of children [33].
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Fig. 3. The stressed vowels formant triangles with apexes /a/, /u/, /i/ from words of girls (A) and
boys (B). Horizontal axis values are F1, Hz, vertical axis values are F2, Hz. Bold lines indicate
the data for 5 and 16 years old children (boundaries of the analyzed age range).
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3.4 Phonetic Data

The phonetic analysis revealed that children use normative phonemes for Russian lan-
guage in words at the age of 8–16 years. Some differences in pronunciation related to
individual features of the child and they do not affect the lexical meaning of the word.
Unformed phonemes /l/, /

R
/, /

R’/, /tS’/, /r/, /Z/, /s/, /s’/ were described in 5–7 years old
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children. Phonetic analysis revealed sound replacements not affecting the lexicalmeaning
of the word: changes and replacements of phonemes /r’/ and /r/, change /

R
/ to /s/, and /tS’/

to /t’/, replacements of group of consonants with one phoneme.

4 Conclusions

Age dynamics of the duration, pitch values, and spectral features of stressed and
unstressed vowels from words of Russian-speaking boys and girls aged 5–16 years was
described. Age dynamic of the duration of stressed and unstressed vowels and their
stationary parts was shown. Duration of stressed and unstressed vowels from child’s
words significantly decrease to the age of 13 years in children of both genders. Sig-
nificant decrease of pitch values of vowels from words with child’s age was shown.
The difference in pitch values between girls and boys was defined. These data reflect
general patterns of the voice formation in ontogenesis, taking into account the gender
of the informant. The clarity of articulation of Russian-speaking 5–16 years old chil-
dren was described by the vowels articulation index.

The obtained data on the acoustic features of the speech of TD children can be used
as a normative basis in artificial intelligence systems for teaching children, for creating
alternative communication systems for children with atypical development, for auto-
matic recognition of child speech [34], for teaching children the clarity of pronunci-
ation based on the use of acoustic feedback.
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Abstract. The task of predicting demographics of social media users, bloggers
and authors of other types of online texts is crucial for marketing, security, etc.
However, most of the papers in authorship profiling deal with author gender
prediction. In addition, most of the studies are performed in English-language
corpora and very little work in the area in the Russian language. Filling this gap
will elaborate on the multi-lingual insights into age-specific linguistic features
and will provide a crucial step towards online security management in social
networks. We present the first age-annotated dataset in Russian. The dataset
contains blogs of 1260 authors from LiveJournal and is balanced against both
age group and gender of the author. We perform age classification experiments
(for age groups 20–30, 30–40, 40–50) with the presented data using basic
linguistic features (lemmas, part-of-speech unigrams and bigrams etc.) and
obtain a considerable baseline in age classification for Russian. We also consider
age as a continuous variable and build regression models to predict age. Finally,
we analyze significant features and provide interpretation where possible.

Keywords: Authorship profiling � Age prediction � Russian language
Text classification

1 Introduction

Determining demographic characteristics (gender, age) of the authors of online texts is
crucial in many areas such as business intelligence and digital forensics. Gender pro-
filing is one of the most developed areas in this field. However, recent works in this
area deal with age detection as well. Age identification of online authors is in high
practical demand in online security applications. On the other hand, it contributes to the
overall understanding of human idiolect features. Work on age author profiling has
been performed in a variety of languages. However, to our knowledge there has been
very little work in the area in the Russian language, despite a number of successful
approaches to profiling of gender (Litvinova et al. 2017, 2018; Panicheva et al. 2018;
Sboev et al. 2016, 2018) as well as different psychological characteristics (Litvinova
et al. 2016).

This paper is aimed at prediction of the age of the authors of Russian-language
blogs using different combinations of linguistic features and two different approaches.
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We consider age prediction task as a text classification task as well as a regression
problem. To the best of our knowledge, this paper is the first to address the problem of
predicting age of the authors of texts in Russian.

The paper is organized as follows. Section 2 surveys the literature on age predic-
tion. In Sect. 3 we present our data, features, machine learning algorithms, and eval-
uation setting. In Sect. 4 we present our classification results and perform feature
analysis. We conclude this paper in Sect. 5 by summarizing our study.

2 State of the Art

One of the first works aimed at predicting the age of blog authors based on linguistic
parameters is that by Schler et al. (2006), which examines bloggers based on their age
at the time of the experiment, whether in the 10’s, 20’s or 30’s age bracket. They have
created “Blog Authorship Corpus” which is publicly available and is used for many
more recent studies and PAN competition (see below). They have identified interesting
changes in content and style features across categories, in which they include blogging
words (e.g., “LOL”), all defined by the Linguistic Inquiry and Word Count (LIWC)
software (Pennebaker et al. 2001). Their approach allows to distinguish between
bloggers in the 10’s and in the 30’s with a relatively high accuracy (above 96%),
distinguishing 10 s from 20 s is also achievable with accuracy of 87.3%, but many 30 s
are misclassified as 20 s, which results in an overall accuracy of 76.2%. Their work
shows that ease of classification is dependent in part on the age group distinction.

Argamon et al. (2007) used the same corpus, in order to refine in the gender and age
identification task (using three classes: 10 s, 20 s, or 30+). This study is the first one to
link together earlier observations regarding age-linked and gender-linked writing
variation that have not previously been connected. The authors found out that the same
features are useful for predicting age and gender. Using function words they achieved
best accuracy of 69.4%, while using just the high information–gain words the authors
obtained best accuracy of 76.2%. They concluded that topic preference is most related
to blogger age, although there is definitely a marked effect on writing style as well.

Blogs were in the spotlight in a paper (Rosenthal and McKeown 2011). The authors
approach age prediction by identifying a shift in writing style over a 14 year time span
from birth years 1975–1988, so they perform binary classification between blogs before
and in/after each year in this range. They motivated examining precisely these years
due to the emergence of social media technologies during that time. The best results
reached an accuracy of 79.96% and 81.57% for 1979 and 1984 respectively using bag-
of-words, personal interests, online behavior, and lexical-stylistic features.

Age detection has typically been modeled as a classification problem, although this
approach often suffers from ad hoc and dataset dependent age boundaries (Rosenthal
and McKeown 2011). In contrast, recent works have also explored predicting age as a
continuous variable. For example, the authors in Nguyen et al. (2011) used linear
regression to predict author age. They used a three datasets with different characteristics
(including above mentioned Blog corpus by Schler et al. 2006). They used word
unigrams and part-of-speech (POS) unigrams and bigrams as features. Additionally
they used the LIWC tool to extract features. The authors obtained correlations up to
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0.74 and mean absolute errors between 4.1 and 6.8 years. They concluded that even a
unigram only baseline already gives strong performance and many POS patterns are
strong indicators of old age.

Most of the previous studies use word unigrams as baseline features. Additional
processing was used like POS tagging and LIWC tool to categorize words.

Since 2013, a lot of relevant research has been published in the context of the
shared task on author profiling organized at PAN.1 The participants used several dif-
ferent feature types to approach the problem of age and gender profiling in blogs, social
media and other sources: content-based (bag of words, word n-grams, term vectors,
named entities, dictionary words, slang words, contractions, sentiment words, etc.) and
stylistic-based features (punctuations, POS, Twitter-specific elements, readability
measures, and so forth), however very few studies perform detailed feature analysis. In
the 2016 PAN shared task, age was divided into 5 groups, (a) 18–24; (b) 25–34; (c) 35–
49; (d) 50–64; (e) 65+, with distances between real and predicted classes 0.6951 for
English blogs (SD 0.7199) and 0.8176 for Spanish blogs (SD = 0.8775) (Rangel et al.
2016).

Most of the work related to age prediction focuses on predicting the age group of
the author in terms of “young” versus “adult”. To sum up, it was found that younger
people use more capitalization of words, shorter words and sentences, more self-
references, more slang words, and more Internet acronyms (see Nguyen et. al. 2016, for
review), while older people use more first-person plural pronouns (we), prepositions,
determiners, articles, longer words, longer sentences, links, hash tags. However, as was
shown in Nguyen et al. (2013, 2017), strong changes in language style take place in the
younger ages; after an age of around 30 most variables show little change, and
therefore it is harder to predict the correct age of older people. To improve the accuracy
of an age prediction model, one should pay closer attention to identifying variables that
show more change at older ages. Not only predictive models, but also humans identify
older people poorly (Nguyen et al. 2014), with prediction errors already starting for the
late 20 s, and the gap between actual and predicted age increasing with age. One
plausible explanation for this fact is that people between 30 and 55 years use more
standard forms as they experience the maximum societal pressure to conform in the
workplace (Nguyen 2017). Younger people and retired people, on the contrary, use
more non-standard forms (Nguyen 2017).

Another interesting but understudied issue is an interrelation between age and other
characteristics. For example, Argamon et al. (2007) have found out that the linguistic
factors that increase in use with age (Articles, Prepositions, Religion, Politics, Busi-
ness, and Internet) are just those used more by males of any age, and conversely, those
that decrease in use with age are those used more by females of any age (Personal
Pronouns, Conjunctions, Auxiliary Verbs, Conversation, At Home, Fun, Romance, and
Swearing).

Most of the above mentioned research has been performed on texts in English. As
of now, the Russian language remains understudied with respect to age profiling. We
are aware of only several studies which deal with Russian-language texts with respect

1 https://pan.webis.de/index.html (last accessed 2018/05/21).
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to age prediction (Tutubalina and Nikolenko 2017; Alekseev and Nikolenko 2016;
Gomzin et al. 2018). Two former studies make use of algorithms based on word
embeddings. The authors of Tutubalina and Nikolenko (2017) deal with age group
classification with 7 groups, based on medical texts. The authors of Alekseev and
Nikolenko (2016) perform age regression, and have constructed their dataset from
Odnoklassniki, a Russian social network. However, posts from this network contain
very few personal linguistic content, - a fact which is out of scope of the study. They
have obtained the results which are slightly (0.2 years) above a baseline, which is
calculated as the mean age of a users friend (MAE 6.7). Both works employ elaborate
neural network models with high performance in age prediction; however, most of the
models are uninterpretable.

The latter work (Gomzin et al. 2018) is a recent attempt at classifying age group
and education level of users of the social network Vkontakte based on their comments.
They deal with 5 unbalanced age classes, and mostly address the task with linear
models of word and character ngrams. Unfortunately, due to the larger number of
classes, the unbalanced setting, and absence of linguistic interpretation, the results are
not strictly comparable to our findings.

Neither of the works mentioned aims at providing linguistic insights into the lan-
guage of people of different age.

3 Materials and Methods

3.1 Dataset

In our study, we use blogs from LiveJournal to build our research corpus. In the
Russian Internet, LiveJournal, according to its statistics, has a significant audience,
actually functioning as a popular social network. Many people known in Russia have
their own “live journals”, as well as parties, social movements and organizations.

We chose to use LiveJournal blogs for our corpus because the website provides an
easy-to-use XML API. In addition, LiveJournal gives bloggers the opportunity to post
their age in their profile.

First, we scraped a list of 120,000 most popular bloggers in Russian LiveJournal
rating (https://www.livejournal.com/ratings/users/authority/?country=cyr) with the
python Scrapy library (https://scrapy.org/). By using the LiveJournal ‘friend of a friend’
resource (http://exampleusername.livejournal.com/data/foaf.rdf) we collected their
nickname, name, date of birth and a number of the latest posts in their rss feed (http://
exampleusername.livejournal.com/data/rss). The rss feed only provides up to around 25
latest posts; however, it fits our task perfectly as we are interested in presenting a
variety of different authors, with no single author dominating the corpus by a large
number of posts.

We selected a list of users who provided their date of birth and first/last name which
allowed to identify their age and gender. We used PyMorphy (Korobov 2015) to
identify the gender of the first name; if this gave no result, we proceeded to a number of
heuristics indicating a common male or female family name suffix, such as ‘ova’, ‘eva’,
‘kaya’, ‘kaja’, ‘ina’ for female names, ‘ov’, ‘ev’, ‘kij’, ‘kiy’, ‘in’ for male names, and
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their cyrillic counterparts. We filtered out authors if more than a half of their posts
contained pictures, links, advertisement blocks or reposts. We only chose posts in the
Russian language, as identified by the langid library (Lui and Baldwin 2012). We also
deleted all the posts containing references to other posts or social networks, reposts
containing links to the original text, posts shorter than 1,000 symbols, or if the cal-
culated age of the author at the time of posting was above 80.

Thus we obtained 22,707 posts by 2,705 authors annotated with gender and age of
the author at posting time. After filtering out all the posts older than 2014, the corpus
contained 15,060 posts. We randomly chose 1,000 posts for age groups 20–30, 30–40,
40–50 from our initial dataset, obtaining a corpus of 6,000 posts (43 MB) by 1,196
unique authors balanced by age and gender, with some authors appearing in different
groups, as their posts were written at different age intervals. All the following exper-
iments are reported for the described balanced dataset of 6,000 posts (Fig. 1).

The mean age of bloggers was 35 years old (±7.6 y.o.). The number of texts by
single author ranged from 1 to 24 with a mean of 5, std = 4.4. The mean size of texts
ranged from 76 to 5,687 tokens, with a mean of 529 tokens (std = 577). The corpus is
freely available on request.

3.2 Features

We have performed baseline age classification experiments with the blog corpus. Four
groups of features were applied as well as their combinations (1991 in total):

– lemma unigrams and bigrams;
– POS unigrams and bigrams;
– QUITA features (Kubát et al. 2014) obtained on lemmatized corpus;
– grammatical tense, aspect and their combinations.

Fig. 1. Years’ distribution of the posts

Profiling the Age of Russian Bloggers 171



Lemmas, POS and tense features were identified by PyMorphy, with tokenization
performed by happierfuntokenizer (http://www.wwbp.org/data.html) designed for
social media data tokenization. QUITA features were identified with the Quantitative
Text Analyzer tool. QUITA focuses mainly on indicators connected to the frequency
structure of a text (type-token ratio, h-point, hapax legomenon percentage, and so on)

We only accounted for features and their bigrams which occurred in at least 5% of
texts. L1-normalization was applied.

We also performed experiments with and without gender as a feature to evaluate its
usefulness in age prediction.

3.3 Experiment Settings

We have performed two age prediction experiments:

1. Age prediction as text classification task with 3 groups: 20–30, 30–40, and 40–50 y.o.
2. Regression task, with age as a continuous variable in the range 20–50 y.o.

All the experiments were performed with 10-fold group cross-validation, i.e. texts
by a single author always belonged to a single fold. It means that we partitioned our
data to 10 even sized and random parts, and then used one part for validation and other
9 as training dataset. We did so 10 times and computed the overall evaluation for the
entire dataset, which is equal to the weighted average among the cross-validation
iterations.

The unit of classification is a blog post. In the age classification task we applied
Support Vector Classification with L1 regularization (SVC) (one-vs-all), and Random
Forest (RF) (multiclass classification). The baseline accuracy in the classification task is
0.33 – the frequency of the most common class, or any class in the balanced setting.
We report accuracy and F-macro scores for the achieved results.

In the regression task we report the results of linear regression model with the same
L1 (also known as Lasso) regularization, as the preliminary experiments with other
regression methods performed near the ‘dummy’ baseline. The evaluation metrics are
mean absolute error (MAE) and R-squared, or explained variance ratio (R2). The
regression baseline MAE is estimated for the constant mean value age prediction (35 y.
o.) and is 6.62 years.

L1 regularization was chosen as the feature selection method in both tasks, as (1) it
only supports the features useful in the prediction task, eliminating highly inter-
correlated features, which cannot be achieved by univariate feature selection methods;
(2) L1 regularization allows for a very sparse resulting representation comparing to L2-
regularization. In our high-dimensional task both effects are beneficial.

The experiments were performed with scikit-learn library (Pedregosa et al. 2011).
We have identified the significant features in the prediction tasks by the highest

absolute value coefficients in the linear models and the mean feature importance in the
Random Forest based on Gini impurity (http://scikit-learn.org). We also identified
features significantly correlated with age by applying Student t-test in the classification
and Pearson correlation in the regression tasks with Bonferroni-Holm multiple
hypotheses correction (scipy library, Jones et al. 2014).
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4 Results and Discussion

4.1 Prediction Results

The results for classification and regression tasks are presented below (Tables 1, 2 and
3). We only provide the best results obtained with the use of each classifier, since we
have run many experiments with different settings (number of trees for RF, penalty and
C for SVC). We also present the results of classification for male and female texts for
the best set of parameters and full set of parameters.

We can see that SVC and RF performs similarly in terms of Fmacro and accuracy.
RF works better with lemma unigrams and bigrams, whereas SVC works better with
the full set of parameters and Quita+Lemma + POS 1-, 2-grams set.

Algorithms perform slightly better on female texts than on male texts. It should also
be noted that adding new features to lemma unigrams does not give a crucial increase
in F-macro/Accuracy in case of SVC and leads to lower results in case of RF.

As our results indicate, regression with the full set of parameters gives slightly
better results than with Lemma 1-, 2-grams, which is similar to our observations in the
classification case. Similar to findings reported in Nquyen et al. (2011), our results
indicate that using only POS is not an effective strategy in age regression.

We present the distribution of true and predicted results using regression in Fig. 2.
We also performed regression analysis on male and female texts separately with the

full feature set: QUITA + lemma 1-, 2-grams +pos 1-, 2-grams + tense, aspect (al-
pha = 0.003), and have found out that regression also works better for female texts in
terms of both MAE and R2 (see Table 4).

In both regression and classification tasks, we have obtained the results above the
baseline. It should be noted that the addressed task itself is rather difficult, as it was
shown by, for example, Nguyen et al. (2014). According to the authors, predicting
older users (especially older than 30 years) is harder than predicting young ones – both
for humans and for machines.

Table 1. Results for classification with RandomForest, n = 500 (F-macro/accuracy)

Setting Lemma
unigrams

Lemma 1-,
2-grams

Lemma 1-,
2-grams +
POS 1,2-
grams

QUITA +
Lemma 1-,
2-grams +
POS 1-, 2-
grams

QUITA + tense,
aspect + Lemma
1-, 2-grams +
POS 1-, 2-grams

W/O
gender

0.43/0.432 0.492/0.495 0.462/0.468 0.459/0.464 0.458/0.462

With
gender

0.431/0.433 0.49/0.493 0.463/0.468 0.461/0.466 0.446/0.452

Male 0.503/0.504 0.476/0.479
Female 0.506/0.513 0.474/0.482
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Table 2. Results for classification with LinearSVC, pen = l1, C = 6 (F-macro/accuracy)

Setting Lemma
unigrams

Lemma 1-,
2-grams

Lemma 1-,
2-grams +
POS 1-, 2-
grams

QUITA +
Lemma 1-,
2-grams +
POS 1-, 2-
grams

QUITA + tense,
aspect + Lemma
1-, 2-grams +
POS 1-, 2-grams

W/O
gender

0.434/0.437 0.478/0.483 0.484/0.49 0.489/0.494 0.483/0.489

With
gender

0.434/0.438 0.476/
0.481

0.489/0.495 0.492/0.498 0.492/0.498

Male 0.47/0.472 0.472/0.475
Female 0.503/ 0.511 0.508/0.515

Table 3. Results for regression

Lasso, alpha = 0.0015 N features selected MAE/R2

lemma+pos 1-, 2-grams + quita 990 5.99/0.12
lemma+pos 1-, 2-grams 981 5.99/0.12
Lemma 1-, 2-grams 882 6.17/0.09
Pos 1-, 2-grams 232 R2 < 0.02
lemma+pos 1-, 2-grams + quita + tense, aspect 997 5.98/0.12

Fig. 2. True and predicted results using regression
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4.2 Feature Analysis

Our feature analysis revealed that most features are best at distinguishing between
classes 20–30 and 40–50.

The most important finding consistent trough all experiments is that older people
(40–50) tend to use less pronoun я (I), whereas they use more nouns as well as
noun_noun bigrams than younger bloggers. Older people also use more adj_noun
bigrams and adjectives overall. Older people also tend to use less infinitives and
adverbs as well as comparative forms. The value of Token Length Frequency Spectrum
(one of QUITA parameters) is higher in texts of older people.

Younger people tend to use more I-forms as well as forms мoй (my) and more
verbs and conjunctions overall, as well as bigrams, _нo (, but), нo_я (but I), я_вecь (I
am all), кaк_я (like me), more impersonal forms like xoтeтьcя (I want), кaжeтcя (it
seems that), more intensifiers (oчeнь very).

Older people use more lemma пocкoлькy (since), нapoд (folks), pyccкий (Russian),
нaш (ours), more citations. Note that authors in Nguyen et al. (2013) also report that
older people have a higher usage of links and hashtags, which can be associated with
information sharing.

To sum up, the following patterns are revealed. In general, younger people use
more egocentric and emotional words, whereas with age people tend to become more
“formal” (informative) in their writing (Argamon et al. 2007). Our results are consistent
with findings by Pennebaker and Stone (2003) who found that as people get older, they
tend to use fewer negations and make fewer self-references as well as with results of
Twitter study (Nguyen et al. 2013) which revealed that younger persons talk more
about themselves. Younger people preference of features that indicate stance and
emotional involvement (intensifiers, emoticons) was shown in many studies (see
Nguyen 2017, for review).

5 Conclusions

We have performed age prediction experiments on the collected corpus of Russian-
language texts from LiveJournal, which is the first attempt to identify age based on
Russian texts. We have used different approaches to age prediction based on classifi-
cation models as well as on regression models. Unlike many other studies, we did not
make any gaps between age classes, to make the task as realistic as possible. In
addition, we analyzed texts written by adults (20–50), i.e. we did not include in our
corpus texts by adolescents and aged people, which made our task more difficult than
the ones approached in previous work. We have obtained the results above the baseline

Table 4. Results of lasso regression for male and female texts

Authors N features selected MAE/R2 Baseline (dummy mean
prediction) MAE

Female 822 5.70/0.18 6.59
Male 863 6.14/0.09 6.65
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both in classification (Acc *0.5 VS 0.33) and in regression experiments (MAE *6.0
VS 6.6, R2 = 0.13). The results are rather modest, but comparable to the results of
similar tasks in other languages.

We have found out that very basic features such as unigrams and bigrams of
lemmas work well, and adding additional features (POS, lexical diversity) gives a slight
or no improvement in accuracy (depending on the experiment settings). We have also
revealed that both classification and regression models work better for female texts than
for male texts. Contrary to our expectations, however, adding gender as feature did not
significantly improve accuracies of the models.

As part of our future work, we are planning to test new features, namely LIWC-
based parameters, to build new corpora and to examine the cross-genre effect in age
prediction, which corresponds to the latest trend in authorship profiling area.
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Abstract. In this paper, we investigate the problem of the humor detec-
tion for Russian language. For experiments, we used a large collection of
jokes from social media and a contrast collection of non-funny sentences,
as well as a small collection of puns. We implemented a large set of fea-
tures and trained several SVM classifiers. The results are promising and
establish a baseline for further research in this direction.

Keywords: Humor recognition · Evaluation

1 Introduction

Humor is an important aspect of human communication. Rapid proliferation
of conversational agents, voice interfaces, and chatbots, as well as the need to
analyze large volumes of social media texts make the task of humor detection
highly relevant.

In this study, we used a subset of an existing collection of short jokes in
Russian from social media and also collected a contrast collection of non-funny
sentences. In addition, we collected a small collection of puns to test the devel-
oped method on this special kind of humorous content. We engineered a wide
range of features that reflects different aspects of language – lexical, semantic,
structural, etc. We trained several binary classifiers and evaluated contribution
of individual feature groups to the classification quality. The obtained results
demonstrate acceptable performance and provide the basis for further research
in this direction. To the best of our knowledge, current study is the first experi-
ment on automatic detection of humor in the Russian language.

Stierlitz is a Soviet spy working deep undercover in Nazi Germany, a protagonist
of a TV series from 1972 based on a novel by Yulian Semionov. Stierlitz became a
popular joke character in Soviet and post-Soviet culture.

c© Springer Nature Switzerland AG 2018
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2 Related Work

The humor recognition is usually formulated as a classification task with a wide
variety of features – syntactic parsing, alliteration and rhyme, antonymy and
other WordNet relations, dictionaries of slang and sexually explicit words, polar-
ity and subjectivity lexicons, distances between words in terms of word2vec repre-
sentations, etc. In their pioneering work, Michalcea and Strapparava [7] compiled
a dataset of humorous and non-humorous sentences in English – 16,000 one-line
jokes from the web and 16,000 sentences from the news, the British National
Corpus, collections of proverbs, as well as collection of common sense sentences
and performed a classification experiment with different features. A follow-up
study [6] investigated humor features in more detail. Zhang and Liu [14] experi-
mented with the humor detection in tweets. Yang et al. [13] introduced the notion
of humor anchors – words and phrases ‘responsible’ for a humorous effect, exper-
imented with a large collection of puns and explored a wide range of features for
the humor detection, including those based on vector representations. Shahaf et
al. [12] addressed the task of ranking cartoon captions provided by the readers
of New Yorker magazine. They employed a wide range of linguistic features as
well as features from manually crafted textual descriptions of the cartoons. Two
recent shared tasks dealing with humor within the SemEval campaign signal a
growing interest in the topic [8,9]. A cognate task is detection of other forms of
figurative language such as irony and sarcasm [10,11].

3 Data

In the current study we used a collection of jokes in Russian from online social
networks that we obtained from the authors of [2]. The collection consists of
about 63,000 one-liners collected from VK and Twitter. The jokes are in plain
text, i.e. media content, URLs, and hashtags are removed; more details about the
dataset can be found in the paper. From this collection, we randomly sampled
47,000 items for our experiments. To build a contrast collection, we gathered
sentences from Russian classical novels (28,000), news headlines (13,000) and
proverbs (6,000). We did not make efforts to ensure lexical similarity of the
funny and non-funny parts of the collection, as the authors of [7] did. The only
additional parameter was the length – sentences of 25 words and shorter are
included in the collection (average length is 14 words). For experiments, the
collection was splitted into training/test sample in a ratio of 80/20.

In addition, we manually created a small collection of puns. In total, there
are 200 jokes with a word play in the collection, most of them are associated
with the “Omsk Ptitsa” meme and the Stierlitz jokes. We used this collection
only for testing classifiers trained on the data from the BIG collection.
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4 Features

Based on literature review and manual inspection of the collection, we imple-
mented six groups of text features that can potentially distinguish between
humorous and non-humorous content. The features are briefly described below.

Bag-of-Words (BOW). Each text is presented as a 12,000-dimensional binary
vector. The intuition behind the feature is that some words are quite specific for
the humorous content.

Sentence2Vec (S2V) is aimed at capturing sense of the text as a 300-dimensional
vector. We summed up vectors of individual words in the text weighed by their
IDFs. We used pre-trained word2vec vectors available through the RusVectōrēs
project [5]. IDF weights are calculated using the Russian National Corpus data.1

Structural features (SF) are shallow features capturing the complexity of the
text (average word length in characters and syllables, fraction of stopwords) and
its organization – punctuation marks, question words and certain conjunctions.

Lexical Features (LF). This group of word-level features includes:

• minimum/maximum word frequencies calculated using RNC statistics;
• a share of words with non-common usage labels (informal, offensive, vulgar,

etc.) from the Russian Wiktionary2;
• a maximum number of possible POS tags over all words and a proportion

of nouns/verbs/adjectives/numerals in the text based on the PyMorphy out-
put [4];

• a presence of proper names and parenthetical words.

RuWordNet features (RWN). Using the RuWordNet thesaurus3 we calculated
the following features:

1. Ambiguity
• a sense combination, formalized as

∑
log(nwi

), where nwi
is the number

of senses of the word wi (we account only for nouns, verbs and adjectives
present in the RuWordNet);

• the largest path similarity over all word-sense pairs, whereas the path
similarity is the minimal distance between word-senses in thesaurus graph
(lower values correspond to semantically closer senses);

2. Domains
• a number of different domains associated with words in the text;
• a number of words that belong to different domains.

3. Number of synonym and antonym pairs in the text.

1 http://ruscorpora.ru/corpora-freq.html.
2 https://ru.wiktionary.org/.
3 http://ruwordnet.ru/.

http://ruscorpora.ru/corpora-freq.html
https://ru.wiktionary.org/
http://ruwordnet.ru/
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Word2Vec (W2V). Following [13], we calculate two word2vec-based features:

• disconnection: the maximum semantic distance of word pairs in a sentence;
• repetition: the minimum semantic distance of word pairs in a sentence.

5 Results and Discussion

We used the LibSVM [3] to train classifiers. We experimented with various com-
binations of feature groups. The Table 1 below summarizes results. The reported
figures correspond to the linear SVM that delivered better results in our experi-
ments than SVMs with polynomial and RBF kernels. Columns 2–5 report results
achieved on the test set of the ‘big’ dataset of one-liners and non-funny sentences;
precision, recall, and F1 correspond to the humorous class. The last column of
the Table reports recall of the classifier trained on the training set from the ‘big’
dataset and then applied to the small collection of puns.

As can be seen from the Table below, the classification based solely on bag-
of-words features is a very strong baseline (F1 = 0.846 on the BIG dataset,
R = 0.671 on the PUNS). On the one hand, it can be explained through the way
the collection was built: positive and negative classes are quite distinctive on the
lexical level. On the other hand, recall on the independent PUNS collection is also
relative high. S2V is a runner-up among individual feature groups (F1 = 0.811
on the BIG dataset, R = 0.601 on the PUNS). Thus, S2V shows no generalization
over individual words. We can hypothesize that vector representation ‘flattens’
the meaning and doesn’t account for possible alternative interpretation,
which might be crucial for the humorous content. The combination of these two
sentence meaning representations (BOW + S2V) improves over both approaches
and achieves the best score on the PUNS collection (recall = 0.695). Other
feature groups, taken separately, demonstrate much lower performance.

The combination of BOW with features, potentially reflecting semantic rela-
tions between words in the sentence (RWN and W2V), delivers mixed results.
Adding RWN features improves precision on the humorous class (P = 0.863),
while W2V degrades overall results on the ‘big’ collection. One can argue that
manually crafted semantic resources are still a viable alternative for general-
purpose semantic representations based on neural networks, especially for high-
precision results. However, these combinations behave reversely on the PUNS
collection. BOW + W2V shows second-best result on the PUNS (R = 0.676).
Results in the Table 1 support in general the claim that more features mean the
better classification quality. The combination of all features delivers best results
on the BIG dataset (F1 = 0.884). However, the addition of two W2V features has
a marginal impact. These results somewhat contradict the feature importance
considerations reported in [13]. However, a direct comparison between different
datasets in different languages is hardly possible.

A manual inspection of misclassified jokes reveals that the majority of them
are unfunny according to our subjective opinion. For example, this item from
the jokes collection looks rather like a proverb:



182 A. Ermilov et al.

Table 1. Humor recognition results.

BIG PUNS

Feature set Accuracy Precision Recall F1 Recall

BOW 0.848 0.855 0.837 0.846 0.671

S2V 0.813 0.820 0.801 0.811 0.601

SF 0.671 0.658 0.715 0.685 0.385

LF 0.618 0.603 0.690 0.643 0.117

RWN 0.563 0.626 0.311 0.416 0.211

W2V 0.527 0.579 0.196 0.293 0.160

BOW + RWN 0.850 0.863 0.832 0.847 0.638

BOW + LF 0.850 0.856 0.842 0.849 0.559

BOW + SF 0.869 0.872 0.863 0.868 0.568

BOW + W2V 0.846 0.853 0.836 0.845 0.676

BOW + SF + LF + RWN 0.871 0.873 0.862 0.870 0.521

S2V + RWN 0.814 0.824 0.798 0.811 0.592

S2V + LF 0.818 0.826 0.806 0.815 0.526

S2V + SF 0.839 0.848 0.826 0.837 0.498

S2V + W2V 0.814 0.822 0.802 0.812 0.606

S2V + SF + LF + RWN 0.846 0.854 0.834 0.844 0.521

BOW + S2V 0.868 0.873 0.861 0.867 0.695

BOW + S2V + SF + LF + RWN 0.885 0.892 0.875 0.884 0.620

BOW + S2V + SF + LF + RWN + W2V 0.885 0.892 0.876 0.884 0.615

If you want to go fast, go alone. If you want to go far, go together.
Other false negatives are referential jokes that require some world knowledge

to comprehend them (see [1] for details). For example, this joke refers to dung
beetles rolling balls out of dirt and ball-shaped Raffaello candy:

A dung beetle brought his wife a Raffaello as a birthday present.
Considering puns, we hypothesize that the following joke was not recognized

because of a very scarce context (the pun plays around two senses of the verb
– to ring/to phone).

Most false positives are literature excerpts, for example:

// Everyone lifted their heads, listening closely, and two strangely
dressed human figures stood out from the forest into the bright light of the fire,
holding each other.

Many incorrectly classified excerpts were rather long. Possibly, many word
combinations result in triggering some semantic features. Moreover, sentences
from fiction works may contain some figurative language.
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6 Conclusion

We prepared data and conducted experiments aimed at the humor detection in
short Russian texts. We implemented a wide range of text features and con-
ducted a comparative study of their impact on the classification quality. The
obtained results form a strong baseline for future research in the field of a com-
putational humor on Russian language data. Pun collection used in the study is
freely available for research.4 In the future, we plan to employ a more elaborate
sampling of negative (non-humorous) examples. In addition, we plan to develop
methods and features that better capture a word play; expand the collection of
puns and conduct a finer-grained annotation of jokes. In the framework of this
study, we haven’t investigated several features potentially useful for the humor
detection: phonetic and syntactic features, as well as those based on sentiment
lexicons. We plan to address these tasks in the future.

Acknowledgments. We thank Valeria Bolotova and Vladislav Blinov for sharing
their humor dataset, as well as Natalia Loukachevitch for providing us with the
RuWordNet data.
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Abstract. Detection of new adverse drug reactions is intended to both
improve the quality of medications and drug reprofiling. Social media
and electronic clinical reports are becoming increasingly popular as a
source for obtaining the health-related information, such as identification
of adverse drug reactions. One of the tasks of extracting adverse drug
reactions from social media is the classification of entities that describe
the state of health. In this paper, we investigate the applicability of
Interactive Attention Network for identification of adverse drug reactions
from user reviews. We formulate this problem as a binary classification
task. We show the effectiveness of this method on a number of publicly
available corpora.
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Natural language processing · Health social media analytics
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1 Introduction

The rapid development of social media and digital collections of scientific pub-
lications intended an increase in the volume of unstructured information rep-
resented by texts in natural languages. Recent research has demonstrated that
unstructured texts are a promising source for problems in the medical area,
in particular, the tasks of computerized clinical decision support [12], extract-
ing medical problems from electronic clinical documents [34], predicting future
disease risk [59], massive deterioration of well-being and detecting new adverse
drug reactions [13,44]. Extracting of adverse drug reactions (ADRs) in post-
marketing period is becoming increasingly popular, as evidenced by the growth
of ADR monitoring systems [16,53,54]. Due to the various limitations of pre-
approval clinical trials, it is not possible to detect all the consequences of using
a particular drug before sending it for sale. The importance of identifying new
ADRs is due to the fact that adverse drug reactions are a significant cause of
morbidity and mortality, often identified only post-marketing [10,25,43].

Information about adverse drug reactions can be found in the texts of social
media, health-related forums, and electronic health records. This amount of
information cannot be processed manually, therefore, methods based on natural
c© Springer Nature Switzerland AG 2018
D. Ustalov et al. (Eds.): AINL 2018, CCIS 930, pp. 185–196, 2018.
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language processing are actively developed [15,49]. This is a challenging task
as there are multiple types of drug-related discussions confounded with patient
adverse drug event reports. Thus at the first step, all information related to a
state of health are extracting using named entity recognition systems. Then all
obtained entities are classified in order to distinguish ADRs from indication and
patient history. In this article, we focused on the task of binary classification.

Our approach is based on the idea that sentiment analysis of the text can help
with adverse drug reaction classification [23,40]. Existing works utilized senti-
ment lexicons, negations or general evaluation of sentiment of the entity context.
More recently, deep learning models with attention have become very popular
for sentiment analysis [18,28,30,60]. Interactive attention networks have shown
promising results in various NLP tasks including machine translation [33], ques-
tion answering systems [26,57], document classification [61]. Ma et al. proposed
the interactive attention networks (IAN) for aspect-level sentiment classifica-
tion [30]. The main idea of this approach is to learn own representations for
targets and contexts via interactive learning. Previous studies ignored the sepa-
rate modeling of targets. Experiments on SemEval 2014 dataset [31] demonstrate
that IAN achieves the state-of-the-art performance. In this paper, we investigate
the effectiveness of the IAN for ADR classification. We conduct extensive experi-
ments on five real-life corpora from Askapatient.com, Twitter.com, PubMed and
demonstrate the efficiency of the proposed approach over a strong baseline for
classification based on machine learning with hand-crafted features.

2 Related Work

Different approaches are utilized to identify adverse drug reactions. First works
were limited in the number of study drugs and targeted ADRs due to limita-
tions of traditional lexicon-based approaches [5,29]. In order to eliminate these
shortcomings, rule-based methods have been proposed [37,38]. These methods
capture the underlying syntactic and semantic patterns from social media posts.
Third group of works utilized popular machine learning models, such as support
vector machine (SVM) [1,6,29,40,49], conditional random fields (CRF) [3,35],
and random forest (RF) [45]. The most popular hand-crafted features are n-
grams, parts of speech tags, semantic types from the Unified Medical Language
System (UMLS), the number of negated contexts, the belonging lexicon based
features for ADRs, drug names, and word embeddings [11]. One of the tracks of
recently held competition “Social Media Mining for Health Applications Shared
Task 2016” was devoted to ADR classification on a tweet level. Best perfor-
mance is achieved by SVM classifiers with a variety of surface-form, sentiment,
and domain-specific features [22]. This classifier obtained 43.5% F-measure for
‘ADR’ class. However, Sarker and Gonsales outperformed these result utilizing
SVM with a more rich set of features and the tuning of the model parameters
and obtained 53.8% F-measure for ‘ADR’ class [50]. However, these results are
still behind the current state-of-the-art for general text classification [24].

Modern approaches for the extracting of ADRs are based on neural networks.
Saldana adopted CNN for the detection of ADR relevant sentences [36]. Huynh

https://www.askapatient.com/
https://twitter.com/
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et al. applied convolutional recurrent neural network (CRNN), obtained by con-
catenating CNN with a recurrent neural network (RNN) and CNN with the
additional weights [19]. Gupta et al. utilized a semi-supervised method based on
co-training [14]. Chowdhury et al. proposed a multi-task neural network frame-
work that in addition to ADR classification learns extract ADR mentions [9].

While recent research has been devoted to automatic analysis of biomedical
texts written in English, little has been done to analyze other languages. There
are studies for Spanish texts [42] and French records [41]. In the industry field,
there is also a company Web-Radr1, which extracts adverse drug reactions from
user feedback in social networks for 7 languages: Danish, German, Croatian,
English, Spanish, French and Portuguese.

Methods for sentiment analysis are actively adopted in the medical domain as
well as in other domains [20,47,52,56]. In [7,46,51] Biyani et al. and Rodrigues
et al. focused on a classification of records from the social network of people
with cancer. Sokolova et al. tested several classifiers to evaluate the tonality of
tweets related to medicine [55]. Salas-Zárate et al. proposed method to sentiment
analysis of tweets associated with diabetes [48]. Study [32] was aimed at finding
various emotions in medical texts: joy, anger, surprise, etc. These studies are
necessary for doctors in order to make decisions about the patient’s treatment.
Cambria et al. presented the Sentic PROMs system, in which sentiment analysis
was applied for a general evaluation of the quality of healthcare [8].

To sum up this section, we note that there has been little work on utilizing
neural networks for ADR classification task. Most of the works used classical
machine learning models, which are limited to linear models and manual feature
engineering [1,3,6,29,35,40,45,49]. Most methods for extracting ADR so far
dealt with extracting information from the mention itself and a small window of
words on the left and on the right as a context, ignoring the broader context of
the text document where it occurred [1,3,6,11,23]. Finally, in most of the works
experiments were conducted on a single corpus.

Our work differs from the mentioned works in several important aspects.
First, we experiment with IAN model. Second, we use as a contest the whole
sentence, in which the mention of ADRs occurs. Third, we train a neural network
on a combination of datasets and evaluate the qualitative gain of the proposed
model. Fourth, we use word embeddings trained on texts about health from
social media.

3 Corpora

We conducted our experiments on four corpora: CADEC, Twitter, MADE,
TwiMed. Further, we briefly describe each dataset.

CADEC. CSIRO Adverse Drug Event Corpus (CADEC) consists of annotated
user reviews written about Diclofenac or Lipitor on askapatient.com [21]. There
are five types of annotations: ‘Drug’, ‘Adverse effect’, ‘Disease’, ‘Symptom’, and

1 https://web-radr.eu/.

https://www.askapatient.com/
https://web-radr.eu/
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Table 1. Summary statistics of corpora.

Corpus Documents ADR non-ADR Max sentence length

CADEC [21] 1231 5770 550 236

MADE [27] 876 1506 37077 173

TwiMed-Pubmed [2] 1000 264 983 150

TwiMed-Twitter [2] 637 329 308 42

Twitter [39] 645 569 76 37

‘Finding’. We grouped diseases, symptoms, and findings as a single class called
‘non-ADR’.

MADE. MADE corpus consists of de-identified electronic health record notes
from 21 cancer patients [27]. The corpus is developed specially for the NLP chal-
lenges for Detecting Medication and Adverse Drug Events competition in 2017.
Each record annotated with medications and relations to their corresponding
attributes, indications and adverse events. We grouped annotations correspond-
ing to the diseases in class ‘non-ADR’, such as ‘Indication’ and ‘SSLIF’.

TwiMed. TwiMed corpus consists of sentences extracted from PubMed and
tweets. This corpus contains annotations of diseases, symptoms, and drugs,
and their relations. If the relationship between disease and drug was labeled
as ‘Outcome-negative’, we marked disease as ADR, otherwise, we annotate it as
‘non-ADR’ [2].

Twitter. Twitter corpus include tweets about drugs. There are three annota-
tions: ‘ADR’, ‘Indication’ and ‘Other’. We consider ‘Indication’ and ‘Other’ as
‘non-ADR’ [39]. Due to the Twitter copyright concerns, the Twitter datasets
consists of identifiers of the user and the tweet using these identifiers, tweets
can be found. Therefore, tweets can be downloaded via their IDs. A number of
tweets become unavailable at the time of preparing this article. For this reason,
we were able to use only part of the dataset with the surviving texts of tweets.

Summary statistics of corpora are presented in Table 1. As shown in this
table, CADEC and MADE corpora contain a much larger number of annotations
than TwiMed and Twitter.

4 Interactive Attention Network

Supervised models are facing three important challenges in aspect level senti-
ment classification. The first challenge is to represent the context of a target
(ADR and non-ADR in our study). The second challenge is to generate a tar-
get representation, which can interact with its context. The third challenge is
to identify the important sentiment words for the target. Let us take “He was
unable to sleep last night because of pain” as an example. In this case, due
to ‘unable to sleep’ is an effect of pain and marked as non-ADR. However, in
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Fig. 1. The overall architecture of IAN.

the sentence “Became unable to walk without a cane, unable to sleep, kidney
problems (urine like root beer)” the target ‘unable to sleep’ is ADR.

In this work, we utilize Interactive Attention Network (IAN) [30]. In order to
address first two challenges, IAN learns representations for targets and contexts.
Basically, this model is composed of two parts which model the target and con-
text interactively. Using word embeddings as input, LSTM layers are employed
to obtain hidden states of words for a target and its context, respectively. The
average value of the target’s hidden states and the context’s hidden states are
used to calculate attention vectors. IAN uses attention mechanisms to detect the
important words of the target expression and its full context. After computing
the attention weights, IAN compute context and target representations cr and
tr based on the attention vectors. These representations are concatenated into
a single vector d for a classifier. The overall architecture of IAN model is shown
in Fig. 1. Please refer to [30] for the details of IAN.

5 Experiments

In this section, we describe our experiments with IAN.

5.1 Baseline Method

We compare our approach with a feature-rich classifier from [1]. This method is
based on SVM with Linear kernel. A set of experiments showed that unigrams
and bigrams, part of speech tags, sentiment, cluster-based representation and
semantic types from Unified Medical Language System features are the most
effective to classify ADRs. The part of speech feature consist of the number of
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nouns, verbs, adverbs and adjectives. For sentiment feature, the following lexi-
cons were used: SentiWordNet [4], MPQA Subjectivity Lexicon [58], Bing Liu’s
dictionaries [17]. The cluster-based representation feature utilized clusters from
[35] with Brown hierarchical clustering algorithm. The last feature consist of the
number of tokens from each UMLS semantic types. The classifier was compared
with CNN and SVM model with another set of features. The effectiveness of the
methods was evaluated on the CADEC [21] and Twitter [50] corpora.

5.2 Result and Analysis

We used vector representation trained on social media posts from [35]. Word
embedding vectors were obtained with using word2vec trained on unlabeled
Health corpus consists of 2.5 million reviews written in English. We used an
embedding size of 200, local context length of 10, the negative sampling of 5,

Table 2. Classification results of the compared methods for CADEC corpus.

Method ADR non-ADR Macro

P R F P R F P R F

Feature-rich SVM .964 .969 .967 ± .004 .659 .620 .638 ± .018 .811 .795 .802 ± .010

IAN .966 .972 .969 ± .005 .699 .637 .662 ± .018 .832 .805 .815 ± .011

IAN (all) .962 .924 .943 ± .005 .437 .615 .508 ± .036 .700 .770 .726 ± .018

Table 3. Classification results of the compared methods for Twitter corpus.

Method ADR non-ADR Macro

P R F P R F P R F

Feature-rich SVM .937 .952 .944 ± .014 .602 .520 .554 ± .014 .769 .736 .749 ± .104

IAN .951 .957 .954 ± .010 .654 .627 .634 ± .114 .802 .792 .794 ± .062

IAN (all) .935 .838 .883 ± .026 .320 .560 .404 ± .096 .627 .699 .643 ± .058

Table 4. Classification results of the compared methods for MADE corpus.

Method ADR non-ADR Macro

P R F P R F P R F

Feature-rich SVM .551 .582 .562 ± .093 .984 .981 .982 ± .001 .767 .782 .772 ± .046

IAN .740 .524 .585 ± .140 .982 .991 .986 ± .002 .861 .758 .786 ± .070

IAN (all) .443 .567 .496 ± .117 .983 .972 .977 ± .003 .713 .770 .737 ± .059

Table 5. Classification results of the compared methods for TwiMed-Twitter corpus.

Method ADR non-ADR Macro

P R F P R F P R F

Feature-rich SVM .752 .810 .778 ± .047 .779 .707 .739 ± .054 .766 .758 .758 ± .049

IAN .836 .813 .824 ± .042 .802 .825 .813 ± .036 .819 .819 .819 ± .039

IAN (all) .740 .757 .745 ± .060 .738 .711 .721 ± .038 .739 .734 .733 ± .046
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Table 6. Classification results of the compared methods for TwiMed-PubMed corpus.

Method ADR non-ADR Macro

P R F P R F P R F

Feature-rich SVM .799 .681 .728±.100 .925 .955 .939 ± .017 .862 .818 .834 ± .054

IAN .878 .738 .792 ± .016 .935 .977 .956 ± .105 .907 .857 .874 ± .059

IAN (all) .660 .614 .633 ± .154 .905 .925 .915 ± .024 .783 .770 .774 ± .080

a) Precision performance.

b) Recall performance.

c) F-measure performance.

Fig. 2. Classification results for ADR class: (a) Precision (b) Recall (c) F-measure for
three methods: blue - Feature-reach SVM, red - IAN, green - IAN (all). (Color figure
online)

vocabulary cutoff of 10, Continuous Bag of Words model. Coverage statistics of
word embedding model vocabulary: CADEC - 93.5%, Twitter - 80.4%, MADE
- 62.5%, TwiMed-Twitter - 81.2%, TwiMed-Pubmed - 76.4%. For the words
out of vocabulary the representations were uniformly sampled from the range
of embedding weights. We used a maximum of 15 epochs to train IAN on each
dataset, the batch size of 128, number of hidden units for LSTM layer 300, the
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learning rate of 0.01, l2 regularization of 0.001, dropout 0.5. We applied the
implementation of the model from this repository2.

All models were evaluated by 5-fold cross-validation. We computed averaged
recall (R), precision (P) and F1-measures (F) for classes ADR and non-ADR
separately and then macro-average of these values for both classes. In the first
set of experiments, IAN was evaluated on each dataset separately. In the second
set of experiments, we joined all training subsets into a single dataset for training
IAN and evaluated the model on 5 testing subsets. We mark the model trained
on all five subsets as IAN (all). Tables 2, 3, 4, 5 and 6 present the results of
experiments for each corpora.

The results show that the IAN outperformed baseline model in terms of
macro-averaged measures for both ADR and non-ADR classes and for two
classes. The most significant increase of macro average F-measure was obtained
on Twitter (4.5%), Twimed-Pubmed (6.1%) and Twimed-Twitter (4%) corpora.
SVM outperformed IAN only in term of recall for ADR class (5.8%) and preci-
sion for non-ADR class (0.02%) for MADE dataset. The most significant increase
of macro average F-measure for ADR class detection was obtained on Twimed-
Twitter (4.6%) and Twimed-Pubmed (6.4%) corpora.

IAN (all) outperformed IAN only in terms of recall for ADR class on MADE
dataset. We assume that the combination of training data of all corpora did not
increase the results due to the difference in vocabulary used in different data
sets. MADE consists of a more formal language, while the rest of the case uses
a simpler language model.

To sum up, the IAN approach shows the increase of results for all corpora.
The most insignificant improvements were achieved for the CADEC corpora.
Figure 2 presents diagrams for each metric: precision, recall, F-measure for all
corpora and methods for ADR class.

6 Conclusion

In this paper, we explored the potential of IAN to the task of ADR classification.
We tested the proposed approach on five benchmark corpora of user reviews,
tweets, scientific articles and electronic health records. We compare results of
this model with the previous state-of-the-art approach. Our experiments showed
that IAN increased the results of F1-measure for ADR class detection and macro-
averaged measures for two classes. We also found out that combination of all data
sets for training IAN do not increase the quality of classification. In the future
we plan to compare IAN model with other neural network models for aspect
based sentiment analysis for the task of ADR classification.

Acknowledgments. This work was supported by the Russian Science Foundation
Grant No. 18-11-00284. The authors are grateful to Elena Tutubalina for useful dis-
cussions about this study.

2 https://github.com/songyouwei/ABSA-PyTorch.
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Abstract. Studies concerning social patterns that appear as a result
of propaganda and rumors generally tend to neglect considerations of
the behavior of individuals that constitute these patterns. This places
obvious limitations upon the scope of research. We propose a dynamical
model for the mechanics of the processes of polarization and formation
of echo chambers. This model is based on the Rashevsky neurological
scheme of decision-making.
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1 Introduction

There used to be a time when deep theories and spectacular insights populated
the field of propaganda research, including agenda-setting theory [1] or books
written by Chomsky [2,3], which are now considered as classics. However, a Web
2.0 type of communication did not exist at that time. Propaganda was viewed as
a phenomenon in which individuals merely received messages from mass-media,
without or hardly circulating any message among other individuals. Accordingly,
theoretical and empirical work was focused on mass-media and its influence,
motives, biases, and behavior.

The advent of online social networks has created a tremendous difference
both in communication and the research concerned with it. There was a real-
ization that the diffusion of information through interpersonal communications
has become immensely powerful, with some individuals being able to broad-
cast widely and some pieces of information going viral. The empirical litera-
ture pertaining to the diffusion of information through Twitter and Facebook
surged, and the new and increasingly important science of information retrieval
emerged. Even artificial societies as models of reality have come into use. We can
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see numerous and diverse advances in empirical studies, which have advanced
beyond the scope of development of theories of propaganda.

However, there is a paradox with this burst of research. Despite all the preva-
lent awareness regarding the increased role of individuals, there are no models
that focus on the behavior of individuals in propaganda battles. Furthermore,
the related important question is whether the battle creates a sustainable change
in individuals. Suppose that a controversial issue enters the public agenda. Peo-
ple discuss it, they tend to get harsh with each other, and researchers witness
more polarization than before. Afterwards, this controversial issue is no longer
on the agenda. Yet, what is the longer term impact on the individuals? Do they
stay highly polarized or relax back to their initial state? It is important due to
the fact that there will be more battles in the future, and nobody wants their
society to be torn apart.

In order to address this question, we look at individual behavior and not
solely at the social structure. We opine that the promising research effort would
be to borrow some ideas from another subfield of propaganda research. That
subfield examines the kind of propaganda that intentionally seeks radicalization
of individuals into violent extremism. The useful invention here is the approach
that focuses on the evolution of an individual’s mindset, such as Borum’s four-
stage model [4,5] “Grievance (It’s not fair)” - “Injustice (It’s not right)” - “Target
attribution (It’s your fault)” - “Devaluation (You’re evil)”. Some other models
of the same type describe the process of radicalization as a gradual shift of an
individual from lower to higher levels of radicalization [6–8]. We apply this idea
to the topic of propaganda battles by assuming that an individual’s attitude can
be represented as a point on a spectrum ranging from strong support of the Left
party to strong support of the Right party. During the propaganda battle, an
individual can potentially undergo any shift along the spectrum. We also employ
the idea that the central point of the analysis is the way in which stimuli affect
an individual’s choice, and we employ Rashevsky’s neurological scheme [9] to
formalize this idea.

This collection of ideas provides us with the decision-making mechanism that
allows a new perspective on social phenomena, such as polarization and echo
chambers. These echo chambers are related to the question posed above: Do
people stay highly polarized after the propaganda battle? Alternatively, do they
relax back to the relatively moderate political views they had before the initiation
of the battle? The answer proposed here is that they relax back, unless an echo
chamber has been formed. In other words, they stay radicalized if the number of
these radicalized individuals is high enough, and they keep perpetuating radical
views within their group and prevent one another from relaxing.

Accordingly, this paper, technically speaking, is mostly concerned with mod-
eling the dynamical process of the formation of an echo chamber.

In the next section, we set forth our approach in layman’s terms. In Sect. 3,
we formulate the basic mathematical model that illustrates the approach under
simplifying assumptions. Section 4 introduces and analyses the workhorse model.
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2 The Approach in Layman’s Terms

2.1 Propaganda Battle

Consider a population in which two parties Left (L) and Right (R) are engaged
in a propaganda battle. They broadcast their messages via affiliated mass-media.
At any given moment, each member of the population approves one of the par-
ties and disapproves of the other. They communicate with one another and share
their approvals. Over the course of time, an individual may shift their support
to the other party under the influence of belligerent parties’ broadcasting and
the opinions of other individuals. Theoretically, they may switch their partisan-
ship back and forth an unlimited number of times. Therefore, the number of
supporters for each party varies over time. This process is called a propaganda
battle.

The precursors to the models of information wars are single-rumor models.
The first of them was proposed by Daley and Kendall [10] as long ago as 1964.
They introduced the first of the single-rumor models. Another early model with
similar foundation was introduced by Maki and Thompson [11]. In the most gen-
eral terms, these models assume that we have a closed group of individuals, and
at every point in time some of them have a certain valuable piece of information
and spread it among other individuals. Thus, there is a spread of single rumor
(in this field, the term “rumor” does not necessarily mean that the information is
unverified, and is used as an umbrella term for rumors, gossips and urban legends,
which are, rigorously speaking, quite different things [12]). Today there is exten-
sive literature on the modelling of rumors, which has been developed mainly as
a branch of mathematics in distinct separation from the social sciences. Most of
it develops on the Daley-Kendall and Maki-Thompson approaches. For example,
the model with latent constant recruitment where the total population varied
over time was studied in [13], and the model with several groups of spreaders
was considered in [14]. A model considering rumor transmission with incubation
was introduced in [15]. This model considers constant recruitment and implies
the possibility of contagion during both latent and infected periods. The full
range of possible demographic events (birth, death, emigration and immigration
of individuals) was included in the rumor model in [16]. Some papers are aimed
at mathematical generalization of the models [17,18]. These are only some of
the vast number of papers that develop the Daley-Kendall and Maki-Thompson
approaches.

However, there is a drawback to these approaches. They both lead to the
grotesque conclusion that all rumors (that have ever been in any historical age
and in any society) encompass the same proportion of the population at the end
of its circulation. If the initial number of spreaders is 1, then it follows from
both Daley-Kendall and Maki-Thompson models that, whatever the rumor is,
the final (t → ∞) proportion of persons who have never learned the rumor is
approximately 20.3% of the whole population. It was also shown for the Maki-
Thompson model that if the initial number of spreaders is close enough to the
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whole population, then the number of persons who have never learned the rumor
is approximately 1/e of their initial number [19,20].

This grotesque conclusion appears due to the notion that rumors stop being
propagated due to communication alone. Here, the mechanism of suppressing
a rumor is that when two spreaders interact, they both (in Daley-Kendall) or
one of them (in Maki-Thompson) come to the idea that this rumor is not news
anymore and is no longer worth spreading further. As a result, it appears in
that mechanics that at the end of the process, all the spreaders have given
up spreading the rumor due to communication with one another, while some
individuals still remain ignorant of the entire rumor.

Under this notion, the property of a specific rumor to be exciting is irrele-
vant to its fading. This notion mismatches the reality of the situation, in which
some rumors cover almost all the adult population of a country, whereas some
other rumors stop being propagated as early as at the second or third spreader,
i.e., they actually even fail to become rumors in the most mundane meaning
of the word. In real life, people simply do not share humdrum information with
interlocutors, or they may quickly lose their interest in such information. We can
safely say that the Daley-Kendall and Maki-Thompson models fail to distinguish
between propagating viral and humdrum pieces of information.

However, many models of competing rumors inherit the mechanics of Daley-
Kendall model together with this grotesque feature. The earliest model of this
kind was proposed by Osei and Thomson [21], who considered the dissemination
of two competing rumors, wherein the second was seen as stronger. In other
words, when the spreader of the first rumor meets the spreader of the second
rumor, the spreader of the first rumor adopts the second rumor. The idea under-
lying this model is that the first rumor is fake, and that the second rumor
possesses highly convincing evidence of the falseness. There were also some later
models of competing rumors, such as in [22]. These papers also develop Daley-
Kendall and Maki-Thompson approaches and their mechanics. Quite a different
model of information warfare was suggested by Mikhailov and Marevtseva [23].
It had two chief novelties. The first is that mass-media was introduced as a
source of information. In other words, it did not consider the dissemination of
information via rumors alone, but rather via both rumors and mass-media. The
second novelty is that once attached to a party, an individual was supposed to
remain with that party forever. Therefore, it was possible to pose the question
regarding which party will eventually control the majority of the population.

Other approaches to mathematical modelling of rumors and propaganda wars
include emphasis on social networks, and agent-based and game theory-based
models [24–28].

Recent years have been remarkable for the growing research interest in issues
related to propaganda (with most of the research being empirical). Table 1 shows
the annual number of papers with the exact phrase “fake news” (Google Scholar,
retrieved March 25, 2018). The use of this phrase was apparently triggered by
the US Presidential campaign (in which pro-Trump media and bloggers popu-
larized this phrase) and the subsequent allegations of Russian interference in the
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elections (which were pushed into agenda by anti-Trump media and bloggers).
With this backdrop, the topic of propaganda research seems to be entering its
own Golden Age.

Table 1. The annual numbers of research papers with the exact phrase “fake news”.

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

196 220 255 300 339 385 351 395 556 520 595 629 612 924 7380

2.2 Decision-Making

The decision-making mechanism utilized in this study is based on Rashevsky’s
neurological scheme [9]. The outcome of this mechanism is individuals’ support of
the Left or the Right party, which we refer to as their manifest political position.
It manifests their latent political position, which, mathematically speaking, is
a continuous scalar function of time. This can be imagined as an axis of latent
political positions where positive values refer to the support of the Right party
(manifest position = R) and negative values refer to the support of the Left
party (manifest position = L). The greater the absolute value is, the stauncher
a supporter of the party the individual is. Over the course of time, their latent
position moves along the axis, and if it crosses the zero point, the individual
begins supporting the other party.

In its turn, the latent position of the individual is a sum of their attitude ϕ
and the dynamical component ψ (t), which is the same for all members of the
population (it is so in our basic model, Sect. 3, but it is slightly more complicated
in the workhorse model, Sect. 4).

Attitude is a term used to describe a person’s predisposition towards a given
object, a settled inclination to assess this object in a certain way, and the way
to feel about it and to act in the context of this object. For instance, some
Americans bear more or less extensive positive attitudes towards Donald Trump,
while others have negative attitudes. When two Americans are reading the same
critical newspaper article about Mr. Trump, one of the readers may feel angry
with Trump, whereas the other may feel angry with the author of the article.
This is the manner in which their attitudes affect their perceptions of the text.
In our model, attitude is bipolar. In other words, it is a person’s predisposition
to one of the two parties in relation to the other party.

Attitude generally depends on a person’s social experience and status. It is
important for the approach that this attitude is permanent or at least long-
lasting (in contrast to mood). In our model, attitudes of all members of the
population are supposed to be developed before the commencement of the pro-
paganda battle and to remain constant over the whole course of it. The distri-
bution of attitudes among individuals in a polarized population is a two-peaked
function n (ϕ).

The dynamical component of the latent political position changes over time
during the battle due to informational factors - these are propaganda broadcast
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and mouth-to-mouth exchanges. Both factors are important. This follows, for
instance, from the study of the Rwandian genocide [29], which found that the
violence was more extreme in villages covered by the broadcast of RTLM radio
(which encouraged ethnic cleansing) and also in other villages connected with
them via interpersonal communications of inhabitants.

Therefore, attitude is constant over time, but varies across individuals; con-
versely, the dynamical component varies over time, but is constant across individ-
uals. Our approach may also be said to emphasize two time-scales. Long-term
factors shape attitude, which operates as a background or context. Short-run
factors influence the dynamical component, which varies and adds to this back-
ground.

The dynamics looks as follows. As previously explained, an individual sup-
ports Right party (Party R) if ϕ+ψ (t) > 0, and they support Left party (Party
L) if ϕ+ψ (t) < 0. Therefore, the growth of ψ (t) is in favor of Party R and vice
versa. So, the competition between the parties may be considered a tug-of-war
in which ψ (t) represents the rope.

The main equation of the model is a differential equation for ψ (t), in which
the factors in favor of Party R contribute to the increase of ψ (t) and the factors
in favor of Party L contribute to the decrease of ψ (t). This differential equation is
based on psychological considerations [9]; however, it can be basically explained
in sociological terms, which is done in Sect. 3.

Three notes should also be highlighted. The first note is that these variables
cannot be measured directly. Yet, in applying models of this type to concretely
defined problems, some combinations of their parameters can usually be esti-
mated from observable data, such as in [30]. This makes the models usable and
allows for some findings concerning real social phenomena.

The second note is that, in this paper, we adopt the simplifying assumption
that the intensities of parties’ broadcasting are constant values during the pro-
paganda battle (though the battle may be followed by another battle with other
intensities of propaganda).

The third note is that our model should not be confused with the median
voter model from social choice theory. In public choice theory, any voter has
their own preferences with no relation to political parties, and there may be any
number of these parties. This class of models treats political positions as voters’
statement, for example, “Military expenditure should be 3% of GDP”. The voter
casts their vote for the party whose statement is the closest to their own 3%.
It is quite different in our model, where there are exactly two parties, and the
individual’s political position is their positioning with regard to and between
them. Attitude may be viewed as their devotedness or attachment to the party
(regardless of the reasons for supporting the party).

2.3 Homophily, Selective Exposure, Polarization, and Echo
Chambers

The above subsection was concerned with the mechanism inside the individual,
whereas the following are the outlines of some social patterns.
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Similarity breeds connection. This succinct formula was introduced in the
very influential paper [31] by McPherson, Smith-Lovin, and Cook (which has
been cited more than 12000 times since 2001). This is the idea behind homophily,
which is the preferential matching in many contexts. In our specific context,
homophily is the tendency to communicate and exchange views with other indi-
viduals who are considerably similar. In our workhorse model, we consider a
population that comprises two groups, as each individual prefers to communi-
cate with other members of the same group.

Selective exposure means that individuals select the media they are exposed
to. The key postulate regarding politically motivated selective exposure is that
people prefer exposure to media that supports their own views and beliefs
(see [32] for the discussion). There is also another kind of selective exposure,
which is related to an individual’s demographic and social status. In other words,
a media outlet has been utilized by a specific demographic or/and social group
that this outlet targets. For example, the target audience of “Russia 1” TV chan-
nel is the 45–65 age group, while the target audience of STS channel is the 10–45
age group. Some media may be utilized mostly by metropolitans, lower middle
class individuals, women, blue collar workers, and so on. In our workhorse model,
we use this socially motivated selective exposure by considering the two groups
(which make up the whole population) that are differently exposed.

Polarization is a big topic in political science [33,34]. In most of the experi-
ments with our workhorse model, the attitudes of the members of both groups
are such that these groups are predisposed towards different parties. Note that
the growth of polarization here means that individuals become more attached
to their parties, and their doubts and hesitations are reduced. (In public choice
theory, polarization is quite different: parties and individuals on the right move
further right and those on the left move further left).

An echo chamber is a social pattern wherein some people have beliefs or views
that are distinctly different from those that are common within the broader
population, and these people preferably communicate with one another, and
through this, they manage to maintain, reinforce, or amplify these beliefs or
views (an intriguing question for natural language processing scholars would
be whether the population of an echo chamber develops its own “dialect” that
is distinguishable from the mainstream political language of the nation). Echo
chambers appear due to homophily, selective exposure, and polarization, as these
factors provide reinforcement. Once formed, an echo chamber maintains itself
through these factors. In our model, echo chambers are a type of stable solution
where a minority of the population continues to support one of the parties despite
the domination of the other party.

3 Basic Model

In this section, we present the simplest model of this kind. It was introduced
in [35] and is shown here just for explanatory purposes. Our aim here is to
explain the model of decision-making. There is neither homophily, nor selective
exposure in this model.
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An individual supports Party R if ϕ + ψ (t) > 0; therefore, the number of
these supporters is given by

R (ψ (t)) =

∞∫

−ψ(t)

n (ϕ) dϕ, (1)

and the number of the supporters of Party L is

L (ψ (t)) =

−ψ(t)∫

−∞
n (ϕ) dϕ, (2)

where n (ϕ) is the distribution of attitudes among individuals.
It was previously stated in Subsect. 2.2 that the main equation of the model

is a differential equation for ψ (t), in which the factors in favor of Party R
contribute to the increase of ψ (t) and the factors in favor of Party L contribute
to its decrease. The whole factor in favor of Party R is CR (ψ (t)) + bR. Here,
bR is the intensity of this party’s media propaganda, R (ψ (t)) is the number
of individuals arguing in its favor, and C is a positive constant describing the
degree of activism in arguing. In the same way, the whole factor in favor of Party
L is CL (ψ (t)) + bL. The difference of these factors is the driving force for ψ (t).
The equation is

dψ

dt
= C [R (ψ) − L (ψ)] − bR − bL − aψ, (3)

where a > 0 and the term −aψ describes the relaxation. This means that in the
case of a hypothetical removal of pro-R and pro-L factors, the dynamical factor
ψ (t) would gradually vanish and the latent position ϕ + ψ (t) would tend to ϕ;
that is, each individual would gradually relax back to their initial attitude.

After putting (1), (2) into (3), we get our basic model [35]

dψ

dt
= C

⎡
⎢⎣2

∞∫

−ψ(t)

n (ϕ) − N0

⎤
⎥⎦ − bR − bL − aψ, (4)

where N0 stands for the entire number of individuals. Eq. (4) can also be derived
from the apparently different approach, that is, from Rashevsky’s neurological
scheme [9]. Our way of obtaining this equation may be regarded as the socio-
logical perspective, whereas Rashevsky’s way is the psychological perspective,
which is more difficult to comprehend but provides the founded meaning of the
parameters.

The initial condition for ordinary differential Eq. (4) is

∞∫

−ψ(0)

n (ϕ) dϕ = R (0) .
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Clearly, this model oversimplifies the process in many ways. It makes no con-
sideration of homophily, and all individuals are supposed to be equally exposed
to the media. Therefore, in the next section, we develop a more comprehensive
model that abandons these two oversimplifications.

4 Workhorse Model and the Findings

Our workhorse model has the following form (which is a generalization of the
basic model (4)):

dψ1

dt
= C

⎡
⎢⎣γ

⎛
⎜⎝2

∞∫

−ψ1

n1 (ϕ) − N1

⎞
⎟⎠ + (1 − γ)

⎛
⎜⎝2

∞∫

−ψ2

n2 (ϕ) − N2

⎞
⎟⎠

⎤
⎥⎦

+ (bR1 − bL1) − aψ1,

(5)

dψ2

dt
= C

⎡
⎢⎣(1 − γ)

⎛
⎜⎝2

∞∫

−ψ1

n1 (ϕ) − N1

⎞
⎟⎠ + γ

⎛
⎜⎝2

∞∫

−ψ2

n2 (ϕ) − N2

⎞
⎟⎠

⎤
⎥⎦

+ (bR2 − bL2) − aψ2.

(6)

Here, the population comprises two groups; γ is homophily. For example, γ = 1
means each individual only communicates with members of their own group,
and γ = 0.5 refers to the situation in which individuals have no preferences in
communication. The indices 1 and 2 refer to the groups. For example, bR1 is
the intensity of Party R’s propaganda in the first group. The distributions of
attitudes n1 (ϕ), n2 (ϕ) are Cauchy distributions

fi (ψ) = Ni (πσ [1 + (ψ − ψi) /σ])−1 (7)

with location parameters ψ1 = −p, ψ2 = p (here, we introduce polarization
p ≥ 0). Thus, the first group is generally predisposed towards Party L and the
second group is predisposed towards Party R.

The numbers of party supporters in each group is given by formulae analogous
to (1), (2); for example,

R1 (ψ1 (t)) =

∞∫

−ψ1(t)

n1 (ϕ) dϕ (8)

is the number of supporters of Party R in the first group.
We studied the model analytically and numerically (by solving Eqs. (5), (6)

with a variety of parameters) and obtained some findings that are not exactly
counterintuitive but could hardly be assumed without resorting to mathematical
modeling.

Analytical consideration shows that system (5), (6) can have 1 to 9 equi-
librium points, depending on the number of intersections of the N -shaped and
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S-shaped curves on the plane (ψ1, ψ2). Figure 1 relates to the most complex case
of 9 fixed points. Here the central point is an unstable node, four points at the
corners are stable nodes, and the remaining four points are saddles.

Fig. 1. One of the possible cases of the phase portrait of system (5), (6)

Each stable equilibrium point relates to certain values of ψ1 (t → ∞),
ψ2 (t → ∞) and therefore to certain values of Ri (t → ∞), Li (t → ∞), i = 1, 2.
For example, for the upper right stable node we have ψ1 > 0, ψ2 > 0. Therefore
R1 (t) > L1 (t), R2 (t) > L2 (t) is at t → ∞, i.e. the Right party gets the majority
in both groups. In this case, there is a small echo chamber comprising scanty
supporters of the Left party from both groups.

Considering the lower right stable node in Fig. 1, we obtain a situation in
which the Left party gets the majority in the first group (because ψ1 < 0),
and the Right party’s majority in the second group is not so strong as in the
previous case (because the lower right stable node is slightly to the left of the
upper right stable node). If the groups are equal in size, each of the parties enjoys
the support of approximately one-half of the population. However, if the second
group is relatively small, then the majority of the population supports the Left
party while there is an echo chamber constituted by the supporters of the Right
party. This relatively small part of the population comprises the minority of the
first group and the majority of the second group.

The remaining two stable nodes can be analyzed in the same way. Which one
of the four equilibrium points is to be reached as t → ∞, depends on the initial
condition to system (5), (6).

Furthermore, a massive number of numerical experiments have been con-
ducted by varying polarization p, homophily γ, and selectiveness of exposure
(bR1 −bL1 in comparison to bR2−bL2). The cases were considered not only when
all three factors were present (γ > 1/2, bR1 − bL1 �= bR2 − bL2) but also when
only one or two of them were present.

Our findings do not contradict the intuition regarding the idea that greater
values of these factors facilitate the formation of echo chambers. Nonetheless,
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these findings depict a more complicated picture. We often saw in our exper-
iments that a fixed set of parameters allows for two possibilities: a smaller or
larger echo chamber may occur based on the initial condition (or, what is approx-
imately the same for practical purposes, on the parties’ preparations for battle).

For example, take N1 = 8, N2 = 2, σ = 1, a = 0.8, C = 1, bR1 − bL1 = −0.4,
bR2−bL2 = 0.65, p = 0. In other words, the groups are not polarized in attitudes;
the first group tends to be exposed to the left-wing media and the second group
tends to be exposed to the right-wing media. However, the first group is four
times larger, and the intra-group communication is nine times more active than
the communication between the groups. This weak inter-group communication
makes us think that the first group would go to the Left party and the second
group would go to the Right party. However, computations reveal that it is not so
simple. In fact, there are two possibilities. One is that the Right party captures
3.5% of the first group and 18.3% of the second group, i.e., 6.5% of the whole
population (a smaller echo chamber). The second possibility is that the Right
party obtains 3.6% of the first group and 75.5% of the second group, i.e., 18.0%
of the whole population (a large echo chamber). The formation of either of the
two possible echo-chambers depends on the initial condition. Obviously, in a
given real-life scenario, it would not be possible for the parameters of the model
to be estimated very accurately. Nevertheless, this situation of two possible echo
chambers must occur quite often in real life since, in the model, it appears under
a wide variety of parameters.

The initial conditions (apparently, rare in real life) are also important in
situations where the population’s attitude is asymmetric in favor of, say, the
Right party, but the initial condition is strongly favorable for the Left party.
Sometimes, the initial condition is more powerful than the attitude, and vice
versa.

There are also some less important findings. For example, if p and/or γ are
great enough, there is only one stable stationary solution to the system (5), (6).
In other words, in a highly polarized or separated society, a short-term boost in
media propaganda would not result in any long-term outcome.
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