
Movement Identification in EMG Signals
Using Machine Learning: A Comparative

Study

Laura Lasso-Arciniegas1(B), Andres Viveros-Melo1, José A. Salazar-Castro1,2,
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Abstract. The analysis of electromyographic (EMG) signals enables the
development of important technologies for industry and medical environ-
ments, due mainly to the design of EMG-based human-computer inter-
faces. There exists a wide range of applications encompassing: Wireless-
computer controlling, rehabilitation, wheelchair guiding, and among oth-
ers. The semantic interpretation of EMG analysis is typically conducted
by machine learning algorithms, and mainly involves stages for signal
characterization and classification. This work presents a methodology
for comparing a set of state-of-the-art approaches of EMG signal char-
acterization and classification within a movement identification frame-
work. We compare the performance of three classifiers (KNN, Parzen-
density-based classifier and ANN) using spectral (Wavelets) and time-
domain-based (statistical and morphological descriptors) features. Also,
a methodology for movement selection is proposed. Results are compara-
ble with those reported in literature, reaching classification performance
of (90.89± 1.12)% (KNN), (93.92± 0.34)% (ANN) and 91.09± 0.93
(Parzen-density-based classifier) with 12 movements.
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1 Introduction

Nowadays, technologies for human-computer interfaces (HCIs) are being widely
used, as they are becoming indispensable for people life’s activities. Thanks to
the development of fields such as pattern identification, signal processing, among
others, there have been proposed different tools and systems to control a machine
through the use of signals, as it is the case of Electromyographic (EMG) sig-
nals. Some outstanding applications of EMG-based HCI are: Wireless-computer
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controlling through hand movement, wheelchair directing/guiding with finger
motions, and rehabilitation [1,2].

Once acquired and digitalized, and since being electrical-unidimensional-type
signals, the ECG signals are analyzed within a process mostly involving stages
for preprocessing, characterization, data representation, and classification [3]:
Firstly, preprocessing is aimed at filtering (removing artifacts and noisy infor-
mation) as well as adjusting the signal for subsequent tasks (some processing
procedures are sensitive to length or amplitude). Secondly, a characterization
task is performed for extracting descriptive features or attributes (especially is
required when using directly the amplitude values is unfeasible for length, infor-
mative, or computational cost reasons). Thirdly, to select or best represent the
afore obtained features in terms of separability, a data representation may be
used. Finally, the automatic classification process is applied over the data to
assign to relate the EMG signal with an instruction (for instance, a movement
in a HCI-based device). All these stages have addressed for some studies [4–6],
but a highly accurate system for EMG semantic interpretation is still a problem
to be solved.

Based on state-of-the-art techniques, this work proposes a methodology for
EMG signal characterization and classification techniques to identify movements.
In particular, the spectral features (wavelet coefficients, average frequency, peak
frequency, Curtosis, Shanon, Fischer asymmetry coefficient), temporal features
and statistics are used (Area under the curve, absolute mean value, effective
value, standard deviation, variance, median,Willison amplitude, Histogram, sim-
ple square integral entropy) [1,4,7–12]. The characterization of the signal, leaves
a matrix of large dimensions so it is necessary to make a dimension reduction.
Two processes are performed to achieve a good reduction in size, the first is the
selection of movements, proposed methodology of comparison between move-
ments, seeking for which have a greater differentiability and present a lower
error in their classification. The second process, is a selection of features, con-
sists of the calculation of contribution of each feature to the classification, is
carried out through the WEKA program and its RELIEF algorithm [13,14].
Finally, the performance comparison of three machine learning techniques, k-
nearest neighbors (KNN), Artificial neural network (ANN) and classifier based
on Parzen density. Each of the stages is developed and explained in depth in the
text.

The rest of this paper is structured as follows: Sect. 2 describes the stages of
the EMG signal classification procedure for movement identification purposes.
Section 3 presents the proposed experimental setup. Results and discussion are
gathered in Sect. 4. Finally, Conclusions and future work in Sect. 5.

2 Materials and Methods

This section describes the methodology used to carry out the comparative study
and identify a group of features that allows get a high performance of classifiers.
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Fig. 1. Block diagram of the proposed methodology

In general, our research contains the following stages: preprocessing, segmenta-
tion, characterization, dimension reduction and finally classifiers as shown in the
explaining block diagram from Fig. 1.

2.1 Database

For this research, we considered the database that is available Ninaweb repos-
itory from Ninapro project [7]. The Ninapro project describes the acquisition
protocol and the subjects involved in the data acquisition. The muscle activity
is recorded by 10 double differential electrodes, 8 electrodes are located uni-
formly around the forearm using an elastic band, at a constant distance, just
below the elbow. In turn, two additional electrodes are placed in the long flexor
and extensor of the forearm. The hand position is taken by a Dataglove and an
inclinometer. The sample rate used is for 100 Hz and amplification factor is for
14000.

The Ninapro database include the electromyographic activity of upper-limb of
27 healthy people executing 52 movements, which are divided as: 12 movements
of fingers, 8 isometric and isotonic configurations of the hand, 9 wrist movements
and 23 functional grip movements [4].

2.2 Stages of System

Pre-processing. EMG signals can be affected by several factors, like Extrinsic and
Intrinsic factors and others [15]. For the above, amplitude and frequency features
are also affected, so it is necessary to compensate the effect of these factors with
some procedure, in this research we applied a normalization and segmentation
procedure. The normalization was applied to each electrode, we toke an electrode
and found the maximum value of the signal of this electrode, finally the whole
signal is divided with this maximum value. The Ninapro database contains a tag
vector, which we used for segmentation procedure. The tag vector lets identify
when the patient was doing a movement, in addition what kind of movement.
So this vector facilitating the trimming of the signals.

Characterization. The matrix of features is organized in the following way: In
each row, the data corresponding to patient n is placed, which is performing a
movement w and a repetition k and so on. For columns, a bibliographic review
is made, obtaining 45 different features for the EMG signals, which are applied
to each of the 10 electrodes. As mentioned above, the feature matrix has a size
of 14040 per 450. This matrix is organized as shown forward in the next matrix.
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X = [xi,j ] =

⎛
⎜⎜⎜⎝

x1,1 x1,2 . . . x1,d

x2,1 x2,2 . . . x2,d

...
...

. . .
...

xM,1 xM,2 . . . xM,d

⎞
⎟⎟⎟⎠

where X ∈ R
M×d is the matrix of features, M is the number of samples =

14040 corresponding to 270 repetitions k × 52 classes w. d is the total number
of features = 450 corresponding to 45 attributes × 10 electrodes.

Among the features, there are two types, temporal and spectral features. For
a better understanding, each one of them is explained below.

– Temporal features: Are the variables, which are in the time domain and quan-
tified each T seconds of time. The features used are: Area under the curve,
Mean absolute value, Root mean square value, Variance of EMG, Entropy,
Simple square integral, Histogram, Willison Amplitude, Waveform length
[1,9,10,12,16]

– Spectral features: It give us, the time-frequency representation of a signal
where we can obtain a more complete description of the physical phenomenon.
The most common techniques used in the extraction of spectral are Curtosis,
Shanon, Fischer asymmetry coefficient, Peak frequency, Average frequency,
Modified Average Frequency, Wavelet transform [5,8,10,11,16].

Movements Selection. Many movements can hinder the classification problem,
so it is necessary to identify the largest number of classes, which can be classi-
fied without problems. By virtue of the above, we suggest a criterion based on
the Euclidean distance (ED) and the standard deviation (SD). From the char-
acteristics matrix its calculated the centroid c of the points cloud (PC) for each
movement, as the mean value of the repetitions k, belonging to each yth class.
Euclidean Distance of each class its calculated as the root of square differences
between co-ordinates of a pair of centroids.

Euclidean distance between centroids allows evaluate how much far away
are the classes, and the standard deviation says what so compact is a points
cloud. To improve the performance of the classify its necessary that PC of each
movement be far away and as compacts as possible. So a parameter that allows
to evaluate these two features between two different classes is defined as:

P (y1, y2) =
ED(c1, c2)
SD1 + SD2

, (1)

where ED(c1, c2) is the euclidean distance between the centroids of the class 1
(y1) and class 2 (y2), SD1 and SD2 are the standard deviation of classes 1 and
2. SD must be inversely proportional to parameter in order to maximize P and
improve the classification process. The movements for which the parameter P is
greater are selected.

The movements that present the best separability are: contraction and exten-
sion of middle and ring fingers, wrist contraction and extension, writing tripod
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grasp, tip pinch grasp, lateral grasp, power disc grasp and turn a screw. Several
of these movements have great activity of the flexor digitorum superficials and
of the extensor digitorum superficials.

Features Selection. A subset of the original data set is taken, to obtain this subset
the Relief algorithm is used. Relief calculates a feature weight for each feature
which can then be applied to rank and select top scoring features. RELIEF
detects the interactions between attributes to determine those that are most
relevant and those that work well in groups.

To select a suitable number of characteristics to train the classifiers, a test
is carried out with the KNN classifier. We evaluated the performance of the
classifier, varying the number of characteristics. From this test, it can be seen in
Fig. 2, that 20 characteristics are enough to obtain a good performance. This 20
features are used for the next step, the comparison of each classifiers.

Fig. 2. Results of the selection of features, as the average error varies according to the
number of features.

2.3 Classification

With the new feature matrix, the classification of these movements is carried
out with the following techniques [1,6,8,17,18].

1. K-nearest neighbors (KNN): It’s a method of non-parametric supervised clas-
sification, which utilizes a distance measure relative to the k-closest neighbors
of a point to assign a class to a given data record. The number of the nearest
neighbors is optimized with respect to the leave-one-out error on training set.

2. Artificial neural network (ANN): This heuristic classification technique emu-
lates the behavior of a biological brain through a large number of artificial
neurons that connect and they are activated by means of functions. The neu-
rons are distributed in hidden layers, in this work a neural network is trained
with a back-propagation algorithm with a hidden layer with 10 neurons. The
weight initialization consists of setting all weights to be zero. Sigmoidal func-
tions are used in the output. The dataset is used for training, validation
and test.



Movement Identification in EMG Signals 373

3. Parzen-density-based classifier: This probabilistic-based classification method
requires a smoothing parameter for the Gaussian distribution computation,
which is optimized.

3 Experimental Setup

To carry out the different experiments of this stage, we used the toolbox of
Matlab called PrTools. This toolbox has all necessary functions as classifiers and
performance indicators. From the reduced feature matrix, we obtain two sets in
a random way, each group is balanced in the number of samples. Classifiers are
trained with 75% of the data and validated with the remaining 25%.

To ensure the repeatability of the experiment, and that the results do not
depend on a specific data group, the tests are repeated 30 times with the three
classifiers. In each test the percentage of performance is obtained and at the end
of the 30 repetitions an average of the tests is obtained. The results of each test
are reported in the next section.

4 Results and Discussion

Based on the tests carried out and the performance results recorded in Fig. 3
it is clear that the ANN present a better performance than KNN and Parzen.
Nevertheless all classifiers have error percentage under 10%. The performance of
ANN is 93.92%, KNN is 90.89% and PARZEN is 91.09% using 20 features.

Figure 3 also reveals a greater uniformity of the ANN than KNN and Parzen
classifiers in each of the tests, giving a standard deviation of 1.12% for KNN,
0.93% for Parzen-density-based classifier and 0.35% for the neural network. This
results are comparable to [1], where with back-propagation neural networks a
98.21% performance was obtained but classifying only 5 movements what limits
the control options. In [17] the results of pattern recognition EMG signal using
wavelet transform and Artificial Neural Network (ANN) classification has an
accuracy rate of 77.5% identifying 8 movements. For this reason it is emphasized
that an adequate search of EMG signal characteristics in combination with the
appropriate selection of movements allows obtaining a good performance of the
ANN classifier. The recognition rates were 84.9% for the KNN in [19] where five
wrist movements were classified. It is considerable that this result is due to the
appropriate selection of movements based on Euclidean Distance criteria, also
used by the KNN classifier.

The process of selection of attributes showed that the most relevant features
were: Maximum concentration of histogram, standard deviation, Willison ampli-
tude, modified average frequency, entropy of the signal in the time domain and
entropy of the first level of decomposition of the wavelet transform. Most of the
relevant information is concentrated in 4 electrodes, corresponding to the flexor
and extensor muscles of the forearm.
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Fig. 3. Performance of the classifiers. In the following order, ANN, KNN and Parzen.

5 Conclusions and Future Work

This work presents a evaluation of different features of signal analysis, a dimen-
sion reduction method and a criterion to evaluate separability of classes. With
the aim to improve movements classification with EMG signals. Experimentally
we prove that the with the selected movements and the features used it is pos-
sible to implement a human - machine control interface with good performance.
On the other hand a set of features that help in the movement recognition of
upper limb is proposed. We identify 12 movements that with the characteristics
described in Sect. 2 present a greater separability, it was also possible to identify
the muscles that have the most intervention on these movements.

As a future work, we will explore the possibility to apply this knowledge in
a prosthesis prototype with own signals of EMG.
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