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Preface

The first edition of the International Conference on Intelligent Computing and
Optimization (ICO 2018) will be held during October 4-5, 2018, at Hard Rock
Hotel Pattaya in Pattaya, Thailand. The objective of the international conference is
to bring together the global research scholars, experts, and scientists in the research
areas of Intelligent Computing and Optimization from all over the world to share
their knowledge and experiences on the current research achievements in these
fields. This conference provides a golden opportunity for global research commu-
nity to interact and share their novel research results, findings, and innovative
discoveries among their colleagues and friends. The proceedings of ICO 2018 is
published by Springer (Advances in Intelligent Systems and Computing) and
indexed by DBLP, EI, Google Scholar, Scopus, and Thomson ISI.

For this edition, the conference proceedings covered the innovative, original, and
creative research areas of sustainability, smart cities, meta-heuristics optimization,
cyber security, block chain, big data analytics, IoTs, renewable energy, artificial
intelligence, power systems, reliability, and simulation. The authors are very
enthusiastic to present the final presentation at the conference venue of Hard Rock
Hotel in Pattaya, Thailand. The organizing committee would like to sincerely thank
all the authors and the reviewers for their wonderful contribution for this confer-
ence. The best and high-quality papers have been selected and reviewed by
International Program Committee in order to publish in Advances in Intelligent
System and Computing by Springer.

ICO 2018 will be an eye-opener for the research scholars across the planet in the
research areas of innovative computing and novel optimization techniques and with
the cutting-edge methodologies. This conference could not have been organized
without the strong support and help from the staff members of Hard Rock Hotel
Pattaya, Springer, Click Internet Traffic Sdn Bhd, and the organizing committee of
ICO 2018. We would like to sincerely thank Prof. Igor Litvinchev (Nuevo Leon
State University (UANL), Mexico), Prof. Nikolai Voropai (Energy Systems
Institute SB RAS, Russia), and Waraporn Nimitsuphachaisin (Hard Rock Hotel
Pattaya) for their great help and support in organizing the conference.



vi Preface

We also appreciate the fruitful guidance and support from Prof. Gerhard
Wilhelm Weber (Poznan University of Technology, Poland; Middle East Technical
University, Turkey), Prof. Rustem Popa (“Dunarea de Jos” University in Galati,
Romania), Prof. Valeriy Kharchenko (Federal Scientific Agroengineering
Center VIM, Russia), Dr. Wonsiri Punurai (Mahidol University), Prof. Milun Babic
(University of Kragujevac, Serbia), Prof. Ivan Zelinka (VSB-TU Ostrava, Czech
Republic), Dr. Jose Antonio Marmolejo (Universidad Anahuac Mexico Norte,
Mexico), Prof. Gilberto Perez Lechuga (University of Autonomous of Hidalgo
State, Mexico), Prof. Ugo Fiore (Federico II University, Italy), Prof. Weerakorn
Ongsakul (Asian Institute of Technology, Thailand), Prof. Rui Miguel Silva
(Portugal), Mr. Sattawat Yamcharoew (Sparrow Energy Corporation, Thailand),
Mr. K. C. Choo (CO2 Networks, Malaysia), and Dr. Vinh T. Le (Ton Duc Thang
University, Vietnam).

Our book of proceedings provides a premium reference to graduate and post-
graduate students, decision makers, and investigators in private domains, univer-
sities, traditional and emerging industries, governmental and non-governmental
organizations, in the fields of various operational research, Al, geo- and earth
sciences, engineering, management, business, and finance, where ever one has to
represent and solve uncertainty-affected practical and real-world problems. In the
forthcoming times, mathematicians, statisticians, computer scientists, game theo-
rists and economists, physicist, chemists, representatives of civil, electrical, and
electronic engineering, but also biologists, scientists on natural resources, neuro-
scientists, social scientists, and representatives of the humanities, are warmly
welcome to enter into this discourse and join the collaboration for reaching even
more advanced and sustainable solutions. It is well understood that predictability in
uncertain environments is a core request and an issue in all fields of engineering,
science, and management. In this regard, this proceedings book is following a quite
new perspective; eventually, it has the promise to become very significant in both
academia and practice and very important for mankind!

Finally, we would like to sincerely thank Dr. Thomas Ditzinger, Dr. Almas
Schimmel, and Ms. Parvathi Krishnan of Springer for the wonderful help and
support in publishing ICO 2018 conference proceedings in Advances in Intelligent
Systems and Computing.

October 2018 Pandian Vasant
Gerhard-Wilhem Weber
Ivan Zelinka
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A System for Monitoring the Number
and Duration of Power Outages and Power
Quality in 0.38 kV Electrical Networks

Alexander Vinogradovl, Vadim Bolshevl(%), Alina Vinogradoval,
Tatyana Kudinovaz, Maksim Borodinz, Anastasya Selesnevaz,
and Nikolay Sorokin?

! Federal Scientific Agroengineering Centre VIM, 1-St Institutsky Proezd, 5,
109428 Moscow, Russia
{winaleksandr,alinawin}@rambler. ru,
vadimbolshev@gmail. com
2 Orel State Agrarian University named after N.V. Parakhin, General Rodin Str.,
69, 302019 Orel, Russia
{t.kudinova77, anastasiya. selezneva.1995}@mail. ru,
maksimka-borodin@yandex. ru, sorokinnc@rambler. ru

Abstract. The proposed system for monitoring number and duration of power
outages and power quality in 0.38 kV power networks makes it possible to
shorten the power supply restoration time by approximately one hour by
reducing the time for obtaining information about the damage and by approx-
imately one hour by the reduction of the time for determining the location and
type of damage. Besides, the effect can also be obtained by minimizing power
quality inconsistency time with the standardized values. The sensors of the
monitoring system are proposed to be located at customer inputs or at several
network points, for example, at the beginning, in the middle or at the end of the
power network as well as at the transformer substation bus bars.

Keywords: Power supply reliability + Power quality
Monitoring power supply reliability - Monitoring power quality
Power supply restoration time

1 Introduction

The power supply system efficiency can be assessed by the indices of power supply
reliability and power quality. The methods and means for improving power supply
reliability and power quality (PQ) [1, 2] are considered in publications of different
authors. As such measures the use of the technical condition monitoring of transmis-
sion lines and network equipment operating modes are considered, which makes it
possible to identify and prevent the causes of failures in the networks [3-5]. Much
attention is paid to the development of technical and economic mechanisms to stim-
ulate consumers and electric grid companies to increase power quality parameters [6].
The works of both Russian and foreign researchers are devoted to this subject [7-16].

© Springer Nature Switzerland AG 2019
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2 Materials and Methods

Structure analysis of power supply restoration time after network failures made it
possible [17, 18] to determine it by the formula:

rest. = tinf.th + tinjlrec. + tre[L + Tharmonize (1)

where f;,r o1, 1s the time of infornation obtaining, h.; #;s .. is the time for information
recognizing, h.; #,, is the time for repairing damage, h.; #yumonize 1S the time to
harmonize connection and disconnection, h.

The power supply restoration time can be reduced significantly by the implemen-
tation of a monitoring systems that controls the power outages and the voltage devi-
ation and automatically informs the dispatcher about the outages on specific network
sections.

The damage from power supply outages of consumers depends on the duration of
power outage in a network supplying consumers and the type of disconnected con-
sumers [19, 20]. The causes of outages may be wire breaks in any part of the power
lines, short circuits in the line, a power failure on the 10 kV side etc. Depending on the
cause, outages can occur either for all consumers connected to the network under
consideration, or for a part of consumers, for example, when a wire breaks. The more
sensors of outages and voltage deviations the monitoring system has, the more infor-
mative it is, the more situations in the monitored network can be recognized. The most
rational option is the installation of the sensors at the input of each consumer. But this
variant of sensor placement can lead to a rise in the cost of a system, therefore, in case
of insufficient budget the sensors can be installed in several points of the network, for
example at the beginning, in the middle and at the end of the transmission line as well
as on the buses of the transformer substation. This will allow having the information
about the status of the whole network and monitoring the main network parameters on
its different section.

In works [6, 21] it was justified that the sensors for monitoring power quality
indices were worth to install at customer inputs as well as the sensors of power supply
reliability. It is proposed to control the parameters of power quality using information
obtained from these sensors. The combination of monitoring of power supply outages
and power quality indices along with the automated measuring and the electric power
fiscal (or technical) accounting is promising. Theoretically, such an opportunity exists.
At present, a rather wide range of metering devices equipped with means to monitor
power outages and power quality is produced. This is a series of MAYAK meters,
meters of signal frequency receivers equipped with the corresponding functions. But
practically these possibilities are not used. Firstly, this is due to the impossibility to
read and send the specified information remotely via AMISEPFA channels because
they are used only for power consumption data transmission. The information about
power outages in these meters are only stored in the meter archive. Secondly, the use of
meters equipped with all the necessary capabilities is quite expensive. They are several
times more expensive than meters transmitting data only about power consumption. In
addition, consumer energy meters send information about power outages occurring in
the internal consumer network without getting information about their reasons.
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Although power outages might be caused by switching off in the external network,

tripouting a switching device at the customer input or even the disconnection by the
customer for servicing the wiring.

3 Results

A variant of the sensor location scheme that allows taking into account number and
duration of power outages as well as the voltage deviation is shown in Fig. 1.

tn w1 Lonsumer Py DATON | —m|  EGLOT?

L]
scsi A A
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ovst | [ ovsu 0Rs
N6

Element memory 9

Fig. 1. Scheme of the device for monitoring number and duration of power outages and voltage
deviation level at the consumer inputs.

The sensor circuit (Fig. 1) contains the switching device SD 1, the voltage sensor
VS 2, the overvoltage sensor OVS 13, the undervoltage sensor UVS 14, the short-
circuit sensor SCS 4, the overload sensor OLS 5, the information processing unit IPU
10, the NOT 3 element, the NOT 7 element, the OR 6 element, the AND 8 element, the
element Memory 9, Data Acquisition and Transmission Device DATD 11, the data
from which are transferred to the the electric grid company dispatcher EGCD 12.

In the normal operation mode there is voltage in the power transmission line
supplying a consumer and there is no overload or short circuit in the internal network of
the consumer. Thus the signal is present at the output of the voltage sensor VS 2 and
there is no signal at the outputs of the elements SCS 4 and OLS 5. There is also no
signal from the outputs of the sensors OVS 13 and UVS 14. In this case, the output of
NOTY7 is signaled to one of the inputs of the AND 8 element, and there is no signal at
the outputs of the elements NOT 3, OR 6, AND 8, Memory 8, Memory 11. In this case,
the signal from the output of the voltage sensor VS 2 is sent to reset the element
Memory 9. The circuit does not start.

At the moment of failure in the transmission line, the voltage at the consumer input
disappears, that is, the signal from the output of the element VS 2 disappears.
Accordingly the signal appears at the output of NOT 3, which is fed to the input of the
AND 8 element. If there are no signals at the sensor outputs the short-circuit current of
the SCS 4 and the overload sensor OLS 5, the signal at the output of the NOT 7
element is present and fed to the second input of the AND 8 element. At both inputs
AND 8 there are signals, hence a signal will appear at its output, which will be
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memorized by the Memory 9 element and transmitted to the information processing
unit [IPU 10. The TPU 10 stores the fact of power outages and its duration. The
disconnection signal is transmitted via the DATD 11 to the electric grid company
dispatcher (EGCD 12). When the voltage in the transmission line is restored, the VS 2
sensor will detect its presence, the signal with VS 2 will “reset” the element Memory 9,
the circuit will return to its original state.

In case if a short-circuit current appears in the consumer’s internal network and
after its disappearing there is the voltage in the power line, the circuit will work as
follows. At the moment of the short-circuit current appearance at the output of the SCS
4 element there will be a signal which will be fed to the input of the OR 6 element and
from its output to the input of the NOT 7 element and also to the information pro-
cessing unit IPU 10. IPU 10 unit fixes the facts of the short-circuit current and over-
loads in the internal network of the consumer. At the output of the element NOT 7, the
signal during the period of the presence of short-circuit current will be absent. At the
same time the short-circuit current in the consumer network will cause a failure in the
input voltage. As a result, the signal will disappear at the output of the sensor VS 2 and
at the output of the element NOT 3 the signal appears that it will feed one of the inputs
of the element AND 8. But the signal at the AND 8 output will not appear because of
the signal absence at its second input. After the short-circuit current has disappeared
because of the switching device disconnection, the signal from the SCS 4 output will
disappear as well. The voltage level at the input will return, a signal will appear at the
output of the VS 2 and the signal at the output of the NOT 3 will disappear. The circuit
will not start. Thus in this operation mode the block IPU 10 will detect the fact of a
short circuit in the consumer network without switching off the input voltage.

In case if short circuit current occures in the internal network of the consumer and
there is non-selective tripping of the switch installed in the power line, the circuit will
work as follows. At the moment of the appearance of the short circuit current, at the
output of the element SCS 4 there will be a signal that will be fed to the input of the OR
6 element. A signal from the OR 6 element will be sent to the input of the element NOT
7 and to the information processing unit IPU 10. unit IPU 10 fixes the facts of short
circuit and overloading in the internal network of the consumer. At the output of the
element NOT 7 the signal during the period of the short-circuit current will be absent.
At the same time a short circuit in the consumer’s network will cause a voltage drop at
the input. As a result the signal will disappear at the output of the VS 2 sensor and will
appear at the output of the element NOT 3 and be fed to one of the inputs of the AND 8
element. Due to the absence of a signal at its second input during the short-circuit
current flow the element AND 8 will not work and the signal at its output will not
appear. Also, the signal will appear at the output of the UVS 14 element and will be fed
to the IPU 10. After the short-circuit current has disappeared due to the disconnection
of the switching device installed in the power line, the signal from the output of the
SCS 4 will disappear. But due to the nonselective disconnection of the switching
device in the line, the voltage at the consumer input will disappear as well. Therefore,
the signal at the output of the VS 2 will not appear and the signal at the output of the
NOT 3 will not disappear. Thus, signals will be fed to both inputs of AND 8§, and a
signal will appear at its output. This signal, memorized by the element Memory 9, will
be fed to the input of the block IPU 10. The fact and duration of the voltage outage at



A System for Monitoring the Number and Duration 5

the consumer input will be fixed by this unit. Also, in this operation mode the block
IPU 10 will detect a short circuit in the customer network. The information about these
facts will be stored in the IPU and will be transmitted through the DATD and the
corresponding data transmitting channel to the dispatcher.

If there is an overload in the internal network of the consumer and after its dis-
appearance the voltage in the transmission line does not disappear, the circuit will work
as follows. At the moment of the overload current appearance a signal will appear at the
output of the element OLS 5 which will be fed to the input of the element OR 6. From
the output of the element OR 6 the signal will come to the input of the element NOT 7
as well as to the information processing unit IPU 10, which fixes the facts of the short
circuit and overloads in the consumer internal network. During the presence of the
overload current the signal at the output of the element NOT 7 will be absent. At the
output of the sensor VS 2 the signal will not disappear, so a signal at the output of the
element NOT 3 will not appear. Because there is no signal on one of the inputs, the
element AND 8 will not work and there will be no the signal at its output. After a
consumer switching device get be disconnected the overload current will disappear and
the signal from the output of OLS 5 disappears as well. Thus, in this operation mode
the IPU 10 unit will record the fact of an overload in the consumer’s network without
switching off the input voltage.

The situation where there is the non-selective disconnection of a power line
switching device during an overload in the consumer network is generally analogous to
the situation of non-selective triggering of the switching device during a short circuit in
the consumer network The difference is that the input signal of the element OR 6 will
be fed from the sensor OLS 5 instead of the element SCS 4. In this case the block IPU
10 will fix a disconnection in the line as well as an overload in the consumer network.

Both the history of accounting number and duration of power outages and the facts
of short circuits and overloads in the consumer network are stored in the memory of
IPU 10 in the form of protocols; all these data can be transferred to the dispatching
office of the electric grid company.

In case of exceeding the voltage deviation level in one or another side of the
normalized value, a signal will appear at the output of the high-voltage sensors OVS 13
or the low-voltage sensors UVS 14, which will be transmitted to the IPU 10 and further
to the dispatching office of the electric grid company.

Thus, the supposed device supports automatic calculation of the amount of the
consumed power, accounting of the number and duration of power outages, monitoring
and recording of emergency situations in the consumer network along with and voltage
drops in the consumer electrical network. The information on the discrepancy of the
voltage deviation is sent to the block IPU 10 and transmitted by means of the data
transfer device via one of the channels (PLC, JPS, JPRS, Glonass, radio...) to the
electric grid company dispatcher (EGCD 12).

Using the devices mentioned above the system for monitoring number and duration
of power outages and the power quality in electrical networks of 0.38 kV can be
performed as follows. The sensors for monitoring power quality indices and sensors for
recording number and duration of power outages can be installed at the consumer
inputs (in the simplest case only the level of voltage deviation at the customer input can
be used as a monitored power quality index). Both types of sensors can be combined
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into one device (for example, a device for monitoring number and duration of power
outages and voltage deviation - DMNDCandVD).

The information from the DMNDCandVD goes to the data processing unit and is
transmitted by means of the data transfer device via one of the channels to the electric
grid company dispatcher (EGCD) (Fig. 2).

-l
il
-l

DATD

£600 .

DMNDCandvD
DMNDCandVD

4 i

i"mmmwj | i"m@mm | i"mmnm

@ l @MZ[ andvl

1
E"Hﬂﬂﬂ[ﬂﬂdﬂ] | i"mwmm | i"ﬂ/fﬂﬁ[ﬂﬂdw

Fig. 2. System for monitoring the quantuty and duration of power outages and the power quality
in 0.38 kV electrical networks

According to the Fig. 2 TS is a Transformer Substation; DMNDCandVD is the
Device for Monitoring Number and Duration of Power Outages and Voltage Deviation;
S1... Sn are Consumers; EGCD is the Electric Grid Company Dispatcher; DATD is the
Data Acquisition and Transmission Device.

The system works as follows. The information from the DMNDCandVD of each
consumer is collected in the DATD and sent to the EGCD. There on the basis of this
information a company dispatcher make decisions about the need for voltage regulation
or for sending a repair team. The DMNDCandVD is also installed at the TS and
connected to TS buses. This device monitors voltage deviation and voltage loss on the
TS buses. The information about this is transmitted to the EGCD by means of the
DATD. The DMNDCandVD installed on outgoing transmission lines from the TS
work similarly. They are connected after the automatic switches of outgoing trans-
mission lines and monitor voltage disappearance, voltage deviation at the beginning of
the transmission lines. If a power scheme do not has a back-up power and the moni-
toring task of voltage deviation is not required, the control of power outages can be
made cheaper by installing voltage monitoring devices on transformer substation buses
and on outgoing lines. In this case the voltage disappearance on the transmission line
shows electricity supply interruption for the consumers connected to it. The voltage
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disappearance on the transformer substation buses shows the power supply interruption
for all consumers connected to the TS. But this method is not acceptable if transmission
lines are equipped with means of automatic transfer switch, partitioning means and if it
is also necessary to control voltage deviation level at consumer inputs. Therefore, the
system version where all consumers inputs are equipped with the DMNDCandVD are
more justified since it is more functional and allows identifying some network modes
other ways cannot detect. For example, if a wire (of a phase) breaks in the area between
consumers S2 and S3, the signal from the DMNDCandVD installed at the consumer S3
will show the voltage failure presence and the DMNDCandVD installed at the con-
sumer S2 will indicate that the voltage is present. Thus, the system for monitoring
number and duration of power outages will find the place of the break.

4 Discussions

The economic efficiency of the system application can vary depending on the tasks
assigned to it. The system application of monitoring the number and duration of power
outages allows obtaining an economic effect mainly by reducing the power supply
restoration time. In this case the recovery time based on the analysis of works [18, 22]
can be shorten by approximately one hour by reducing the time for obtaining infor-
mation about the damage and by approximately one hour by the reduction of the time
for determining the location and type of damage. In total, the recovery time can be
reduced by approximately 2 h. In determining the effect it is also necessary to take into
account the reliability indices of the network under discussion since they can be dif-
ferent depending on whether the cable or overhead lines which are used in either urban
or rural areas [2].

The effect of reducing the power supply restoration time can be determined as
follows. First, it is required to estimate the failure probability in the considered net-
works during a year. In papers [23, 24] there is literature data on the failure rate for
0.38 kV networks. According to them the failure intensity for 0.38 kV power networks
is 2.7 failures per 100 km during a year, for power transformers is 3.5 failures per
100 km during a year, for the 10 kV overhead lines is 35.9 failures per 100 km during
a year.

For 0.38 kV overhead lines with a length Lo, and failure rate of 2.7 failures per
100 km during a year the probable number of failures per year is determined as follows:

2.7 x L
Nor = # failures per year. (2)

For power transformers with number n,, and failure rate 3,5 failures per 100 km
during a year the probable number of failures per year is determined as follows:

35
Nrg = % failures per year. (3)
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The failures number per year for other network elements can be determined
similarly.

The next step is to determine the electricity shortage per year for a given number of
failures for power supply system elements.

The power undersupply is determined by the formula:

Wundersupply =N X Tav X Prat (4)

where P,, - rated power of the load connected to the faulty equipment; T,, - the
average power supply restoration time, which according to [13] is equal to 5.86 h.
The reduction of power undersupply is defined as follows:

Wr‘ed. = Wundersupply - Wundersupply.l. (5)

where W, gersuppiy1. — power undersupply when implementing a monitoring system.

In the above sequence, it is possible to assess the economic damage caused by the
power undersupply to consumers during power outages.

If there is voltage deviation monitoring, the effect of reducing the power supply
restoration time will be added by a number of effects achieved by observing network
voltage regime, which does not deviate beyond the normative values. The calculation
of this effect is described in [25] in detail.

5 Conclusions

1. It is possible to increase power supply system efficiency by monitoring number and
duration of power outages and power quality in 0.38 kV electrical networks. The
proposed system for monitoring number and duration of power outages and power
quality makes it possible to shorten the power supply restoration time and to obtain
the necessary data on network operating modes and network failures.

2. The sensors for monitoring power outages and power quality are proposed to be
located at the consumer inputs or at several network points, for example at the
beginning, in the middle and at the end of transmission lines as well as on trans-
former substation buses. It makes it possible to expand the system informativeness
and the possibilities of using it to diagnose failures in a controlled network.

3. Economic efficiency of the system is achieved mainly by reducing the power supply
restoration time. The power supply restoration time can be reduced by approxi-
mately 1 h by reducing the time for obtaining information about the damage and
approximately 1 h by reducing the time for determining the location and the type of
damage. Thus, the recovery time on average can be reduced by 2 h. Besides, the
effect can also be obtained by minimizing power quality inconsistency time with the
standardized values.
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Abstract. Offshore platforms are large structures consisting of a
large number of components of various types. Thus a variety of
methods are usually necessary to assess the structural reliability of
these structures, ranging from Finite-Elements-methods to Monte-Carlo-
Simulations. However, often reliability information is only available for
the members and not for the overall, complex, system. The recently intro-
duced survival signature provides a way to separate the structural analy-
sis from the behaviour of the individual members. Thus it is then possible
to use structural reliability methods to obtain information about how the
failure of several constituent members of the offshore platform leads to
overall system failure. This way it is possible to separate the structural
from time-dependent information, allowing flexible and computationally
efficient computation of reliability predictions.

Keywords: Structural reliability - Offshore platforms
Survival signature - System reliability

1 Introduction

Offshore jacket platforms are generally used for oil and gas production in shal-
low and intermediate water depths. Adequate performance of the platforms is
ensured by designing for a service life. However, a large numbers of these steel
structures are operating exceeded their design life due to high cost of replace-
ment. Consequently, the safety of these offshore platforms creates strong reasons
to develop effective methods for the reliability assessment.

For large offshore structures, reliability measures usually concern the struc-
tural reliability under the impact of external influences such as fatigue, and cor-
rosion environment. As structural reliability concerns the behavior of an object
under physical conditions, a safety assessment should prove that the risk of
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structural failure is acceptable. The standard methods give some indications,
such as design code, reserve strength ratio, and a probabilistic value. Design
codes are claimed to be very conservative, as more knowledge of the structure is
gained through some years after design thereby leading to more accurate anal-
ysis results. Methods based on reserve strength ratio can provide insight into
the reserve strength of a structure [12]. The reserve strength ratio (RSR) can
be obtained from the ratio of ultimate load capacity of the structure divided
by the 100 year design load. But it will not cover possible failure modes that
could happen to the structure as it provides information regarding the global
failure phenomenon as well. Structural reliability methods typically account for
the capacity versus loading, particularly deal with uncertainties of structural
loads and their effects as well as resistance [14].

Reliability theories basically developed from the concepts of uncertainties
(wind, wave and earthquake). An incremental loading approach till the ulti-
mate capacity was conducted for structural reliability is delineated. However,
the structural reliability methods are not sufficient measures as they are not
consistent with the derivation of the reliability target levels. This is because the
reliability assessments deliberates the reliability considering the intensity of envi-
ronmental conditions (Loads, Corrosion) but not give enough information over
time rather these provide information over fixed time. To reduce risk, a better
approach is to consider all functional parts of the structure, if present (facili-
ties on offshore platforms, the connections between platforms, pipes, dominant
failure modes etc.), exploring patterns and inter-relationships within subsystems
and seeing undesired events as the products of the working of the system. Some
conventional tools have been used including Failure Tree Analysis (FTA) [11],
Failure Mode and Effects Analysis (FMEA) [9], recently, researchers are pay-
ing more attention to the statistical techniques. For instance, grey correlation
analysis [2], Bayesian Probability [19], Neural network [21], Fuzzy logic evalu-
ation [8,20] and survival signature computing [4] have been applied to the risk
assessments in engineering and related fields.

The aim of this paper is to contribute to offshore reliability assessment by
using the recently developed survival signature formalism [4]. With this formal-
ism it is possible to predict the reliability of a complex system (as, in this case,
an offshore platform) from knowledge about the individual constituents (the
platform members). With this, it is possible to divide the reliability assessment
into two individual steps. Firstly the system structural system is analysed. This
is achieved through finding the combinations of failing members that lead to
total failure of the whole offshore platform. Secondly, the information about the
members’ reliability over time is multiplied with the corresponding entries of the
survival signature to predict the overall reliability.
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2 The Survival Signature

2.1 System Reliability Applying the Survival Signature

The state of a any system set together of m independent and different compo-
nents can be represented by a state vector z € {0,1}"" with x; = 0 denoting a
dysfunctional and x; = 1 a functional component i.

The global structure function ¢ : {0,1}" — {0,1} contains information
whether the system is in a working state (¢ = 1) or not (¢ = 0 ) for any possible
x. Usually the observed systems are restricted to coherent systems. This refers to
systems with ¢ not decreasing in any dimension of z. This assumption is sound
as most common systems are not becoming dysfunctional while gaining more
functional components. Two additional assumptions are ¢(0) = 0 and ¢(1) = 1.
These are intuitive, yet not necessary. However, in this paper the monotonicity
of the system is assumed and thus these two conditions and the coherency of the
system are assumed as well.

For more complex systems, every component belongs to one of K different
types, while each set of components of type k € {1,2,..., K} consists of my
elements and the sum of all m; equals the number of components 25:1 =m.
The amount of functional components of type k present in the system are denoted
as li. This leads to (ifk) possible combinations of component type k under
the assumption of independent failure of all components. Then the set S(I) is
the collection of all state vectors that fulfil the condition that I = (I1,1s, ..., k)
components are working. The system’s survival signature @ is now defined as
the probability that the system is functional if exactly I components of type
k are functional [23]. The survival signature is an array of K dimensions with
my+1 entries in each dimension (including the case that none of the components
of that type function). For components with exchangeable random failure times
the survival signature is given by

X —1
@(11,12,..,11()_[ (ﬁk)] x Y o). (1)

The survival signature can be applied to the computation of the survival
function of the system: P(Ts > t). It provides the probability that a random
failure time T of the system follows a specific point in time ¢. This provides the
reliability of the system in time. Under the assumption of the failure times of the
components being independently and identically distributed (iid), with respect
to a known cumulative distribution function [15]. Fy(t), the survival function of
the system observed is found to be

mo my K
P(Ts>t)=>Y_ ..> |20 =[] (ﬂlf )Fk(t)mkzk - F@. @
=0 1x=0 k=1 \ 'k

Equations (1) and (2) indicate show that - for exact computation - many
different states need to be evaluated and that the size of the survival signature
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itself is growing multilinearly. However, for small- and medium-sized systems
the survival signature can be calculated exactly or by Monte Carlo Simulation
methods. The use of signature frameworks can be useful in several ways. It
seperates the information about the system in two subproblems to be solved. If
the system structure is unchanged, the survival signature stays the same even
if the behaviour of the components changes. Thus testing of components in
simulations is computationally efficient. Additionally, additions to the framework
can easily be done, for example in case of repairable systems [22] or in case of
components with multiple states [5].

2.2 Obtaining the Survival Signature from Structural Simulations

The calculation of the @ necessitate knowledge about the behaviour of the system
under failure of the components. Usually due to complexity, an explicit global
structure function is often not given. Instead, the states of the system can be
evaluated by various means, including reliability block diagrams and cut-sets,
binary decision diagrams, and failure tree analysis [17].

With reliability block diagrams, it is simple to visualize the behaviour of small
systems. However, the search of cut-sets in a block diagram is NP-hard and can
be very time consuming [18]. Binary decision diagrams can provide fast means
to calculate the survival signature once the decision diagram data structure is
available. However, the calculation of the decision diagram is also dependent on
finding the cut-sets of the system and can be, inherently, slow.

For structural reliability, one is usually concerned with the behaviour of a
structure under load. Thus the interaction of the various components is not
modelled in any way described above - instead, the structure is modelled and
analysed in frameworks of mechanical simulation methods (commonly, finite ele-
ments methods) concerned with the actual physical behaviour.

In this work, a bridge over this gap is presented. A large structure consists
of several, possibly redundant, components. This means that the system might
still be operational after the failure of some of the components. Thus, structural
simulation can show various failure modes of the system under load. If a struc-
tural simulation of the structure results in a failing component, the structure is
updated and the simulation started again. This is repeated until the simulation
results show that the structure is failing in total. All failed components until
this point are saved in a failure mode. By variation of the load parameters, all
components prone to failure are identified and several failure modes are identi-
fied. These failure modes can be used as cut-sets in computation of the survival
signature. Equation (1) can be evaluated using these cut-sets to compute the
values of ¢(x) for all z (exact computation) or a representative sample (Monte
Carlo Simulation). In this study, the Monte-Carlo approach was used as the
amount of combinations to be checked is of medium size. The largest amount of

combinations that is possible is for the entry placed directly in the middle of the

array ((3)3 . (i) = 1890). Thus a sample size of 2000 samples was used.
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3 Reliability of an Offshore Jacket Platform

3.1 Structural Model

The jacket platform is taken from [16]. The Jacket is designed for shallow water
depth of approximately 65.31m. It is a 4-legged jacket containing pile inside
the legs. The jacket is modeled as 2 x 2 square grid. The overall dimensions are
8 x 8 m at top elevation and 21.76 x 21.76 m at the mud line. The total height is
81 m. Two types of bracings are used named as horizontal bracings and vertical
bracings. The horizontal bracings are installed at five levels. The vertical bracings
are provided as single bracings till the bottom level. At the bottom level, it was
provided as K-bracings to impart more stiffness and reduce buckling. The jacket
support/foundation is modelled as fixed support system. The jacket is modelled
in SAP2000 as shown in Fig. 1. Member properties of the jacket are also taken
from [16]. The top mass of the oil and gas platform is simplified as a lumped
mass for the easiness finite element modelling. The total weight of the topside
is assumed as 1250 tons, which is equally applied over four legs where each leg,
is carrying 312.5 tons at the top nodes of the jacket structures platform.
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Fig. 1. (a) Three-dimensional model of the jacket (b) Grouping of the components

3.2 Generation of Failure Tress

Non-linear static (pushover) analysis is performed to understand the behaviour
of structure against lateral load pattern following the procedure of FEMA356
[6,9]. The behaviour of the force displacement curve can be observed from the
analysis as well. In this step, the structure is incrementally loaded over its yield-
ing capacity and to observe the ultimate load level. The failed elements are
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recorded up to the ultimate load level. Here the damage level is not considered
because the aim is to grasp the failure behaviour of members up to ultimate
load level. Here the term failure behaviour is defined as how the member fails
chronologically and which member is followed by another member. Load has
been applied along three different directions comprising of 0°, 90° and 45°. The
typical pushover curve is shown in Fig.2 which is adopted from FEMAS356 [6]
and the ultimate load level is the point ‘C’. The failure tree can be observed in
Fig. 3.
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Fig. 2. Non-linear force curve
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Fig. 3. Failure tree of the offshore platform under various loads

The tree is generated for three different load directions. For zero degree of
direction, the first damage is observed in member 26. After that, this member
is followed by members 31, 41, 30, 27, 38, and 49. When the damage initiates
in member 49, the load level reached the ultimate level. For 90° direction, the
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first damage can be noted in member 28. The other members are 38, 55, 32, 29,
44 and 50. In case of 45 degree loading direction, the first damage is detected in
3 members in parallel labelled as 31, 28 and 26. The reason behind this is that
the load is equally distributed over 2 orthogonal directions which caused three
members to fail at once.

3.3 CDF of Component Types

After the successful identification of the failure-prone members of the offshore
platform, it is necessary to choose proper cumulative distribution functions
(CDF) for the calculation of the survival function. In this study, the compo-
nents are the failure-prone members of the platform grouped in four different
types according to tube total diameter (d;) and wall thickness (7;). These groups
can be found in Table 1.

Table 1. Overview of the failure prone component types

Group | d; [m] | 7 [m] | o
3 0.013 | 0.406 | 1.000 | 0.895
4 0.010 | 0.356 | 0.769 | 0.805
9 0.013 | 0.550 | 1.000 | 1.000
10 0.019 |0.559 | 1.462 | 1.008

As many environmental factors influence each platform individually (cor-
rosion rates, ocean movement, fatigue, and usage of protection measurements
against these), in this study a general log-normal distribution is assumed. The
two form factors (mean p and standard deviation (o) are under strong influ-
ence of the environment and the individual situation the platform is modelled
or investigated in.

Thus, as a proof of concept, the mean time of failure and standard devia-
tion is assumed to be of unity for the component group 3. To properly scale the
other groups’ parameters, in first order approximation, the mean follows p; ~ 7
and o; ~ +/d;, respectively. In an applicated situation, the distribution of failure
times can be obtained in dependence of the individual situation. As corrosion is
one of the most important influences to offshore reliability, the corrosion rate can
be measured over time and compared with the thickness of the affected members
to estimate the probability that a member has corroded to an unstable state at a
given time. Additionally the corrosion can be modelled if precise measurements
and knowledge about the situation is available (e.g. salinity, pH value and corro-
sion countermeasures). Also the influence of fatigue can be taken into account.
In the most optimal case, a thorough study of the material behaviour can be
done on similar structures already present. The repair and maintenance rates
can be easily adopted to estimate values for the mean values of the failure times
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of a certain component type (standard deviation is then just a matter of how
the data spreads).

Measurements concerning the structural properties that relate to time-
dependent reliability are, as all measurements, to some degree imprecise. Addi-
tionally, many aspects of the temporal behaviour of the structural elements is
only known to a certain degree beforehand. Thus imprecision has to be taken in
account. To demonstrate imprecise probabilities in this case, the survival func-
tion can be computed by using an upper and lower bounds (F(t) and F . (t))
for the CDF together with the survival signature formalism [4]
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Fig. 4. Survival functions of the system

In this example, the highest and lowest value of p; was chosen to generate
upper and lower bounds for the CDF and thus to generate a bounding p-box
for the time-dependent reliability. The corresponding survival functions can be
found in Fig. 4. The survival functions not only show the expected behaviour in
reliability for the whole system, it becomes also clear that using only slightly
different probability distributions can have grave impact on the long term relia-
bility of the system.

4 Summary

This study shows that structural information can be obtained in order to apply
the survival signature formalism - which originates from system reliability - to
structural problems.
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With the introduced method, it was possible to identify the members of the
offshore structure whose failure leads to overall system failure. It becomes clear
that under load only a selected few of the components of the platform are relevant
to the failure modes of the platform. This reduces the amount of components
to be considered in the system reliability measurements and makes the analysis
using system reliability methods feasible. Originating from observations made
during the initial state of the system a reasonable prediction of the behaviour in
time can be made. For example, a maintenance cycle can be defined by setting a
certain value for the reliability: as soon as the reliability is less than the defined
value, maintenance has to occur.

However, individual temporal behaviour is highly dependent on the environ-
mental situation and has to be implemented carefully. The impact of imprecise
probabilities is to be taken into account properly in the future.
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Abstract. Cybercrime is not only a social ill but it does also pose a tremendous
threat to our virtual world of personal, corporate and national data security. The
recent global cyberattack of WannaCry ransomware has created an adverse
effect on worldwide financials, healthcare and educational sectors, highlighting
the poor state of cyber security and its failure. This growing class of cyber
attackers is gradually becoming one of the fundamental security concerns that
require immediate attention of security researchers. This paper explores why the
volume and severity of cyberattacks are far exceeding with the capabilities of
their mitigation techniques and how the preventive safety measures could reduce
the losses from cybercrime for such type of attacks in future. It further expresses
the need to have a better technological vision and stronger defenses, to change
the picture where human cognition might be the next big weapon as a security
assurance toolkit.

Keywords: Cybercrime - WannaCry ransomware - Human cognition
Cybersecurity - Cyberintrusions - Cyberattack

1 Introduction

Constant stream of news on cyber offences has contributed to a sense that cybercrime is
out of control, whether it is or not, but it knocks down the false sense of growing
security in the arena. Every year, millions of personal information are stolen or critical
data become unavailable by encryption [30]. It may not be wrong to say that today’s
cyber security challenge, in a nutshell, is crafting an impression that attackers are far
ahead of the defenders [25]. McAfee Net losses reports says that “Annual economy
grows from $2 trillion to $3 trillion and cybercrime costs US$375 billion to $575
billion to the global economy” extort 15%—-20% of the value [16]. Keeping a dollar cost
on cybercrime and cyber espionage becomes the headline, but the most obvious
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questions about its damage on victims are the loss of cyberspace [24]. The threat
landscape is dynamic and constantly adapting new methods of exploitations [27, 39].
The security measure usually gets exposed from time to time which make traditional
security measures insufficient to protect the digital assets. We studied the adapting
ransomware attack incidents; they are threatening the cyber security in an ongoing
fashion. Hence, we need to strengthen security with power of computation.

2 Background
Cybercrime is taking various forms to exploit financial, corporate, consumers credit

card or government agencies’ confidential information and usually gain attention when
millions of records are stolen by the hackers. The past attack trends show the

Table 1. Major Cyberattacks of the years

Dates Company Description of breach
May Microsoft A worldwide cyberattack by the WannaCry ransomware
2017 crypto worm, exploit Microsoft Windows & targeted the

computers running over Windows operating system, and
have encrypted the data of approx. 200,000 systems under
150 countries [6, 32], demanded ransom payments in the
Bitcoin cryptocurrency

Dec 2016 | Ukraine power grid | The spear-phishing emails hampered utility’s network and
malware caused denial of service attack, targeted number of
critical infrastructures even blackout the power plants

Sep 2016 | Yahoo Massive data breach exposed the records of 500 million
customer names, email addresses, phone numbers and even
their hashed passwords

April Philippine elections | The personal information of approximately 55 million
2016 voters’ data voters was made public by Lulzsec Pilipinas [7] from
(COMELEC) Philippine Commission on Elections

Feb 2016 | Hollywood Sensational security attacks against Hospital that was
Presbyterian compelled to pay a whopping $17,000 ransom to regain
Hospital access on the files locked by ransomware

July 2015 | Ashley Madison Through a bad MD5 hash implementation over 37 million
data breach customer records and their account’s passwords were made

vulnerable [12]

Feb 2015 | Anthem data breach | Millions of records compromised in a healthcare network
via attack on administrator password [27]

Dec 2014 | Yahoo The biggest data breach in history up to one billion user
accounts was compromised [27]

May EBay Massive data breach exposed records of site’s 233 million

2014 customers, including names, email addresses, physical

addresses, phone numbers and birthdates [14]

(continued)
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Table 1. (continued)

Dates Company Description of breach

Feb 2014 | Michaels stores Under a fraudulent activity hacker attacked on the data
security of Michael’s stores and exposing 2.6 million
records of U.S. payment cards that were used at Michaels
stores [2]

Jan 2014 | Neiman Marcus Hacker exposed 1.1 million records of customer cards

Dec 2013 | JPMorgan Chase Hackers directly attacked on banking giant’s network and
compromised the personal information of 465 thousand card
holders [24]

Nov/Dec | Target A highly specialized attack through a Malware stored on
2013 Target’s checkout registers that theft of data for approx.
40 million credit & debit card accounts and personal
information of up to 70 million customers [30]

exponentially rising impacts of cybercrimes in our real and digital world. Some of the
prominent attack incidences are imprinted in Table 1 depicts the growing confidence
and maturity of the complex cyberattacks, requires immediate attention.

There are various reasons for hackers to hack—better indigenous organizational
capabilities mean a greater return from hacking [16]. Attackers see low risk from
cybercrime, with ever increasing benefits as industrial, manufacturing, information
communication and research capabilities improve around the world [28, 31], their
returns on stealing data, IP or other critical resource will always increase [16].
Regardless of the reasons of attacks — corporate revenge extortion or simply malicious
hacker’s behavior — web services are at higher risk of critical data and financial losses
as well as damage of their global business reputation [24]. The cybercriminals produce
high returns at (relatively) low cost and low risk e.g. the ransomware attacks.

3 Study of Ransomware

The rise of ransomware cyberattack is not a new form of extortion — from its dormant
introduction three decades ago. It is a type of cybercrime extortion scheme formed from
ransom with software—prohibits users for accessing their critical resources until a
ransom is not paid [5]. Currently, ransomware attacks hinder system operation in three
ways: locker ransomware: by blocking accessing to the system; crypto ransomware:
by making data unusable by means of encryption algorithms; and by combining of
locker/crypto ransomware. The crypto ransomware can be most destructive typically
using strong encryption algorithms. The cybercriminals typically trap the users to
activate this malicious software through phishing email (HTML links or attachments),
they encrypt the critical data with a private key owned by attacker and demands money
from the users for the digital key to unlock and regain the access on their own data [6].
To escape from law enforcement, these cybercriminals use anonymous payment
methods usually in cryptocurrencies e.g. bitcoin [15].
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The rising usage of an untraceable digital cryptocurrencies, the swift money that can
be made in ransomware scams appears for the incensed innovation in the cybercrime
world. These cyberattackers have started representing ransomware-as-a-service model.
To wider the network they are providing customizable ransomware and easy-to-follow
instructions to nontechnical users. The increasing rate of return from attacks, is the
attacker’s incentives on the other hand defenders are lacking the incentive to do more, as
they are underestimate the risks that results the growing losses from cybercrime.
Attackers can buy software in the line of ransomware-as-a-service for collecting ransom,
that generally happens in crypto-currencies. The critical resources of profiled clients are
typical targets of ransomware attack. Also, they prepare the database of such type of
clients. Hence paying ransom sometime may prove to be invitation to further extortion.
Analyzing the data of previous attacks, we can summarize the types of ransomware.

3.1 Types of Ransomware

e BitCrypt is more refined ransomware act for the theft of cryptocurrency e.g.,
Bitcoin.

e Critroni or Curve-Tor-Bitcoin (CTB) locker ransomware uses the Tor network to
mask its C&C communications. e.g. CTB Torrent Locker adds CAPTCHA code
and redirection to a spoofed site and asks ransom in Bitcoins.

e CRIBIT malware extorts in the form of Bitcoins for unlocked files.

e Cryptorbit or CryptoDefense, malware not only encrypts database, web, Office,
video, images, scripts, text, and other non-binary files but also deletes backup files
to prevent restoration of encrypted files. It traps the system and demands money for
decryption. It can be easily spread as compared to other malwares via removable
drives hence eliminate the need of network connection or relying malware down-
loader to infect the systems.

e CryptoLocker Ransomware encrypts files, rather than locking the system. It usually
downloads from the spammed message attachment. Variant of CryptoLocker might
abuse Windows PowerShell feature to encrypt files and remain undetected on the
system and/or network.

3.2 Activities of Ransomware

A Ransomware zip’s target critical file types such as .DOC, .DLL, .EXE, .XL and
overwrites them keep them in password protected zip files in the user’s system. It asks
ransom through a note for the zip file password or the decryption key. Furthermore, a
Ransomware targets Master Boot Record of a vulnerable system to keep undetected till
it displays ransom notification. A Ransomware infects known critical file, such as
user32.DLL and locks the screen of the infected computer thereby prevents detection
by behavioral monitoring tool. e.g. the infected user32.DLL will begin a chain of
routinesload ransomware and lock the screen with projecting a ransom image mes-
sages. In this paper, we carried out a detailed analysis of a severe crypto ransomware
attack. It is known as WannaCry because of the name present at its application
descriptor. It has caused global business loss due to the fast spread rate and encryption
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complexity [10]. The healthcare, educational, financial and telecommunication orga-
nizations were adversely affected [4]. We put an effort to expose the uniqueness of this
attack and explore the direction of research to strengthening the security measure.

4 WannaCry Ransomware

At the peak of a harried work day on Friday May 12, 2017, and a legitimate-looking e-
mail lands in the inbox: the company’s security software detects a security breach,
prompting to run an instant background scan for malicious code over the machines.
Usually, in hurry, the common tendency among the users is just to click ‘accept’
without reading [9]. That swift, incensed click send over the fake e-mail drill malware
itinerary into the company’s network and encrypted the data and convert the machine
to a zombie botnet ready to fires off more spam [15]. Many accessible files are
encrypted over the infected machine and a ransom note appears over the screen shown
in Fig. 1. The attacker seems to have a much better grasp on human psychology over
the practices meant to defend [26].

Cause of attack: The new software releases, brings up fresh and important features
along with unexpected vulnerabilities. The critical notifications and fixes turn up after
the exploits are identified [35]. These vulnerabilities are ongoing problems for the
customer facing applications and services that create storm of threats [20]. The files
detailing vulnerability was leaked before it gets patched [4], which was exploited to
encrypt data on affected user machines and demands ransom payment in the form of
bitcoin. Microsoft instructed users to apply the recommended patches over services
network environments as a preventive measure. The benefits of being able to swiftly
update code to address newly discovered vulnerability outweigh the risks leaving
millions of devices vulnerable until they are modified [35].

The impact was wide spread due to the delay in patching across the globe hence,
infected over million systems within a short span. Those systems which applied the
Microsoft Windows critical patch released in April 2017 were protected against the
attack [32]. The Bitcoin activities were also increased indicating some success with the
ransomware. It would encourage more variants and efforts to expand this type of
attacks in near future. Will the patches and Managed Security Services tools fully
protect a customer’s environment from such type of attacks in future? The patching is
just a virtual pace to move ahead with real loss — not a security approach for the
organizations and is unavoidable in future at the cost of next vulnerability.

In past ransomware attacks ransom note were displayed as an image over the
infected machine, but the WannaCry uses an executable file pretending to be a benign
program displaying the note using SetForegroundWindow() adaptable in different
language formats [32]. Nevertheless, the attacker’s plans to execute a ransomware
attacks to generate maximum illegal revenue, but the recent attack set comparatively
less ransom starting from $300, increased to $400 after two hours and finally $600 per
endpoint so on [4]. The motive appears to have widespread impact. This ransom
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payment application was engineered to make it easy for the victim to pay via bitcoin to
anonymously receive payment from anyone [5]. Furthermore, Unique bitcoin wallet
address is generated for every infected machine, however due to a race condition bug
the code has not executed as intended by the attackers. Later, the bitcoin address is
defaulted to only three hardcoded addresses, due to which it was impossible for
attackers to identify which victims have paid, hence unlikely to ever get their files
decryption key. On May 18, the attacker subsequently released a new version of the
malware to correct the flaw. But they were comparatively unsuccessful like the original
version impacted [4].

1 Wana Decryptlr 2.0

Ooops, your files have been encrypted!

‘What Happened to My Computer?
Your important files are encrypted.
Many of your documents, photos, videos, databases and other files are no longer
accessible because they have been encrypted. Maybe you are busy looking for a way to
recover your files, but do not waste your time. Nobody can recover your files without
our decryption service.
Payment will be raised on | SN My Files?
5/15/2017 16:04:06 Sure. We guarantee that you canrecover all your files safely and easily. But you have
not so enough time.
Time Left You can decrypt some of your files for free. Try now by clicking <Decrypt>.
But if you want to decrypt all your files, you need to pay.
You only have 3 days to submit the payment. After that the price will be doubled.
lso, if you don't pay in 7 days, you won't be able to recover your files forever.
We will have free events for users who are so poor that they couldn't pay in 6 months.
Your files will be lost on
i |§How Do I Pay?
Payment is accepted in Bitcoin only. For more information, click <About bitcoin>.
Please check the current price of Bitcoin and buy some bitcoins. For more information,
click <How to buy bitcoins>
And send the correct amount to the address specified in this window.
Check Payment>. Best time to check: 9:00am - 11:00am

5/19/2017 16:04:06

Time Left

Send $300 worth of bitcoin to thi

ACCEPTED HERE

Contact Us Check Payment

Fig. 1. The critical files gets encrypted and application wanna descriptor ransom note appears
over victim system informing the instructed to pay ransom.

There were two issues associated under this exploitation, widespread patching for
MS17-010 is the first challenge and secondly the malware had used a strong asym-
metric encryption by employing the RSA 2048-bit cipher to encrypt the files. This was
potentially the most damaging aspect of these attacks due to the strength materialize
virtually impossible to break [32]. Comparatively the past ransomware codes were
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simplistic without modularity but the recent WannaCry architecture is modular in
nature. This feature is known to be used for legitimate big software development
projects, or used in various complex malware projects such as banking Trojans [32].
This indicates that WannaCry code is more likely prepared by highly organized
cybercrime gangs and reminds Dridex [17] and Locky attack [22].

WannaCry spread at an alarming rate until a ‘kill switch’ was accidentally dis-
covered by Marcus Hutchins, a 22-year-old self-taught cybersecurity researcher [4]
who identified a hardcoded domain from a part of its code i.e.http://www.
iugerfsodp9ifjaposdfjhgosurijfaewrwergwea.com. This was unregistered and swiftly
turned it into a sinkhole by the security researcher [32]. It enabled access to the
sinkhole domain from the endpoints. The machines infected over the weekend carrying
this domain, became reachable after weekend and malware was not activated on those
endpoints [32]. However, the ‘kill switch’ was not helpfull for organizations whose
data was already affected, leaving behind the option to rely over the backups [5]. These
domain calls have only worked for the directly connected systems i.e. the attack was
halted for consumer devices, which were not having proxies [32]. The workaround had
failed if the endpoint proxies the traffic. It specifies attacker’s intent was the corporate
networks where endpoint traffic is usually through proxies. It shows how intelligently
the attackers have targeted the attack vectors. The traditional security measures remain
insufficient to protect the digital assets with evolving attacks.

5 From Security to Safety

Continued successes of a cyber-security attack have highlighted the weakness of
security measures. When a new security measure evolves, its effectiveness and accu-
racy increases rapidly by the time it gets deployed, where it grabs broad exposure to the
real-world scenarios and threats as depicted in Fig. 2. When the expert’s suggestion
and feedback of the development team with inclusion of other defense measures are
incorporated, the technique further improves in accuracy. This trend continues up to a
level of effectiveness by the time adversaries starts responding. After performing rig-
orous experiments, the attackers explore new ways to evade the defense by developing
countermeasures to trim down its value.

Fig. 2. Reducing effect of security measure [33]
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5.1 Insufficient Security Measures

The security measure gets exposed over a period. They should regularly strengthen
with power of computation. It is also desirable to learn from the past incidents and
incorporate the required changes in the security measures (Table 2).

Table 2. Limitation of traditional Security measure

Attacks Security measure*

Intrusion As the numbers of signatures are exponentially growing with recognized threats.
It is impractical that endpoint systems always have the most updated version of
the latest signature, hence foolproof endpoints security is impossible in signature
based detection

Zero-day | The attack surface remains open for a new exploit by the time it is identified and
signature is updated in antivirus based intrusion detection systems. The
cybercriminals and hackers use this window period to propagate new attacks
using the botnets and various other techniques

Specific The cybercriminals and hackers target to a specific system or organizations with a

1P new method of attack or exploit where no prior information or signature exist
leaving the endpoint insecure in a targeted attack [29]

The Cybercriminals are using hybrid techniques using malware crypters, server-side

hybrid polymorphism and explores other methods to disguise malwares from the

antivirus packages hence fail to recognize by the signatures

The researchers have hopes from behavior analysis to overcome the limitations.
Under behavior recognition, every program execution has certain behavioral charac-
teristics. The behavior recognition technique allows the program to execute under a
safe ‘sandbox’ and observe its behavior as a benign or a malware program—for
example, the program execution stats accessing the email distribution lists or editing
registry keys or trying to disable the anti-malware packages without user interference
[9]. The analyses of these behavior patterns are complex that separates the malicious
behavior from the benign behavior [34]. The threat behavior database also requires
continuous update but not as instantaneously as it is required for signature base update
to avoid zero-day attacks.

Journaling and Rollback: The behavior recognition might also not be enough for
short-term behavior recognition [34]. The malware writers might be clever enough that
program exhibit the malicious behavior with some delay. So, we need a long-term
behavior analysis pooled with journaling and rollback feature [34], checkpoints based
execution, file modifications, memory locations mapping, registry keys tracking i.e.
journaling of all entities. This is to keep track of a before and after image of every
change. If malicious behavior is identified at some later stage, its change impact can be
minimized by deleting and rolled back, returning to the checkpoint at some known
good state. Together, these approaches would improve performance of attack detection
and mitigation techniques to a broader range of malware and will reduce the time spent
in distributing signature updates and cleaning infected systems [9, 34].
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5.2 Genesis

Cleaning up in aftermath of cybercrime is costlier than the cybercrime itself. The
organizations that fail in protecting their networks might have rising competitive dis-
advantage. They might experience a reduced valuation if ever hacked. This is the time
to embrace new security approach or existing measures to make sensitive enough for
considering the limitations of the existing approaches. Cybersecurity is not just the
problem of a techno scientist—its potential solutions need inputs from psychologists,
economists and human-factors specialist [26]. The human behavior and cognitive
response can play a prominent role to safeguard from unauthorized access in cyber-
space [21]. The active involvement of user cognition can strengthen the security.
Security and safety are open-ended subjective problems, though security becomes
worse over a compromised system, with growing uncertainty about the knowledge and
capabilities of attackers. The system’s interaction with its environment requires sub-
jective assessment by a designer, security administrator and user.

We cannot assure that system is 100% free from malicious programs. It is also
difficult to assure that entropy of credential is free from brutal force attack from an
illegitimate user. Cryptographic security is also dependent on computational limitation.
Hence, security assurance against unauthorized access is difficult to evaluate under the
existing access control mechanism. A critical application needs high security, privacy
to assurance its digital identity. Application might have various distinguishable func-
tionalities. Do all require same level of protection? The need of security assurance can
also vary with the criticality of operations the application is performing at an instance.
How do we achieve confidence about access control security as classic philosophical
problem especially when it is impossible to examine every possible circumstance that
assures our belief? Assurance cases are inherently defeasible, which means that there is
always the possibility that something has been omitted. When we say that we have
“complete” confidence in a claim, we understand that this only reflects what we know
at a point in time [4].

5.3 Security Assurance

Security assurance intends to provide a degree of confidence instead of a true measure
of how secure is the system [37]. An assurance case is a structured argument that
system properties are as per desire i.e. safe, or reliable, or secure against attack, where
as “safety case communicates a clear, comprehensive and defensible argument about
the acceptability for safe operation in a particular context.” [38]. The assurance
against ransomware attack also depends on the safe design of the system, i.e. the
system properties are safe (considering the threat of ransomware attack). It assures that
existing vulnerability cannot be exploited by a ransomware. Furthermore, Implicit
assurance by means of best practices for recover to acceptably safe or secure to
minimize impact.

Explicit assurance: A system is acceptably safe or secure; means have an implicit
assurance case. To have an explicit assurance case, it needs some changes in the
system, and setup rules to assess the user, service provider for subjective assessment
producing the impact on assurance case, where even a compromised system can
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become insensitive to exploit the full capability. In the line of explicit assurance, we
propose an assurance framework, which does not strictly follow the interpretation of
conventional method of accepting full range of evidences to provide either full-access
(trust) or no-access (no-trust), rather it could accept partial evidence and provide dif-
ferent levels of assurance controls. The less critical functionality can be performed by
providing the most relevant evidence. Hence if vulnerability exists in the system, the
full capability of the system cannot be exploited during the attack.

5.4 Theoretical Basis for High Assurance Framework

The assurance case argument shows how a high-level claim (e.g. “the system is ade-
quately secure”) is ultimately supported by detailed evidence at specific level of con-
fidences. An assurance case will refer to a range of evidence, and will show how
various evidences combine to provide confidence in higher-level properties [38]. It
captures the rationale of why the evidence we have produced because of the low-level
activities provides a reason to believe the high-level claim. Evidence could be priori-
tized from the weakest to the strongest; the most relevant evidence only provides a
gradual support for claim, hence setup connection between evidence and claims
(Fig. 3).
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Fig. 3. Claim confidence and security assurance framework.

To explain the framework, we give an example of traditional access control
methods, which provides full privilege Py, to an application up to its maximum
functionalities Fyy,,, depicted as follows:

pi(x) = { =0
BT | Fi||Fof[F5|[Fal[Fs|[Fs,  x = Puax

If the application capabilities are disintegrated under different functionalities, which
can be mapped with gradual variation in privilege, the traditional access control methods
can be represented as p;(x) := [, Prtue F(x) where F(x) C (F; <F,<F;<...<Fyux)-

Under assurance framework there should be a threshold in privilege p as per user is need
and recognition F(x). It sets the benchmark for executable and non-executable
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functionalities i.e. below threshold functionalities are executable p;(x) < [3 F(x) while

above threshold remains non-executable p;(x) > f;““x F(x), hence during an attack

instant, certain functionality remains protected unlike the traditional threat over the entire
system. Hence, protected up to the extent of functionality usage.

The proposed framework will utilize user cognition to use specific functionality of
the application which will set the threshold of privilege; and hence meets the situational
need with optimum level of privilege at each of the login instances. We suggest the
functionality separation approach for the shake of application security and balance it
with credential safety by means of user cognition. It is controlled by multiple cre-
dentials to provide different level of access. Hence, functionality access can include
both user identity and intent. The access to the resources is stablished by setup of the
multi-layer trust instead of solely user’s identity (password), although user cognition
should be an exemplary constituent of the overall judgment [36].

—~ -

z

G 70% | Level-] o Fy D4F, F; “30%
o F, DIF, DIF3 DAF, DIF5 DF Z \-\ / gt
& 20% | Level-2 oFyD4Fs / 10% N
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Traditionally an application has the same Y \ 74 &
level of privilege for all functionalities % 10% | Level-3 \ ;Fs/ 0%
=]

The functionality distribution under
different privilege levels

Fig. 4. Functionality vs. privilege usage threshold, and its comparison.

The Fig. 4 illustrates if there are three levels of privilege covering six different
functionalities of an application. Assume the level-1 functionalities fulfil user needs in
70% occasions which would keep the 30% uncovered functionalities in safe zone (20%
in level-2 and 10% in level-3). At level-2 the 10% uncovered functionalities will
remain under safe zone, whereas at level-3, since none of the functionality is protected
that implies entire application will behave in traditional way and no functionality will
be under the safe zone. Traditionally the entire application provides full privilege for all
functionalities without the concept of safe zone as illustrated in Fig. 4. Hence the entire
application suffers the threat against any attack vector (Table 3).

Table 3. Three level privilege

Level |Range User request Usage % | Safe zone
Level-1 0<x<Pi |f(x) = fé’l (F\<F,<F3) |70 30%
Level-2 | Py <x<P1 |, (x) :flflz (F4<Fs) 20 10%
Level-3 | P, <x<P; f(x) :fzf; (Fo) 10 0
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The traditional design, which does not allow privilege verses functionality subdi-
vision, hence it cannot leverage the benefit for securing the critical functionalities. The
concept of safe zone provides explicit assurance to the system. Here we need to design
the application by clear subdivision among the functionalities, and the criteria of
subdivision is influenced with the criticality of the functionality. It provides extra range
of control to users, who can take naturalistic decision as per situation of logics [36] e.g.
avoid performing critical functionality of official work from personal computer where
no extra protection of firewall.

6 Conclusion and Future Direction

We are facing tremendous threats to our personal data and the value it represents
attracts thieves. The paper covers past ransomware attacks and the detailed analysis of
the recent WannaCry ransomware attack that have impacted wide range of computer
systems by exploiting a security flaw of Microsoft software. In recent years ran-
somware is progressively an intensifying threat; with forthcoming new variations
presenting the increasing success of ‘ransomware-as-a-service’ of attackers’ business
model. The paper discuss how ransomware authors are constantly modifying their
games, techniques to snag victims and to stay ahead of security researchers. They are
trying new tricks to exploit the vulnerabilities of widespread software. The prominent
causes of cyberattacks are due to the ongoing expansion of attack surface, exploitation
of applications vulnerabilities, augmented attacker sophistication, the lack of integrated
security technologies, the rising cost of breaches, and the shortage of skilled security
talent to fight back.

The frequent occurrences of ransomware attacks, employing complex encryption
algorithms, which become more challenging to protect the mission critical application.
It became undoubtedly a serious challenge, as most of the time the encryption methods
incarnations are unbreakable, as unable to reach the limits of modern cryptography.
Enterprises and application designer should take preventative measures to design the
application in such a way that can reduce the impact of the attack and can safeguard the
critical functionality of an application by harden the systems among different layers.
The proposed framework suggests few steps to consider while designing a mission
critical application to protect against ransomware attacks. The key is to proactively
deter ransomware attacks through explicit assurance. We hope this framework can
suggest application designer to more proactively cope with the increasingly sophisti-
cated threats of ransomware and try to address it at application design level.
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Abstract. Smart city trend with Artificial Intelligence, Internet Of Thing and
Data Science has been attracting a lot of attention. Following this trend, smart
applications that help users improve their quality of life, as well as work, has
been investigating by many researchers. In an era of industry 4.0, collecting and
exploiting information automatically is essential so that many studies have
proposed models for solving storage problems and supporting efficient data
processing. In this paper, we introduce our proposed graph-based system called
SAR (Smart Article Reader) that can store, analyze, exploit and visualize text
streams. This system first gathers daily articles automatically from online
journals. After articles are collected, keywords’ frequency of existence is cal-
culated to rank the importance of keywords, finding worthy topics and visually
display the results from user requests. Especially, we present the application of
Burst Detection technique for detecting periods of time in which some keywords
are unusually popular. This technique is used for finding trends from online
journals. In addition, we present our method for rating keywords, which share
similar Bursts patterns, based on their term frequencies. We also perform system
algorithm testing and evaluation to show its performance and estimate its
responding time.

Keywords: Graph database - Visualization - Keyword extraction
Burst detection

1 Introduction

There are averagely more than 100 articles posted every day on an online newspaper. It
takes at least 2 min to read an article and more than 3 h to read all of them. Since there
are more than 20 online newspapers in Vietnam, it takes plenty of time to read and
convey information in order to find newsworthy topics. Hence, we build a system that
automatically collects articles from online newspapers, manages and exploits infor-
mation from those articles in order to help users to find newsworthy topic quickly and
visually as well as track the progression of those topics.

The purpose of our application is to answer a number of questions such as “What
are keywords of an article?”, “What newsworthy keywords are widely used for a
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particular topic?”, “What keywords have been most commonly used lately?”, “What is
a lifespan of a keyword?”, “What keywords are used most?”, “What are interesting
topics during a time span?”’, “What periods of time a keyword occurs with unusually
high rates?”, etc. So, our goal is to develop a system for collecting, storing, exploiting,
and visualizing text stream of daily articles from Vietnamese Online Journals. We
believe that our proposed system is totally new and necessary in Vietnam and it is
absolutely simple to apply to other languages in other countries. To develop this
system, we research and apply some main techniques including Web Crawling, Text
Stream Processing with Topic Model, Burst Detection and Text Stream Visualizing by
Graphs. We use the TF_IDF technique to find popular topics of articles and also of
columns (each article is divided into some categories called columns). In particular, we
use the Kleinberg algorithm [1] in searching for periods of time in which keywords
appear continuously. Those periods of time are known as “Burst” and this Kleinberg
algorithm is called Burst Detection algorithm. In this paper, we introduce our general
system design, describe how to apply Burst Detection technique to build an important
system function, carry out testing, evaluation and analyze experimental results. The
paper is organized as follows. The next section gives a review about document stream
and Burst Detection. Section 3 presents our design, explains the implementation of
Burst Detection technique and illustrates the algorithms. The system testing and
evaluation are shown in Sect. 4. And finally, we draw a conclusion in Sect. 5 which
discusses about the advantages and disadvantages of our proposed system and plans
some future works.

2 Related Work

2.1 Document Stream

In this work, a document stream is considered as a data stream. It is defined as a
sequence of articles that have a temporal order. Figure 1 shows an example of a doc-
ument stream. In this figure, the documents which are articles arrive in a temporal order.

Document (article) stream

=50 LU l
keywords

Time t4 t3 ... t  t+l 2 t+3

\_Y_IK_Y_I

Burst labeled (t-4 — t-3) Burst labeled (t — t+3)

)

Fig. 1. Document stream and bursts of keywords

2.2 Burst Detection

The rapid increase of a term’s frequency of appearance defines a term burst in the text
stream. Thus, a term is considered as bursty when its frequency is encountered at an
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unusually high rate. The identification of bursts is known as burst detection procedure.
Burst detection has been applied by many fields such as biological and finance [2] to
solve problems related to time series analysis. Among the proposed methodologies
such as test-based method [3], parameter-free method [4], burst detection for events [5,
6], burstiness [4, 7-9], a widely-used one is the two-state automaton proposed by
Kleinberg [1] which is used for our system implementation. Kleinberg proposed a burst
model where a burst is defined as a rapid increase of a term’s frequency of occurrences.
If the term frequency is encountered at an unusually high rate, then the term is labeled
as ‘bursty’. The work is used to identify bursts in text stream and produce state labels of
bursts. In this work, articles are published every day, so we identify a burst of an article
by a period of time it continuously appears and we label its burst name “start time — end
time” (see Fig. 1). The shorter the data arrival time interval, the higher is the degree of
burst state and vice versa. The Kleinberg algorithm is applicable to various document
streams [10, 11] such as e-mails [12], blogs, online publications [13], and social
network [14, 15], etc.

To sum up, Burst detection is a way of identifying bursts, periods of time in which
some events are unusually popular. In other words, it can be used to identify fads, or
“bursts” of events over time. The idea of using burst detection in this paper is to
identify trends from online journals. We carry out our experiment with Vietnamese
journals which need more complex text processing tasks.

3 System Design

3.1 Context Introduction

There are averagely more than 20 online newspapers with dozens of articles posted
daily in Vietnam online journals attracting a large number of readers. The most
important requirement of readers is to find the significant information contained in this
huge amount of data spending as less time as possible. Readers also have the need of
tracking timeline and evolution of crucial topics. Thus, we consider these articles which
are published continuously as a document stream. Then, our whole system goal is to
collect these articles to create, store, extract and visualize important information with
graphs. To extract information from collected data, we keep developing functions and
Burst Detection is one of technique we apply for a function to support users find topical
trends and track the evolution of the topic over time. We believe that our proposed
system is currently a new system in Vietnam and Burst Detection application in
extracting information from online journals is also novel and useful for further
research.

4 System Architecture

Our system model is presented in Fig. 2. It can be seen that data is first collected by the
Crawler and transferred to the Processor. Here, the data is organized in a Tree structure.
Next, the processor implements two main groups of algorithms: the first group consists
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of Text Processing Algorithms, including Vietnamese Text Segmentation, Stop Word
Removal, Topic Detection using the Keyword Extraction approach, which means each
topic is represented by a set of keywords and Burst Detection which is our main
contribution in this paper. This group of algorithms is responsible for processing,
calculating and storing the results. The second group comprises algorithms that expire
outdated data, eliminating meaningless data from the system, using a time sliding
window, including some algorithms such as Wjoin, PWJoin, etc. In general, the main
task of the Processor is to process, calculate and store the results. Finally, the Visualizer
interacts with users through the visualization interface and allows users to view,
organize and save the output.

Time Sliding Window .|

VISUALIZER

——> =
CRAWLER ! S == u
1 - a R I

VnTokenizer =~ Stop Word
Removal
Keyword Burst

Time Window Extraction Detection
Algorithms Text Algorithms
PROCESSOR

Fig. 2. General system architecture

The system collects, processes data and then stores the processed data every day.
We consider each article as an object called Article (Title, Author, Description, Con-
tent). Articles come continuously over time into a large text stream. Based on the
characteristics of the articles, we group them by Day, Column: Each Day has n Col-
umns, each Column has n Articles. Collected data can be stored (also on external
storage if needed) and transferred to the storage structure of a Tree. Then, the system
performs a text segmentation step (Data Processor) and calculates the term importance
using TF-IDF. Next, the system visually shows the results of user requests. In addition,
the system also runs algorithms that eliminate expired datasets in the text stream based
on a sliding window with a set time parameter.
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The main goal of the system is to detect important topics as well as visualize results
with graphs. Bursts detected are also results need to be visually displayed.

There are five main processing steps in the flow diagram as Fig. 3 describes. First,
the crawler collects articles from online journals in forms of texts. Next, in step 2, the
articles are processed by a word segmentation algorithm called Vntokenizer for cre-
ating connecting syllables of more-than-one-syllable words. Vntokenizer is claimed
96-98% accurate. Then, at step three, the articles are processed by removing stop
words. These stop words are words which are less meaning getting by calculating from
a large set of texts using TF-IDF algorithm. After that in step four, word term fre-
quencies are calculated by using TF-IDF algorithm so that the keyword extraction is
performed and the set of top n important keywords of each article is found out so that
trustworthy topics from those keywords can be extracted (see [16] for more information
about the system).

After defining topics, the set of keywords, we calculate bursts of keywords (a Burst
is a period of time that a keyword occurs continuously by day) based on their times-
tamps. The storage structure is as follows (see Fig. 4).

Module 1: Crawling

o Crawl data from journals
Y

Import data to graph database
y

Processing data by VnTokenizer

Y

Processing data by removing stop words

Y
Calculating term importance using TF-IDF
L 2

Save results to graph database

v

Calculating Bursts

Visualize results "o

: Processing

Y.

Module

SuizijensiA ¢ S[NPOA

Fig. 3. Process flow diagram of our proposed system

Figure 4a shows the storage structure for Bursts calculation. Each keyword appears
at different time points may belong to multiple bursts. Figure 4b shows an example of
the keyword “Facebook™ that appears at many time points and belongs to 4 bursts.
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Figure 4c describes the Burst of the keyword “Facebook” from 2018-03-21 to 2018-
03-24. The 4 numbers: 8,25,11 and 10 are the ranks (from 1 to n) of the keyword
“Facebook” versus the other n-1 keywords appearing at the same time point. Then we
take the sum of these rankings = 54 as the weight used for comparing the importance
of this Burst to other Bursts of this keyword.
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Fig. 4. a Storage structure for Burst Detection, ¢ An instant of storage structure for Burst
Detection.

4.1 System Algorithm

In this section, we describe the programming codes for applying Burst Detection
algorithm and rating for keywords which share similar Burst patterns. Burst detection
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by Kleinberg’s algorithm receives a set of natural numbers and return Burst patterns
which are arrays of continuous numbers. We change the original algorithm to solve our
problem, so the new algorithm called AdaptingBurst gets an array of date as input
parameter and return Burst patterns, arrays of continuous dates (see Algorithm 1).

Algorithm 1. AdaptingBurst

Input: Keyword, Column

Output: List result

1: Get the list of TimePoint (TL) of the Keyword in the
Column

2: if the list is empty then exit

3: result< kleinberg (TL, s=2, gamma=0.01)

Algorithm 2 is created for ranking Keywords which share similar Burst patterns by
calculating the sum of Keywords frequency (weight of keywords) at every time points
in its Burst pattern. The values calculated can be used for identifying the most
important keywords.

Algorithm 2. KeywordImportanceIndexCal

Input: Keyword, Column

Output: List result

1: Get the list of Burst patterns of the Keyword in the

Column

2: if the list is empty then exit

3: else

4: result< Sum of weights at every time points for
each Burst pattern

5 Experimental Results and Evaluation

5.1 Programming Framework

To develop the system, we use some tools and libraries. We will mention briefly their
names and versions here. They are: Scala 2.10.5, Java 8, Spark 1.6.3, Windows
Utilities 2.6.x, Maven 3.3, Neo4j 3.2, Apache-tomcat-9.x, IntelliJ] IDEA and Vis.js,
Python 3.6 and JetBrains PyCharm 2017.3.2.
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5.2 Main Functions

Table 1 shows information about the Bursts of keyword “facebook”. Each Burst
(BurstID, Start, End, Weight of Importance) contains an identified number that counted
from 1, a starting time, an ending time, and an importance index that indicates the index
of user’s interest in the topic containing this keyword. This index is calculated by
summing all keyword frequency values in a burst pattern. So, the higher is the weight,
the higher level of interest the keyword has.

Table 1. Bursts of keyword “Facebook”

Keyword | Burst ID | Start End Importance index
Facebook | 1 03-21-2018 | 03-24-2018 | 46
Facebook | 2 03-26-2018 | 03-29-2018 | 22
Facebook | 3 04-03-2018 | 04-04-2018 | 78
Facebook | 4 04-06-2018 | 04-08-2018 | 69

Figure 5 illustrates how keyword “Facebook™ has appeared in articles from 2018,
March 21st to April 04th. It can be seen that “Facebook” become the most popular in
2 days from April 03rd to O4th. After that, people continue to mention “Facebook”
from 2018, April 06th to 08th. Therefore, burst detection can help users track “hot
trend” of key-words. As we all know, the reason why “Facebook” has become so
highly regarded with high frequency in the above periods is due to the leak of user
information related to the Trump Presidential election in the United States. Our system
also supports users see the results in a visual manner (as seen in Fig. 5).

6 System Testing and Evaluation

The configuration of the computer used for testing is Intel(R) Core(TM) i5-6300HQ
CPU @ 2.30 GHz, 4 GB of DDR4 memory under Windows 10 operating system.

We carry out test cases for Burst Detection function. Experimental results of Burst
Detection function on articles obtained for a continuous period of 9 days are presented
in Table 2. Table 2 shows the statistics on the number of articles collected, keywords
analyzed, keywords occurrences, bursts found and the corresponding processing time.
Through this table, the factors which affect the processing time of the system can be
identified.

In general, the lowest processing time was 11770 ms in the first day when there
was no Burst calculation, the processing time then changed during the following days
when Bursts are detected and especially when Bursts reached the highest number of
170, the processing time almost reached the highest level at 19220 ms. Thus, it can be
seen that as the number of bursts increases, the processing time increases.
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Table 2. Time tesing of processing Burst Detection of articles in 19 days

Date Articles Keywords Occurrences Bursts Processing time
No num num num num (10*ms)
1 162 180 180 0 1177
2 165 179 218 39 1193
3 162 179 251 57 1408
4 159 180 288 73 1534
5 163 177 328 94 1650
6 164 180 272 48 1781
7 159 179 368 133 1620
8 159 179 351 77 1781
9 165 179 350 72 1639
10 163 179 402 111 1512
11 153 179 398 89 1169
12 155 179 455 129 1459
13 156 180 567 170 1922
14 159 179 442 101 1385
15 157 179 514 159 1857
16 159 179 505 115 1561
17 192 177 531 140 1740
18 155 178 454 114 1851
19 150 180 541 146 1923

Furthermore, other factors such as the number of articles, the number of keywords,
the number of occurrences of keywords also has little effect on the processing time.
Specifically, on day 19, although the number of Burst is not the maximum one, the
processing time reaches the highest of 19230 ms when the number of keywords
reaches the highest of 180.

Figure 6 is drawn from Table 2 showing the correlation between the number of
articles collected per day and the Burst detection processing time. In general, pro-
cessing time is directly proportional to the number of articles. Thus, when the number
of keywords occurrences increases over time, the Bursts calculation takes more time. It
can be seen in Table 2 that when the number of occurrences gets almost highest values
(567 and 541 on 2 days 13 and 19), the processing time is also the highest one
(19220 ms and 19230 ms). Therefore, solutions for storage or expiration of past data
needs to be taken in the near future in order to optimize the system’s processing time.

In addition, our system collects data every day and generate datasets which can be
effectively reused for further relevant research. These datasets include articles, pre-
processing articles, top n keywords of articles, top n keywords of columns, keywords,
and bursty patterns, top n keywords in a bursty pattern, etc. The form of datasets can be
freely adjusted to meet several different requirements.
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7 Conclusion and Future Work

In this paper, we have developed the function of burst detection to find important
keywords in bursty patterns which are relevant to topical trends. The results of our
system can answer the several questions related to a keyword such as (1) How many
revisions a keyword survived, and (2) How long for a keyword appears without
interruption, etc. The outcomes in forms of datasets can be effectively reused for
relevant research. We keep carrying out our further studies to develop new functions
for the system such as News automatic summarization, News automatic synthesis,
Event detection, etc. These functions can use the outcome of existing functions as their
input.
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Abstract. Security is a critical problem in implementing mobile ad hoc networks
(MANETS) because of their vulnerability to routing attacks. Although providing
authentication to packets at each stage can reduce the risk, routing attacks may still
occur due to the delay in time of reporting and analyzing the packets. Therefore,
this authentication process must be further investigated to develop efficient
security techniques. This paper proposes a solution for detecting black hole
attacks on MANET by using harmony search algorithm (DBHSA), which uses
harmony search algorithm (HSA) to mitigate the lateness problem caused by
cooperative bait detection scheme (CBDS). Data are simulated and analyzed using
MATLAB. The simulation results of HSA, DSR, and CBDS-DSR are provided.
This study also evaluates the manner through which HSA can reduce the inherent
delay of CBDS. The proposed approach detects and prevents malicious nodes,
such as black hole attacks that are launched in MANETSs. The results further
confirm that the HSA performs better than CBDS and DSR.

Keywords: Dynamic source routing - Cooperative bait detection scheme
Harmony search algorithm - Black hole attack

1 Introduction

This Mobile ad hoc networks (MANETS) [1] have various important applications, such
as in military crisis operation and emergency preparedness and response, because of the
widespread availability of mobile devices [1]. Scholars have focused on investigating
routing protocols and developed several of them for MANETS [2].

The security of MANETS is important because it ensures the presence of network
services and the integrity and confidentiality of data [3]. Frequent security attacks on
MANETS are usually caused by several factors, such as open medium features, changes
in dynamic topology, and lack of a central management, clear defense mechanisms, and
cooperative algorithms. MANETSs consider information security as a critical element
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[4]. In this event, secure communication and information transmission should be
strictly observed and protected from attackers. Security information and transmission
engineers must be conversant with all possible methods of attacks [5]. Examples of
attacks that can be launched to MANETS include black hole attack, wormhole attack,
selfish device misbehavior, Sybil attack, routing table overflow attack, flooding attack,
impersonation attack, and denial of service [6].

MANETs are significantly vulnerable to attacks because of information exposure
caused by the mutual trust of communication among devices [7]. The security weak-
ness of a MANET makes it a potential destination for routing attacks [8]. For example,
a black hole attack modifies the routing function of a MANET, thereby exposing it to
abnormal packet transfers [9]. A black hole attack can also access and propagate
through the network in an unauthorized manner [10]. If the black hole attack accesses
the network, then the protocol will send a route request (RRQE) message to find the
shortest path to the destination. When the black hole attack receives the message, the
protocol will directly send a fake route reply (RREP) to the source node and tell the
node that this path is the shortest path to the destination.

Accordingly, the source node will send the packet through this path; as such, all
packets will drop. Figure 1 shows a typical scenario of a black hole attack [11].

RREQ1to 6 RREQ1t0 6

Source node Destination node Black hole attack

Fig. 1. Black hole attack.

Many solutions are proposed to secure MANETSs against black hole attacks.
Although helpful, these solutions may still be exposed to further attacks during data
transmission because a malicious node may become active and may mislead the
detection process. Therefore, this problem can be solved by the solution established by
Chang using the CBDS scheme in 2015. This scheme uses a 90% threshold. When the
packet delivery ratio (PDR) is within the threshold, the scheme will launch an alarm in
the network. Thereafter, the source node, which will be placed on the blacklist, will
stop sending packets and reverse tracing will begin to search for the black hole attack.
The CBDS scheme has also a problem with delay [12], which must be resolved to
attain an increasingly robust and efficient solution. This paper proposes a solution for
black hole attacks in MANETSs by using the harmony search algorithm (HSA). The
solution aims to mitigate the delay limitation that exists on the method of Chang [12].
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The dynamic source routing (DSR) protocol and the HSA will simultaneously begin
to send the packet. When the PDR uses the threshold, the CBDS will begin to search for
the black hole attack and the HSA will select other paths for sending the packet.

The rest of this paper is organized as follows. Section 2 presents the literature review.
Section 3 introduces the proposed method for detecting black hole attacks. Section 4
discusses the implementation and the results of the study. Section 5 concludes the paper.

2 Related Work

Security parameters” are metrics in MANET security that are important in all attack
prevention approaches. Being unaware of these parameters may render a security
approach useless [13].

Reference [14] proposed a malicious node detection system (MDS) to prevent
cooperative black hole attacks; the system uses detection and defense mechanisms to
remove intruders by considering normal and abnormal activities. Various fake RREP
parameters, such as destination sequence number, hop count, destination IP address,
and timestamp, are considered in identifying attacks. MDS can improve the PDR by
76%—99%. In this method, decisions about unsafe routes are taken independently by
the source node, and no additional overhead is required. Another study [15, 16] pro-
posed a secure routing method for the DSR protocol to mitigate black hole attacks; the
DSR RREP is modified to generate a plain packet when the destination replies to
reverse path nodes. If the packet is sent, then the node is considered normal; otherwise,
the node is considered malicious [17]. Monitoring the spatial and temporal behavior of
MANETsS is helpful. The performance, topography, and security of the networks should
also be observed. An extensive set of experiments were used to validate the perfor-
mance of the scheme proposed by Wang et al. However, this scheme may be exposed
to further attacks during 27 data transmission cycles.

Chang et al. designed and tested the CBDS based on DSR [14]. The results showed
that CBDS performed better than DSR, BFTR, and 2ACK protocols [18]. CBDS
provided higher PDR than BFTR, 2ACK, and DSR. CBDS also presented higher
throughput than that exhibited by the DSR for all simulation cases. Nonetheless, the
2ACK scheme can provide the highest routing overhead over CBDS, BFTR, and DSR,
regardless of the number of malicious nodes [19]. The authors concluded that CBDS is
an efficient scheme in terms of routing overhead and PDR. Figure 2 shows the random
selection of a cooperative bait address (Fig. 3).
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Fig. 2. Random selection of a cooperative bait address.
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3 Proposed Work

HSA, which is inspired by music, is an evolutionary algorithm that mimics improvi-
sation and is widely used by musicians. This algorithm is easy to implement and is
based on a simple concept [20]. Simulation with this algorithm involves only a few
parameters because its theory is based on stochastic derivative [21]. HSA was initially
developed for discrete optimization but was eventually used for continuous opti-
mization [22]. Figure 4 shows the step-by-step pseudo code of HSA.

HSA pseudocode
// initialize
Initiate param eters
Initialize the harmony memory
//main loop
While (not-termination)
for I = 1 to number of decision variables {N} do
R1 = uniform random number between 0 and 1
if {R1<Peo} (memory consideration)
X {I} wi 11berandomly chosen from harmony
memory
R2 = uniform random number
if (R2<P) (pitch adjustment)
X[]=X[M=4a
endif
else (random selection)
X [ =X e <®= Value set>
endif
end do
// evaluate the fitness of each vector
Fitness-X {X, fitness-X}
// update harmony memory
update-memory {X, fitness-X} if applicable
end while
end procedure

Fig. 3. HSA pseudo code.

In this minimization problem, the solution vector (2, 3, 1) for the global minimum can
be easily found. However, the harmony search finds the solution vector in another way.

Figure 4a shows that harmony memory (HM) is initially structured with randomly
generated values that are sorted based on the objective function. A new harmony (1, 2,
3) is then improvised after considering that HM: x1 selects (1) out of (2, 1, 5); x2
selects (2) out of (2, 3, 3); and x3 selects (3) out of (1, 4, 3). The new harmony (1, 2, 3)
is then included in the HM because its function value is 9, whereas the worst harmony
(5, 3, 3) is excluded from the HM Fig. 4b. Finally, harmony Search improvises the
harmony (2, 3, 1), which has a function value of 3, known as the global minimum.

X1 X2 X3 f Xi X2 X3 f
Rankt 2 2 1 4 pathl 2 2 1 4
Rank? 1 3 4 13 path2) 1 2 3 9
Rank 5 3 3 16 path3} 1 3 4 13

Fig. 4. a and b. Initially structured HM and Subsequent HM.
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where n is the dimension of the solution vector; f (x) is the objective function, and
HMS is the number of solution vectors hived in the HM [23].

The proposed approach can detect and prevent black hole attacks that launch
malicious nodes in MANETS. This scheme can help the source node select a neigh-
boring node that will work in tandem to identify the bait destination for a malicious
node, which will then send an RREP message as a response. The scheme uses reverse
tracing to identify and prevent malicious nodes, thereby helping launch an alarm in the
network when the system observes a significant decrease in the PDR. In turn, the alarm
launches a malicious node detection mechanism to prevent false nodes.

DSR, which is the basis for CBDS, traces all node addresses used during the
routing path (i.e., from source to destination). However, DSR may not provide any
information to the source node to differentiate the replies of malicious nodes (false
RREP) and true nodes. This occurrence may misdirect the source node, which may
send packets through the false shortest route advertised by the malicious nodes.

This scheme adds a HELLO message to the CBDS to facilitate and identify the true
neighboring node and traverse the subsequent node within one hop. This paper pro-
poses the use of HSA to reduce the delay in malicious node detection techniques, such
as CBDS.

This algorithm uses the proposed HSA-CBDS scheme to send test bait in the form
of address for identifying and eliminating malicious nodes. These route request
(RREQ) baits are similar to true RREQ packets but can identify the address of a
malicious node. The following rules should be followed:

1. The proposed method initializes the nodes and considers some of the nodes as
malicious (random selection), and the remaining nodes are considered trustworthy.
Fifty nodes are initially adopted, and the algorithm is run with 10% of the mali-
cious nodes. Thus, five of the 50 nodes are malicious (fake nodes), and the
remaining nodes are trustworthy.

2. The proposed algorithm subsequently computes the false and true paths by using
CBDS.

3. The proposed algorithm updates the threshold by using the dynamic threshold
algorithm at every run.

4. The HSA is used to optimize the end-to-end delay, thereby increasing the over-
head, throughput, and PDR.

5. The delay for every route in the network (false and true paths) is computed.

6. The HSA obtains n number of HM (in this paper, we obtain n different routes).
Thus, different routes, which are commonly known as HM in the HSA, are
obtained as route (x1, x2, ...xn).

7. The HSA considers the paths as inputs and works on them to optimize (minimize)
the best solutions.

8. The fitness values of the routes (harmony) are predicted. A fitness function eval-
uates the fitness values for these routes. The end-to-end delay, PDR, routing
overhead, and throughput is considered as input parameters to evaluate the fitness
values.

9. The fitness values for the paths are computed and saved as fl, f2 ...fn. Fitness
values evaluate the quality of paths within the range of {0, 1}t.
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10. The loop works for every harmony and computes the best harmony with every
iteration by updating. A random parameter is used to add the HM and create a new
solution (path).

11. After N number of iterations, the HSA finds the best solution with the minimum
cost.

12. Each parameter is optimized using the HSA.

An objective function with HSA memory is required to improve the scheme of
Chang et al. by improving the end-to-end traversal time.
Figure 5 shows the flowchart process of the proposed algorithm.
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Fig. 5. The flowchart process of the proposed algorithm.

4 Results and Discussion

After simulating Scenarios 1 and 2, we evaluated the performance of the proposed
algorithm in terms of average.

PDR, end-to-end delay, average throughput, and overhead. The effectiveness of the
CBDS-DSR protocol using the HSA-CBDS was investigated based on the two
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scenarios. The percentage of malicious nodes in the first scenario varied (10%, 20%,
30%, and 40%), and the speed of nodes in the second scenario also varied (5, 10, 15,
and 20 m/s).

Figure 6a and b show the variations in the PDRs of the HSA, DSR, and CBDS
protocols. The HSA offered rapid convergence with the optimal fitness value and com-
putation time. Upon introduction of the malicious nodes, the PDR, DSR, and CBDS
decreased. The HSA achieved the highest PDR, indicating that fewer packets were lost
during transmission because, once established, the route was maintained correctly.

Figure 7a and b show the variations in the throughputs of the three routing protocols
after introducing four malicious nodes and speed. The throughputs for the HSA, CBDS, and
DSR decreased. Among these protocols, the HSA exhibited the highest throughput. Based
on the HSA protocol, the packets reached their destinations without any delay and loss.

5 10 15 20 10 20 30 40

S

PACKET DELIVERY RATIO PACKET DELIVERY RATIO
== (BDS ~f—DSR == HSA g ——CBDS DSR == HSA
15 < 15
1 n - Z 1 n N
— —————
os B o O P B— % 05 —_—
0 0

PACKET DELIVERY RATIO
(%)

NORESREEDAM/3) MALICIOUS NODES RATIO

Fig. 6. a and b. Variations in PDR with node speed malicious nodes.

Figure 8a and b present the variations in the routing overheads of the three pro-
tocols for different malicious node ratios and speed. The routing overhead increased in
the HSA and CBDS. By contrast, the routing overhead decreased in the DSR with
malicious node ratio. The routing overhead of the HSA was better than those of the
DSR and CBDS. The route established by the protocol was maintained efficiently,
resulting in reduced end-to-end delay with high PDR and high throughput. This well-
established route required minimal retransmissions for any missing segments, thereby
reducing the routing overhead.
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Fig. 7. a and b. Variations in throughput with node speed malicious nodes.
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Fig. 8. a and b. Variations in routing overhead with node speed and malicious nodes.
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Fig. 9. a and b. Variations in end-to-end delay with node speed and malicious nodes.

Figure 9a and b illustrate the variations in the end-to-end delays of the three routing
protocols. Upon introducing malicious and speed nodes into the network, the end-to-
end delay of the HSA increased insignificantly. Moreover, the delay of the DSR
increased more than that of the HSA, and that of the CBDS increased more than those
of the other protocols. The HSA showed a relatively better performance than the DSR
and CBDS.

5 Conclusions

This paper proposes the use of the HSA to reduce the delay in the CBDS. This
approach can detect and prevent black hole attacks that launch malicious nodes in
MANETSs. The scheme can also help the source node select a neighboring node that
will work in tandem to identify a bait destination for a malicious node, which will then
send a RREP message as a response. This method adopts reverse tracing to identify and
prevent malicious nodes based on the HSA. The proposed approach shows improve-
ment in the delay, throughput, PDR, end-to-end delay, and routing overhead.
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Abstract. Cloud computing is a rapidly developing Internet technology for
facilitating various services to consumers. This technology suggests a consid-
erable potential to the public or to large companies, such as Amazon, Google,
Microsoft and IBM. This technology is aimed at providing a flexible IT archi-
tecture which is accessible through the Internet for lightweight portability.
However, many issues must be resolved before cloud computing can be
accepted as a viable option to business computing. Cloud computing undergoes
several challenges in security because it is prone to numerous attacks, such as
flooding attacks which are the major problems in cloud computing and one of
the serious threat to cloud computing originates came from denial of service.
This research is aimed at exploring the mechanisms or models that can detect
attacks. Intrusion detection system is a detection model for these attacks and is
divided into two-type H-IDS and N-IDS. We focus on the N-IDS in Eucalyptus
cloud computing to detect DDoS attacks, such as UDP and TCP, to evaluate the
output dataset in MATLAB. Therefore, all technology reviews will be solely
based on network traffic data. Furthermore, the H-IDS is disregarded in this
work.

Keywords: IDS - WOA - ANN - TUIDS - Cloud computing

1 Introduction

A cloud refers to a distinct IT environment that is designed to remotely provide scalable
and measured IT resources [1]. This term originated as a metaphor for the Internet,
which is a network of networks that provide a remote access to a set of decentralised IT
resources [2]. The symbol of a cloud is commonly used to represent the Internet in
various specifications and mainstream documentations of web-based architectures
before cloud computing has become a formalised IT industry sector [3]. Figure 1,
illustrates the importance of cloud computing in remote services and virtual desktop

applications [4].
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Cloud Computing

Virtual Desktop ~ Software Platform  Applications ~ Storage / Data

o &

Fig. 1. Cloud computing.

A crucial aspect of cloud security is detecting DDoS attacks [5] and intrusions that
disrupt the resources of end-users or organisations [6]. An N-IDS can detect these types
of attacks. However, the N-IDS in cloud computing is irrelevant if the attack classifier
is inaccurately written [7]. A DDoS classifier in machine learning is neural networks.
Several important studies have proposed various ANN-based machine learning clas-
sifiers against DDoS in cloud computing [8]. However, considerable attention for
accurate classification and reduction of false alarms remains necessary [9]. Hence, this
work is aimed at proposing a new model, namely, WOA-ANN, to detect UDP/TCP
flooding attacks in the N-IDS in cloud computing. To reduce the false alarm of the
N-IDS system, the WOA-ANN model is used to enhance the accuracy of the N-IDS by
improving the analysis of network traffic which will be generated by our cloud testbed.
We compare the proposed model with existing works using MATLAB to evaluate and
compare their efficiency. At the 2014 Black Hat conference, a pair of testers from
Bishop Fox demonstrated the pooling of a free-tier public cloud service VM into a mini
botnet that could mine bitcoin cryptocurrencies and potentially perform DDoS or
password cracking [10]. Moreover, the qualities that make the public VM useful, that
is, scalability, ease-of-use and stewardship by high-profile vendors, make this tech-
nology an ideal platform for staging DDoS attacks [11].

2 Proposed Framework

Whales are the largest mammals in the world. An adult whale typically measures 30 m
in length [12]. Several whale species include killer, Minke, Sei, humpback, right,
finback and blue. Whales, as a predator, never sleep because they breathe on the ocean
surface. These animals are intelligent and show emotions. Hof and Van Der Gucht
highlighted that whales have brain cells, namely, spindle cells, in which are common in
humans. These cells control emotions and social behaviours in humans. The number of
spindle cells in whales is twice as much as that in an adult human; therefore, whales can
think, learn, judge and communicate. For example, killer whales can create their own
dialect.
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Most whales live in groups. A killer whale can live in a group in its lifetime [13].
Figure 2 exhibits the largest baleen whale called humpback. Its size is comparable to
that of a school bus. It typical preys on krill and small fish herds [14]. Its hunting
method is called bubble-net feeding in which it hunts preys that are close to the surface.
This method is accomplished by creating distinctive bubbles along a circle or a ‘9’-
shaped path. Goldbogen et al. studied this interesting behaviour using tag sensors.
A total of 300 tag-derived bubble-net feeding events were captured. These authors
discovered that whales use “‘upward-spiral’ and ‘double-loop’ manoeuvre patterns.

For the ‘upward-spiral’ pattern, humpback whales dive 12 m below the surface and
create bubbles in a spiral shape around the prey. Subsequently, they swim up towards
the ocean surface. The latter pattern consists of three stages: coral loop, lob tail and
capture loop. In the current work, this unique spiral bubble-net feeding manoeuvre
pattern was used for optimisation.

Fig. 2. WOA and bubble movement.

The mathematical models of encircling preys, spiral bubble-net feeding manoeuvre
and searching for preys were outlined. The WOA algorithm was then reported.
Humpback whales are aware of the location of their preys whilst hunting. The current
best candidate solution is assumed as the target prey in the WOA algorithm because the
location of the optimal design in the search space is unknown. The positions of other
search agents are updated by defining the optimal search agent. This behaviour can be
explained by the following equations:

X(t+1)=X*(1) - B.S (1)
§= |RX(r) - X(0) @)
where t is the current iteration, and are the coefficient vectors, is the position vector of

the current best solution obtained and is the position vector. Here, is updated after
iterations and are computed as



Network Intrusion Detection Framework 59

—

B=2b7-1b (3)

where decreases from 2 to 0 during the iterative phase, and is a random vector between
[0, 1]. The rationale behind Eq. (2). Figure 6 explain The new position (X, Y) of a
search agent is updated on the basis of the current best position (X*, Y*). The locations
of the optimal agent can be manipulated by adjusting the and vectors. Any position that
is located within the search space is reachable by using the random vector, as displayed
in Fig. 3, which simulates the encircling prey movement of a whale. The same method
can be applied to high-dimensional problems.

O [ Y*Y —7/3

X*-X,Y X*,Y XY

— XX ——

X*-X,Y* X*Y* X,Y*
0

X*-X,Y*-Y X*Y*-y X, Y*-Y

O O O

Fig. 3. position vectors and their possible next locations (X* is the best solution obtained so far).

2.1 Bubble-Net Attacking Method (Exploitation Phase)
The bubble-net strategy can be performed using the following approaches:

1. Shrinking encircling mechanism: This strategy is achieved via reducing the value of
in Eq. (1) from 2 to 0 during the iterative procedure. The new position of a search
agent can then be identified by setting the random values in [—1, 1].

Figure 4, presents several possible solutions (X, Y) that can be obtained by setting
0 <K<

2. Spiral updating position: In Fig. 8, the distance between (X, Y) and (X*, Y*) is
calculated first. A spiral equation is then established to represent the helix-shaped
movement:

X(t+1) = S.e". cos(2nl) + X*(1). (4)

where indicates the distance of the ith whale to the prey, m is a constant that defines the
shape of the logarithmic spiral and 1 is a random number within the range [—1, 1]. In
general, a humpback whale swims around the prey within a shrinking circle, following
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the spiral-shaped path. A probability of 50% is prescribed on activating either the
shrinking encircling mechanism or the spiral model whilst updating the whale position
to model this condition.

(X*%Y)

(X*KXY) .(X‘Y)

(X*-KX,Y*) O (X,Y*)

K70.2

(X*KX.Y*KY) (X*Y*KY) (X.Y*KY)

Fig. 4. Possible solutions (X, Y).

e h

() 0.5) [0)

Fig. 5. Distance between (X, Y) and (X*, Y™).

The WOA algorithm is initialized using a set of random solutions. For each iter-
ation, the positions of the search agents are updated based on a randomly selected
search agent or the current best solution, depending on | | (Fig. 5).

Theoretically, WOA is a global optimizer because it contains exploration and
exploitation capabilities. Moreover, the current hypercube mechanism defines a search
space in near the optimal solution, thus permitting other search agents to search for the
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current best record within the domain. The mathematical model of the adaptive version
of the WOA algorithm is

= X*(t) - B.S if £<05
X 1)=4% R 5
(t+1) {S’.em’cos(an)+X*(I) if £>05 ®)

where is a random number between [0, 1]. In certain cases, a humpback whale searches
for a prey randomly.

2.2 Searching for Prey (Exploration Phase)

The method can be adopted by using a similar approach of varying the vector to search
for a prey (i.e. exploration). In the random method, with random values greater than or
less than 1 is used to ensure that each search agent is far from the reference. Whale.
Here, the position is updated randomly in accordance with the randomly selected
search agent. The global search operation in WOA can be performed by applying this
mechanism and setting | | > 1. The corresponding mathematical model is:

!

S = |K Xyana(t) — X(1)] (6)

X(t4+1) = X,4na(t) — B.S (7)

3 Classifier Design

In practice, a smooth transition between exploration and exploitation is feasible. Here,
several iterations are allocated exploration (| | > 1), whereas the remaining iterations
are dedicated for exploitation (| | < 1). In WOA, only two main adjustable internal
parameters are available. The current work considers a simple version of WOA by
neglecting the other evolutionary operations that mimic the real behavior of humpback
whales. Therefore, hybridization with evolutionary search schemes can be further
explored (Fig. 6).

The average values obtained from the fitness function are considered those of the
candidate solutions. The value of this fitness function is verified during the iteration
until a new best value is found. The attribute that provides a minimum error value is
selected to complete the selection and evaluation processes. The flow of the proposed
method is as follows:

E(i) = wTrain.TrainData.E 4+ wTest.TestData.E (8)

where wTrain and wTest are the heights to be used for training and test data. The error
values obtained from the training and test data will be used to calculate the fitness
function. In the proposed method, wTrain: 0.7 and wTest: 0.3 are considered. E(i)
denotes the fitness values obtained at the end of three runs. Figure 8 depicts the method
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Training Samples

WOA optimises ANN

i i ‘WOA Optimi:
weights and biases ptimiser

L

Fig. 6. Process for collecting dataset and designing a classifier.

Average MSE

used by WOA to feed the weights and biases and produce additional training samples
efficiently.

3.1 BFGS Quasi-Newton Backpropagation

Newton’s method is an alternative to conjugate gradient methods used for fast opti-
mization. The basic step of Newton’s method is:

Xer1 =Xe — A g )

where is the Hessian matrix (second derivatives) of the performance index at the
current values of the weights and biases. Newton’s method frequently converges faster
than conjugate gradient methods. However, computing the Hessian matrix for feed-
forward neural networks is complex and costly. A class of algorithms is based on
Newton’s method and does not require calculating the second derivatives. These
methods are called quasi-Newton (or secant). They update an approximate Hessian
matrix at each iteration of the algorithm. The update is computed as a function of the
gradient. This algorithm requires more computation in each iteration and more storage
than the conjugate gradient methods, although it generally converges in few iterations.
The approximate Hessian must be stored, and its dimension is n X n, where n is equal
to the number of weights and biases in the network. For large networks, using the
conjugate gradient algorithms is favorable.

4 Model for N-IDS In-Eucalyptus Cloud Computing

The proposed model is aimed at synthesizing the Eucalyptus cloud as the N-IDS that
analyses the generated traffic and blocks the TCP/UDP flooding and Smurf DDoS
attack. A TUIDS DDoS dataset is prepared using the TUIDS testbed architecture with a
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demilitarized zone (DMZ); hosts are divided into several VLANSs, where each VLAN
belongs to an L3 or L2 switch inside the network. The attackers are placed in wired and
wireless networks with reflectors, but the target is placed inside the internal network.
The target generates low- and high-rate DDoS traffics. We consider real-time low- and
high-rate DDoS attack scenarios for both datasets during our experiments. However, a
low-rate attack does not consume all computing resources on the server or bandwidth
of the network that connects the server to the Internet. Hence, a real low-rate DDoS
attack scenario contains attack and attack-free traffics. We mix low-rate attack and
legitimate traffics during our experiment to prepare the real low-rate DDoS attack
scenarios in the TUIDS DDoS dataset (Fig. 7).

Cleat
Protected LAN

Fig. 7. New pre-processor rule structure in Eucalyptus cloud computing.

Many experiments have been conducted in this work to empirically demonstrate the
impact of methodological factors, as discussed in Sect. 4.3.2. The experiments can be
summarized as follows: General observations: exploring classifier performance and
validation methods. Performance on original datasets: providing a benchmark that is
used to compare the results obtained from subsequent experiments. Removing new
attacks from the test set: this experiment is conducted to determine.

5 Classifier Process in MATLAB

We offer three specific benefits of classifier combinations. Statistical: if the amount of
training data insufficiently models the hypothesis space with one classifier, then the
combined knowledge of an ensemble of classifiers may reach accurate predictions. 2.
Computational: algorithms can be trapped in local optima and finding the global
optimum may be computationally expensive. However, executing several local search
algorithms from different starting points and combining them may be favorable.
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A hybrid classifier is developed in MATLAB using our dataset. First, we must
perform the normalization process for the dataset. Then, the dataset will have been
delivered to the training and testing sets in the following proportions: 70% training and
30% testing. The target will be TCP, UDP and Smurf attacks. The results are validated
through evaluation which was derived from the machine learning metrics (Fig. 8).

L Cross-validation folds=observation )

[

(W MATLAB software )

T

LPrepare a training dataset

and perform the
normalisation process

{\ Open Training Dataset
(Select custom classifier in
L\‘ WOA-ANN J

1

Q\‘ Selected Test Options

Kk Results

1

('\—_ Prediction in formation ‘/

+ Prediction error rates., confusion matrices
and model estimators.

Fig. 8. WOA classifier test using MATLAB.

6 Conclusions

This work proposes a new classifier design based on a hybrid artificial neural network
and whale swarm algorithm to feed the ANN weights and biases. However, the model
cannot function without a derivative dataset. This dataset is derived from our testbed
design based on a developed TUIDS network topology over the Eucalyptus cloud
computing. In the N-IDS, sensing is used in real time for the normal and upnormal
traffic DDoS attacks through Snort. The log-output from the dataset has been analyzed
in MATLAB.
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Abstract. This paper investigates the project for the city by looking at one of
the latest trends in urban planning: “the smart city”. It starts with a general
overview of the definitions of the term, explaining how the ascendance of
information technologies and the associated focus on sustainability, as a
response to globalization, urbanization and climate change, can generate
effective territorial management planning strategies. Building on this objective,
the authors review a smart city project within a consolidated and mature urban
fabric in Italy, from three perspectives: territorial planning, technology, and
social practices. The study consists of a detailed analysis of the contextual and
typological configuration of the case and its surrounding area, narrating on the
possible transformation of the territory. The results of the study lead the authors
to argue that through this instance of enhanced reality, the potentialities for
urban regeneration become apparent.

Keywords: Smart city -+ Governance - Strategy territorial planning

1 Introduction

Last few years, new sets of relations between the state, citizens, places and the market
appeared because of the shift towards an economy based on knowledge [1] and the
domination of data-ism [2] as the cultural and scientific trend of contemporaneity.
These relations emerged to improve the accessibility of places through a multi-scale
approach, transforming the city into a porous think tank. Aiming at enhancing the
efficiency and quality of living and work of individual actors by offing a sustainable
future, they use new advanced technologies, and form, in this way, a new urban
paradigm [3, 4].

The smart city is one of these paradigms, being first on the list of the world’s
venture capital distribution [S]. The digital component of the smart city collects and
distributes tacit and explicit knowledge towards all channels of interest and actors
revealing a new immaterial city dimension that is able to solve issues coming from the
physical space. Some of these issues relate to the way we use space, some in the way
the city is organized, managed and governed and some represent global challenges

© Springer Nature Switzerland AG 2019
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(such as the lack of natural resources or the unlimited demographic expansions) that
affect the city performance [3, 4, 6]. In its full completion, the smart city treats urban
territory as a complex mixture of networks, places, flows, and information, in which
multiple relations and activities have the possibility to generate creative synergies and
respond to contemporary urban demands [7].

Among all sectors of a smart city project, mobility seems to acquire notable
attention (smart mobility)l [8]. This is because smart mobility seems to offer many
solutions against the dysfunction of the previous static urban infrastructure and the
large energy consumption. In fact, as the necessity for improved connectivity between
the different “landscapes” [9] of the city rises, so do the concerns about transportation,
global greenhouse gas emissions, congestion, noise and poor air quality in cities [10].
The dense built environment, the lack of economic resources, and a degraded aged
infrastructure turned its back to the traditional city planning and seeks for solutions that
are sustainable, dynamic and technologically driven [3]. In fact, when supplementing
urban planning and management practices with digital technologies of a human-
centered approach, there is an opportunity to improve mobility services for citizens and
generate wider economic and environmental value in the physical infrastructure.

In Italy for example, the results of the study “Efficient cities Siemens 2012”, that
analyze 54 main Italian cities, showed that urban mobility is the most financially
supported area, followed afterward by the sustainability of buildings among every
possible intervention via a smart city project [11]. That study indicated surprisingly the
popularity and effectiveness of the project: in 5 years’ time, the northern Italian cities
showed remarkably improved performances in urban mobility, and the southern ones
were described as “having strong potentials for improvement” [14].

Rome does not appear in the highest rankings for smart city implementation pro-
jects [12] but the city center has potentialities to be considered as a smart district [13].
A number of initiatives in the sector of tourism and the surveillance of the city have
brought about the creation of dynamic platforms and applications. In fact, if we look at
urban mobility, the issue of energy production, the quality of air, the strong traffic
congestion are only a few of the most popular key sectors to look for instances of the
application of ICT in the Italian capital [18]. The ability of ICT for delivering real-time
information and re-creating any environment, enhanced, virtual or augmented in a
historical, stratified and culturally rich city creates new layers of meanings and reveals
new potentialities for the enhancement of the city performance.

Following this premise, this paper offers an examination of how the smart city
strategy in the case of urban mobility in Rome can give new insight to the project for
the city. Specifically, the paper presents a review on the smart city initiatives for
ameliorating the mobility of Rome, launched by the Municipality of Rome the last
6 years, and makes a reflection about their effectiveness to bring about regeneration in
the city. Since they are all on-going projects, the study uses observations coming from
empirical observation and changes in social practices.

! The European Smart City Model consists of six key fields: Smart Economy, Smart Mobility, Smart
Environment, Smart People, Smart Living and Smart Governance (Giffinger, Kramar, Haindlmaier &
Strohmayer, 2007).
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Our general research question is: How can ICT contribute to or alter the experience
of the urban space in the case of smart mobility, and how can the use of ICT, therefore,
generate new planning processes? A second, more specific question, regarding the case
study, is: How do the projects related to the smarter mobility in the case of Rome offer
possibilities for innovative urban regeneration? The main objective is the analysis of
the deployment of a layer of ICT in the historical center of the city, extrapolating the
possible effects on the social and urban practices. The methods applied are a detailed
analysis of the projects in the center of Rome, complemented by documentary research
on the urban configuration of the area and participant observation.

2 Intelligent Urban Mobility in the Smart City

Most of the objectives attached to Smart Mobility look at the implementation of ICT in
the field of road transport, including infrastructure, vehicles, and users [16]. A number
of sensors, installed in the city, study the urban traffic control systems, track car
locations in real time and adapt intelligent transportation systems that allow adminis-
trators to manage instantly spontaneous traffic congestion issues. The information that
is collected for this activity is real-time data (location, weather, and traffic raw data),
generated continually by dynamic patterns of human behavior as people navigate the
city. In this way, personal smartphones or city sensors become a roaming source of
information that allows transport operators to make immediate interventions and create
additional capacity where it is needed in physical infrastructure [15]. For the users, the
advantages are various among which the changing speeds in daily life mobility and the
reduction of transfer costs.

For operators of Intelligent Transportation systems, this means an immediate
detection of incidents on the road, an ability to create personalized mapping services to
drivers, detect blockages, surveillance, and realize remote controls, managing, there-
fore, and better travel conditions. For the users of public transport this means the ability
to see the route and time of arrival in precision of every transport mean, the ability to
plan the route and map online one’s travel in the city and the ability to be updated any
moment about any available means of transportation at whatever city in the world.
Common examples are the basic management systems such as car navigations (using
GPS), traffic signal control systems, speed cameras among others.

The overall goal of these projects is the CO, emissions” reduction. Furthermore,
monitoring noise pollution offers possibilities for a better quality of life and is,
therefore, an important pillar in city management. Consequently, Smart Mobility is a
multifaceted topic, involving all the smart city paradigms (digital city, knowledge city,
green city etc.) and generates a set of heterogeneous benefits for all the smart city
stakeholders.

2 Sanseverino and Orlando (2014), citing the “Expert Working group on Smart City applications and
requirements, 2011, show the effects of lowering by 3 min the average time needed to find a public
parking place in relation to the reduction of CO, emissions in Barcelona.
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3 The Case Study: Smart Mobility in the City Center
of Rome

The “Sustainable Mobility Plan” of Rome (SUMP) under the guidance and indications
of EU,’ tried to respond to the challenges for safe, sustainable and accessible transport.
The objective of the plan is to “reconnect the city, reduce the use of private vehicles
(cars and motorbikes, recover and redistribute public spaces and improve the envi-
ronmental status” [16]. This was a project, built on the “Environmental Action Plan for
achieving the objectives of the Kyoto Protocol in the city of Rome, 2001”, a guideline
document (supplement of the Environmental Action Plan) for sustainable development
[17]. In this document, the major areas of activity are transport, housing, waste and
land use, and the overall goal of the action was to reach the 6.5% reduction in CO,
emissions by 2012. The document presented the actions taken during the first decade of
the 2000s and connected the managing of motorization rates with the use of less
parking spaces or garages in the city with the application of few new smarter tech-
niques4 [18].

SUMP was announced in 2012 and works with three objectives. The first one is the
systemization of the transport system, by expanding two metro lines (B and C) and
ameliorates the tramline.” The second regards a number of e-mobility devices, car
sharing and car-pooling for the city. The last one regards the use of ICT that could have
the ability, firstly control several of the traffic systems and then to allow citizens’
participation [19]. The hard infrastructure of the first objective, started its realization in
the first part of 2000 while in the second decade on the 2000s, the other two acquired
more attention and were enriched by a focus on ICT sector.

Agenda Urbana, a national platform created by ANCI® and IFEL’ presents the four
key smart mobility projects of Rome that Sump brought about. The first three of them
refer to a number of several sharing services for automobiles (Car2Go and Enjoy),
motorcycles (eCooltra) and bicycles (O’Bike) supported by the use of GPS, GIS and a
number of sensors and satellite connected devices in the city center. In total almost
2000 car sharing means are deliveries and more than 100 stalls are created for hosting

w

At a European level there are highlighted the following documents: (a) 2009 Urban Mobility Action
Plan - Communication from the Commission to the European Parliament, the Council, the European
Economic and Social Committee and the Committee of the Regions - [COM (2009) 490 final]
(b) The 2011 White Paper - Roadmap to the Single European Transport Area for a Competitive and
Sustainable Policy [COM (2011) 144] (c) the 2013 Urban Mobility Package, which is the most
recent and specific document on urban mobility. In the annex “The methodological reference
framework for the Pums” the relevance of the latter is reiterated as a planning tool and indicates the
main requirements.

IS

In Italy, the motorization rate has diminished by 5.4% in Rome between 2008 and 2012.

w

In 2013, the tramway terminus in Venice square, new tramway line in via Botteghe Oscure and the
requalification of Largo Argentina were constructed. Metro B and C are under construction, while
many parts are given already to public.

=)}

Anci: National Association of the Italian municipalities (Associazione Nazionale Comuni Italiani).

7 Ifel: National Association of the Italian municipalities Foundation — Institute of Finance and Local
Economy (Fondazione ANCI, Instituto per la Finanza e I’Economia Locale).
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this new activity. The sharing of bicycles, as well as the promotion of this activity on
behalf of the commune, led to the creation of new cycle paths of about 241 km in
total [20].

These projects aimed at ameliorating the accessibility in all the areas of the city
promoted sustainability by not consuming fuels and worked against urban noise.
Beyond the construction of infrastructures and interchange nodes, fleets with low
environmental impact as well as intelligent transport systems were financed [21].
Furthermore, new mobility manager and car-pooling create the connection among users
and mobility managers [22]. The same document describes the creation of 1200 new
parking lots, the replacement of traffic lights, access gates, checkpoints, and the release
of 65 new ecological, electrical autobus and the installation of numerous smart tech-
nologies for monitoring the different movement activities in the city. Lastly, a number
of projects supported the e-mobility diffusion and the information about the decar-
burization of the inner city center. Apps are now offered information on how to avoid
flow traffic and are enhanced by ‘AR’ systems, suggested new pedestrian areas and
pathways. To facilitate cycling, the municipality of Rome allow foldable bicycles onto
buses and trains; and installed road signs to alert motorists to the presence of cyclists
along frequently used routes. In addition, 700 small supporting colonies integrated with
higher power systems (fast recharge) along the GRA (fuel distributors) and along the
perimeter of the railway ring were installed that serve as reloading equipment and
15.500 free parking posts were offered to their service [20].

The fourth one refers to the project “Intervention for the monitoring of the urban
penetration routes and the main urban itineraries of the intra-GRA network of the
Municipality of Rome: Master Plan Phase 3 (MP3)”. This project consists of the
redesign, development, and implementation of a system of 10 new variable interactive
and responsive panels (PMV — VMSS). It requires the re-engineering of 19 traffic light
systems, 20 new measuring and monitoring stations of non-invasive nature that
transmits and elaborates all data collected to Rome’s mobility center. Lastly, it regards
the integration of the new systems within the technological framework of the Mobility
center with adjustment of the HW and SW infrastructures. It is called the Monitoring
Centre for Road Safety [21].

The projects consist of a number of city interventions using ICT and a web
interface. In the Municipality’s document “Programma Della struttura di linea” from
the Department of mobility and transport from the Municipality of Rome, there were
presented all large and smaller operations to intervene to the various levels of street
infrastructures. From the overall study, the following goals/objectives were high-
lighted: (A) the delivery of a transport network that is integrated, efficient, cost-
effective and sustainable to meet the city’s needs. (B) To develop and implement
policies to encourage commuters to choose the most appropriate transportation mode.
(C) To reduce the environmental cost and deliver therefore alternative solutions to the
city’s conservation of cultural heritage.
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4 Experience of Using Smart Mobility in Rome

The application of these projects in the city of Rome include many different contents
and variables, and it was difficult to provide a holistic and interrelated vision of these
actions. Due to the complexity of urban mobility and the fact that there is no relatively
large amount of feedback yet, we analyzed the contents of the smart mobility initiatives
described examining the use of ICT, the actors and the goals and benefits towards the
city from an empirical point of view. In relation to the experience of the city, the
projects can be classified into the following types:

(a) Technologically-driven with applications that transmit real-time information.
These include the initiatives carried out by companies, depend on citizen’s par-
ticipation, and affect citizen’s behaviors (implementation of multimodality to
enhance the use of public transportation instead of private one - mobile apps that
facilitate the transition between public transport and car and bike sharing, online
tickets, parking, etc).

(b) The ones that receive information from drivers and vehicles through technology
and use this data for the better functioning of the city. This group includes the
initiatives carried out by the companies or organizations that supply the local
public services in the city. They are a large and heterogeneous set of applications,
including the following: Info mobility, Sanctioning and fining, Monitoring
Controlling Management [21].%

(c) The localization of services in support of the smart mobility projects including
policies.

We argue here that the three categories affect the city at a spatial, social and
environmental level.

In all of the projects, the presence of ICT acquires a physical dimension in the
urban space. Firstly, the material/physical use of the existing space is transformed in
order to host all hardware and relevant technologies. This is hidden at a first view, but
all over the city, there are cameras and sensors installed covering the spectrum, of all
the kilometers of the ancient city. There are also terminals to access public information,
displays with traffic updates led signals and data projected on responsive panels. The
presence of the new stalls and the colonies of reloading electrical vehicles have their
own new spaces in the city. Lastly, all sharing vehicles and all applications are rep-
resented with specific brand symbols (mostly colors that are assigned to each vehicle —
yellow for smart bikes- red for enjoying car sharing- blue for motorbike sharing etc.)
that can be traced easily. This has created a new spatiality of specific aesthetics such as
the yellow bicycles that are found in the edges of every monument site and are now
everywhere in the city center.

8 Anaphoric ally some of them are: the integrated mobility Information layer dedicated to road safety,
integrated parking guidance systems; Variable Message Signs (VMS); Urban Traffic Control (UTC);
Video surveillance systems for area and environment security; Integrated systems for mobility
management; E-gates for Limited Traffic Zones Electronic poles of bus stop, Video surveillance
cameras Traffic Measurement Stations Traffic lights, Traffic data collection systems etc.
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For the first two categories, it is observed that during the application of smart
ecosystems, a sort of digital surface where all data exists is created as a net that is
displayed over the city scale. This surface visualizes different information about every
street and human activity on virtual platforms that follow the logic of augmented reality
where the mixture of digital data and physical space are recreating a new image of the
city dimension. The platforms are open and accessible by everybody through smart
applications, a sort of simulated version of reality where instances of our lives can be
uploaded acquiring new meanings and transforming places into dynamic spaces. This
allows both pedestrians and drivers/travelers to have a different experience of the city,
being instantly oriented. In other words, the availability of these technologies of the
municipality of Rome has given birth to a new interwoven image of the city, an
augmented space that describes the city and is available to every user. This image
reconstructs the facades of buildings, architectural details, and human activity. They are
drawn in relevant scales, open spaces are represented as urban voids, and 2d colored
lines present alternatives for moving in the city, details that previously could not see on
a static map (for example the route of a bus). Time, availability of parking or stalls,
costs, the presence of police and others affect in this way the urban movement in Rome
and therefore change the use of urban block releasing the center from congestion.

In the second category, the interconnectivity of the multiple users stresses the role
of the collective, digital space that emerges in certain activities. It is the virtual space
where the users connect while acquiring the possibility of interacting as if they were in
the physical space (e.g. in the applications where drivers connected remotely have the
possibility to talk among themselves). This collective space opens a communication
network in Rome, bringing new relations of interactions at a city level. This might
solve problems of density in bus stops, or problems related to directions in driving cars.
The collective space in this sense is the one where each person’s car or mobile meet in
a digital setting and exchange information about a specific node in Rome’s
infrastructure.

The interaction with these applications transforms the users of roman applications
to active participants in the creation of new instances in the city fabric. For the visitors
of Rome, this kind of accessibility in interactive maps and local information enhances
the idea of a city that is easily accessible, protected and therefore enhances public
comfort.

In addition, the applications make clear the attention in Rome’s specific urban areas
and highlight the easiness of moving from one place to another. This does not change
the routines of users (the reason for which one might move from one place to another).
In this case, the presence of ICT modifies the activities that can be done in environ-
ments that were already socially defined. In this way, people can take information on a
taxi or a metro station, just as well as they can do in an office and communication is
instantaneous regardless of geography. People move through the various environments
with the awareness of both being a presence that sets things into motion because smart
city spaces are full of sensors, and of being an agent that can command the different
devices by exchanging information. Inthe long term, this could lead to an important
change in human consciousness and can work better towards the society that is more
inclusive.
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5 Smart Mobility for Urban Regeneration

From the brief description of the experience from the smart mobility in Rome, we can
draw some preliminary conclusions about how the use of ICT can open a discourse
about urban regeneration. In fact, the observations are all studies that can be incor-
porated and managed by local governments along with the three core plans that his-
torically particularize the urban planning: the master plan of the metropolis, the general
urban plan for the residential and suburban organization of the cities along with the
urban studies, implementation acts and rehabilitation studies [23].

In particular, changing human activity during rush hours at the physical space
means also directing the critical mass towards new directions. This, in turn, might bring
about ideas for neighborhood’s intensification, the different relation between the city
and the road system (including the pedestrian pathways), new ideas about relocating of
activities that assist the drivers/travelers in the city territory.

The new services of the smart parking and smart ticketing, parking public spaces
can be more efficiently managed by guiding drivers to the closest (proximity) parking
place and can be provided on demand. On the one hand, urban planners acquire the
new capacity for improving the driver’s experience. On the other hand, this dynamic
management of transport systems means that supply can be matched with demand in
real time, creating economic incentives to travel outside of peak hours or by alternative
modes/routes where possible, therefore helping to distribute the peak demand. The
same happens with interactive apps (e.g., Moovit) that help citizens to exchange
information and avoid congestion. The data coming from this service provider can
assist urban planners to plan future infrastructure, and service provision based on
demand. Sharing services, such as bicycle sharing, car sharing or taxi booking services
bring to the table many different future scenarios for the city management.

The digital surface of data has no thickness but works and functions where people
have accessibility to the internet. These augmented places form a sort of an ‘enclave’
that gathers all real-time experiences. Naturally, the enclave could be everywhere
inside the city, in the periphery, or it can be inside the city but not acting as an urban
condition that generates relations or mixing of functions or continues the grid of the
city. The enclave does not have a specific scale; it can be any group of quarters that are
monitored by ICT, a few urban blocks or even a small town. The importance is the
specification of this area as a separate zone from the rest of the territory, as it has
different urban functions from the ones where ICT are not installed. In other words in a
territory, the enclave is a compound that has fences, boundaries and is characterized by
the intensity of information that is extracted. Furthermore, the enclave acts as an
instrument to transform the city into a porous and permeable structure putting in the
core the human activities.

At a larger scale the ICT presence could be understood as an immaterial ‘archi-
pelago’, or else a “silicon landscape” to describe the idea of the dispersed condition of
digital episodes in a region [22]. The silicon landscape is a network-based dispersal
digital territory of IT activity in the city grid. It has the ability to transform the ‘zoning’
of the enclave in a topic of interest as it presents the local cultural and infrastructural
characteristics of the territory. It does not have a precise scale, but it is responsible for
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creating a good environment for possibilities of proliferation. Centrality, localized
density, distance and proximity, and notions of relation and juxtaposition are some of
the principle elements that characterize the connection of the different digital episodes.
Supplemented by social media, aggregated data can also provide details of citizens’
thoughts and feelings about places and experiences. With the right skills and software
capabilities, this massive anonymous data bank can allow urban planners to understand
the detailed use characteristics of city facilities and services, and to create places that
are tailored to the people who use them. Using sensor-derived real-time data, different
planning conditions can be quickly tested and simulated.

6 Conclusions

The connection of smart mobility and urban planning is a complex and still challenging
field of research and practice. The set of good practices and related planning actions,
presented in the previous paragraphs, require more time for feedback and a consider-
able increase in the level of technical competencies that are among the pillars of
planning disciplines. However, following the above-mentioned empirical analysis, it
emerges that the applications of smart mobility can be a useful sector for improving
spatial planning and that new concepts of spatial regeneration can be predicted in the
three above-mentioned categories of actions.
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Abstract. This article identifies methodologies for increasing the quality of life
and acquiring a more democratic and participatory (inclusive) dimension in the
new configuration of cities, in the case of smart cities. The analysis presents
relevant strategies and implementation cases and investigates how ICT alter the
meaning/ideas of “urban planning”, leading to an effective “governance”, of a
citizen- center approach. Additional questions examine whether increasing the
technological ‘networks’, allowing automation and monitoring are sufficient
tools for cities’ regeneration or if matching technology with spatial participatory
models that functionally insert the ‘right’ formal references in the urban plan-
ning is necessary. Public governance’s success is measured based on the “lis-
tening capacity” and the facilities that are provided to citizens. As such, the
paper reviews the ability in managing existing complex interrelations between
facilities and urban spaces. Finally, it retraces the historical arc aiming at ana-
lyzing and providing insights into the future.

Keywords: Smart city * Territorial planning - Governance

1 “Territorial Planning” as a Premise of the Smart City

The problem of the definition of territorial transformations and of the evolu-
tionary process. The discourse about the development processes and the state of the
metropolitan territorial morphology has revealed, lately, many challenges connected
with the rapid ‘transformations’ of the increasing large territorial ambient. Regardless
of the development’s stage, what seems indisputable is the continuous growth of urban
agglomerates that tend to occupy and expand towards nearby neighbor territories. In
this diversified landscape, phenomena of centralization, re-centralization or dispersion
of economic activities (because of the introduction of ICT), tend to create “centralities”
that are spread in a wider territory. In fact, since the 1970s, the territorial morphology
has witnessed many transformations in demographics (population growth) and in the
economy (city functional specializations), and raise “questions”, related to the quality
of the settlement, the insertion strategies of new economic activities, mobility, cultural
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and leisure services. The common objective in all cases appears to be the search of
quality of life and of urban spaces.

In this context, the design of new urban forms that allow the balance between space
and “governance” (from a physical, economic, social, political, etc. point of view)
seems to be the strategic tool. In fact, population decline and demographic stability in
urban places have not seized the urbanization process, as many had predicted. On the
opposite, the nature and consequences of the economic growth have determined new
spatial and supply demands that satisfy both social and share capital. Specifically, the
urban policies of the 1960s and 1970s, guided the emerging economic activities and
integrated them in different territorial and geographical contexts (residential, economic
or industrial), in new urban centers (Villes Nouvelles, and New towns) and in new
neighborhoods, decentralized and autonomous (new expansions in Germany and the
Netherlands). Lastly, they empowered urban poles at a regional level (Le metropoles
d’equilibres).

The last decades, the same policies tend to be nuanced; perhaps, less determined
and are fundamentally directed towards (a) inward interventions (reuse and recovery of
urban situations); (b) interventions in interstitial areas and fringe; or (c) interventions
that envisage the creation of multi-sector settlements that are specialized in research,
planning, consulting, information, management and programming. Since the evolu-
tionary process of urban areas manifests itself “also” through energy consumption
increase, it is essential to adapt the perimeters of the urban territory and effectively
guide and control the territorial transformations of the area. This adaptation requires a
strategic management based on ‘processuality’, a systematic series of actions that are
developed in time and have as objectives the, modified and modifiable in time and
space, organization and territorial planning. Following this context, it becomes chal-
lenging the definition of boundaries that can have ample degrees of flexibility in terms
of function and of construction and bring about a programmatic process of planning
depending on the city objectives. They are not physical but refer to boundaries of
transforming governance.

Territorial discontinuity. All urban areas “explode” even with low-density settle-
ments, often without a predefined design, creating a discontinuity of the fabric that
influences the growth of the territory. In the EU countries, the planning deregulation,
the localization preferences of economic activities, the territorial specialization and the
spatial segregation, which in long term, might contrast with the settlement’s sustain-
ability principles, has caused extensive sub-urbanization [1]. The territorial fragmen-
tation does not only concern the urban structure but also the localization of urban
functions, the labor market, society, and mobility. When the city is expanded, the
integration of other territorial and urban systems create a new landscape, a unique
dispersed but strongly interconnected reality, in which the traditional territorial orga-
nizational model of hierarchical relations among areas is now outdated.

The concept of network as a structuring element of the planning of a territory, the
premise of the smart city. The network of “nodes of functional relations”, which
altogether constitute a system, is among the most common connotations today. Orga-
nizing various human activities at a metropolitan level has facilitated the transformation
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of the city from a “space of places” in “space of flows”, allowing the configuration of the
“networked city” [2], with services that assist mobility [3].

The network appears as an invisible but structuring branching of
relations/interactions among centers. In this context, the lattice scheme of Christaller,
Losch-Beckmann (1958) [4], with its strict hierarchical form that takes into account
only the economic aspects (economies of scale and transport costs) becomes inade-
quate. Christaller’s theory focuses on the ‘function’ and the ‘market’, as a network of
points where the relations converge. The concepts of ‘threshold’ and ‘scope’ explain
the network’s contribution: the first one refers to the minimum necessary existing
market activity in an area and the other to the maximum distance that a consumer is
willing to travel to reach the market [5]. The hierarchical organization of the
Christallerian model responds to the territorial type logic. This explains how functions
increase when the importance of the center increases and how this creates competition
among the urban centers of the network. The synthesis of horizontal relations between
the various urban centers in the network highlights the potentialities that the planning at
a network scale might bring about, particularly at an international level. They raise,
therefore, the challenge to understand how the network approach can become a design
tool, or if it offers possibilities only in terms of analysis and interpretation of reality.

Urban form-new theoretical and governance models for territorial complexity.
The Civitas, a conscious citizen’s collectivity that, in the search for efficiency and
advanced social organization, acquired a precise physical form, has a precious role in
the management of the historical European city. Before the metropolis, there was the
big city, which locally had its own raison d’étre, economic and political; but this value
has diminished, and the territory has grown immeasurably affecting deeply mobility
[6]. These areas should function as “city-of-villages which, through the introduction of
limits and boundaries could acquire the form of local self-governing communities [7].
In this scale, it is easier to reduce energy, resources are rebalanced, and a reciprocal
relationship with their agricultural territory can be managed. At a local scale, the
symbolic, aesthetic and cultural identity of the place can be enhanced. In the con-
temporary city, the ties among these places depend on the way they relate, which is not
necessarily based on proximity. This leads to a phenomenon of dissolution of
boundaries, which also affects the boundaries between the rural and urban [8]. The new
settlements, cities or metropolitan areas acquire a ‘nebulous’ identity highlighting the
necessity to search scientific, pragmatic, theoretical, political and cultural models in
order to govern the complexity of the territorial reality. Since the 1990s, at a national
and international level the attention of urban policies [9], is focused on the creation of a
balanced and sustainable territorial development that respects the human settlements’
organization and consumes less energy. This reveals the need to pursue policies that
focus on the concentration, exchanges, and interactions of planning actors. Therefore,
in this age of networks, new forms of governance appear which are not based anymore
on planning strategies of a top-down process but respond to a context of changing
networks that are in continuous evolution [10].

The concept of “city networks” is a territorial organization model that allows
medium-sized cities to achieve high levels of competitiveness and create synergies,
network economies, and specialization. The connection between large trans-European
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transport and communication networks is, therefore, the construction of a polycentric
system at the continental level, a favorable condition for a balanced development,
territorial equity and cohesion [11]. This new way of city “functioning”, produces
profound changes in the social and spatial configuration of the material and immaterial
relations of the community. Consequently, the role of planning, from low economic
activities that generate processes of urbanization of the rural territory to the welding of
the settlements, become uncertain, while the inter-urban mobility grows in a sustained
way with the increase of the complexity of the territorial relations.

As a result, in this context, a polycentric network organization of urban and ter-
ritorial systems, the creation of a functional “mixité”, oriented towards “city effect” and
the integration of diversity and activities that favor mobility interventions for the radial
connection of metropolitan polarities are useful guidelines. This new urbanity is
designed through invisible networks, which transform the territory in an open system.
The diverse exchanges form a dense connective tissue, with small or wide meshes
depending on the different territorial sites. The networks, in this sense, carry out
activities that aim at improving the physical connections of the different parts or
functional diversions (visible networks), favor mobility, social and cultural interaction,
the circulation of goods and information, capital and innovations. They also enhance
the local resources, territory and its diversity. These interdependent relationships, once
existed between the parts of a city, and then between the parts of a metropolitan area,
have now expanded and this invisible connective tissue is losing its boundaries and
extends on a scale no longer certain.

2 The Smart City as a New City Model

The experience of the smart City — Definitions and state of the art. Over the span
of the last two decades, more than 800 places in the world have been entitled “smart” as
a response of urban planning towards the production of a growing number of service
and technological cities of diverse nature. In addition to that thousands of initiatives at
a local, national and international levels have acquired the name “smart” in an effort to
describe urban areas that use different types of sensors to collect, manage and use data
and information in order to transform the urban performance and efficiency. These
phenomena have their origins in the spatial clusters of the ‘innovation environments’
and the ‘knowledge clusters’, spatial models that were created because of the third
industrial revolution around the 1960s and now entering in the fourth acquire new form
and become more visible. Generally, the smart city is an urban intervention, con-
structed by top down or bottom up ‘educational’ processes that act as the strategic
device to change modern urban production factors [12].

More specifically, the smart city promotes a concept for urban performance that
does not depend only on the city’s endowment of hard infrastructure, but also, on the
availability and quality of knowledge communication and social infrastructure [13]. As
such, its focus seems to be on the role of ICT infrastructure, on the role of city
management and of the education of human capital [13]. Therefore, it examines the
social, relational and environmental ambient as important drivers for urban growth. It is
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still metabolizing, changing over time both conceptually and physically: the sustainable
city, the high-tech city, the intelligent city, etc. Difficult as it might be to theorize its
present form, in the same time, is obvious that the smart city is already envisioned as
the choice for a future of sustainable development and welfare that has not been yet
accounted as an urban paradigm of a clear, dominating hegemonic class.

What this shift would really mean for our built world is still under observation. Is
the city as we know it today deeply changing when transformed into a smart city? If so,
then in which ways make it visually comprehensible? A very positive or very negative
answer would sound a dangerous claim: for sure, the insertion of ICT is a process that
did not exist at all some decades ago, and the same stands for spin-offs or the pro-
duction of new services as a new way of thinking about work and living. Currently,
many scholars, organizations, corporations or large global cities, all praise the con-
tribution of Web O, and ICT to the better management and functioning of cities [14].
Financially at least, these evolutions have opened a new world of possibilities, col-
laborations and problem-solving strategies towards the problematic of cities. The
European Union and other international institutions and think tanks believe in a wired,
ICT- driven form of development-. Entire new districts are created to serve the ICT
evolution, and new means of digital ‘zoning’ is changing the conception of the tra-
ditional urban tissue.

Many examples around the world are considered as successful smart city projects.
Amsterdam Smart City Initiative, which includes more than 170 projects of bottom-up
and top-down processes, wins in international rankings. Barcelona similarly, praises the
application of almost 60 projects within its CITYOS strategy. Manchester, Milan and
Santa Cruz used ICT for a number of services that are of a human-centered approach.
New entire cities are built, such as Songdo, Masdar and use technologies for a sus-
tainable environment. In all of these cases, there appears a framework that is divided
into four dimensions: technology, human infrastructure, institutional framework and
data management framework. In all cases, the key sectors of the Smart city are the
mobility, economy, governance, people, living, and the environment. Actors, stake-
holders and large corporations collaborate and through a four-step process establish the
foundation of each smart city project. The first step is the application of infrastructure
(networks, Wi-Fi availability and all technological equipment) in the city ambient. The
second step is the installation of sensors and IoT to collect the big data of the city and
manage the infrastructure remotely. The third one is the construction of their service
delivery platforms to elaborate and evaluate the concentration of big data. The final step
includes sustainable applications and value-added services to the city and to citizens.
These functions describe the process of collecting data, connecting various physical
devices with the diverse actors (city, citizens, services, and government) and in this
way city; officials can monitor and observe how the city is evolving.

The smart city with the intelligent transportation services, the e-business services,
the learning services, and the environmental services aligns to each dimension of urban
planning, among which the environmental protection, the sustainable residential
development, resources capitalization and support of coherent regional growth. As
planning dimensions are allocated to particular frameworks (demographic distributions,
land uses, transportation, green spaces, environmental protections and authorities that
monitor and evaluate the planning rules), the same does the smart city project. Several
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elements are now available and transparent regarding urban planning in participatory
smart governance. For example, sites’ identification, sites’ characterization through the
creation of local urban land use planning databases and data that describe urban values
such as connectivity, spatial patterns, and proximity. As a result, the smart government
tries to optimize services in the urban space, which goes hand-in-hand with activities
that improve the quality of life. The engagement of various stakeholders and the use of
several pervasive means such as social media, open data, and sensors, strengthen the
collaboration between citizens and urban governments. They declare, in this way, that
operations and services should be citizen-centric and therefore correspond better to the
planning necessities. The network of the collaboration of this framework becomes
pervasive, in the sense that it finds its place in all of the activities of daily life of the
smart citizens, both in the private and public spheres. Smart cities may be governed
completely by the organizations that comprise the network (self-governance model), or
by the local government as the centralized network broker (bureaucratic model) [15].

3 Governance (Democracy, Technology, Technocracy)

The smart city designates investments in physical (transport) and intangible
(ICT) communication infrastructures, with reference to the human and share capital to
achieve the quality of life and sustainability in urban development. This consideration
aims at qualifying the smart city, mainly, in relation to the efficiency of the urban
‘machine’, and the implementation of the human capital. In reality, the goal of a new
urban construction process could be also expanded to include more demanding
objectives such as better relationships among decision makers and citizens with a
reference to “democracy, technology, technocracy”.

The keywords’ debate should be directed towards a research that identifies the
actual relations that exist among them because none of them remotely could be able to
control a sustainable urban development and a coherent definition of the urban spaces
with the desired quality of level of life. One example of this research, can be found in
Italy, in the three years plan of AgID (2011-2013) [16] and the initiative of Enea
(Convergence Smart City and Community) that aimed at re-organizing the manage-
ment of urban and territorial processes in a digital manner, starting from a conceptual,
methodological and technological convergence. Specifically, Enea emphasizes the need
to share a common language when identifying strategies that ameliorate the urban
system’s efficiency. In this way, the main actors of urban processes collaborate and
create a roadmap with the necessary tools for the creation of a ‘shared’ idea of a smart
city [17].

Another example is one of the ForumPA’s debates [18] in Italy that aims at
increasing the digitalization of the public administration. In this case, the connection
between the processes of governance and the data are shared among the various actors.
On the “acquisition and management” of the data, the governance of “the whole
process” enters into law and becomes the “frame” that is decisive for keeping urban
development within “democratic” scenarios. In fact, if the smart city can bring urban
welfare and improve the quality of life of citizens, then how the smart city can alter the
relationships between citizens and rulers seems crucial.
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In the smart city, the governors increase their guiding capacity while the citizens
seem unable to carry out effective control over the public and private management of
the huge amounts of data, on the basis of which, political strategies and territorial
infrastructural decisions are suggested. In essence, this might bring a change in the
democratic character of the traditional western ‘democracy’. Parag Khanna [19] in his
recent text with the title “Technocracy in America” suggests that technocracy is the key
word, which instantly explicates the novelty of the topic about the governance of cities,
in the USA. The author analyzes various forms of governance (representative
democracy, direct or not, ideological leadership, dictatorships, technocracy, etc.) and
argues that a technocratic government should be based on an experts’ analysis and
long-term planning, rather than on typical improvisations of populism. He emphasizes
that, often, forms of government based on representation (with exhausting quarrels of
an ideological mold) prevail over the ones based on the administration public affairs
that could quickly meet the necessary services to citizens using certain data. In this
way, he argues on the necessity to give the same weight on ‘figures and democracy’.

Governments should respond to the needs of citizens effectively, with long-term
scenarios, bringing together democratic inclusiveness and “technocratic” efficiency.
Following this argument, the author cites Switzerland (“direct” European democracy,
bottom-up) and Singapore (Asian technocracy, top-down) as two states that have the
best indices in international statistics for the level of citizens’ well-being. In his
opinion, these two states have democracy and knowledge, where knowledge implies
that those who command “know” by acquiring valid “historical” data. In the state
models’ description, Khanna confirms that economically and politically, the develop-
ment mainly focuses on metropolitan areas and their best performances are found in
what he calls “Info-State” (postmodern democracy). ICT allows the Info-State to
operate better in relation to the free market allowing the two states to use a direct
relationship with the citizens, in real time (referendum, surveys, inquiries, public
workshops...). The datum is the abandonment of the ideological guide in favor of a
strong pragmatism raising consideration whether the priority is an exasperated
democracy or a form of government, which allows effective responses to their needs.

A widespread “populism” that has intercepted most of the trust already entrusted to
the traditional “political class”, describes Italy in this discourse. Khanna wonders if
democracy guarantees a country’s success or if a growing inclusion of technocratic
roles in governance can assist. These steps could be launched, when extracting the best
from “politics and government”, “democracy and services”, “process and results”,
selecting the sense of “procedure” from democracy and sense of “result” from the
technocracy. Neither of the two prevails, but both are under penalty of mutual legit-
imization. The author is convinced that “on the long run, the quality of Governance is
more important than the type of regime in power, claiming that: “Too much politics
corrupts democracy; too much democracy hinders the policies. Politics relate to
positions, while policies relate to decisions. Democracies produce compromises,
technocracies bring solutions; democracy adapts itself (satisfies), technocracy seeks the
best solution (optimizes)”. For example, the conspicuous social and economic results of
Switzerland and Singapore support this argument. Therefore, it is necessary that
democracy be pervaded by a different policy, which, starting from a consistent ana-
Iytical recognized and shared bases, brings suitable certified knowledge forms
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(quantitative and qualitative data). In this way, democracy does not succumb in front of
the increasing citizen participation, which often degenerates into ideological conflicts
with suspensions of procedures and variations.

In Western democracies, the phenomenon of urban governance has always been
accompanied by numerous analyses and by the collection of city and territorial data,
scarcely used in actual realizations. Firstly, ruling classes are less prepared and willing
to change their decision-making behavior and therefore rely on traditional applications
that guarantee more profitable mediation among political parties.

As a result, we suggest here, a form of governance that is characterized by a
decision-making system that uses a “close relationship” between representative,
political and technocratic bodies; deputies to provide qualitative-quantitative assess-
ments of the proposed development scenarios, starting a political evolution “in the
technocratic sense”. Khanna argues that if governance gradually acquires contributions
from the technocratic system, then the “utilitarian and meritocratic” objectives of this
action would clearly emerge, demonstrating that many of the political decisions are
based on ideological oppositions without any knowledge on urban phenomena. The
utilitarian and meritocratic system of technocracy could, therefore, offer essentially in
politics. Urban planning, marked by lengthy procedures that often impose only partial
revisions, would challenge the “who and how it is possible to manage” the databases in
order to use them in line with social demand. However, the risk in asking for a rigorous
technological admin profile is that it cannot be guaranteed that end users will be as well
capable to work with data management.

The authors argue that a part of Khanna’s index on building a blend of democracy
and technocracy, assisted by ICT can be useful in governance. This includes a gov-
ernance which is fully democratic, leading to an equally irrevocable, incremental
welfare and social debate, based on a quantitative knowledge, capable of activating
decision-making processes, both of a “vertical”, bottom-up type, and also “horizontal.”
A type of governance that is able to redefine, in a shared manner, the design of the city,
through ICT. In the debate on smart and digital cities, the authors highlight the creation
of a global “gigantic collective memory”. The impact on tax, democracy, the political
class, meritocracy etc. is incontestable. For the evolution of the phenomenon, they
suggest the following hypotheses:

(1) The new “political” urban governance profile should be included in the discourse
about the future design of cities;

(2) “Exploring the future” by designing the present, hypothesizing a subsequent
scenario, seems an idea that can be shared [20].

(3) Geo-location tools are available (GPS, Wireless etc.) and allow real-time moni-
toring and visualization of urban and territorial realities;

(4) Insisting on territorial scenarios that are constructed upon improbable hypotheses
and are only analogically evaluated, seems less useful. On the opposite, investi-
gating “information flows” and “data-driven” models, using data collected on the
micro and macro-themes of each urban reality, and observing “how”, “by whom”
and with what objectives data are used, seems more adequate.
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“We are” experiencing an epic moment that communication between men and
communities transforms, from the first “global village” to a village where com-
munication is more democratic in character, between thrusts that are not only
“vertical” but also “horizontal” (Internet, cyberspace etc.). This space of flows is a
completely new phenomenon.

This space interacts with the digital, analogical and physical world, stressing their
spatial effects in the city. Physical “distance” is reduced even if a “fictitious”
theme may appear. To what extent the Internet makes, the localization of inter-
connected subjects-things irrelevant is still to be searched;

In fact, cities continue to grow, a fact that cannot be generalized, because it relates
above all to the c.d. Third World. However, the innovative forms of communi-
cation cannot make the phenomenon of settlement dispersion real.

Man is a “collective” animal that needs to live in a real and physical community
where there are contact and life in the city, without denying the opportunities of
cyberspace, the “triumph of atoms and bits” [21]. Urban space is a set of “virtual
and physical places” that combined give rise to changing urban “forms”, on a
physical and functional level. This could be the smart city in necessary symbiosis
with the Digital City. In this case, men and things are “sensors”, in real time, of
the evolution of urban reality (ubiquitous computing) and “public and private
spaces” are decisive in this. Therefore, from the analogical to the digital age, the
container takes “different forms in time, even short, and flexible in functions”.
Moreover, the concept of “form” of the city changes and acquires a more complex
meaning over time.

Data-driven processes change the city because urban space can be coordinated
with computer platforms (C. Ratti). In this context, is the civil- hacking (“hack-
ing” the city, S. Sassen [22]) possible? Which Governance is desirable for a
complex process where the knowledge and use of new technologies are master-
ing? Where can we imagine a programmable and changeable Architecture? Where
does “sentient” space exist? Big data’s exponential growth present new research
directions for the city, its “resilience” and the political-social coherence of the
governance. The current form of big data governance needs to extend based on the
bottom-up and horizontal model. In particular, the “way” the public space is
programmable through a governance that increasingly considers this model. We
observe that the data-driven process needs to evaluate the validity of the current
governance forms in order to achieve a necessary substantial democracy of the
whole operation.

Without a democratic profile in the process, the smart city can be negated. The

meaning of cities through increasing forms of urban efficiency and human capital is no
longer sufficient to clarify the deeper meaning of democracy. “Digital transformation as
an ecosystem... it cannot be done, harbinger if not governed, of... terrible discrimi-
nation.... of great violation of rights... divesting monopolies...” [23].

Without denying the validity of an “efficient” city for users only, in the distinction

between these and “citizens” lies the whole meaning of an “intelligent” City.



The ‘Governance’ for Smart City Strategies 85

References

>

® N W

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

. Gibelli, M.C.: Dal modello gerarchico alla governance: nuovi approcci alla pianificazione e

gestione delle are metropolitan. In: Camgni, R., Lombardo, S. (eds.) (a cura di), La citta
metropolitan: strategie per il governo e la pianificazione Ed. Aline (1999)

Beguinot, C.: L’architettura ¢ intelligente, se ¢ capace di (inter) connettere. In: Teléma no.
15, inverno

Martinotti, G.: Il vero centro si ¢ spostato, non ¢ piu “dentro” ma in periferia. In: Teléma no.
15, inverno (1998/99)

Beckmann, M.J.: City hierarchies and the distribution of city size. Econ. Develop. Cult.
Change 6

Hannerz, U.: Esplorare la citta, il Mulino, Bologna (1992)

Magnaghi, A.: Per una nuova carta urbanistica (1990)

Camagni, R.: La pianificazione sostenibile delle aree periurbane, Bologna (1999)
Camagni, R.: Agire metropolitano: verso forme e strumenti di governo a geometria variabile.
In: Convegno DPTU-DAU pensare ed agire metropolitano: verso una nuova visione
istituzionale e funzionale, Roma, 23 Aprile 1998

Documents: Green Paper on the Urban Environment of 1990, Europe 2000 and Europe
2000 + (1992-1994) and European Space Development Chart

Benveniste, G.: La pianificazione come gestione a matrice di reti decentrate. In:
“Pianificazione strategica e gestione dello sviluppo urbano” a cura di Curti Fausto e
Gibelli, Maria Cristina, Bologna (1999)

Camagni, R.: Agire metropolitano: verso forme e strumenti di governo a geometria variabile.
In: Convegno DPTU-DAU pensare ed agire metropolitano: verso una nuova visione
istituzionale e funzionale, Roma, 23 Aprile 1998

Komninos, N.: The Age of Intelligent Cities: Smart Environments and Innovation-for-All
Strategies. Routledge, London and New York (2015)

Caragliu, A., Nijkamp, P.: The impact of regional absorptive capacity on spatial knowledge
spillovers. Tinbergen Institute Discussion Papers 08-119/3, Tinbergen Institute, Amsterdam
(2008)

Engel, J.S.: Global Clusters of Innovation: Entrepreneurial Engines of Economic Growth
Around the World. Edward Elgar Publishing, Cheltenham (2014)

Bolivar, M.P.R.: Governance models for the delivery of public services through the web 2.0
technologies: a political view in large Spanish municipalities. Soc. Sci. Comput. Rev. 35(2),
203-225 (2017)

AgID - Agency for Digital Italy. It is a public agency, established in Italy by the Monti
government (2011-2013). It pursues the highest level of technological innovation in the
organization and development of public administration (P.A.)

ENEA: The main Italian National Agency for new technologies, energy, and sustainable
economic development. It promotes important research on these issues

Forum Pa: A company of the Digital 360 Group. The company has been working for three
decades to stimulate the digital growth of the public administration, favoring the meeting
between the PA, companies, researchers, and citizens

Parag Khanna, internationally renowned geopolitical strategist. In Italy, he published for
Fazi Editore the trilogy: I tre Imperi (2009), Come si governa il mondo (2011) and
Connectography (2016). Parag Khanna (2017) La rinascita delle citta-stato, Fazi Editore, sett
(2017)



86

20.

21.
22.

23.

C. Bellone et al.

Ratti, C.: An internationally renowned engineer and architect, he teaches at the
Massachusetts Institute of Technology where he founded and directs the Senseable City
Lab. Owner of the Carlo Ratti Associati Studio, with Italian headquarters (recourse C. Ratti,
“La citta di domani”, with Mattew Claudel, 2017) (2017)

idem

Sassen, S.: “Hacking” the city, TED talks (2013). https://www.youtube.com/watch?v=
VHuX79hgtCY

Mochi Sismondi, C.: FPA (2018). http://www.forumpa.it/speaker/2381-carlo-mochi-
sismondi


https://www.youtube.com/watch?v=vHuX79hgtCY
https://www.youtube.com/watch?v=vHuX79hgtCY
http://www.forumpa.it/speaker/2381-carlo-mochi-sismondi
http://www.forumpa.it/speaker/2381-carlo-mochi-sismondi

q

Check for
updates

T-MPP: A Novel Topic-Driven Meta-path-
Based Approach for Co-authorship Prediction
in Large-Scale Content-Based Heterogeneous

Bibliographic Network in Distributed
Computing Framework by Spark

Phuc Do™®, Phu Pham, Trung Phan, and Thuc Nguyen

University of Information Technology (UIT), VNU-HCM,
Ho Chi Minh City, Vietnam
{phucdo, thucnt}@uit. edu. vn,
phamtheanhphu@gmail. com, trungphansg@gmail. com

Abstract. Recently, heterogeneous network mining has gained tremendous
attention from researcher due to its wide applications. Link prediction is one of
the most important task in information network mining. From the past, most of
the networked data mining approaches are mainly applied for homogenous
network which is considered as single-typed objects and links. Moreover, there
are remained challenges related to thoroughly evaluating the content of linked
objects which are considered as important in predicting the potential relation-
ships between objects. Like a common problem of predicting co-authorship in
bibliographic network such as: DBLP, DBIS, etc. There is no doubt that an
author who is interesting in “data mining” field tend to cooperate with the other
authors who contribute on this field only. Hence, predicting co-authorships
between authors work on “data mining” with others who work on “hardware” is
dull as well. Moreover, in the context of large-scaled network, traditional
standalone computing mechanism also is not affordable due to low-performance
in time-consuming. To overcome these challenges, n this paper, we propose an
approach of topic-driven meta-path-based prediction in heterogeneous network,
called T-MPP which is implemented on distributed computing environment of
Spark. The T-MPP not only enables to discover potential relationships in given
bibliographic network but also supports to capture the topic similarity between
authors. We present experiments on a real-world DBLP network. The outputs
show that our proposed T-MPP model can generate more accurate prediction
results as compared to previous approaches.
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1 Introduction

Among information network (IN) mining tasks [1-3], link prediction is one of the most
important task which support to predict missing links or new relationships in future of the
given networks. Link prediction [4-7] is important for mining and analyzing the evo-
lution of the information network. In the past, several solutions of link prediction have
been proposed to support for relationship discovering over the network. However, most
of the existed approaches only concentrate on evaluating the homogeneous information
networks (HoIN) which mean all nodes and links in the network are treated as the same
type. There is no doubt that most of the networks are heterogeneous and each object and
relation type carries out the different meaning as well as, for example, such as in DBLP

network, multiple object types and relationships, such as: authoanepaper,

cite submit .
paper — paper, paper — venue/conference, etc., which normally called meta-path
(Definition 2) [1, 2] have different meanings and can’t consider as the same. Moreover, in
complex network, the attributes of object and link are also vary, for example an “author”
object has its own attribute such as “gender”, “address”, “affiliation”, etc. which are
different from “paper” object’s attributes such as “topic”, “keywords”, etc. which are
extremely difficult to capture them all, but can’t skip due their importance during the
network evaluation process. Therefore, recently the linking prediction task in informa-
tion network faces three main challenges, which are listed as following. First of all,
existing problems related to the multi-typed objects and links in HINs, most of the
approaches are incapable to apply for different-typed objects and relations while
extracting network topological features to feed the prediction model. Secondly, the
differences in length and meaning of paths which link two objects leads to the problem in
generating topological features. For example, we want to evaluate the proximity of two
specific “authors” via observing all paths which connect them together, in the manner of
HIN-based context, two authors might be linked via different paths’ type and length, such

as: author Jaiaet paper e author, author okt affiliation vgk_t author, etc. and the
challenge is that how to appropriately capture these differences to form proper topo-
logical features, such as: the approach of Katzg metric in measuring the total number of
all paths between two given nodes without considering about the path’s length. Last but
not least, the shortage of node’s attributes evaluation also is a challenge which leads to the
decrease in the accuracy of link prediction task. Like as the problem of co-authorship
prediction in bibliographic network, two authors who research on the same topics
absolutely tend to cooperate in the future than other authors who contribute on the other
topics. The topic attribute might be identified by the content of their papers or set of
keywords usage. As aforementioned challenges, we need to find the other strategy which
supports to properly generate topological features for the HINs. The proposed approach
must be able to distinguish the differences in the paths’ meanings as well as nodes’
attributes. Our contributions in this paper are three-folds, include:

e First of all, we present the approach of applying LDA topic for extracting the topic
distributions over content-based object in HIN, such as “paper/article” objects in
bibliographic networks. Then, these probabilistic distributions are used to evaluate
the topic proximity between authors.
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e Afterthat, we present the approaches of T-MPP model which is mainly inspired from the
works of Sun et al. (2011) in “PathPredict” [6] which is the meta-path-based prediction
approach. We describe about improvements on topic-driven meta-path-based link
prediction of proposed T-MPP model. The topological features are extended by adding
the topic similarity attributes while generating the feature vectors for each pairwise node.

e Finally, we conduct experiments on the real-world DBLP and Aminer dataset in
order to demonstrating the effectiveness of our proposed models which is promising
to leverage the accuracy of co-author relationship prediction task in the biblio-
graphic networks.

The rest of our paper are organized in 4 sections. In the second section, we discuss
about related works and motivations of previous researches. The proposed T-MPP
model and methodologies are described in the third section. In the next section, we
demonstrate our empirical studies on the T-MPP model as well as discuss about
experimental outputs. The last section is our conclusion and future works.

2 Related Works and Motivations

From the past, most of the link prediction approaches on information network are con-
sidered unsupervised methods [4, 8, 9] which means they mainly focused on directly
analyzing the graph’s structure of the network to obtain the probability of new links
might be appeared, but this type of method does not gained high effectiveness as well as
accuracy in the outputs in complex and dynamic networks. Subsequently, the supervised
learning approaches have been proposed to leverage the accuracy of link prediction tasks.
The supervised approaches [10-12] enable the system to learn from the previous network
dataset to generate the predictive model, which is applied to evaluate the likelihood of
two nodes to be connected in the future. However, most of the previous works are mainly
concentrate only on homogeneous networks. For example, such as the closest match with
our works in this paper is solving the problem of co-authorship prediction [4] via
extracting several topological features from the network of a single-typed co-authorship.
There is seldom appropriate solution to solve the problem of multi-typed objects and
links prediction task. Recently, there are several models have been proposed to overcome
challenge of HIN mining. As the challenges of multi-typed object and relationship in
HIN, the definition of “meta-path” has been proposed as the principal concept for HIN
link prediction as well as other mining tasks [6, 7, 13].

3 Methodology and System Architecture

Recently, HIN mining has attracted many researchers due to its wide applications in
multiple areas. Link prediction is considered as one of the most important HIN mining
tasks, which encounters two main difficulties related to complex networked data
mining, include:

e The diversity of node/object and link/relation type of HIN which challenges the
previous HoIN-based approaches.
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e The difference and complication of semantic meanings of paths which link pairs of
node leads to the failure in traditional topological feature extracting mechanisms.

3.1 Topic Similarity Evaluation Between Content-Based Nodes

Topic Similarity Evaluation Between Objects via LDA Topic Model In content-
based bibliographic HIN, such as: DBLP, most of text-based object such as
“papers/articles” play as core object type which appear in most of meta-paths. Therefore,
the carried attributes, such as: topic/category, keywords, etc. of these objects can help to
effectively enrich the co-authorship predictive model. As discussed from previous sec-
tions, in realistic, authors who work on the same fields likely tend to cooperate with each
other than other authors who work on the other fields. Hence, evaluating the topic
similarity between authors is very important. In order to tackle this challenge, we use the
LDA [14] topic model supports to produce topic distributions over the set of paper
objects in given bibliographic networks. The LDA topic model support to extract the
probabilistic distribution of topics within the set of papers/documents, denoted as:

P(z]dj) = % s the distribution of (i)-th topic over paper/document (d;) with |Z|

Z( elz)’
number of topic. Then, now each paper object are now represented as the fixed-length

% . . . _)
feature vector, dj, with |Z|-dimensions, denoted as: dj = [ (Zl \d) ( lle|zi|d )]

N
di = {6 6‘;( - } After obtaining the topic feature vectors of the set of papers, we can

easily evaluate the topic similarity between these papers via off-the-shelf vector distance
algorithms such as: cosine similarity, Euclid distance, etc. In this paper, we used the
cosine similarity metric to compute the topic similarity between these papers. Back to the
problem of co-authorship link prediction, the assumption is that: “two authors is con-
sidered as relevant in their research topics if their papers’ topics are similar”. Following
that idea, we define the topic similarity score between of two authors (x) and (y), depends
on the linked content-based objects, such as their published papers. For each path (p),
with a specific paper of each author (x) and (y), denoted as: (x.) and (y.), respectively.
The topic similarity score between two authors for a specific path (p), denoted as:
top_cs_sim, (X, y), as following (shown in Eq. 1):

50 S (0%.0%)

top _cs_sim, (x,y) = == = (1)

Xove \/Zzl( ) \/ZZ (%)2

Where,

e 7, is set of extracted latent topics which extracted via LDA topic model.

e 0 and 0, present for the probabilistic distributions of latent topic (i)-th over a
specific paper of author (x), denoted as: (x.) and a specific paper of author (y),
denoted as: (y,), respectively.
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3.2 Topic-Driven Meta-path-Based Topological Feature Extraction

In order to apply meta-path in the process of topological feature selection, Sun et al.
proposed four main measure functions, include [6]: path-count, normalized path-count,
random walk and symmetric random walk. Motivating from these paradigms, we
proposed an extended versions of these meta-path-based topological feature extraction
mechanism, as following:

Topic-driven path-count: T-PCyp(x v y): is the total number of path instances (p) in
total paths, denoted as: (P), following the defined meta-path (MP) with link two authors
(x) and (y), in a given bibliographic network. Noticing that the value of path-count
between X V¥ and Y™ X can be different depending on the network’s structure. The
TPCyp(x ~ y) metric is calculated as following equation (Eq. 2):

P
T-PCyp(x »y) = Z [Wp. top_cs_sim,(x, y)] (2)
pEP

Where,

® wp, is the total weights of path (p), normally 1 for most of the relation types in
bibliographic network which are considered as binary relations.

e top_cs_sim,(x,y), is the topic similarity between two author (x) and (y) following a
given path (p) (as explained in Eq. 1).

Topic-driven normalized path-count: T-NPCyp(x ~y): is defined as the nor-
malized sum of path instances between two authors following the meta-path (P), denote
as following equation (Eq. 3):

T-PCyp{x ~ y) + T-PCyp(y ~ x)

T-NPCyp({x »y) = T-PCyp(x ~.) + T-PCyp(y ~ .)

(3)

Where,

e T-PCyp(x ~.), presents for the topic-drive path count of node (x) to other linked
nodes or considered as that node’s out-degrees.

e T-PCyp(y ~.), presents for the topic-drive path count of node (y) to other linked
nodes or considered as that node’s out-degrees.

Topic-driven random walk: T-RWyp(x ~ y): is the probabilistic transitional
weight for the walker to travel from author (x) to author (y), denoted as following
equation (as shown in Eq. 4):
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T-PCyp(x ' y)

T-RW yp(x ~ y) = TPCyp(x ) (4)

Topic-driven symmetric random walk: T-SRWp(x ~» y): similar to random walk

metric RWp(x ~ y), the symmetric random walk supports to obtain the transitional

probabilistic of both two node sides, include the traversals of random walker from

author (x) to author (y), (x ~ y) and author (y) to author (x), (¥ ~ x), denoted as
following equation (as shown in Eq. 5):

T-SRW yp(x ~» y) = T-RWyp{x ~» y) + T-RWyp(y ~ x) (5)

In HIN-based link prediction, with different types of meta-path, we can use any
topic-driven metric to obtain a distinctive topological feature or combining all these
measures to form a “hybrid” approach. In the next section, we will compare each type
of proposed topic-driven approach as well as comparisons with previous models.

3.3 Distributed Computing on Meta-path Count with Spark Graph-
Frames

In order to optimize the performance of proposed model on the circumstance of large-
scaled information network we implement the Spark [15] graph-frames library for
distributed meta-path-based traversal task. The strategy for this approach is using the
motifs finding, which is considered as a powerful querying tool for sequential order
pattern searching in graph-based structure. The motif finding enable us to restrict the
walker to follow the predefined meta-paths strictly while calculating the number of path
instances between two pairwise nodes. The process for obtaining the number of path
instances between two pairwise node (x) and (y) is described in Algorithm 1.

Algorithm 1. Pseudo code for meta-path-based random walk via motifs finding in
Spark with Graph-Frames library

Input: the heterogeneous network, denoted as: G = (V, E), with pre-
defined meta-path (), with starting node (x), ending with node (y).

Output: Number of path instance (P).
1: Function Distributed_MetaPath_Walk(x, y, G, P):
Mapping: GraphFrameg«G
Defining: motifs(x v y) « P
Do finding: paths = GraphFrameg(motifs(x,y)).find()
Return paths. distinct. count()
End function

SANNANE S
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For example, with the meta-path A-P-V-P-A which is represented for:

write submit submit write . . .
author — paper — venue <« paper < author, which is used to find evaluating the

similarity of authors who submit their works on the same set of venues. In order to
obtaining all path instances of the A-P-V-P-A meta-path, we use a Scala program with
GraphFrame as follows:

println("All path instances of the A-P-V-P-A meta-path")

val nodeStmt = s"MATCH (n) "+

"RETURN ID(n) as id,n.nodetype as type,n.nodename as name"
val edgeStmt = s"MATCH (n)-[r]->(m) "+

"RETURN id(n) as src, id(m) as dst, r.edgetype as type"

val gf = Neo4j(sc)
.nodes(nodeStmt,Map.empty)
.rels(edgeStmt,Map.empty)
JoadGraphFrame

ghind("(AD)-[w1]->(P1);(P1)-[s1]->(V); (A2)-[w2]->(P2);(P2)-[s2]->(V)")
filter("w1.type="WRITES' and s1.type=' PUBLISHED AT'and "+
"w2.type=' WRITES' and s2.type=' PUBLISHED AT'and Al.id !=A2.id")
.show()

With this motifs finding, Spark graph-frames supports to find all path instances
following the A-P-V-P-A meta-path based on the distributed parallel computing
mechanism, in a given heterogeneous network, Table 1 shows examples of path
instances for meta-path A-P-V-P-A, Table 2 shows top-k predicted co-authorship
relations for author “Jiawei Han”.

4 Experimental Studies and Discussions

In this section, we demonstrate the empirical studies about our proposed T-MPP which
is topic-driven meta-path-based prediction model. The experimental results demon-
strate that T-MPP can help to effectively improve the co-authorship prediction accuracy
in content-based bibliographic network.

4.1 Experimental Dataset Usage and Setup

For testing the proposed model, we use the real-world DBLP' bibliographic network
combined with the available AMiner” dataset which is the dataset of abstract content of
papers in DBLP network.

! DBLP bibliographic network: http://dblp.uni-trier.de/.
2 Aminer dataset: https://www.aminer.cn/.


http://dblp.uni-trier.de/
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Table 1. Examples of path instances for meta-path A-P-V-P-A

Author_1 b (paper) ¢ (venue) d (paper) Author_2
Jiawei Discovery of multiple- VLDB A Framework for Philip S.
Han level association rules Clustering Evolving Yu
from large databases Data Streams
Jiawei Mining concept-drifting SIGKDD | LCARS: a location- Yizhou
Han data streams using content-aware Sun
ensemble classifiers recommender system

Table 2. Top prediction of co-authorship for author “Jiawei Han”

Rank | Authors

1 Christos Faloutsos

2 Bing Liu
3 Hans-Peter Kriegel
4 Churu C. Aggrawal

At this time, the DBLP network contains over 4.1 M papers, over 2 M authors and
more than 6 K conferences/journals. From the DBLP network, we select 60 K top-cited
(to be referred/cited by the other papers) papers and split them into two main part
within two main time intervals based on the published years of these papers. The first
interval is in range [1985-2010] years which are used as training set, denoted as: Tyin-
The second interval is in range [2011-2017] years, which are used as test-set, denote
as: Tieg.

We store the DBLP network in Neo4J Graph Database as a graph with 5 node types
and 5 relationship types. Details of the Neo4j graph are shown in Tables 3 and 4. This
graph has 11,721 vertices and 52,958 edges.

4.2 Experimental Results and Discussions

T-MPP Model Accuracy Evaluation For each topological measure which is
described in Sect. 3.2, we conduct the experiment for each type of approach in com-
paring with the hybrid measure (combination of all topological measures) approach.
These approaches are tested with different dataset’s sizes (%). The experimental results
are shown in Table 5 (Figs. 1 and 2).

Standalone vs. on Distributed Computing Environment We implemented T-MPP
model on both standalone and Spark-cluster-based distributed computing environment
with 3 nodes, and comparing the execution time-consuming. The experimental results
shown that the T-MPP in distribution-based gained better performance than the
standalone-based environment following the increase of dataset size. The output shown
in Table 6 (Fig. 3).
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Table 3.

Node types of the Neo4J graph

No. | Node types

Descriptions

AUTHOR
PAPER

Authors of papers
Papers

TOPIC
VENUE
WORD

N AW =

Topics of papers
Venues at which papers are published
Keywords of papers

Table 4. Relationship types of the Neo4J graph

No. | Relationship types | Descriptions

CITES

PAPER - CITES - PAPER

CONTAINS

RELEVANT

TOPIC — CONTAINS — WORD

PUBLISHED_AT | PAPER — PUBLISHED_AT - VENUE

PAPER — RELEVANT - TOPIC

DN A~ Wi =

WRITES

AUTHOR — WRITES - PAPER

95

Table 5. The experimental results for different topic-driven meta-path-based topological

measures

Training & test set size (%) | Training & test set size (%)

T-PC T-NPC |T-RW | T-SRW

20% 0.38271 1 0.36213 | 0.33281 | 0.42112
30% 0.40821 | 0.41987 | 0.38213 | 0.45217
50% 0.41291 | 0.42821 | 0.42231 | 0.47292
80% 0.44291 | 0.43317 | 0.49218 | 0.51211
100% 0.53281 | 0.53821 | 0.58271 | 0.57212

08

06

05

04

F-measure

03

02

01

0.4359 0.4363 0.4424

0.6635

0.4861

00

T-PC

T-NPC T-RW T-SRW Hybrid

Fig. 1. Average accuracy of each T-MPP topological approach
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Fig. 2. Comparison of different T-MPP topological approach

Table 6. Standalone vs. on distributed computing environment

Number of node | Execution time
(second)
Standalone | Distributed
1000 600 1.425
5000 2.850 3.213
8000 3.678 4.231
10000 5.267 4.892
50000 16.879 12.819
100000 37281 22781

Fig. 3. Comparisons between standalone vs. distributed computing environment on time
consuming

5 Conclusion and Future Work

In this paper, our works are mainly focused on solving problems related to predicting
co-authorship relations between authors in heterogeneous bibliographic networks. Over
experiments on the real-world DBLP bibliographic network, the T-MPP model have
outperformed the traditional approaches which are applied for homogeneous networks.
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The T-MPP model is designed to work on the heterogeneous networks which contain
multi-typed objects and links. Inspiring from the previous proposed PathPredict model,
our main contributions in this paper are the combination of thoroughly evaluating the
topic similarity between authors along with the process of meta-path-based topological
feature learning. This combination is promising to significantly improve the accuracy
of the other relationship prediction tasks such as friendship prediction on social net-
work via content-based objects such as: posts, comments, etc.
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Abstract. Because of depletion of fossil fuel, increasing energy demand,
and increasing number of population, world has entered in to the new
phase of energy extracting from alternating sources. These renewable
energy sources are abundant, free from greenhouse gas and will become
an alternative of fossil fuel. In this paper iteration method was involved
to optimize the designed hybrid Wind and solar renewable energy system.
As a result all the components are properly sized in order to meet the
desired annual load with the minimum possible total annual cost.

Keywords: Hybrid renewable energy - Optimization
Iteration method

1 Introduction

Energy is one of the vital factor for the socio-economic development of societies
of any country. The natural capacity of earth for supplying fossil energy will
not ever lasting. Even though, these conventional energy source have been play-
ing the leading role, 80% of the worldwide energy demand for the past many
years [4]. Nowadays, the global warming, depletion of its sources and continu-
ous increase in oil prices have got worldwide attention for the development and
utilization of renewable energy sources [1]. Due to such and rapid increment of
industrialization all over the world, the need for energy is exponentially increases
from time to time and shortage of fossil fuels has been occurred [7].

These Conventional energy sources which include power plants using fossil
fuels (natural gas, coal, etc.) have a lot of disadvantages [2]. The core disadvan-
tages are:-

a. The issue of environmental degradation. It leads to the inevitable production
of carbon dioxide (C'O2), where harmful emissions, such as carbon monoxide
(CO), nitrogen oxides (NO,), sulphur oxides (SO), unburned hydrocarbons
(HC) and solid particles are produced.

© Springer Nature Switzerland AG 2019
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b. It needs continuous fuel supply to operate, which contributes to the operating
costs. This cost depends on various local and global parameters, such as fuel
availability and type, fuel purity, world economic conditions, local prices, etc.

To overcome or at least limit some of the problems associated conventional
energy sources, renewable energy resources are the solution.

Wind and Solar have abundant power which can be exploited as electric
energy by the help of wind turbines and solar panels. These energy, which is
renewable, environmentally clean without causing greenhouse gas and reduce the
cost of electricity can be alternatives to fossil fuels [3]. The main disadvantage
of these technologies is the fluctuation of their power output. To overcome these
disadvantage hybrids renewable energy technology was important [1,19].

This paper is attempts to find the optimal size of hybrids of wind and solar
renewable energy system base on minimization total annual cost under the power
balance. The main concern is to determine the size of each components partic-
ipating in the system, so that the desired load can be satisfied with minimum
possible cost [4,5,7,9]. Since the problem under consideration consists of integer
decision variables, numbers of wind turbines, solar panels and batteries conven-
tional Optimization methods such as probabilistic methods, Analytical methods
and Iterative method can effectively give the local extremum values [4]. But due
to stochastic nature of the wind and solar system, employing nature inspired
meta-heuristic Algorithms may lead to the global extremum [8,13-18]. Here the
researchers apply iterative method to solve the problem and left for further
research for the application and comparison of different nature inspired algo-
rithms to solve this hybrid solar and wind renewable energy system including
its cost analysis.

2 Optimization Formulation

The main Objective of the sizing Optimization problem is to minimize the total
annual cost (frac) of the system. For this problem the total annual cost is taken
as the sum of initial capital cost (Crc¢) and annual maintenance cost (Cprpe)
[3,7,13]. Thus, the problem to be minimized will be taken as:

Minimize frac = Crcc + Crnt (1)

Maintenance cost Cprpn¢ of the system occurs during the project life time while
capital cost Cjoc occurs at the beginning of the project. In order to compare
these costs, the initial capital cost has to converted annual capital cost by the
capital recovery factor (CRF) can be defined as

i(1+ )

Jo e 0
CRE = G =1

(2)

where i the interest rate and n denotes the life span of the system.
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Now the initial capital cost of the system can be broken in the annual costs
of the wind turbine, solar panel, batteries and backup generator will be given as
follows:

C = XA rar e Ny
cc = (Hi)n,l[ pvCpy + NwrCwr
+(ﬁ)NBattCBatt + CBackup] (3)

where LSpa is batteries life span, Npy, Nwr and Npgs are numbers of PV
panels, wind turbine and batteries respectively, Cpy, Cwr, Npqtt and Cpackup
are unit costs of PV panels, wind turbine, batteries and backup generator respec-
tively The unit cost of solar panel Cpy is consists of unit cost of PV panel and
its installation fee and that of wind turbine Cy 1 is also consists of unit cost of
wind turbine and its installation fee as shown on Eq. 4 next.

C’PV = CPV,unit + Cinst,um't
Cwr = Cwrunit + Cinst,unit 4)

The number of batteries Ny which, depends on the number of photovoltaic
panel and number of wind turbines are decision variables and determined by the
following function:

Ske
Npatt(Npv, Nwr) = Roundup(n 1}?;:1 ) (5)
att

where Roundup (.) is a function which returns a number rounded up to an integer
number; Sge, is required storage capacity; 7 is usage % of rated capacity which
guarantees batteries life span; and Spgy is rated capacity of each battery.

Similar to the number of batteries, the required storage capacity Sgreq Which
is defined as the number of solar panels and wind turbines in the hybrid system
can be obtained by using energy curve (AW) defined as:

AW = Ween — Wpem = / APdt = / (Pgen — Ppem)dt (6)

Where Wgen, and Pge, are the total energy and power generated respectively
and Wpenmn and Ppe,, are their respective demand values.
Thus, the required storage capacity Sgeq defined as the number of solar
panels and wind turbines is given by:
Maxt

SReq(NvaNWT) = Zu=1 (Pév + PéVT - PBem)At
Min
721&:1 t(PItDV + PII;VT - PBenL)At (7)

Where Max t is the time when total energy (kwh) is highest; Min t is the time
when total energy (kwh) is lowest. At is unit time under consideration (1hr)
here. Ppy, and Py, are the powers generated by solar panel and wind turbine
at time t respectively; and P, the total power demand at time t. The total
power generated by the components at time t is given by:

t ¢
Ppy = Npv X Ppy pachunit

PéVT = NWT x PéVT.,E'achunit (8)
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where Ph,, and Pj,, are the total powers generated by the wind turbines and
solar panels, where as Ppy pocnunic 04 Piyr pachunie are the power generated
from each respective components at a time t. The annual maintenance cost of
the system was calculated by the following equation.

CMaint = (CPV,maint X Z?4PIE’VAt + CWT,maint
xS AP, At) x 365 (9)

3 Constraints

The formulated Fitness function of the Optimization problem will be subject to
the following Conditions.

1. Decision variables Constraint

Npy €Z, Npy >0 and Npy < Npymaz
NWT S Z7 NWT > 0 and NWT < NWT,Maw (10)
2. Power Generated Constrain

The total transferred power from PV and WT to the battery bank is calcu-
lated using the following Equation

Piliotal(t) = NPV‘PllgV(t) + NWGPT]/CVG(t)
1<k<3651<t<24 (11)

The power generated from each source Py, (¢) must be less than or equal to
the maximum capacity of the source as

Pyeni) < Pensmas (i) (12)

Where i is Number of sources

3. Power Balance Constraint
The total power Prg., generation of the Hybrid renewable energy sources
must cover the total load demand Pgiepmand, the total power losses Prosses
and storage power Pgiorqge if used.

PTotal = Pdemand + PLosses + PStOT'age

PTotal,supply > PTotal,demand (13)

4 TIterative Method

The iterative procedure selected for optimal sizing the numbers of wind turbine
and PV panels needed for a stand-alone system to meet the desired specific load
of a specific area. In this method all possible solutions are generated first by
initializing the basic decision variables i.e. number of wind turbines and number
of solar panels staring form the minimum numbers until the possible maximum
numbers which optimize the system. Here under the steps used in iteration
method are mentioned [5].
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1. Select suitable and commercially available unit sizes for wind turbine, PV
panel, and storage battery based on the data given in Table 1.

2. Since the unit cost for the wind turbine far exceeds that of a single solar
panel, keep the number of wind turbines (Ny ) constant and increase the
number of PV panels (Npy ) until the system is balanced, i.e. the curve of
AP versus time for the system has an average of zero over a given period of
time.

3. Repeat step 2 for different number of wind turbines, i.e. (Nwg =0,1,2,3,...)
as needed.

4. Calculate the total system annual cost for each combination of (Nw¢) and
(Npy ), that satisfies the requirements in step 2.

5. Choose the combination with the lowest cost under the desired conditions.

4.1 Numerical Datasets

A hybrid solar and wind renewable energy system, which is designed based on the
developed Optimization formulas given (1-13) above is given here. The numerical
examples used in this paper is similar to [3,7]. However, because of certain time
gap, there were a change in global inflation rate and energy demand, those values
under decision variables used for wind and solar system organized in Table 1 are
multiplied by 3.31%, global inflation rate of 2018 and the power demand data
given in Table 2 are multiplied by 1.3%, global average energy demand increment
value.

Table 1. Design variables used for Solar and Wind Hybrid System

Variables Values

Annual interest (i) 6%

Life span of the system (n) 20 years

Solar panel price ( $362/panel
Solar panel installation fee 50% of the price
Wind turbine price $20662/Turbine
Wind turbine installation fee | 25% of the price
Unit cost of the battery $176

Cost of backup generator $2066

Usage % of battery rated (n) |80%

Batteries rated capacity ( 2.1 Kwh
Batteries life span 4 years

Unit time (A¢) 1 hr
Maintenance cost of PV array | 0.5 cents/Kwh
Maintenance cost of WT 2 cents/Kwh
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Table 2. Updated daily power data for wind and solar system

t Ppem | Pwr | Ppv(W) | Ppv(kw) | AP

1 1.39 10.58 |0 0 —0.81
2 1.25 (0.49 |0 0 —-0.76
3 1.19 |0.48 |0 0 —-0.71
4 1.22 10.53 |0 0 —0.69
5 1.34 |0.47 |0 0 —0.87
6 1.8 0.51 |0 0 —-1.29
7 2.66 046 |1.6 0.002 —2.198
8 2.9 046 |34 0.003 —2.437
9 2.52 |0.61 |10.3 0.01 —1.899
10 221 |0.76 |24.6 0.025 —1.425
11 2.05 1.1 31.7 0.032 —0.918
12 194 |1.53 |35.3 0.035 —0.375
13 1.82 |1.67 |36.6 0.037 —-0.113
14 1.71 |1.89 |37.4 0.037 0.217
15 1.62 243 |36.8 0.037 0.847
16 1.65 |2.45 |33.5 0.034 0.833
17 1.87 |1.91 |24.2 0.024 0.064
18 229 |1.76 |134 0.013 —0.517
19 2.58 |1.57 |5.6 0.006 —1.004
20 2.6 1.16 | 1.5 0.002 —1.438
21 2.54 087 |0 0 —1.67
22 249 10.76 |0 0 —-1.73
23 2.28 (074 |0 0 —1.54
24 1.79 |0.7 0 0 —1.09
Total | 47.72 | 25.89 0.296 —21.534

Table 1 shows the valves of the updated decision variables for the test of the
system. Here the values mentioned on [3] which related to purchase are updated.
Because of life span of each battery is taken as 4 years, 5 times installations
are needed during the whole systems life span. In Table 2, Ppe.,, and Py are
given in kilowatts. Table 2 provides the updated valued of annual average hourly
demand (Pp,,,), generated power by each components (Ppy; i) and (Pfyy i)
and the difference in power in kilo watt including the total power demand versus
total power generated for each unit time of the day. To illustrate this table more,
the following graphs are plotted by the help of MATLAB.
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Figure 2 above indicates the updated electrical demand and the curve shows
an average hourly demand. Hourly average wind profile shown in Table2 was
illustrated in Fig. 3. The average annual power demand was plotted with Fig. 4.
The power differences from each components wind turbine and solar system and
also the power difference of the total generated power from the sources and the
power demand used to calculate the power balance was shown by Fig. 5.

5 Results

Based on the above updated data, when iteration method was applied to Optimal
sizing this problem, under the constraint the total energy was balanced, we get
three different alternatives as shown in Table 3.

1. When wind Turbine alone applied (Npy = 0, Nywr = 2 and Npai = 9)

2. When Solar panels alone applied (Npy = 162, Nyyr = 0 and Npgu = 17)

3. When both Wind Turbine and Solar panels applied (Npy = 74, Nywr =
1 and NBatt = 12)
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Table 3. System component size

Configuration | # # # AP Total annual cost
Tur |Pan |Bat

Wind alone 0 |2 9 4.04kw | $5753.09

Solar alone 162 |0 17 0.216 kw | $9242.79

Hybrid 74 |1 12 | 0.067kw | $7085.97

In the above table, Tur, Pan and Bat stands for number of wind turbines,
number of solar panels and numbers of batteries involved in the configuration
respectively.

As indicated on Table3. The optimal cost was found ($5753.09) when only
Wind turbine ((Npy = 0, Ny = 2 and Npait = 9)) was applied to generate the
desired power with the possible minimum cost. But due to the stochastic nature
of these renewable energy sources we recommend to select the hybrid system
was selected to get continuous power with (Npy = 74, Nwr = 1 and Npat =
12) and total annual cost $7085.97. Note that with this combination all the
constraints are satisfied and the total power was also balanced with +0.067 kw to
charge the battery. So, the designed backup generator will be used as contingency
in case when maximum fluctuation of power occurs.

6 Conclusion

Optimal sizing of hybrid Wind and Solar renewable energy system stand alone
daily average of 47.72kw/day power generating was investigated. A simple iter-
ation method was employed and all the constraints are taken in to account to
optimal sizing of the components for the three configurations. By this optimal
solution was achieved at (Npy = 74, Nywr = 1 and Npgw = 12) and total
annual cost $7085.97. Hopefully, the way of organizing hybrid wind and solar
renewable energy system and the updated numerical data taken to optimize the
system will be come a good bench-mark for us and other researchers to apply
other nature inspired algorithms and compare the their results.
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Abstract. In the presented article the technique of creation of three-
dimensional models of solar photovoltaic thermal modules in the system of
computer-aided design of Compass 3D is considered. The article also considers
the method of visualization of the thermal mode of operation of the water
radiator of the photovoltaic thermal concentrator solar module, the model of
which was created in the automated design system. A technique for manufac-
turing a prototype of a solar tile shell manufactured using additive technologies
is proposed

Keywords: Computer-aided design system - Finite element analysis system
Additive technologies - Solar energy - Solar photovoltaic thermal module
Three-dimensional model - ANSYS - Water radiator

1 Introduction

Currently, there are a number of software complexes that, as a tool, allow you to create
both three-dimensional object models, conduct various modeling of the thermal state of
the modules with simultaneous visualization of the results obtained, and create pro-
totypes of such modules using additive technologies, using relatively small resources,
which is very important at the initial design stage. As a tool for creating two-
dimensional and three-dimensional models of solar photovoltaic thermal modules for
stationary and mobile power generation, computer-aided design systems, such as the
software package of Ascon - Kompas 3D [http://kompas.ru/], can be used.
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2 Method for Creating Three-Dimensional Models of Solar
Photovoltaic Thermal Modules of Various Designs
for Stationary and Mobile Power Generation

In the method of creating models of solar photovoltaic thermal modules, the designs of
stationary and mobile power generation modules are developed, the main differences of
which are the dimensions of solar cells, the number of illuminated sides of solar cells
(one- and two-sided) and the dimensions of the radiator cavities due to a different solar
flux to the radiation receiving surface that dimensions are optimized in the Ansys
software package [http://www.ansys.com/].

The first type of solar photovoltaic thermal module for use in the concentrator
system is a solar module with a two-sided beam-receiving surface. The number of
components used in this type of modules is limited by the need to ensure transparency
of both the outer beam-receiving sides of the module in the solar spectrum, in which the
solar cell generates electricity.

The second type of solar photovoltaic thermal module for use in the planar system
is a solar module with a one-sided beam-receiving side. In this type of module, the
number of components used can be extended and the constructions complicated
(Fig. 1).
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Fig. 1. The technique of creating a three-dimensional model of the receiver of a photovoltaic
thermal solar module with different beam-receiving sides and types of heat removal

Both types of receivers of the photovoltaic thermal solar module are also subdi-
vided according to the type of cooling of the radiation receiving side of the receiver
(heat sink) - front, rear, two-way. Depending on the ray-receiving sides and the type of
heat sink, the module is created in one of four models (Fig. 1).
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The developed method for creating models of solar photovoltaic thermal modules
for stationary and mobile power generation implemented in the Kompas 3D software
package allows creating models of receivers of solar photovoltaic thermal modules with
various planar and concentrator parameters for stationary and mobile power generation

with:

— single-sided solar cells and facial heat sink (model 1, Fig. 2);

Fig. 2. Three-dimensional model of the receiver with a single-sided solar cell and facial heat
sink (model 1)

— single-sided solar cells and rear heat sink (model 2, Fig. 3);

Fig. 3. Three-dimensional model of the receiver with a single-sided solar cell and rear heat sink
(model 2)

— single-sided solar cells and two-sided heat sink (model 3, Fig. 4);

Fig. 4. Three-dimensional model of the receiver with a single-sided solar cell and a two-sided
heat sink (model 3)

— bilateral solar cells and a two-sided heat sink (model 4, Fig. 5) (Panchenko et al.
2015).
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Fig. 5. Three-dimensional model of the receiver with a bilateral solar cell and a two-sided heat
sink (model 4)

In the process of creating all three-dimensional components included in Model 1
with a single-sided solar cell and facial heat sink, an assembly unit is formed in the
form of a solar photovoltaic thermal module (Fig. 2).

It should be noted that a two-component polysiloxane compound can be used as a
sealing component in the solar photovoltaic thermal module assembly unit, which
increases the term of the nominal operation of solar cells, is optically transparent, which
increases the efficiency of solar cells in comparison with ethylene-vinyl acetate film and
can be used in systems with concentrators, the efficiency of solar cells does not
decrease either with a large positive or a large negative temperature (Panchenko et al.
2015).

In the process of creating all three-dimensional components in Models 2 with a
single-sided solar cell and the rear heat sink, an assembly unit is created in the form of a
solar photovoltaic thermal module (Fig. 3). Because of the rear heat sink, the quality of
the thermal insulation can be improved by using a potentially larger number of com-
ponents, regardless of their transparency.

In the process of creating all three-dimensional components in Model 3 with a
single-sided solar cell and a two-sided heat sink, an assembly unit is created in the form
of a solar photovoltaic thermal module (Fig. 4). This model combines the components
used in the creation of Model 1 and Model 2, so the design becomes more complicated,
but at the same time there is the possibility of more fine-tuning the cooling of the two
sides of the solar cell.

For the implementation of Model 4, high-voltage solar cells with increased elec-
trical efficiency are accepted as a bilateral solar cell in comparison with standard planar
silicon solar cells used without concentrators (Panchenko et al. 2015). Along with the
increase in efficiency up to 28%, the term of the rated power of solar cells also increases
due to the use of a two-component polysiloxane compound. Such high efficiency can
be achieved with the use of solar radiation concentrators, when working with them,
high-voltage solar cells do not degrade their characteristics and the amount of solar-
grade silicon used in such installations decreases.

In the process of creating all three-dimensional components in the Model 4 with
bilateral solar cells and a two-sided heat sink, an assembly unit is formed in the form of
a solar photovoltaic thermal module (Fig. 5). Such a solar photovoltaic thermal module
is expediently used in a concentrator system with the production of warm water at the
outlet.
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3 Implementation of the Method for Creating Three-
Dimensional Models of Solar Photovoltaic Thermal
Modules

As an application of the developed technique for creating three-dimensional models of
solar photovoltaic thermal modules, a three-dimensional assembly unit is presented in
the form of roofing photovoltaic thermal tiles (Fig. 6).

Fig. 6. Three-dimensional assembly unit of a planar photovoltaic thermal solar module in the
form of a roofing panel

To create an assembly in the computer-aided design Kompas 3D, various com-
ponents are created in the form of separate parts that are part of the module being
developed. The assembly unit of the planar photovoltaic thermal solar module in the
form of a roofing panel includes 8 components that perform various functions. The
main structural element is the housing to which the other components are attached. As a
cooling agent, water is adopted, which is washes an aluminum radiator of black color.
Sealing of solar cells is carried out using polysiloxane two-component compound,
facial thin, transparent film and black tape around the perimeter. The gas insulating
region is an air layer that is bounded from the front surface of the module by an
optically transparent glass.
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4 Method of the Thermal Calculation of the Photovoltaic
Thermal Solar Modules of Planar and Concentrator Types
Using Simulation and Visualization of Processes
in the Software Complex Ansys

113

The three-dimensional models of receivers of solar photovoltaic thermal modules with
various parameters of planar and concentrator types, developed with the help of the
developed method, are tested in the program of finite element analysis Ansys [http:/
www.ansys.com/] to optimize the design of receivers, in view of which the method of
thermal calculation of photovoltaic thermal solar modules of planar and concentrator

types (Fig. 7) is proposed.
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Fig. 7. Method of thermal calculation of photovoltaic thermal solar modules of planar and
concentrator types using process simulation in the software complex Ansys
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An example of calculation in the program complex Ansys using the developed
technique of the three-dimensional model of the receiver of the concentrator solar
photovoltaic thermal module (Strebkov et al. 2013) is presented in Figs. 8, 9.

The definition of the boundary regions with the specification of the conditions for
their interaction between of the radiator of the receiver of the concentrator solar
photovoltaic thermal module is shown in Fig. 8.

e o e E—

e

Fig. 8. Definition of boundary areas with the specification of the conditions for their interaction
between of the radiator of the receiver of a concentrator photovoltaic thermal module

The derivation of thermal regimes of models and flow lines with visualization of
thermal fields, coolant velocities and flow lines according to the developed method are
shown in Fig. 9.

Fig. 9. The thermal fields of the model (left), the velocity of the coolant (in the middle), and the
flow line (on the right) of the receiver of the concentrator solar photovoltaic thermal module

In the process of optimizing the radiator, its various three-dimensional structures
were calculated, after which it is possible to judge the appropriateness of using each
structure. The criterion for optimizing the radiator was the maximum temperature of the
water at the outlet from the radiator and not exceeding the temperature of the lateral
surface of the radiator above the maximum values at which the volt-ampere charac-
teristic of solar cells has a rectangular shape.

With the help of the developed technique it is possible to obtain the thermal fields
of the developed model, the velocity of the coolant and the current line. With the help
of visualized models of the heat state of the radiator, it is possible to make decisions
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about the need to optimize its design to obtain the required parameters of the thermal
state of the radiator itself and the coolant of the solar photovoltaic thermal module.

5 Method of Manufacturing of Three-Dimensional
Solid-State Prototypes of Components of Solar Modules
Using Layered Printing

As the implementation of the developed methodology method, it is proposed to use the
solar roofing panel (Strebkov et al. 2014, 2015). In the developed method, much
attention is paid to the development of two-dimensional and three-dimensional models
of the modules being developed (Fig. 11 on the left) along with the process of layer-by-
layer printing of a solid prototype that can be made from recycled polyethylene, which
positively affects the environment (Fig. 10). Figure 11 on the right shows the substrate
of the solar roofing panel, which is manufactured by die punching, which is too
expensive due to the preparation of equipment for primary experimental modules,
which may be awaited by further refinements.
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Fig. 10. The method of manufacturing three-dimensional solid-state prototypes of solar module
components using layer-by-layer printing implemented in 3D printer and Kompas 3D software
packages

In the case of three-dimensional prototyping using a 3D printer, any modifications
of the module take place in CAD systems (three-dimensional models) and take a little
time, and the sample itself is worth an order of magnitude less than production, for
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I ‘

Fig. 11. Three-dimensional model of a solar roofing panel prepared for 3D printing (left) and
manufactured tile substrates in a standard expensive method (for experimental single samples)
die punching (on the right)

example, by stamping technology. According to the manufactured solid sample, one
can judge the expediency of using this design and, if necessary, make additions to the
three-dimensional model with subsequent printing of the final prototype of the module.
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Abstract. This paper considers the thermo physical principles of cogeneration
technology with the use of silicon photocells working with a low concentration
of solar radiation. The efficiency of the technology is enhanced by the use of
photocells at a relatively high temperature and cooling with liquid, which makes
it possible to obtain high-potential heat and transmit it to the heat carrier in
counter flow mode of the coolant. Transportation of heat energy to a stationary
storage system is realized under the influence of the pressure head formed by the
temperature gradient along the height of the circulation circuit. A mathematical
model is proposed for calculating the thermal energy of linear photovoltaic
modules, taking into account the experimentally determined electric efficiency
of commercially available silicon photocells.

Keywords: Photocells - Optical concentrator + Heat exchanger
Energy storage system

1 Introduction

The widely available solar uncooled photovoltaic modules with silicon photocells (PV
modules) which have an electrical efficiency of ~15% emit more than 70% of the
incoming solar energy into the environment in the form of heat. In coolant-cooled
systems (photovoltaic-thermal modules, PVT), degree of conversion of solar energy is
increased due to the utilization of thermal energy [1]. However, in such systems
thermal energy is low potential, due to the negative effect of high temperature on the
electrical efficiency of silicon photocells. The temperature of the coolant can be
increased by using high-temperature two-junction GaAs or three-junction
InGaP/InGaAs/Ge photocells [2]. At the same time, there are very few chemical ele-
ments Ga, As and In in the earth’s crust, and the technology of manufacturing multi-
transitional photocells is complex and expensive.

The enormous technological potential of silicon photocells is far from exhausted. In
work [3] Rosell and others at a 6-fold concentration from the cooled photocells
obtained a total efficiency of ~60% and a temperature of the coolant at the outlet of
about 61 °C. Engineers of the Cogenra Solar (Sun Power Corporation) at 8-fold
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concentration of the sun received electricity productivity of ~100 W/m” and heat
~490 W/m? and for the first time proved the five-year payback of capital investments
in the production of solar installations [4]. However, the high cost of installed capacity
~$1400/m? restrains their commercialization. The task of delivering high-potential
thermal energy to the storage system without significant energy costs and heat losses
remains topical. In this work, we consider the scientific and technical principles of
cogeneration technology with the use of silicon photocells with a low concentration of
solar radiation and the transportation of the resulting hot coolant to the storage system
with minimal energy costs.

2 Methods and Calculations

The concept of the technology is based on the generation of electricity and heat by
silicon photocells relatively large area with increased density of solar radiation and an
elevated temperature on the surface, followed by the transport of high-grade heat
released to the integrated energy storage system. The continuous generation of electric
power is being realized in the technological combination of wind generation and solar
generation in the space of a common carrying platform. This is facilitated by the natural
phenomenon of increasing wind speed with the absense (cloudy periods, nighttime etc.)
of the sun. The concept is implemented in budget solar-wind systems with concen-
tration of solar radiation (CSWs). In all standard designs, they include a supporting
structure, carrying platform, an optical concentrator, PV modules, circulation circuits
with cooled photocells, a circulation circuit with a heat exchanger and a heat accu-
mulator, wind generators, integrated energy storage system, power management and
power delivery unit. The most capital-intensive are the supporting structure, carrying
platform with an optical concentrator and the storage system for electrical and thermal
energy.

2.1 Design of the Load-Bearing Platform

Lightweight load-bearing platform is made of a standard metal profile with the use of
engineering technologies for the construction of solid truss structures. Dynamic sta-
bility of the bearing platform in conditions of turbulent wind currents is provided by
using four points of support and two pass-through bearings for heat carriers. Due to the
orientation of the longitudinal axis at an angle to the horizon and the counter position of
the walls of the pv modules along them, a protective thermal layer is formed from the
convection of the hot surfaces placed below [5]. Figure 1 presents a version of the
CSWs with one section of the carrier platform, and a system for measuring techno-
logical parameters. Step-by-step tracking of the carrier platform behind the sun and
seasonal adjustment for the height of the sun are carried out using trackers according to
the controller program.

The total peak power of the CSWs (two sections) is ~11 kW and total capacity is
calculated from the condition of full provision of the average farmhouse with electricity
and heat in the summer. During winter heating, solid fuel boilers can be connected to
the energy storage system through integrated interface. The equipment is delivered to
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Fig. 1 CSWs with one section concentrator and measuring system

the installation site in twenty-foot containers, which serve as a supporting structure and
a hermetically sealed box for the energy storage system and monitoring devices.

2.2 Optical Concentrators

For mirrors, relatively thin glass with a low iron content is used, which reduces the unit
cost of optical concentrators to ~$15/m”. In further, it is planned to switch to Alanod
Silver mirror films (Germany) with a reflection coefficient of K, ~ 0.95 on a thin metal
substrate made of aluminum or copper [6]. Design of concentrators are developed in
accordance with the laws of geometric optics using computer modeling in Autodesk
Inventor software. Figure 2 shows an optimal distribution of reflected solar rays in the
working area of photocell surfaces.
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Fig. 2 Optical scheme of solar-wind systems with concentration of solar radiation

When the sun moves across the sky with angular velocity @ ~ 2n/24 - 0 rad/min
during the shutdown time of the tracker engine 1, the solar beam is displaced in space
from A to A;. If the distance between pv modules and mirrors is denoted by R, we
obtain the displacement of the reflected light spot along the wall surface A=1 - R -
(2n/24 - 60), which is shown in Fig. 3.

At a distance R =~ 1.5 m, displacement for one minute is equal to A =~ 6 mm. To
account for the effect of displacement, the transverse size of the light spot is chosen to
be larger than the size of the photocells b mm, from which the minimum transverse
mirror size min by > (b + A) is determined. The optimal reflecting surface is a
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Fig. 3 Reflected solar rays on photocell surfaces

parabolic surface with a focal length f, whose analytical expression in the XY coor-
dinate system has the form: (X + X;)? =4 - f- Y. The first mirror of the concentrators
is at a distance X; from the coordinate axis (Table 1).

Table 1 Coordinates of mirrors

Ne 1 2 3 4 5 6 7 8 9 10 11 12
X, m|0.285]0.418 0.502 | 0.702 | 0.842 1 0.982 | 1.122 | 1.262 | 1.402 | 1.542 | 1.682 | 1.822
Y, m|0.017]0.029 | 0.053 | 0.082 |0.118 | 0,161 | 0.210| 0.265 | 0.328 | 0.396 | 0.472 | 0.553

Modeling allowed to determine the optimal value of the geometric coefficient - the
ratio of the area of the aperture of the concentrator to the area of the mirrors K, ~ 0.96.
The transmission of solar radiation by the optical system depends on the total thickness
of the mirrors and the protective thermal glasses. For example, with a total thickness of
~10 mm, up to ~8% of solar energy is absorbed [7]. Therefore, the proposed optical
concentrator uses glass with a thickness of no more than 2 mm. This, in turn, limits the
size of the optical elements due to the mechanical strength. As a result, the total
transmission coefficient of solar radiation was increased to K4 ~ 0.95. Thin, relatively
expensive thermal glasses have self-protection against hail and other large atmospheric
precipitations. Innovative technical solutions allowed to increase optical efficiency up
to C, = K, * K, * K4 =~ 0,83. Taking into account the inevitable contamination of the
optics, its real value is reduced to ~0.8. Accordingly, the optical concentration for
twelve mirrors is Cy ~ C,* N = 0,812 =~ 9.7.

Due to the orientation of the pv modules at an angle to the horizon and counter-
angled @O0 to each other, as shown in Fig. 3, the hot air flow is directed up along the
adjacent walls and forms a thermal protective layer, which reduces the heat loss by
~12% compared to conventional convection [8].

In accordance with the Stefan-Boltzmann law, the surfaces of pv modules emit heat
flux into space [9]:

dQ = &0y [(T/100)4—(T0/100)4}F7 do (1)
0
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where - € and T - reduced blackness and temperature of the surface of the radiating
body; oy = 5,67-107*W/(m*- K*) - Stefan-Boltzmann constant; Ty - ambient
temperature; F - surface area; ¢ - solar radiation angle.

In the case of screening of the walls of adjacent pv modules, the integration of
expression (1) is carried out in the interval of angles (m — ¢ (/2; m). Other things being
equal, the value of the radiation loss ratio of mutually screened and freely placed
surfaces is: : &~ € oo (T/100)* (n /3)/ € oy (T/100)* ® ~ 0,33. The back-to-back
inclusion of the walls with photocells working with radiation concentration leads to a
reduction of thermal losses by radiation by 33%.

One of the problems of operating optical concentrators during autumn-winter
period is the need for cleaning after snowfalls. In the proposed variant, unlike ana-
logues, the working surfaces of pv modules are closed from atmospheric precipitation,
and the thermal radiation from the surface of the thermal battery, pv modules and heat
exchanger keeps the mirror temperature above zero. As a result, the snow does not
linger and rolls down, as shown in Fig. 4.

Fig. 4 Operating during snowfall

2.3 Linear PV Modules

In the innovative method of increasing the efficiency of heat transfer, the physical effect
of increasing the heat transfer coefficient with increasing medium temperature and
discharging heat received from solar cells in the countercurrent mode to the second heat
carrier is used.

However, it is necessary to solve the problem of ensuring reliable operation of
photocells at elevated temperature and alternating thermal loads in conducting contact
areas. Therefore, market photocells with a relatively low degree of degradation are
selected under the specified conditions. These criteria are met by relatively cheap high-
quality Maxeon solar cells from SunPower Corporation [10]. Under standard condi-
tions, they have a peak power of ~3.4 W and temperature power factors kp ~
0.011W/ C and voltages ky =~ 0.0018 V/ C. At the maximum power point, voltage
and current are U, ~ 0.57V and Im ~ 5.8 A. Under operating conditions with a low
concentration (up to ten times) at a standard temperature of ~25 °C, a peak power of
~19 W has been obtained [11].

Silicon photocells with low light intensity within the theoretical Shockley model are
described by an equivalent circuit of a diode with a photocurrent generator Ip, and an
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internal series resistance Rg [12]. The intensive cogeneration mode changes the repre-
sentation of photocells as energy converters and requires the modernization of the
equivalent diode circuit, adding to it the heat generator Q and the radiation source, as
shown in Fig. 5. Switches S; and S, are necessary for the transfer of photocells to short-
circuit with Igc current, idle mode with V¢ voltage, or mode with external load Rp.
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Fig. 5 Equivalent electrical circuit of CSWs

Under the influence of the radiation Cy - E, the photocell generates a photocurrent
Ipy directed to the chemical accumulators hA, and the heat flux transported to the
thermal energy storage system hB. Balance of power released by photocells is:

Cok E-S=G-Cp- (tow —tin) +P +W (2)

where S - area of photocells, m?; G - coolant flow, kg/s; Cp, - specific heat of the liquid,
J/(kg - K); toy and t, - output and inlet temperature of the coolant liquid, K; P - electric
power, allocated by photocells, W; W - heat losses, W.

The operation of photocells with cogeneration is described by the electric energy 1,
and the thermal efficiency 1,:

n="ne+ny=[-V+Qr]/(Cok-S-E) 3)

I and V - current and voltage at the maximum power point; Qr - useful thermal
power, W; C, - optical concentration; E - intensity of direct solar radiation, W/ mz; S
- area of photocells, m>.

Engineering method for calculating the efficiency of pv modules is based on
experimental studies of thermal losses by cooled walls. During the transfer of solar
energy to the heat carrier, the internal structure of the photocells and the shape of the
heating source are not taken into account. This conclusion is the basis for the method of
physical modeling of heat exchange processes. Instead of the sun and a complex
tracking system, a thin electric-heated foil of nichrome is used. Between the foil and the
wall is a heat-conducting adhesive, as for photocells. Thus, a convenient tool has been
obtained for studying the influence of various design factors and external conditions on
the thermal efficiency of pv modules. Figure 6 shows a mobile stand, which allows to
standardize the testing process of the developed linear pm modules and carry out the
adjustment of technical characteristics.
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Fig. 6 Test bench for determining heat losses in flat channels of pv modules

The results of physical modeling studies over a wide range of changes in the
external conditions of heat exchange between the channel and the coolant show that at
an average coolant temperature of <45 °C, the thermal losses do not exceed ~37%
[13]. It follows from this that the share of useful thermal power transmitted through the
walls to the heat carrier is not less than ~63%. We take it as a boundary in the
mathematical model for calculating the thermal power. With the known efficiency of
the photocells and the radiation value ~N - C - E, and u =~ (E + E,4), we obtain an
analytical expression for determining the useful thermal power carried away by the
coolant of a two-sided pv module

q;+d =0,63-E-[N -Co- (1 —=m)+ (1 +Eq/E)(1 —myp)] 4)

The temperature of the photocells is determined from the solution of the classical
thermo physical problem - temperature distribution by the wall thicknesses with
boundary conditions of the second kind on the outer walls q; = const and g, = const;
and boundary conditions of the third kind on the inner walls q; = oy (t.;; — t) and q; =
oy (teo — t) [14]. The heat transfer coefficients at the inner walls o and o, are the
average along the length of the channel. Figure 7 shows the calculation scheme.
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Fig. 7 The scheme of calculating photocells temperature
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The thickness of the photocells and intermediate layers 0; is not given to scale. The
axis of the coordinate passes along the axis of the channel. The process of heat
exchange is stationary. The specific heat of the liquid C, is taken at the average
temperature of the liquid in the channel.

The heat flow passes successively through a thermoplastic sealant of thickness &,
an oxidized layer 0, a wall 83 and a boundary layer along the walls 8,. At the channels
input goes coolant liquid with a mass flow rate G and a temperature t;,. Taking into
account the accepted assumptions, we obtain the following equations, from which the
local temperature of photocells on the walls is determined:

T1t+q1< Z)
Tz—t+q2< +Z)

where t; and t, - temperatures of the outer walls (photocells); t - temperature of the
coolant (liquid); &/A - thickness and thermal conductivity of the sealant, oxidized layer
and metal wall; o; and o, are the heat transfer coefficients on the inner surface of the
walls.

The temperature of the liquid in the channel of length L and width f varies along the
flow. The amount of heat discharged by the walls into the liquid in any section of the
channel f dx goes to an increase in the temperature of the liquid by an amount dt, from
which we write the heat balance equation in the form:

(5)

q +qp = [o(t o —t) + ot — t)]fdx = C,Gdt (6)
Heat transfer coefficients o; and o, are averaged over the entire surface of the walls.

Since the heat flux is constant, Eq. (6) with separable variables has an analytical
solution:

q + 9
t=t —=fX 7
n+ C,G (7)

From Egs. (5) and (7) we obtain an expression for calculating the temperature of
photocells at a distance X from the entrance to the channel:

4+
L=t —=fX
1 int ———— CG + ( +Z )
t2:tm+ql+q2fx+ +Z
C,G

The potential possibility of withdrawing the heat power emitted by photocells by
the liquid is determined from the inequality:

(8)
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(t —t) . (t — 1)

0,63-E- [Cox- (1 =my)+ (1 +E/B)(1 - mp)] <S - |- %

©)

where R; and R, - thermal resistances to the heat flux directed from photocells with
temperature t; to the heat carrier with temperature t and into the environment with tem-

=04 2+24 L and Ry=3+4%+ Ly,
Ao, Az and A, - thermal conductivity of the thermoplastic sealant, oxide film and alu-
minum, respectively; d4, 0. and A4, 4. - thickness and thermal conductivity of EVA film
and heat-resistant glass; o, - average heat transfer coefficient of the ambient air along the
channel length;

Let us estimate the order of magnitude in the expression for the thermal resistance
to the heat flux. When the thermal conductivity of the thermoplastic sealer is A; = 0,
12 W/m - K and 0.1 mm thick, its thermal resistance is ~0,0001/0,12 = 8 - 1074
m? - K/W. A layer of aluminum oxide with thermal conductivity A, ~ 2 W/m - K and
a thickness of ~0.1 mm has a thermal resistance ~0,5 - 10~ m? - K/W. The thermal
resistance of the aluminum walls of the channel is 0,002/195 = 0,02 - 107 m? - K/W.
The flow of heat carriers in flat channels at a flow rate G ~ 0.017 kg/s is close to a
laminar flow and the heat transfer coefficient is ~370 W/m? - K. As a result, the total
thermal resistance R; ~ (0,8 +0,05+ 0,002 +2,8) - 1073 m? - K/W.

Figure 8 shows the results of the calculation of the temperature of photocells
operating with low concentration of the sun. The graphs indicate the possibility of
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Fig. 8 Graphs of temperature variation of photocells along the channel wall as a function of
liquid flow rate

flexible control of the temperature of the photocells by changing the flow rate of the
liquid. In closed loop circuits, the temperature of the photocells is maintained at the
required level due to the discharge of excess heat in countercurrent mode to the heat
exchanger of the heat exchanger circuit.

The next step is to determine the total length of the channels of the pv modules.
Denote Atj - difference between the temperature of the photocells on the channel walls
and the standard operating temperature of 25 °C. At a temperature coefficient ky, the
voltage drop across the j; photocell along the channel is determined from the
expression: AU; = ky - At;. The total value of the voltage loss of the series-connected
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photocells is, respectively: Ur = ) ky - At;. Taking into account the value of the
voltage at the point of maximum power U, ~ 0.57 and the need to maintain an
optimum charge voltage of chemical accumulators U, ~ 14.2 V, the minimum number
of photocells connected in series is determined: n ~ (U, + Ur)/U,,. To compensate
resulting losses of voltage, additional photocells are introduced - one in the primary
channels (in the direction of the coolant motion) (n; = n + 1) and three into the
secondary channels (n, = n + 3). From this we get the value of the total length of the
connected channels: Lg ~ (n; + ny) - 0.126.
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Fig. 9 Graph of the change in the outlet temperature of the liquid in the channel depending on
consumption

A positive property of the serial connection of the channels along the heat carrier is
the possibility of obtaining a hot liquid at the outlet. Figure 9 shows the liquid tem-
perature at the outlet of the channel, depending on the flow rate and inlet temperature,
obtained in accordance with the expression (8) at X = L.

In the proposed cogeneration systems, for the first time was put forward the idea of
using the received heat energy (at solar energy systems) not only for its direct purpose,
but also for performing mechanical work on the natural transportation of hot liquid
from the heat exchanger to the energy storage system [14]. The realization of this idea
is shown schematically in Fig. 10.

D

J

Fig. 10 Hydraulic circuit of the CSWs
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The heat accumulator 6 is placed at a height h relative to the heat exchanger 5 and a
temperature gradient is created between them, leading to a difference in the density of
the liquid in the supply and descent pipelines of the closed circulation loop.

As a result, similar to the processes in the residential heating system, a dynamic
pressure head appears that creates a natural flow of hot liquid to the heat accumulator:

AP = gh (pr — py) (10)

where AP is the dynamic head, Pa; g - free fall acceleration, 9.81 m/s?; h - distance
between the centers of the linear heat exchanger and the heat accumulator, m; p, and p;
- density of hot and cold coolant, kg/m>.

With a temperature gradient of ~60 °C, difference in density of the liquid is (p, —
po) = 14 kg/m3. At h =~ 4 m dynamic pressure is AP = g -h - (p; — p,) = 545 Pa
which is quite enough for carrying out the transportation of thermal energy from the
movable pv modules to the stationary thermal accumulator through the through-
channels of the support bearings. In the steady-state regime of natural fluid flow, the
dynamic head AP is equal to the sum of the hydraulic resistances in the channel of the
heat exchanger APt and the descending and lifting pipeline APtp. Hot water during a
sunny day accumulates in a heat-insulated thermal accumulator, the volume of which
corresponds to the system capacity. The separation of the circulation circuits allowed to
solve the problem of maintaining the necessary pressure in the flat channels of the pv
modules and the circulation circuit with the charging of the consumable service water.

3 Conclusions

Using the example of designing low-power plants that are most in demand among
farmers, the use of heat transfer laws in the processes of solar energy conversion using
silicon cells of relatively large area can be traced. There is an optimal combination of
the values of the concentration of solar radiation and the intensity of cooling of solar
cells with liquid heat carriers, which allow the maximum amount of electrical and
thermal energy to be generated per unit of aperture area of the installations, and a
decrease of one value automatically leads to growth of another.

The property of the internal relationship between the electrical and thermal effi-
ciency of photocells is particularly important in the creation of budget cogeneration
plants for heating, use for energy supply of farms and desalination of water. For the first
time reliable technology of transportation of high-potential heat released by photocells
to the storage system under the influence of dynamic head, formed due to the tem-
perature gradient in the heat exchanger circulation circuit, is realized. The results of
physical simulation of heat exchange processes with the use of full-scale flat channels
of pv modules made it possible to develop an engineering technique for calculating the
productivity of linear pv modules for generation of thermal energy.
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Abstract. The knight’s tour problem is one of the most interesting classic
chessboard puzzles, in which the objective is to construct a sequence of
admissible moves made by a chess knight from square to square in such a way
that it lands upon every square of a chessboard exactly once. In this work, we
consider the knight’s tour problem as an optimization problem and propose the
artificial bee colony (ABC) algorithm, one of the most popular biologically
inspired methods, as an alternative approach to its solution. In other words, we
aim to present an algorithm for finding the longest possible sequence of moves
of a chess knight based on solutions generated by the ABC method. Experi-
mental results obtained by our method demonstrate that the proposed approach
works well for constructing a sequence of admissible moves of a chess knight
and outperforms other existing algorithms.

Keywords: Artificial Bee Colony - Knight’s Tour Problem - Optimization
Computational Intelligence - Combinatorial Problem

1 Introduction

Chess is a two-player game played on a square board. The standard chessboard has 64
squares arranged in eight equal rows and columns. The knight is one of the pieces used
in the game of chess and is normally represented as a horse’s head and neck. It is the
only piece in chess that does not move in a straight line, but instead moves along an
angle that is two squares away horizontally and one square vertically, or two squares
vertically and one square horizontally, thus resembling the shape of the letter L. In
addition to normal chess playing, the knight’s pattern of movement on the chessboard
is also very interesting to chess players. One challenge is how to produce the longest
possible sequence of moves of a chess knight while visiting the squares of the board
only once, which is well known as the knight’s tour problem (KTP) [1].

The formal study of the knight’s tour problem began with the outstanding Swiss
mathematician, Leonhard Euler, in the 18th century, and one of the most ingenious
methods for its solution is Warnsdorf’s rule, introduced by Warnsdorf [2]. Throughout
the centuries, a number of additional techniques [3-6] have been introduced to find
knight’s tours on a given board, such as the brute-force, the divide-and-conquer, the
depth-first search with backtracking, and the neural network approaches.
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Over the past two decades, recent research has shown that biologically inspired
algorithms have great potential in dealing with problems in many scientific and
engineering domains [7]. Specifically, there have been a number of techniques based
on evolutionary computation, such as genetic algorithms (GA) [8], ant colony opti-
mization (ACO) [9], particle swarm optimization (PSO) [10], and firefly algorithms
[11], applied to solving the knight’s tour problem. Gordon and Slocum [12] proposed
the simple genetic algorithm (SGA) to find solutions to the problem and employed a
simple repair technique that can be used to extend tours that have reached an impasse.
However, their work focused on only the standard 8 x 8 chessboard. An ant colony
optimization algorithm was presented by Hingston and Kendall [13] to enumerate
knight’s tours for variously sized chessboards. However, an 8 x 8 board is too large for
a full enumeration by using their method. To initialize a wider range of potential
solutions to the knight’s tour problem during the search process, the variants of the
angle modulated particle swarm optimization (AMPSO) were introduced by Leonard
and Engelbrecht [14]. However, the specific characteristics that affect the performance
of their algorithms may still be studied in more detail. Ismail et al. [15] proposed a
model using the firefly algorithm to solve the knight’s tour problem. Although their
proposed model has the potential to be applied as a solution, the solution qualities yet
need to be improved.

The artificial bee colony (ABC) method introduced by Karaboga [16] is one of the
most popular biologically inspired algorithms that are used to find an optimal solution
in numerical optimization problems [17]. This algorithm was inspired by the behavior
of honey bees when seeking a quality food source. Previous literature [18-22] showed
that the ABC can produce a more optimal solution, and thus is more effective than other
methods in several optimization problems.

In this paper, an efficient and robust method for solving the knight’s tour problem
by using ABC strategies is proposed. The contribution of this work is to demonstrate
that the ABC, a simple and efficient technique based on biologically inspired com-
puting, can be applied and serve as a useful alternative in solving the knight’s tour
problem.

The remainder of the paper is organized as follows. The background and knowl-
edge, including the knight’s tour problem and the artificial bee colony algorithm, are
briefly described in Sect. 2. Adopting the artificial bee colony algorithm to solve the
knight’s tour problem is proposed in Sect. 3. The experimental settings and results are
presented and discussed in Sect. 4. Finally, Sect. 5 concludes this paper.

2 Background and Knowledge

2.1 Knight’s Tour Problem

A knight’s tour is a sequence of traverses of a knight on an n X n chessboard by
visiting every square once and only once, where the knight moves in an L-shaped
pattern as shown in Fig. 1. The knight thus has eight possible moves from the square
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Fig. 1 The knight moves in an L-shaped pattern

where it currently resides. If the knight ends on a square that is one knight’s move from
the beginning square, the tour is called a closed tour; otherwise, it is considered an open
tour.

Each square on the chessboard can be represented as a vertex (V) in the graph
(G) and each permissible move by the knight can be represented as an edge (E) in the
graph. Thus, the graph of a knight’s moves for an n X n chessboard can be defined as:

G = (V,E)where V = {(i,j)|1 <i,j<n},and
E = {((.1); (kD) {]i = kLl =1} = {1,2}}.

That is, there is a vertex for every square of the board and an edge between two
vertices exactly where a knight’s move from one to the other occurs.

The objective of the knight’s tour problem is to find the longest possible sequence
of moves of a chess knight. This objective function can be expressed as:

(nxn)—1 . . . .th
=1 if the move is valid for i "'move
o= Ci{ —Oandi—n—1 ifth i lid fori™ (m)
= ci=0andi=n— 1f the move 1s not valid for 1" move
where s represents a candidate sequence of moves of a chess knight, and n x n is the
total number of squares on the chessboard.

2.2 Artificial Bee Colony Algorithm

The artificial bee colony (ABC) is a meta-heuristic in which the artificial bees of a
colony cooperate in finding good quality solutions to optimization problems. An
important characteristic of the ABC is that it was inspired by nature, or more precisely
by the behavior of honey bees seeking a quality food source. Essential components in
the ABC that are modeled after the foraging process of bees are defined as follows:

e Food Source: This component represents a feasible solution to an optimization
problem.

o Fitness Value: This value represents the quality of a food source. For simplicity, it is
represented as a single quantity associated with the objective function of a feasible
solution.
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e Bee Agents: This component is a set of computational agents. The ‘honey bees’ in
the ABC are categorized into three types: employed bees, onlooker bees and scout
bees.

In the ABC algorithm, the colony is equally divided into employed bees and
onlooker bees. Each solution in the search space consists of a set of optimization
parameters that represent the location of a food source. The number of employed bees
is equal to the number of food sources. In other words, there is one employed bee for
each food source.

The details of the ABC algorithm are as follows. First, randomly distributed initial
food source positions are generated. The process can be represented by Eq. (2) below:

F(x;),x € R®i € {1,2,3,...SN}, (2)

where x; is the position of a food source as a D-dimensional vector, F(x;) is the
objective function that determines how good a solution is, and SN is the number of food
sources. After initialization, the population is subjected to repeated cycles of three
major steps: updating feasible solutions, selecting feasible solutions, and avoiding
suboptimal solutions. In order to update feasible solutions, all employed bees select a
new candidate food source position. The choice is based on the neighborhood of the
previously selected food source. The position of the new food source is calculated by
using Eq. (3) below:

vij = X+ ¢y (x5 — xyg), (3)

where v;; is a new feasible solution that is modified from its previous solution value (x;;)
based on a comparison with a randomly selected position from its neighboring solution
(x4, ¢;; is a random number between [—1,1] that is used to randomly adjust the old
solution to become a new solution in the next iteration, and k €{1,2,3,..,.SN} A k #
iand je{1,2,3,...D} are randomly chosen indexes. The difference between x;; and xy; is
a difference of position in a particular dimension.

The old food source position in the employed bee’s memory will be replaced by a
new candidate food source position if the new position has a better fitness value.
Employed bees will return to their hive and share the fitness value of their new food
sources with the onlooker bees. In the next step, each onlooker bee selects one of the
proposed food sources depending on the fitness value obtained from the employed
bees. The probability that a proposed food source will be selected can be obtained from
Eq. (4) below:

fiti
Pi=gr
> fiti
=1

4)

where fit; is the fitness value of the food source i, which is related to the objective
function value (F(x;)) of the food source i.
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The probability of a proposed food source being selected by the onlooker bees
increases as the fitness value of the food source increases. After the food source is
selected, the onlooker bees will go to the selected food source and select a new
candidate food source position in the neighborhood of the selected food source. The
new candidate food source can be calculated and expressed by Eq. (3) above.

In the third step, any food source position that does not have an improved fitness
value will be abandoned and replaced by a new position that is randomly determined
by a scout bee, which helps to avoid suboptimal solutions. The new random position
chosen by the scout bee will be calculated by Eq. (5) below:

Xj = x}nin + rand|0, 1]();;“ax — x}mn) (5)

where x;“i“ and x;* are the lower bound and the upper bound of the food source
position in dimension j, respectively.

The maximum number of cycles (MCN) is used to control the number of iterations
and is a termination criterion. The process will be repeated until the number of itera-
tions equals the MCN.

3 Solving the Knight’s Tour Problem by Using ABC

Since the ordinary ABC algorithm is designed for solving numerical optimization
problems and the algorithm utilizes Eqs. (3) and (5) to find a solution in a continuous
function domain, these equations cannot be used directly to solve a problem in com-
binatorial optimization while its solution is in a discrete domain. However, the algo-
rithm can be expanded for this problem type with suitable modifications. In this work,
we introduce a sequence of moves of a chess knight to function as the solution, which
is represented as a food source in the ABC algorithm. Each dimension in a food source
represents one move pattern made by the knight. The knight has eight possible move
patterns from its current square position. These move patterns will be assigned an
integer value of 1 to 8, as illustrated in Fig. 2.

X Move Change in Change in
r pattern coordinate coordinate
Y X Y
1 +1 -2
g L 2 +2 -1
7 2 3 +2 +1
2 4 +1 +2
6 3 5 -1 +2
6 -2 +1
> 14 7 2 1
8 -1 -2

Fig. 2 The 8 possible move patterns of the knight
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Thus, for the n x n chessboard, each food source contains (n x n) — 1 dimensions
corresponding to (n X n) — 1 move patterns. An example of a sequence of admissible
move patterns for the 8 x 8 chessboard is shown in Fig. 3.

[ ]3]efs|3]~[s]2]3]
S, S; S;3 S, Ss .e- Se1 Se2 Se3

Fig. 3 Example of a sequence of admissible move patterns for an 8 x 8 chessboard

The interpretation of the example above is as follows. As we scan the sequence of
admissible move patterns from left to right, the first move (S;) of the knight will be
made by using move pattern “1”, the second move (S,) of the knight will be made by
using move pattern “3”, the third move (S3) of the knight will be made by using move
pattern “6”, the fourth move (S,) of the knight will be made by using move pattern “5”,
and so on. Thus, assuming the initial position is at (4, 5), this example sequence can be

constructed as shown in Fig. 4.

4t

Fig. 4 Example of the knight’s moves constructed from the sequence of admissible move

patterns shown in Fig. 3

The ABC algorithm is then applied to optimize the sequence of admissible move
patterns. In other words, we try to find the optimal sequence of admissible move

Evaluate fitness of Evaluate fitness of R t
solution solution 6-generate
new solution for scout —
T 4 bee

Each onlooker bee Yes

selects a solution
from employed bees Abandoned
and updates it solution?

No

Update

Initialize .
the solutions ] new solutions
for employed bees

Yes

Show global

Criterion

Fig. 5 ABC algorithm flowchart for finding the optimal sequence of the knight’s move patterns
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patterns that maximizes the objective function obtained by Eq. (1). The applied
algorithm is illustrated in Fig. 5.

The solution updating process is performed by following the concept of the
updating of a candidate food source based on a neighboring food source in the ABC.
Three point switching (TPS) is employed to perform this task as shown in Fig. 6.

Py P, P;

Yy A\
The old food source | 1 | 3 | 6 |53 |2 | 7 | 2 (2] 4 | 4 |8 | 1 | 5 | 2 ‘
The new food source | 1 | 3 | 6 | 1 | 3 | 4 | 5 | 2 | 2 | 4 | 4 | 5 | 4 | 1 | 3 ‘
The neighboring food source | 2 | 4 | 5 | 1 | 3 | 4 | 5 | 2 | 3 | 1 | 6 | 5 | 4 | 1 | 3 ‘

Fig. 6 Exchanging information with a neighboring food source based on TPS

In the example in Fig. 6, based on the TPS method, the points P, P,, and P5 are
randomly selected points from a sequence of admissible move patterns for a 4 x 4
chessboard, and the dimensions in the partial sequence of the old food source and the
neighboring food source are selected back and forth among these three points to
produce a new food source.

The point at which the knight cannot continue to move (i.e., where the knight has
jumped off the board or back onto a previously visited square) will be repaired. At that
point, the move pattern will be checked to see if substituting another pattern will allow
the tour to proceed.

If a substitution that extends the tour cannot be made, the scout bee will ignore this
old solution and randomly search for new solutions by re-generating a new sequence of
admissible move patterns. If a substitution that extends the tour can be made, this
substitution can then proceed to the right solution.

4 Experimental Settings and Results

In this section, the performance of the proposed ABC method was examined and
compared with other biologically inspired methods, including the GA and the PSO
proposed by Gordon and Slocum [12] and Leonard and Engelbrecht [14], respectively.
The aim was to evaluate the solutions obtained from the proposed approach in terms of
the success rate of finding the optimal tours and the normalized objective function
value. All methods used in this experiment were programmed in C++ and all experi-
ments were run on a PC with an Intel Core i7 CPU, 2.8 GHz and 16 GB of memory. In
the implementation, three chessboards of sizes 8§ x 8, 10 x 10, and 12 x 12 were used
to evaluate the performance of the proposed method. Each of the experiments was
repeated 50 times with different initial positions of the knight.
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For each method, the number of agents was set to 500 and the number of iterations
was set to 3,000. Note that the number of function evaluations per iteration in the ABC
was not equal to that in the PSO and GA algorithms. The number of function evalu-
ations in the ABC is equal to twice per iteration (for the employed bee and onlooker
bee phases), but it is only once per iteration in the ordinary PSO and GA algorithms.
For an accurate comparison, the PSO and GA algorithms in this experiment were
modified to perform the function evaluation twice in each iteration.

In order to evaluate the quality level of the results obtained from our proposed
approach and the other aforementioned methods, the success rate of finding the optimal
tours (SRFOT) and the normalized objective function value (NOFV) were used as the
performance indicators for comparing the results. The SRFOT and the NOFV can be
obtained by using Eqgs. (6) and (7), respectively.

Number of runs that found optimal tour

SRFOT = Total number of runs x 100% ()
vorv = 1) )
n—

Table 1 and Table 2 show the comparative average SRFOT and NOFV results of 50
runs on the various chessboard sizes for all of the methods. Note that the range of the
NOFYV is [0,1]. The larger value of the NOFV indicates that the solutions are closer to
the longest possible sequence of moves of a chess knight, or vice versa.

Table 1 Average SRFOT results of 50 runs for each chessboard size

Method | SRFOT

8 x 810 x 1012 x 12
GA 90 86 82
PSO 94 |90 84
ABC 100 |94 920

Table 2 Average NOFV results of 50 runs for each chessboard size

Method | NOFV

8§ x 8|10 x 10|12 x 12
GA 0.9946 |1 0.9871 |0.9762
PSO 0.9971 [0.9891 |0.9864
ABC |1.0000|0.9972 | 0.9968

As can be seen from the tables, the average SRFOT and NOFYV results of the ABC

method are higher than those of the GA and the PSO methods, which means that by
using the proposed method, the best quantitative evaluation results have been achieved.

In addition, examples of the optimal tour results obtained from the proposed ABC
algorithm are illustrated in Fig. 7.
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(a) 8 x 8 chessboard (b) 10 x 10 chessboard (c) 12 x 12 chessboard

Fig. 7 Optimal tours obtained from the proposed ABC algorithm on chessboards of various
sizes

5 Conclusions

This work has proposed an approach to solve the knight’s tour problem by finding the
longest possible sequence of moves of a chess knight based on solutions generated by
the artificial bee colony (ABC) algorithm. A detailed comparison between the proposed
method and other techniques, including the GA and the PSO methods, was performed
based on the criteria of the success rate of finding optimal tours and the normalized
objective function value in our experiments.

The results obtained from the proposed method show that the ABC method offers
good performance that outperforms other existing techniques. We can thus conclude
that the ABC method is highly efficient from the perspective of both solution quality
and algorithm performance. Furthermore, as a result, the proposed approach can serve
as a useful alternative in solving the knight’s tour problem.
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Abstract. The development of equipment for energy saving grain drying is not
losing its relevance. For its effective implementation it is reasonable to apply the
most promising solutions in electrotechnologies, such as the use of air ions. The
article describes the receiving the model describing application of electro-
activated air. To obtain the sought for model, the foundations of similarity
theory, as well as the dimensional method were used. The electroactivation
coefficient introduced to consider air ions influence in drying process, was
described. In the result, the mathematical model has been obtained, that can be
used both in the description of drying process and optimization of drying
equipment parameters to intensify drying process. The results of experiments of
grain drying with use of the electro-activated air are given in the article and the
possibility of optimization of drying process is described.

Keywords: Electroactivated air - Aeroions - Similarity theory
Drying of grain + Drying agent

1 Introduction

The necessity for grain drying of agricultural materials is determined by the necessity to
ensure their quality and the period of safe storage. In order to achieve satisfactory level
for the manufacturers’ economic performance and maintain reasonable consumer pri-
ces, it is necessary to use energy saving equipment. The development of such tech-
nological equipment currently involves the use of computer simulation tools, building
scalable models and prototyping of the required equipment.

Forced ventilation is a “soft” method of grain drying when atmosphere air is blown
through grain layer. It may be heated up but only to reduce relative humidity down to
equilibrium moisture content. As air heating by 1 °C reduces its relative humidity by
5%, atmosphere air supplied to grain layer is heated by 7...8 °C at most. Therefore,
drying rate in forced ventilation units is not high, which reduces efficiency of
postharvest treatment lines.

The research [1-5] on the use of electroactivated air for intensifying grain drying
through forced ventilation has demonstrated this method efficiency. However, to cal-
culate the process and simulate the operation modes of forced ventilation units using
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electroactivated air, it is necessary to have analytical description of drying process. To
obtain it, let us turn to known methods.

2 Main Part

V. 1. Aniskin conducted thorough research of grain drying process in dryeration bins
[6]. To describe grain drying process in thick layer with the use of forced ventilation, he
developed and experimentally tested criteria equations for grain drying through forced
ventilation in the conditions of both vertical and radial feed of drying agent.

d\ ™
Ho = A -Ko"' - Gu” - Re/” (Z) . (1)

Each criterion describes the mechanism of internal or external heat and moisture
exchange.

The homochronicity criterion, Ho, describes duration of grain layer drying at a
constant rate of drying agent velocity. The homochronicity criterion changes over time
at a constant velocity of drying agent and fixed thickness of grain layer.

The Kossovich criterion, Ko, reflects the relationship between heat spent to evap-
orate moisture, and heat spent to warm up grain. Considering the use of electroactivated
air, the Kossovich criterion would be reduced, as specific heat of evaporation decreases
due to lower viscosity of moisture contained inside caryopses.

The Guchman criterion, Gu, characterizes air potentials as a drying agent. In the
Guchman criterion drying potential is contained in changing difference between drying
agent temperature and wet thermometer temperature. Wet thermometer temperature is
in direct relationship to air humidity.

The Reynolds criterion, Re, reflects a hydrodynamic mode of drying agent
movement.

In the result of experimental data processing V. I. Aniskin [6] obtained two cri-
terion equations — for vertical and radial feed of drying agent, that reflect the process of
grain drying through forced ventilation in thick layer:

-0,07
Ho = 40,5 - 10 Ko Gu~ " Re*>! <i) : (2)

d
Ho =50 - 10°Ko"* Gu " Re"™! <—) (3)
R — ro

2.1 Research Method

As has been noted before, one of the fundamental problems of the use of elec-
trotechnologies in grain drying is the absence of mathematical description of processes
occurring in grain layer. The thermodynamic criteria used by V. I. Aniskin for this
process description, reflect them to the full extent, with the exeption of processes with
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the use of electroactivated air. To a certain degree the Kossovich criterion can reflect
processes occurring in caryopsis when affected by electroactivated air. However, that
can prove to be insufficient. Therefore, it is reasonable to apply an additional criterion
that could reflect changing of processes in caryopsis. It is the Lykov criterion that can
be accepted as such thermodynamic criterion.

A. 1. Lykov criterion provides connection between the intensity of the development
of moisture and temperature fields inside material in the process of moisture transfer
[7]:

am
Lu = L 4)
where a,, — heat exchange rate, m?/s; a — moisture diffusion coefficient, m>/s.

At Fig. 1 nomogram chart of dependence of temperature conductivity on moisture
content is presented. Temperature conductivity coefficient tends to increase at up to
20% moisture content or up to 16.67% grain layer humidity, and decreases as moisture
content of grain layer humidity is increased.

A
12

V.4

>

0 5 10 15 0 25

2
W, %

Fig. 1. Dependence of temperature conductivity on moisture content

The determination of moisture diffusion coefficient, a,,, in grain is quite a problem
[8]. In various scientific sources data on this coefficient value sometimes varies con-
siderably. It has been established [8] that the value of moisture diffusion in grain at is
about 107!, m?/c. If grain moisture exceeds 10%, the value of moisture diffusion
coefficient are reduced practically in accordance with linear dependence, but the order
of value remains constant.
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2.2 Calculation of Criteria

To consider the effect of electroactivated air on grain drying process let us add the so-
called electroactivation criterion, Q,, reflecting the process of drying agent saturation
with air ions and the conditions of its interaction with grain.

At cyclic saturation of drying agent with air ions (Fig. 2) electroactivation criterion
should reflect its mode peculiarities expressed in the ration of drying time under the
effect of air ions and without them. In this case electroactivation criterion will be as
follows:

Wet grain

Y
w

Used
v Y drying

agent
4 » 5 —>» 6 > 1

Air
9 Dry grain

Fig. 2. Schematic view of the laboratory setup

0.=0- Q27 (4)

where Q; — air ions concentration when they enter grain layer, 1/m>; Q, — air volume
per one processing cycle, m®.
The full physical equation describing the process being researched [8]:

Ql :f(Ea TaaVaaLT7cx7 VO) (5)

where E — intensity of electric field generated by the electric activator, V/m; T — drying
agent temperature, °C; V, — drying agent velocity, m/s; Ly — distance from the electric
activator to the entry to grain layer, m; o« — volume recombination coefficient, m/s; Vo —
the velocity of air ions going to the air duct walls, s .

It was suggested to carry out processing by air ions cyclically in accordance with
the binary signal with a period of 10 min and a filling factor of 1/2. Considering the
obtained expression for air ions concentration at the entry to grain layer, the expression
(4) will be as follows:

a-V,

Qe:C' .
Ll -v2

(v-S-The). (6)
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where C — coefficient of reduction, determined experimentally; v — drying agent
velocity, m/s; S — area of the cross section of the processing chamber for grain drying,
m?; T, — semi-oscillation of air ions concentration in drying agent, s.

Shared writing with boundary limitations would gave us the mathematical model of
the process of grain drying with the use of electroactivated air:

AL Ko - Gul? - Re - QP — min;

2nh(R; — R) <D,
S| = nR?,
v-é’l-P (9)
1000-y — 7

R,Ry,S1,v>0.

This model allows to optimize the parameters of the dryerationbins and ventilator
performance, as well as the parameters of the criterion of electro-activation to minimize
the period of grain drying through the use of electroactivated air.

2.3 Laboratory Setup

The objective is solved by that enrichment of the drying agent by aero ions is carried
out periodically during which the enrichment periods and also concentration of aero
ions depend on humidity of processed material, moisture content and temperature of
the drying agent and can be determined by two criteria: either minimum energy con-
sumption, or maximum speed of drying.

It is need a temperature control of the drying agent, initial humidity control of the
processing material and a change of humidity of the grain during drying process to
realize the method.

Figure 2 shows the structural diagram of a laboratory installation. The method is
carried out as follows: the operator selects one of the realized drying variants, namely
the minimum energy consumption or the maximum speed of drying, there could be
specified the most admissible drying time. The operator can change the realized variant
during the drying process by means of the operating controller (personal computer) in
case of need. The operator also sets the required final humidity on reaching which the
drying process will be stopped, and the processed grain will get further to the tech-
nological line. Crude grain comes into the technological line at the drying zone 1, at the
same time the sensor 2 from which information arrives on the operating controller
(personal computer) 3 controls its initial humidity. At the same time the fan 4 feeds
with air the heat generator 5 and further via the ionizer 6 the zone of drying 1. At the
exit of the heat generator 5 the sensors 7 and 8 control the temperature and moisture
content of the drying agent respectively. Information from sensors 7 and 8 arrives on
the operating controller which controls the operation of the heat generator 5 and ionizer
6. During drying process the sensor 9 controls the humidity of the processed material in
a drying zone 1. Information from the sensor 9 arrives on the operating controller.
Because the drying is a long process the minimum period of poll of sensors is not less
than once in 15 min, however this period much lesser and doesn’t exceed once in a
minute.
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During the process the operations of the operating controller are based on the
loaded into it statistical data of experiments which example is shown on Fig. 3. There
is a heating of the agent of drying (ensuring minimum admissible sorption properties in
the mode of economic drying or heating up to the temperature at which is carried out
the maximum moisture, according to the loaded statistical data) and an operating mode
of the ionizer (switched off, switched on constantly or switching on-off cyclically) are
selected using this data and according to the realizing mode of drying.

16
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Fig. 3. Drying curves

Drying continues until the conditional humidity or set humidity is reached, after
which the grain goes further to the processing line.

Realized drying variants are determined by the temperature of the drying agent and
concentration of ions, but can’t break the technological requirements of the drying
agent (heating above the allowed temperature) and depend on the type of drying
material (culture), its initial characteristics, and characteristics of the ambient air, in
addition it depends on the type of installation in which drying is carried out. To realize
the sensor readings and the optimal control algorithm, was used the SCADA system
implemented on MasterSCADA.

3 Conclusions

Based on the foregoing, we can conclude the following:

1. The use of the method of dimensional analysis of similarity theory made it possible
to obtain dimensionless criterion that can be used for the description of the process
of changing concentration of air ions in their transportation from a radiating unit to
grain layer.
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2. The application of the method of putting the equations of physical process to
dimensionless form made it possible to develop the criterion equation for the
description of processes of heat and moisture exchange in grain layer during its
drying through the use of electroactivated air, that can be used as the basis in
building simulation models of drying of grain thick layer by electroactivated air.

3. The obtained mathematical model allows to optimize the parameters of dryeration
bins and ventilator performance, as well as the parameters of the criterion of
electroactivation to minimize the period of grain drying through the use of elec-
troactivated air.
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Abstract. The detection of network attacks on computer systems remains an
attractive but challenging research scope. As network attackers keep changing
their methods of attack execution to evade the deployed intrusion-detection
systems (IDS), machine learning (ML) algorithms have been introduced to boost
the performance of the IDS. The incorporation of a single parallel hidden layer
feed-forward neural network to the Fast Learning Network (FLN) architecture
gave rise to the improved Extreme Learning Machine (ELM). The input weights
and hidden layer biases are randomly generated. In this paper, the particle swan
optimization algorithm (PSO) was used to obtain an optimal set of initial
parameters for Reduce Kernel FLN (RK-FLN), thus, creating an optimal
RKFLN classifier named PSO-RKELM. The derived model was rigorously
compared to four models, including basic ELM, basic FLN, Reduce Ker-
nel ELM (RK-ELM), and RK-FLN. The approach was tested on the KDD
Cup99 intrusion detection dataset and the results proved the proposed PSO-
RKFLN as an accurate, reliable, and effective classification algorithm.

Keywords: Fast learning network - Kernel extreme learning machine
KDD Cup99 - Particle swarm optimization algorithm
Intrusion detection system

1 Introduction

Both network security and computer security systems collectively make up cyberse-
curity systems. Each of the security systems basically has an antivirus software, a
firewall, and an IDS. The IDSs is involved in the discovery, determination, and
identification of unauthorized access, usage, alteration, destruction, or duplication of an
information system [1]. The security of these systems can be violated through external
(from an outsider) and internal attacks (from an insider). Until now, much efforts are
devoted to studies on the improvement of network and information security systems,
and several studies exist on IDS and its taxonomy [1—4]. Machine learning has recently
gained much interest from different fields such as control, communication, robotics,
and several engineering fields. In this study, a machine learning approach was deployed
to address the issues of intrusion detection in computer systems. It is a challenging task
to automate ID processes, as has earlier been ascertained by Sommer and Paxson who
applied ML techniques to ID systems and outlined the challenges of automating
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network attack detection processes [5]. The specific approaches of using ML tech-
niques for network intrusion detection and their and challenges have been previously
outlined [6]. Some of the major problems of the current network ID systems such as
high rates of false-positive alarms, false negative or missed detections, as well as data
overload (a situation where the network operator is overloaded with information,
making it difficult to monitor data) have been discussed [6].

Several ML algorithms have been used to detect anomalies in the behavior of ID
systems. This is achieved by training the ML algorithms with the normal network
traffic patterns, making them capable of determining traffic patterns that differ from the
normal pattern [5]. Although some ML techniques can effectively detect certain forms
of attack, no single method has been developed that can be universally applied to detect
multiple types of attack. Intrusion detection systems can be generally divided into two
system (anomaly and misuse) based on their mode of detection [6]. The anomaly-based
detection system flags any abnormal network behavior as an intrusion, but the misuse-
based detection system relies on the signature of established previous attacks to detect
new intrusions. Several anomaly-based detection systems have been developed based
on different ML techniques [6, 9, 11]. For instance, several studies have used single
learning techniques like neural networks, support vector machines, and genetic algo-
rithms to design ID systems [5]. Other systems such as the hybrid or ensemble systems
are designed by combining different ML techniques [10, 11]. These techniques are
particularly developed as classifiers for the classification or recognition of the status of
an incoming Internet access (normal access or an intrusion). One of the significant
algorithms of machine learning is the ELM first proposed by Huang. The ELM has
been widely investigated and applied severally [12]. Several ID systems have been
proposed based on the use of ELM as the core algorithm [6, 13, 14]. Furthermore, there
is a heavy influx of network traffic data through the ID system which needs to be
processed [7]. This study, therefore, focuses on the development of a scalable method
that can improve the effectiveness of network ID systems in the detection of different
classes of network attack.

2 Overview of Fast Learning Network

In the past few decades, the demand for even the high performing single hidden layer
Feedforward Neural Network (FNN) has waned due to some application challenges [4].
To solve these issues, Guang Bin Huang proposed the Extreme Learning Machine
(ELM) [3] whose major function is the transformation of a single hidden layer FNN
into a linear least square solving a problem; it then, calculates the output weights
through the Moore—Penrose (MP) generalized inverse. There are several advantages of
ELM, first, it avoids repeated calculation of iteration, has a fast learning speed; cannot
be trapped at the local minimum, ensure output weights uniqueness, has a simplified
network framework, presents a better generalization ability and regression accuracy.
Several scholars have successfully implemented the ELM learning algorithm and
theory [5, 6] in pattern classification, function approximation [7-9], system identifi-
cation and so on [10, 12]. The other issue is the handling of information incorporation
in the ELM when multiple varying data sources are available [15]. Therefore, the
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kernel-based ELM (KELM) has been proposed by comparing the modeling process
between SVM and ELM [16]. The results show that KELM performs better and is more
robust compared to the basic ELM [15] in solving non-separable linearly samples.
The KELM also performed better than ELM, KELM in solving regression prediction
tasks. It achieved a comparative or better performance with a faster learning speed and
easier implementation in several applications, including 2-D profiles reconstruction,
hyperspectral remote sensing image classification [17, 18], activity recognition, and
diagnosis of diseases [19, 20]. KELM has also been used for online prediction of
hydraulic pumps features, location of damage spot in aerospace, and behavior identi-
fication [21, 22]. However, [15] the training of KELM is an unstable process; the
learning parameters must be manually adjusted; and it utilizes randomly generated
hidden node parameters. The adjustment of the learning parameters requires human
input, and could influence the classification performance. Its kernel function parameters
also need a careful selection process to achieve an optimal solution. There are many
works that provide optimization methods based on KELM parameters. The meta-
heuristics have been suggested for tackling the problems of parameter setting in
KELM. Some of the suggested metaheuristics are genetic algorithm (GA) [18], and
AdaBoost framework [23]. [24] used adaptive artificial bee colony (AABC) algorithm
for parameter optimization and selection of KELM features. The features were eval-
uated based on Parkinson’s disease dataset. In [25], the authors proposed the chaotic
moth-flame optimization (CMFO) strategy to optimize KELM parameters. Also, an
active operators particle swam optimization algorithm (APSO) was proposed in [15] for
obtaining an optimal initial set of KELM parameters. The evaluated model (APSO-
KELM) based on standard genetic datasets show the APSO-KELM to have a higher
classification performance compared to the current ELM and KELM. However, the
results of this work show KELM to have a better accuracy compared to ELM, showing
the need to introduce the kernel function. In other words, the optimize kernel parameter
results showed no fluctuation and an increasing coverage with iteration. Meanwhile,
there are some issues with ELM such as the need for additional hidden neurons in some
regression applications compared to the conventional neural network (NN) learning
algorithms. This may cause the trained ELM to require more reaction time when
presented with new test samples. Furthermore, any increase in the number of hidden
layer neurons also results to an exponential increase in the number of thresholds and
weights of random initialization. These values may not be the optimized parameters
[26, 27]. In 2013, Li et al. suggested a novel ELM-based artificial neural network for
fast learning network (FLN) [13]. FLN is a double parallel FNN made up of a single
layer FNN and a single hidden layer FNN. The received information at the input layer
is transmitted to the hidden and output layers (first, the message gets to the neurons of
the hidden layer before being transmitted to the output layer). Therefore, the FLN can
perform nonlinear approximation like other general NN. Contrarily, the information is
directly transferred from the input layer to the output layer, giving the FLN the ability
to establish the linear relationship between the input and the output. Hence, the FLN
can handle linear problems with a high accuracy, and can also infinitely approximate
nonlinear systems. FLN can also solve the issue associated with the conventional NN
which does not demand iterative calculation. This work start with Sect. 2 provides the
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introduction. Section 3 explain the data set KDD details. Section 4 provides overview
of the methodology. Section 5 provides the experiments and analysis of the results.

3 Overview of the Methodology

3.1 Fast Learning Network

The FLN was presented by [37] as a novel variant of the ELM [38]. It is structured as a
combination of two NNs, the first one as an SLFNN and the second an MLFNN.
The FLN depends on three layers, namely, input, hidden, and output layers. The FLN
structure is shown in Fig. 1,

Input Hidden Output
layer layer layer

Fig. 1. Structure of FLN

The equations of deriving the output of the FLN based on the provided matrices
and vectors and they are presented in the following equations.

. mo o
= Fts et S it o+ ) m
Where
o woi = [wd wsi ... wli] is the weight vector connecting the output nodes and
input nodes.
o win= [w}ﬁ,w}:‘z, ...... ,W{(“m] is weight vector connecting the input nodes and
hidden node
o wit = [wih wik.......,wi| is weight vector connecting the output nodes and

hidden node, a more compact representation is given as follows

The matrix W= [W W ] can be called output weights, and G is the
hidden layer output matrix of FLN, the ith row of G is the ith hidden neuron’s output
vector with respect to inputs x;.x;. . ..xy. To solve the model, the minimum norm least-
squares solution of the linear system can be written as follows: A more compact
representation is given as follows:
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Y :f(woiX+W011G+C) =f [Woiwohc] }G( (2)
1
X
=flW|G (3)
1
Where
H=[xGI" (4)
G(W{nf"7W,l:abl7"'abm7"'aXN) (5)
g(WirXy+by) -+ g(WiXy+by)
S(WiXi+by) - g(WiXy+bu ],
W= [WUiWOhC] 1% (n +m=1) (6)
I:[ll"'l]lxN (7)

In order to resolve the model, a Moore Penrose based equation is given as follows.
-1

w=f11Y)| [X"G"T"] H' (8)

~ Q >

w=f1(Y)(X"™X+G"G+1'1) 'H" (9)

An algorithm that explains the learning of the FLN is presented in the flowchart
depicted in Fig. 2. The algorithm starts by random initialization of the weights between
the input and hidden layers and the biases of the hidden layer. Then, the G matrix is
determined depending on the input-hidden matrix. This matrix represents the output
matrix of the hidden layer. Next, the input-output matrix w* and w" are determined
based on the Moore—Penrose equations. As a result, a complete FLN model is
formulated

3.2 Kernel Fast Learning Network

A kernel function in machine learning is a measurement of the closeness between input
sample data defined over a feature denoted as K(x,x") [39]. In a recent study, [16]
suggested that the hidden layer of an SLFN does not need to be formulated as a nodes
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Fig. 2. Flowchart of the FLN learning model

of single layer; instead, a mechanisms of feature mapping can be a wide range used to
replace the hidden layer.

This approach has been exemplified in this work as previously reported by [16] to
convert an FLN model to a kernel-based model. By recalling the output of Eq. (3),
replacing the output weight W with the output weight based on the Moore—Penrose
generalized inverse W as Eq. (8), and replacing H with Eq. (4), we can obtain Eq. (13)
as follows:

W =Y "H'(HHT)™"
v=f(r'H" (HHT) " HT)
—f (" (HHT) ' HH)
x7\ ! X
Y=f|f(Y)"'| [X"G"I"]| G [X"G"1"] | G
I i
Y = £(f(Y) " (X"X+ TG + 1) (X"X + GTG +17T) )

-1

X X
Y=f[f(Y)"|[X"G'I"]|G X"c'1"] | G (10)
I 1
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Y = (1) (XX +GTG +11) ! (XTX+G'G+1M)) (11)

Moreover, through the addition of a small positive quantity (i.e., the stability factor)
1/ to the diagonal of H'H, thus yielding a more “stable” solution, we can represent Y
as [16] follows:

Y = f(f(Y)fl(kl (xx) + ko (x.x') +ka(x.x') + 1/0) 7 (kg (x.x') + ka (x.x') + ks (x.x')))
(12)

Generally, the selection of the output neurons’ active function f(-) is often linear,
such that f(x) = x. Then, Eq. (12) can be written as follows:

Y=Y (ki(xx") +ka(x.x") + ks (x.x) + 1/%)71(k1 (xx") + ko (x.x") + k3 (x.x")) (13)

Substituting in the location of kj,ky,k; three kernels, and in the location of 1 a
regularization factor, we obtain a MKFLN model. The power of this model is with
using 3 kernels for performing the separation which is expected to outperform the
classical one kernel ELM variant. However, there are two problems to be addressed.
The first one is the computational concern when using kernels calculation, especially if
the size of the dataset is huge. The second one is the criticality of selection suitable
kernels for classification due to the sensitivity of the performance to the kernel type.
Therefore, a framework for to make the developed MKFLN feasible for practical
applications is designed.

However, the kernel-based learning methods usually uilize a large memory system
for learning dilemmas with large data sets and are therefore modified to reduced kernel
extreme learning machine (RKELM) (Deng et al. 2013). A modification to RKFLN
called reduced kernel FLN has also been proposed. The kernel-based and basic ELMs
have shown superior generalization and better scalability for multiclass problems with
superior generalization, and considerable scalability for multiclass classification
problems with much lower training times than those of SVMs [16]. These issues create
the ELM an appealing learning paradigm for applied in large-scale problems, such as
the IDSs.

Nevertheless, kernels are utilized in learning approaches, particularly those with
potentially large amounts of memory for ML problems, with huge datasets such as IDS,
which requires the collection of wide data in traffic network. To treat this issue,
RKELM takes Huang’s kernel-based ELM and, instead of computing k(x,x) over the
entire input data, computes k(X, x), where X is a randomly chosen subset of the input
data. [40] adapted the method of reduced kernel by selecting a small random subset
X = {xi}?:l from the original data points X = {x;}/_, with 7 < n and using k(x.X) in
place of k(,X,X) to cut the problem size and computing time. As mentioned previously,
FLN is better than ELM; to address this issue, RKELM is swapped out for RKFLN.
Hence, RKFLN is expected to be better than RKELM. An assumption supposes that
multiplying each kernel in RKFLN by a weight provides better results.
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3.3 Particle Swarm Optimization

The PSO was first introduced by Li et al. [23] as a parallel evolutionary computation
technique which was insired by the social behavior of swarm. The performance of PSO
can be significantly affected by the selected tuning parameters (commonly called
exploration— exploitation tradeoff). Exploration is the ability of an algorithm to explore
all the segments of the search space in an effort to establish a good optimum, better
known as the global best. Exploitation on the other hand is the ability of an algorithm to
concentrate on its immediate environment and within the surrounding of a better
performing solution to effectively establish the optimum. Irrespective of the research
efforts in recent times, the selection of algorithmic parameters is still a great problem
[41]. In the PSO algorithm, the objective function is used for the evaluation of its
solutions, and to operate on the corresponding fitness values. The position of each
particle is kept (including its solution), and its velocity and fitness are also evaluated
[42]. The PSO algorithm has many practical applications [43-46]. The position and
velocity of each particle is modified to establish an best solution for each iteration using
the following relationship:

vi(k+ 1) = wvik + clrl(xbest, local — x;) + c2r2(xbest, global) — x;) (14)
xi(k+1)=xk+v(k+1) (15)

Each particle’s velocity and position are denoted as the vectors vy = (i1, - - -, Via)
and x; = (x;,. - ., Xiq), respectively. In (14), x vectors is the best local and best global

positions; ¢l and c¢2 represents the acceleration factors referred to as cognitive and
social parameters; r1 and r2 represents randomly selected number in the range of 0 and
1; k stands for the iteration index; and w is the inertia weight parameter [47]. x; of a
particle is updated using (15).

4 Experiments and Analysis

4.1 Implementing of Multi Kernel Based on Fast Learning Network

As it has been mentioned in the previous section, RKFLN has two problems to be
solved before we can apply it, the first one is the computational complexity of applying
three kernels at the same time, and the second one is the selection of the kernels and its
parameters. The initial one is solved through using reduced kernel approach, and the
other one is solved through preparing a set of kernels and selecting out of them. In
order to make the model more optimized, three weighting factors of using the kernels
are imported in the model a,0,03 and A. The parameters oy,0;, and o3 are weighting
factors for the kernels ky,k;, and k3, the parameter A is the regularization parameter. The
new model after optimizing is written as

1 —1
Y =f(¥" (a’;Kl + 5Ky + 03 K3 + F) (iK1 + a3Ko + 05K3)
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where the vector (o, o3, o5, 4*) denotes the optimal parameters of the model, they have
the constraint

o +o5 o5 =1,00,0,03 €.[10]1" € [01]

In order to determine convenient values for these weights that multiplying each
kernel in RKFLN. PSO will be used. Herein, kj.k;, and k3, are multiplied by the
weights o,05, and o3 respectively, the optimization goal is to find the best weights
values that give the highest testing accuracy over validation samples. Beside the
searching for the weights values, the optimization process will also look for the best
value for the regularization coefficient.

4.2 Experiments of Optimization Multi Kernel Fast Learning Network

This ssection describe our experimental also provide classification performanc results.
In order to evaluate the PSO-RKFLN developed model, this work cover teasting results
with the KDD Cup99 dataset. Optimize the RKFLN parameters to enhance the accu-
racy of IDS, we proposed several models such as RKFLN, RKELM, and PSO-RKELM
as bunchmarks. Figure 3 shown classification evaluation measures, and Table 1 shown
the comparestion results between the models.

KDD99
1.005
. 1
) 0.995
0.99
0.985
0.98
0.975
0.97
0.965
0.96
0.955
PSO-RKELM PSO-RKFLN RK-ELM RK-FLN
M Accuracy M Precision M Recall F_Measure M G_Mean

Fig. 3. Evaluation measures of classification

For PSO parameters formulae such as c1 = ¢2 = 1.42, w = 0.75 and number of par-
ticles = 5. The KDD 99 training set with duplicates removed for the first set of sets
with a dataset consisting of 145,585 split into a training set of 72,792 training examples
and 72,792 testing samples. For this study we used all 41 attributes of the data.
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Table 1. Results of evaluatiom measures of different models

Models G_Mean | F_Measure | Recall | Precision | Accuracy
RK-ELM 0.9863 |0.98773 0.99344 1 0.981103 | 0.99073
RK-FLN 0.9868 | 0.98905 0.98856 | 0.98955 |0.99243
PSO-RKELM | 0.98841 | 0.98973 0.9951310.97971 |0.99105
PSO-RKFLN |0.99223 |0.99358 0.99492 1 0.99224 | 0.99509

Summary

In this work, using Machine learning based on the intrusion-detection system, it’s
attractive for many researchers. This work provides model based on optimize of a multi
kernel of fast learning network. The derived model was rigorously compared to four
models, including basic ELM, basic FLN, Reduce Kernel ELM (RK-ELM), and RK-
FLN. The approach was tested on the KDD Cup99 intrusion detection dataset. The
accuracy of our model (PSO-RKFLN) is slightly higher than other models. For a future
work, we recommend checking this model with a different number of neurons to
measures and evaluate the complexity of the model.
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Abstract. Vehicular Ad-hoc Network (VANET) is a new emerging wireless
technology concept that supports communication amongst various nearby
vehicles themselves and enables vehicles to have access to the Internet. This
networking technology provides vehicles with endless possibilities of applica-
tions, including safety, convenience, and entertainment. Examples of these
applications are safety messaging exchange, real-time traffic information shar-
ing, route condition updates, besides a general purpose Internet access. The goal
of vehicular networks is to provide an efficient, safe, and convenient environ-
ment for vehicles on the road. In this paper some wireless access standards for
Vehicular Ad hoc Network (VANET) and describe was present, this paper starts
with the basic architecture of networks, then discusses some of the recent
VANET trials, also briefly present some of the simulators currently available to
VANET researchers. Finally, discusses the popular research issues and general
research methods, and ends up with the analysis of challenges and future trends
of VANETSs.

Keywords: Vehicles to roadside (VRC) - Vehicle to infrastructure (V2I)
Vehicular networks - Vehicular Ad-hoc network (VANET)

1 Introduction

In Vehicle Ad hoc networks (VANET), data can be communicated among vehicles or
between vehicles and roadside units (RSUs), [1, 2]. VANET utilises different Ad-hoc
networking technology, such as Wi-Fi, IEEE802.11 b/g, WiMAX IEEE 802.16,
Bluetooth, IRA, and ZigBee for an easy, accurate, effective, and simple communication
between vehicle under dynamic mobility [2].

These VANET have several properties like dynamic topology, limited bandwidth,
limited energy and many more. Vehicular ad hoc network (VANET) is a subclass of
MANET with some unique properties. VANETSs have emerged out these days due to
the need for supporting the increased number of wireless equipment that can be used in
vehicles [3, 4]. Some of these products are global positioning system, mobile phones
and laptops. As mobile wireless equipment and networks become increasingly
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important, the demand for Vehicle-to-Vehicle (V2 V) and Vehicles-to-Roadside
(VRCO) or Vehicle-to-Infrastructure (V2I) Communication will continue to grow [35, 6].

Vvehicle to vehicle

- e Vehicle to Infrastructure

B — e Infrastructure to Infrastructure

Fig. 1. A vehicular Ad-hoc network

VANETs have some dissimilar properties then MANETSs like road pattern
restrictions, no restriction on network size, dynamic topology, mobility models, and
infinite energy supply, localization functionality and so on [7]. All these characteristics
made VANET environment challenging for developing efficient routing protocols. The
major factor in it is the fast moving mobile nodes [8].

1.1 VANET Architecture

There are two methodologies can be used to establish the feasible connection for
VANET. as shown in Fig. la, the first methodology called the layered approach the
provides the Required capacities and conventional layers with considerably charac-
terized interfaces between them [3]. In these approach framework functionalities are
adjusted to satisfy the necessities of VANET correspondence framework such as those
in conventional layers for single-jump and multi-bounce Correspondence for instance,
each layer is executed as an independent module with interfaces, such as SAPs (service
access points) [9], above and beneath the layers. Thus conventions cannot smoothly
reach the state or metadata on an alternate layer and thus generates complex infor-
mation some of the particular capacities of VANETSs are unsuitable for a customary
layered OSI model, such as models for system strength and control [10] such capacities
cannot also be particularly distributed to a specific layer. Each layer should also be
converted to outer data independently without a regular interface. The un-layered
approach is the result of fitting a radically new framework to the requirement of the
fundamental center of VANET, that is, well-being application.In this manner, all
application and then combined with outer sensors as shown in Fig. 2b [11].
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Fig. 2. Layered and un-Layered approaches for VANET

1.2 VANET Application
(A) Efficiency and Safety Application

The efficiency and safety Application are the two important requirements that can be
used to classify VANET application by their primary purpose [12]. However, efficiency
and safety are not completely separated from each other. Conversely, those and other
aspects should be considered together in the design of VANET application [13]. For
instance, an engine failure or an accident involving two or more vehicle can lead to a
traffic jam. A message reporting this event conveys a safety warning for nearby drivers
who use it to increase their awareness as shown in Fig. 3.

Wireless C
2 &

vav/val
802.11p

There is an accident in ((8))
the left lane of my area. { JRSU

Accident ahead in the left lane, Accident ahead in the
take exit to avoid traffic jam. left lane, merge right.

Fig. 3. VANET usage application for sent alarm car accident

While, all correspondence frameworks comprise a complex convention that relies
on the assignment of correspondence frameworks, such as a web surfing mechanical
control circle and cellular phone framework. The MAC layer is a sub layered of the
joint information layer of the OSI reference convention on the layer is available in most
correspondence system such as wireline and remote system [14]. A wide range of MAC
convention has been developed, and such convention is described as dispute-based or
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strife-free convention. In contention-free convention,time division multiple access
(TDMA) and frequency division multiple access (FDMA) are involved [15]. Despite
their unique configuration, these conventions are limited by the requirement of focal
instruments such as a base station or an enhance point that can share assists among
client to designate time space or recurrence groups to the client.

(B) Current Application of VANET

Vehicle system has numerous applications, such as collision avoidance and agreeable
driving. About 21,000 of the 23,000 vehicle that U.S roadside base station to a vehicle
may warn the convergences [16]. The information transmitted from a roadside base
station to a vehicle may warn the driver about the dangers of ending a crossing point.
The correspondence between vehicle and between vehicle and roadside can save many
lives and help drivers anticipate accident [17]. The worst automobile collisions involve
numerous vehicles colliding with one another as a result of a solitary accident at the
front of the line. In this case, by gradually decreasing its speed, the vehicle at the front
can communicate effectively with its neighbouring vehicle and prevent future mishap
[18, 19]. The initial recipients of this message will then handoff the message further by
warning the vehicle behind them about the mishap ahead. Nevertheless, in Fig. 4
shown the VANET standard application classification.

Fig. 4. Standard VANET applications

1.3 VANET Infrastructure

In the V2I protocol the infrastructure plays a coordination role by gathering global or
local information on traffic and road conditions and then suggesting or imposing certain
behaviors on a group of vehicles [20].

When two electronic systems communicate autonomously, That is to say without
human intervention, the process is described as Machine-to-Machine (M2M) com-
munications [20]. The main goal of M2M communication is to enable the sharing of
information between electronic systems autonomously. Given the rapid reception of
remote advancements, the omnipresence of electronic control frameworks, and the
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multifaceted nature of programming frameworks, remote M2M as attracted much
education from the industry and the academic community [21, 22]. M2M correspon-
dence incorporate wired interchanges, but recent studies have only focused on remote
M2M interchanges [11]. The quantity of remote gadgets(excluding cellular phone) that
work without human communication (e.g., climate station and power meters) has
reached 1.5 billion in 2014 [12]. Recent studies on M2M correspondence have
explored the regions that incorporate system Vitality effectiveness and green system
administration, the tradeoff between gadget power utilisation and gadget insight or
handling power, the institutionalisation of interchange, information collection and data
transfer capacity, protection and security, and system versatility [23] (Fig. 5).
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Fig. 5. VANET Infrastructure usage

Although M2M engineering alludes to the number of imparting machine (European
Telecommunication Standards Institute, ETSI). M2M standards specifically apply to
those systems that use countless application, even to 1.5 billion remote gadgets,
without bounds. The M2M application is often discussed at a national or worldwide
scale, and a large number of sensors are halfway planned [24]. Therefore, the vehicle
system is assessed as M2M designs with numerous associated gadgets, some of which
may not be identified with vehicle systems. The occurrence of traffic delays continues
to increase infrequently, and individuals waste approximately 40 h every week stuck in
traffic. Vehicle system can help reduce the frequency of these delays. The vehicle can
act as information authorities that transmit activity condition data to the vehicle system.
Transportation offices can use these data to case the activity clog. Specifically, the
vehicle can recognize if the quantity of neighboring vehicle is excessively numerous
and if their speed is too moderate. They can also transfer these data to that vehicle that
is approaching the area. These data can also transfer to those vehicles that are heading
in other directions to accelerate the spread of information near the area of the accident
[25, 26]. Therefore, those vehicles that approach the clog area will have enough time to
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change course. This vehicle can also gather information about climate, street surface,
development zones, roadway rail convergence, and Crisis vehicle signal appropriation,
and then transfer these data to different vehicles (Fig. 6).
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Fig. 6. A generic M2M architecture and M2M application area

It has noticed on this paper Vehicular systems can influence the M2M worldview to
bolster vehicle correspondences as shown in Fig. 7. We displayed a brief review of
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Fig. 7. M2M communication layers in vehicular network
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probably the latest application ranges of M2M, to be specific brilliant framework
innovation, home systems administration, medicinal services, and vehicular systems
administration [27].

At the point when two electronic frameworks are imparted autonomously, i.e.,
without human mediation, the procedure is depicted as M2M correspondences [26, 27].
The primary objective of M2M interchanges is to empower the sharing of data between
electronic framework automatically because of this rise and quick reception of remote
advancements, the omnipresence of electronic control framework, and the expanding
multifaceted nature of programming framework, remote M2M has been drawing
attention from the industry and the educated community users. Vehicular systems and
M2M interchanges are correlative developing fields of exploration that have developed.
Late mechanical patterns show that vehicular correspondences could essentially profit
by the advancement made in M2M interchanges.

2 VANET Security and Privacy

Since security is one of the most important requirements for VANET communication
[28] several security requirements have to be satisfied before widespread deployment of
VANETs. Life-critical VANET characteristics always make new security challenges.
Furthermore, safety-related driving applications and services require stricter security
requirements than other services and applications in VANETs, VANETS require a
strong authentication method that preserves the anonymity of the drivers while the
authorities should be able to identify the real identity of a message sender whenever
necessary. This type of privacy methods is called conditional privacy. Moreover, this
ability should not be given to a single entity since the authority could abuse its rights to
violate others’ privacy. Hence, this conditional tracing ability should be distributed
over several authorities, and they should collectively be able to reveal the required
identification information of the source vehicle when some disputes happen, security
requirement for VANET is non-repudiation, in which none of the vehicles can deny
their communication actions. Hence, some kinds of mechanisms should be imple-
mented to prevent vehicles from denying their messages. Furthermore, the recipient of
a message should be able to convince a third party that only the specific sender could
send the message. Another security requirement for vehicular communication is the
ability to detect false communication messages. One of the main challenges in secure
vehicular communication is properly balancing authentication and privacy [28].
Figure 8 Shown the classification categorize an attack based the security requirement it
tries to compromise. The major categories are threat and attacks on Confidentiality,
Integrity and Availability. Other categories include attacks on authentication and
accountability [28].
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Fig. 8. VANET attacks classification and example

3 Conclusion

In this paper, we presented ideas that are key to the development of M2M interchange
frameworks. We provided a brief diagram of four notable M2M applications, specifi-
cally in human services, home organizing, effective framework, and vehicular systems
administration. We then focused on vehicular systems administration by presenting and
M2M perspective on inter-vehicular correspondence and highlighted the particular
application, requirement, and convention related to the M2M-based vehicle system. To
set up where M2M interchange could increase the value of vehicle systems, we
reviewed the literature exhaustively to the extent that both advances is met. Five range
where distinguished namely, multiplicity, autonomy, connectivity, visualisation, and
security. Lastly, we investigated the issues encountered by vehicle M2M framework.
The best test is the institutionalization of correspondence interface in a system with
high versatility and variability of parts. Ensuring security and protection in such a
dynamic system requires further consideration.
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Abstract. The article deals with finding the optimum parameters of the elastic
damping mechanism (EDM) in transmission of class 1,4 tractor. The tractor was
used in structure of three various machine-tractor units and carried out the main
agricultural operations: plowing, cultivation and cropping. EDM is intended for
smooth start-off of the unit, decrease in dynamic loadings in transmission,
protection of the engine against fluctuations of external loading. The indicator —
“degree of the transmission transparency” is used for estimating the protective
quality of the mechanism. The research was conducted by methods of experi-
ment planning. The central composite plan of the second order for five factors
has been chosen. The regression model expressing influence of key parameters
of EDM on function of a response (“degree of transmission transparency”) is
received. The dependence of a response function from each factor, their mutual
influence on the studied process is treated apart in details. The system of the
differential equations in private derivatives has been received for finding the
optimum values of factors and response function. The conclusion that the
optimum value of the EDM parameters allow to increase quality of functioning
of MTU on the main agricultural operations was made by results of the analysis
of a computing experiment.

Keywords: Elastic damping mechanism + Transmission
Volume of hydropneumatic accumulator + The optimal parameters

1 Introduction

When the tractor performs agricultural operations: plowing, cultivation and sowing, the
most significant factor affecting the operation of machine-tractor units (MTU) is the
traction load. Vibrations of the traction loads lead to transient processes in the motor.
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Scientific studies [1, 2, 4-6] prove the effectiveness of the inclusion of elastic coupling
in the individual mechanisms of the tractor. The use of elastic damping mechanism
(EDM) in the transmission of the tractor leads to absorption and scattering of the
oscillations energy of the traction load. This reduces the dynamic loading of the drive,
towing movers and so on.

One of such mechanisms is EDM [1, 3]. This mechanism is intended for smooth
moving of MTU, reducing of dynamic loads in the transmission, protecting of the
engine against fluctuations of external load [3]. The mechanism is developed at the
“Tractors and cars” department of Azov-blacksea engineering institute. Currently, the
team of scientists conducts research to improve the functioning of this device [3].

The indicator P — “degree of transmission transparency” is proposed to assess the
protective qualities of the mechanism, in the form of the ratio of the current amplitude
of the vibration of the motor shaft speed to its maximum value [4]. When N = 1 the
gear unit (gearbox) is absolutely “transparent”, the engine remains unprotected against
fluctuations of the traction load (this happens in serial transmissions). When N = 0, the
gear unit is absolutely “opaque” and will completely extinguish the vibrations trans-
mitted to the engine. Professor A. B. Lurie, and professor N. M. Bespamyatnova [6, 7],
considered frequency and traction characteristics as the additional influencing factor in
the researches of the units working at the main agricultural operations.

2 Main Part

Purpose of Research. The aim of this work is to obtain the optimal parameters of the
elastic damping mechanism in the MTU transmission of a class 1,4 tractor on plowing,
cultivation and sowing. The following tasks were solved to achieve this goal:

1. identification of significant factors affecting the work of EDM,;

2. the choice of the experiment plan and obtaining experimental results;

3. obtaining a regression model expressing the influence of the main parameters of
EDM on the “degree of transmission transparency”;

4. finding the optimal values of significant factors.

Materials and Methods. The main factors for the research were selected based on the
works [1-4] and the conducted by the authors of this article.

The central composite plan of the second order meeting the requirement of rotatability
was chosen for research. In contrast to the non-composite plan the selected plan for the
five factors can reduce the number of conducted experiments [8].

The description and operation of the device installed in the transmission of the
tested tractor is described in the source [3].

The research was carried out using the system of automatic accumulation and
processing of metrological information of mobile execution (SAAP), developed at the
Federal scientific center Donskoy (Zernograd). The system consists of a set of hardware
and software and includes: an on-board computer, an analog-to-digital conversion
board “code-figure” (ADC), an interface card, an instrumentation amplifier. All the
equipment was installed in the cabin of the mobile strain-gauge laboratory TL-2 on the
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basis of the all-wheel drive truck car. The set of sensors (primary converters) installed
on the unit under test allows measuring instantaneous values of the following energy
parameters: traction resistance; torque on the axis of the driving wheel; frequency of the
shaft rotation of the tractor generator; impulses of turns of a tractor driving wheel;
impulses of revolutions of a tram tire wheel; oil pressure in the hydrolysis line (up to
the throttle); rotation frequency of a gear wheel of the oil pump drive; fuel
consumption.

The results (electronic oscillograms) of the experiment were processed on a per-
sonal computer using a software package for conversion.

The Result and Discussion. The levels and intervals of variation given in Table 1
were selected based on the results of the search experiments.

Table 1. Levels and intervals of factors variation for the plowing unit

N | Factor name Factor Code | Variation | Natural values corresponding to
identification | mark |interval |coded levels of the factors

Upper Base (0) | Lower

(+1) (-1

1 | The throttle cross- | Sy, m’ X, |L1-10™* [3,524-107*|2,424-107*| 1,324-107*
sectional area

2 | Volume of Vipa M X, 1231077 |5,079- 3,848- 2,617-
hydropneumatic 107 1073 1073
accumulator
(HPA)

3 | The air pressure | P, Pa X5 1-10° 5-10° 4-10° 3-10°
in HPA

4 |Inertia moment of | Jy, kg-m® | X, |2,32-107° 6,96-107 | 4,64-107° | 2,32-107°
additional load
5 | The oscillation | f, Hz Xs 0,3 1,2 0,9 0,6
frequency of the
traction load

Modeling was carried out under steady-state load and accelerating modes to study
the influence of elastic damping mechanism on the performance of MTU during
plowing, cultivation and sowing. The field plot was horizontal with a slope of not more
than 2 degree. The movement of the unit was strictly rectilinear. A tractor with a tool
was moving in sixth gear of the main range of speeds gearbox. The indicator P
(response function Y) was calculated on the basis of the experimental data.

Expressions from (1) to (16) are standard statistical tools for research in the field of
performance parameters optimization. Statistical methods for forecasting is a com-
prehensive, readable treatment of statistical models used to produce forecasts. The
detailed technique is described in the sources [8—10]. The optimum region with suf-
ficient accuracy is most often possible to describe by a polynomial of the second
degree. The scheme of experiment planning was chosen to determine the optimization
parameter. The object of study was preliminary studied on the basis of a priori
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information. The priori information was obtained by not only studying the literary data,
but also analyzing the results of previous work.

A polynomial of the second degree adequately describes the optimal region, was
used for the approximation of the response function:

= X . 2
y=bo+ Zlgigkblx’+ Zlgi<zgkbﬂx’xl+ Zlgigkb”xi' (1)

Regression analysis and mathematical statistics methods were used to check the
adequacy of the model used and to find the optimal value of the response function.
The coefficients of the regression Eq. (1) were calculated by the formula:

B=(x"-x)"Xx".v,. 2)

X — matrix based on the used experimental plan [8], Y — response matrix.

The found coefficients of the regression Eq. (2) were checked for statistical sig-
nificance. For this purpose the Student’s t-test was used with the construction of
confidence intervals Ab; based on the found values of the variance of the experiment
reproducibility Dy and the dispersion-covariance matrix Dy

Z?;(Yi — Y)z )

no

Dy = (3)

Y — average response value for points in the center of the plan, ny = 6 [5].

Dk=Dy- (X" .X)7,. (4)

Ab; = Dk,'y,' -1, (5)

t — tabular value of the Student’s coefficient at the significance level oo = 0,05 and the
number of degrees of freedom ny — 1 [8].

The absolute values of the coefficients by, by, by, by — byg, by3, b, by7, bio and byg
were lower than the corresponding confidence intervals, so they can be considered
statistically insignificant and excluded from Eq. (1).

The mathematical model has next form taking into account the obtained data:

y(x1,x2, %3, x4, x5) = 0.06538x3 + 0.06613x5 + 0.04968x§ — 0.06994x x,

+ 0.04868x2x4 — 0.03494x,x5 — 0.04581x3x5 + 0.6212, . (6)
The value and sign of the coefficients show the contribution of the relevant factors
in the overall result — an indicator of the degree of transparency — in the transition to
another level.
The resulting mathematical model was tested for adequacy using the Fisher
criterion [5]
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Da
Fp=— 7
P=5y (7)

D, — adequacy variance

N—F—(np—1)

MD =Y —Yr, (9)
Yr=X-B, (10)

Yr — calculated values of the response matrix taking into account the significant
coefficients.

Calculations established that the Fisher coefficient for Eq. (6) is equal to F, =
4,217. This value is less than table value F, = 4,44 [8]. Therefore, the model is
adequate.

Analyzing the Eq. (6), we conclude that the x3 factor corresponding to the air
pressure in GPA exerts the greatest influence on the degree of transmission
transparency.

Figure 1 presents graphs of the dependence of the degree of transmission trans-
parency from the traction load vibrations and the air pressure in the GPA. The response
surface is shown in the left graph and the level lines in the right graph. Each level line
is an equal response line that corresponds to the projection of the response surface
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Fig. 1. Graphs of the dependence of the degree of the transmission transparency from the
traction load vibrations and the air pressure in the GPA for plowing unit (surface response on the
left, level lines on the right)
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The system of partial differential equations was obtained to find the optimal values
of the factors:

9
—y(x1,X2, X3, X4, X5) = —0.06993x,

8x1
0
a—y(xl,xz,X3,x4,x5) = 0.04868x4 — 0.03494x5 — 0.06994
X2
0
a—y(xl,xz,X3,X4,xs) = 0.09937x3 — 0.04581x5 — 0.06537x, (11)
X3

0
—y(x1, X2, X3, X4, %5) = 0.04868x,
(9)64

0
a—y(xl,xz,x3,x4,x5) = —0.03494x, — 0.04581x3 + 0.06613
X5

We determined the optimal values of each factor solving the system (11).
Converting coded values x; — x5 to the natural values of the factors was produced by
the formulas:

Sy — 24241074 Vipa — 3.848 - 1073 P, —4-10°
X1 = X2 = X3 = 5
1.1-10-% 1.231-10-3 1-10° (12)
Ja— 4641070 Fo13
MT 0301000 YT 05

Similar studies have been conducted to find the optimal parameters of the cultivator
and seeder.

The regression equation for the cultivator unit has the form:

y(x1,%2,X3,%4,%5) = 0.578 +2.29 - 10 3x; —3.72- 10 3x, +
+0.053x; +4.51 - 10 x4 + +0.021 - x5 — 1.34 - 102 x1x0—
—3.14-102xx3 — 2.41 - 10 3xx4 +3.32 - 10 *xpx5—
—1.25-10%x0x3 4+ 1.37 - 1033004 — 0.044 - 10> xx5—
—6.04 - 107x3x5 — 0.035x3x5 + 8.09 - 10 3 x45 +
+0.03x7 +0.031x3 4 0.03x3 4 0.095x.

(13)
S, —2424-107%  V,,—3848-10° P, —4-10°
METTIT 04 T T 1311008 R T T a0 (14)
. Jow —4.64-1073 f—09
- o

232-103 57 03

The system of differential equations was obtained taking partial derivatives of the
Eq. (13). The optimal values of the factors of the elastic damping mechanism on
cultivation were found after solving the system and moving from the coded values
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X1 — X5 to the natural values of the factors according to the formulas (14). We obtained
the response surface shown in Fig. 2 substituting (14) in (13) and analyzing the
resulting equation.

k:h 0.77- ]
A g
e Ny Y

840 2 2=0.81———0.82:0.53
0830 83 ———0.82= "5 ——.22"0.8

0.003 0.004 0.005 0.006
I

Fig. 2. Graphs of the dependence of the degree of transmission transparency from the traction
load vibrations and the moment of inertia of the EDM drive for cultivation (surface response on
the left, level lines on the right).

It is necessary to change the indicator x5 to find the optimal parameters of the
elastic damping mechanism for the sowing unit in Table 1. Indicators x; — x4 remained
unchanged. The values are given in Table 2 [6, 7].

The regression equation for the sowing unit has the form

y(x1,%2,X3,%4,%5) = 0.722 — 6.325 - 10 x| — 6.657 - 10 >x,
+0.033x3 — 5.526 - 10 x4 — 3.072 - 10 3x5 +6.981 - 102 x;x,
+6.851 - 10 3x1x3 4+ 5.709 - 103 xyx4
—7.04510xx5 4 8.462 - 102 xox3 + 7.245 - 103 x4
—5.554 - 10 3xpx5 + 7.115 - 10 3 x3004 +2.725 - 10 3 x3x5
— 6.826 - 10 x4x5 +2.905 - 107°x7 +2.466 - 10~°x3
—7.031 - 1073x33.445 - 10 3x2 + 0.038x2
(15)

The transition from coded values x; — x5 to natural values of factors is carried out
by formulas according to the known method
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Table 2. Levels and intervals of variation of factors of the seed unit

N | Factor name Factor Code | Variation | Natural values corresponding to
identification | mark |interval | coded levels of the factors

Upper Base (0) | Lower

(+1) (=1
1 | The throttle cross- | Sy, m> X, 1,1.10™* [3,524-107%|2,424-107* 1,324-10™*
sectional area
2 | Volume of Vipaw 1M X, [123:107 |5,079-107 3,848-10 2,617-10°
hydropneumatic
accumulator
(HPA)
3 | The air pressure | P, Pa X3 1-10° 5.10° 4.10° 3-10°
in HPA

4 |Inertia moment of | J,, kg-m® | X, 12,32:107 6,96-107% |4,64-107 2,32:107°
additional load
5 | The oscillation f, Hz Xs 0,5 1,8 1,3 0,8
frequency of the
traction load

Sy —2.424-1074 Vipa — 3.848 - 1073 P, —4-10°
X1 = yX2 = 3 X3 = ;
1.1-10% 1.231-103 1-10 (16)
o Jew =464 10—3.x f-13
YT 23210 T 05

We obtain the response surface substituting (16) in (15) and analyzing the resulting
equation. The data is presented in Fig. 3.
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Fig. 3. The degree of transmission transparency depending on the traction load fluctuations and
moment of inertia of the EDM drive for sowing (surface response on the left, line level on the
right).
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We used Mathcad program (section - vector and matrix operations) to solve the
described equations. The use of this simple and convenient program helped in solving
systems of equations and improved the clearness of the presented results.

3 Conclusions

The made computing experiment has shown the feasibility of using the EDM in the
drivetrain of the class 1,4 tractor at the main agricultural operations. We conclude that
the optimal values of EDM parameters can improve the quality of the MTU operation
on the main agricultural operations according to the results of the analysis of the
computational experiment.

The optimal value of the parameter P was obtained by varying the factors values
X1 — Xs.

Optimal factors values for plowing: the throttle cross-sectional area Srz = 1.49
107, the volume of the hydropneumatic accumulator Vyp, = 3.85-107°, the air pres-
sure in the hydropneumatic accumulator P, = 6.77-10°, the moment of inertia of the
extra weight of the drive mechanism Jzy = 4.64-10°, the most probable frequency of
the traction load fluctuations f= 1.41, this corresponds to the optimal value of the
degree of the transmission transparency equal to P = 0.63.

Optimal values of factors for cultivation Sz = 2.35-107%, Vypa= 4.23:107°, P, =
2.93-10°, Jew= 4561073, f=0.79. This corresponds to the optimal value of the
degree of the transmission transparency equal to P = 0,73.

Optimal parameters at the most probable frequency of the traction load fluctuations
during sowing f = 1.25 Hz have the following values: Sty = 2.16°10"* m?%; Vygpa =
4.044107° m*; P = 5.745-10° Pa; Jgw = 2.093-107° kg'm?; the value of the response
function in this case is P = 0.754.

It should be noted that the found optimal values of factors for the studied EDM and
response functions are applicable only to similar operating conditions and are not
applicable to other agricultural operations.

The obtained data shows that the use of an elastic damping mechanism can reduce
the fluctuations of the external traction load transmitted to the engine, with plowing up
to 37%, with cultivation on average up to 27%, with sowing, on average up to 25%.
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Abstract. The article deals with the problems of development of energy-
efficient technical means for heat supply of agricultural objects. Shown the
energy-efficient method of heat treatment of liquid products using infrared
(IR) and ultraviolet (UV) spectrum of electromagnetic waves. Much attention is
drawn to method of electrical and structural calculation of pasteurization
chamber for infrared radiators of coaxial type is developed. Data are given about
the parameters and modes of operation of the combined installation at the
influence of UV and IR radiation on the properties of milk, to reduce bacterial
contamination.

Keywords: Energy saving - Electrical irradiator - UV radiation
Pasteurization chamber - Pasteurizer - Heat treatment - Disinfection

1 Introduction

Heat treatment of liquid foodstuffs (milk, juice, etc.) refers to the number of common
and energy-intensive processes of primary processing with a view to their conservation.
At the same time, the task is to preserve the maximum nutritional and taste qualities of
the product. The effect of infrared radiation on a thin layer of a liquid product is one of
the energy-efficient ways of heat treatment. The energy transfer takes place directly
from the radiation source to the processed liquid product in the absence of contact
between them. IR radiation penetrates to a certain depth, which eliminates local
overheating and unwanted structural changes in the surface layer [1].

Short - term exposure to IR radiation with a high density simultaneously across the
thickness and surface of the thin layer of liquid creates the necessary conditions for the
elimination of toxic and ballast microflora, allows you to keep useful biological and
physic-chemical components (proteins, vitamins, enzymes) that determine the nutri-
tional and organoleptic properties of the product [2].
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In thin-layer devices, all the liquid is processed at once, so the product does not
overheat above the set temperature. IR pasteurizers have lower metal consumption, low
heat losses, increased productivity and provide a reduction in energy consumption up
to 20% compared to traditional plate pasteurization-cooling units and long-term pas-
teurization baths.

Figure 1 shows a thin-layer electric pasteurizer of liquid products using electro-
magnetic waves of infrared and ultraviolet range [3].

starting

product 14

finished )
product D

Fig. 1. Installation Diagram for pasteurization of milk with the use of IR and UV radiation: 1 —
milk supply pump, 2 — pipeline hearth, 3 — heat exchanger, 4 — UV-radiator, 5 — flowmeter, 6 —
nozzle input IR pasteurizer, 7 — chamber forming a thin layer, 8 — chamber pasteurizer, 9 — IR-
radiator, 10 — receiving chamber, 11 — outlet pipe, 12 — pump issue, 13 — pipeline issue, 14 —
controller wits GSM module.

Devices with a thin-layer flow of liquid can be made according to different schemes
[4]. There are vertical, inclined and horizontal flow of liquid depending on the location
of the energy source and its shape. Energy and structural calculation of the radiator and
pasteurization chamber causes certain difficulties in justifying the parameters of the IR
pasteurizer, associated with the dynamics of heating the liquid during the heat
exchange by radiation.

The power of the radiator is usually calculated according to the well-known energy
balance equation without taking into account the conditions of the heat exchange
process between the heater and the liquid product [3], which in certain cases can lead to
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the malfunction of the designed apparatus [5, 6]. The method proposed for the cal-
culations takes into account the process of heat exchange between the IR heater and the
formed thin layer of the heated liquid product. This is its peculiarity. Most of the
considered units have a similar geometric design of the pasteurization chamber. The
camera contains two cylinders arranged coaxially: first — IR radiator, second — camera
body. The heated liquid product flows along the inner surface of the chamber housing
with a thin layer (2...3 mm).

The development of a unified methodological approach to the problem of deter-
mining the thermal and geometric parameters of the radiator and pasteurization
chamber as a whole is an urgent task.

2 Methods and Results of Research

2.1 Method of Calculation of Pasteurizer

The purpose of the calculation is to determine the power of the IR radiator, geometric
and structural parameters of the pasteurization chamber.

The initial data are the performance of the installation G, the surface temperature of
the radiator T, the initial temperature of the liquid product when it is fed to the
pasteurization chamber Ty, some physical properties of the processed liquid.

Thin-film flow along the vertical wall is possible only if the liquid moistens the
surface. Otherwise, the film begins to disintegrate under the action of surface tension on
the individual drops [7]. If the liquid moistens the wall of the working surface, on
which it flows, then its surface layer, directly in contact with the wall, must have a zero-
velocity value [1]. Than further away from the surface is the liquid particle, then with
more speed it moves down, all other things being equal.

The diameter of the cylinder d, on which a thin layer of liquid flows is determined
by the formula:

G

)y =———
: m-p-v-Re

(1)

G — pasteurizer performance kg/s; Re = 8500 — Reynolds number, characterizing
the movement of the liquid; p = 976 kg/m3 — milk density; v = 0,43+107% — coefficient
of kinematic viscosity of milk at 70 °C m%/s.

The thickness of the layer of flowing fluid, m:

5: 3 3GV (2)
\/ nDpg

Let us consider the dynamics of the process of heat transfer by radiation between
the radiator and the liquid flow (liquid product), flowing a thin layer on the inner
cylindrical surface of the pasteurization chamber [8]. The outer wall of the chamber is
heat-insulated, so we assume that there is no heat loss to the outer space, and the heat
loss from the liquid to the outer cylindrical wall is negligible. The temperature gradient
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at heat transfer by thermal conductivity in the radial and axial direction of the fluid flow
is not taken into account. We also take the one-dimensional distribution of heat in the
direction of fluid flow, i.e. the x axis (Fig. 2). Consider the element of the heat
exchange surface length dx.
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Fig. 2. Diagram of the pasteurization chamber: 1 — IR radiator, 2 — a thin layer of liquid (),
3 — the case of the pasteurization chamber.

The heat balance equation describing the change in the temperature of the flowing
liquid for the dx element during dt has the following form:

cFpp,dxdT;, = gdxdt (3)

q — the resulting radiant flux per unit length of the radiator, W/m; p; — liquid density,
kg/m’; ¢ — specific heat of the liquid, J/kg °C; Fy — the cross-sectional area of the liquid
layer, m?; Ty, - liquid temperature, °C, t — time, s.

Taking into account that the velocity of the fluid in the chamber w; = G/F; and
wp, = dx/dt, and that:

EanOFl . 10_8(T? — TZ‘)
L b

q=0Q/L= (4)

receive
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e CoFy - 1078(T? — Tg)
L

cGdT;, = dx, 0<x<IL, (5)
& — emissivity factor of the system; 7| — temperature of the radiator, K; Cy —
blackbody radiation, W/m? K4, L — length of the radiator, m, G — flow rate, m3/s, 0 -
heat flow from the radiator to the liquid product, W.
Emissivity factor for a closed system of two coaxial cylinders:

_ 1
8r—1 ﬂ(l_l)’

£ dr \&

(6)

+

€1, & — emissivity factor of the radiator and the heated liquid, d; — the outer
diameter of the radiator, d, — the inner diameter of the cylindrical surface through
which the liquid flows, m.

Since F; = nd;L the Eq. (5) can be reduced to:

dTy, & Codm - 1078
” = dx,
T —T7 cG

(7)

Integrating Eq. (7), we obtain the change in the liquid temperature along the length
of the pasteurization chamber T = f (x) at 0 < x < L. the General solution is:

laICtg(%) 1 [ln(T _T ) . ln(T +T )] +C= & Codim-10~%
2T T an 1= i 1 i ="« (8)
0<x<L,

C — arbitrary constant.

At the time of the liquid supply to the pasteurization chamber at x = O (initial
conditions), its temperature 71 (0) can be taken equal to the temperature of the liquid
leaving the heat exchanger-recuperator. The temperature of the radiator T1 ~ 1173 K
should be considered a constant over the entire length of the radiator. The diameter of
the radiator and the inner diameter of the outer cylinder d, at the initial stage of
calculation is set based on the adopted structural and technological scheme of the
installation (d; = 0,03...0,1 m). Moreover, the diameter d, is selected based on the
thickness of thin layer is 0, the unit capacity G (kg/h) product density p; and speed of
movement of the liquid wy [9]:

G
dy=———+0. 9
2= 3600mp,00m ©)
Under the established initial conditions from Eq. (8) we determine the unknown
constant C. Solving the obtained partial equation, we find the temperature of the liquid
product Ty at the output of the pasteurization chamber and specify its length.
The power of the radiator P, is calculated from a well-known expression:
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Py = cG(tLr—11i) /Ne (10)

fLs, t; — final and initial liquid temperature, °C, 7. — the efficiency of the pasteurization
chamber.

Equation (8) allows to analyze the influence of variables d;, d>, G on the heating
level Az =(t; ¢ — ;) of the liquid product along the length L of the pasteurization
chamber.

As a material for the working part of the radiators are often used alloys based on
chromium and nickel (nichrome) with high electrical resistance in the form of wire
spirals, zigzags, etc. The choice of design parameters of the emitting body is to
determine the diameter, length of the heating wire, the method of its laying. The values
of electrical power P,, voltage U and temperature T of the radiator are usually set [9].

2.2 Experimental Data

Table 1 shows the results of calculation of the pasteurization chamber of the electric IR
pasteurizer (Fig. 1) for heat treatment of milk capacity up to 1000 l/h.

Table 1. The results of the calculation of the IR radiator and the pasteurization chamber.

Parameter Value
Plant capacity, 1/h 500...1000
The initial temperature of the milk after the heat exchanger, #;, °C | 65
Temperature of pasteurization, °C 78
Supply voltage, U, V 380/220
The power of the radiator, P,, W 12800
Electric current consumption per phase, I, A 19.4
Diameter of the radiator, d;, m 0,07
Pasteurization chamber diameter, d,, m 0,12
Number of partitions of the radiator, n 12
Electric current in the heater section, /., A 4.8

The estimated diameter of the heating wire, d,,, mm 0,74
Length of nichrome wire in section, Ly, m 14,0
Diameter of the nichrome wire, d, m 0,007
Number of turns in a section, m 1060
Length of the radiator section, Ls, m 0,85
Length of the pasteurization chamber, L, m 0,85

The design of the radiator contains a number of vertical quartz tubes of length L,
inside each of which spirals of nichrome wire in the form of separate sections are laid.
Quartz tubes with spirals are arranged in a circle, forming a cylinder with a diameter
d; = 0,07 m.
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The Eq. (8) is solved in the MathCAD system and is presented in a graphical form
in Fig. 3, and the mathematical expression for the considered boundary conditions is:

Ti, = 15x+ 338. (11)
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Fig. 3. The dependence of the milk temperature in the pasteurization chamber on the length of
the beam.

The length of the pasteurization chamber L should be equal to 0.85 m to ensure a
predetermined pasteurization temperature of milk 78 °C (351 K)

When using the proposed method, the calculated parameters of a new modular
installation for IR pasteurization of liquid products were obtained [9]. The calculated
thermal power and design indicators of the IR radiator and pasteurization chamber were
tested by laboratory studies of the experimental sample of the installation, which
confirmed a sufficiently high convergence of theoretical and practical results.

Cold pasteurization method attracts attention with low energy intensity of the
process [10]. However, the effect of UV radiation on milk has a number of limitations
[11]. For UV treatment of milk, it is possible to use bactericidal lamps of low pressure
without ozone formation with the power of 100-300 W. In the experimental equipment
(installation) (Fig. 1) [12, 13] was used bactericidal amalgam lamp type DB-145 power
145 W. The bactericidal flow of the lamp is 45 W. The area of irradiated surface
S = 600 cm?. The effective effect of UV radiation for the destruction of bacteria by this
lamp is in the spectral region with A,.x = 253,7 nm.

Theoretical and experimental studies justified the effective modes and parameters of
milk disinfection by UV irradiation device: the normalized dose of radiation —
16 mJ/cmz, milk absorption coefficient — 0,38...0,47 cmfl, irradiation — 8,1 W/mz, the
layer of processed milk — up to 1 mm, processing time - about 2 s [12, 14]. The greatest
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spectrum of absorption of ultraviolet radiation by milk is in the wavelength range
180-220 nm, and the smallest in the range of 250-370 nm.

3 Conclusion

The results showed that the combined UV and IR effects on the milk, the pasteurization
temperature can be reduced to 70 ... 72 °C, which allows to reduce the cost of electricity
up to 25% compared to infrared installations [15]. The values of microbiological con-
tamination of microorganisms CFU (colony forming units)/cm? are 0,3+107° (Fig. 4).
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Fig. 4. Average values of microbiological contamination by microorganisms CFU/cm’
different methods of milk processing

at

UV treatment does not lead to significant deviations from the requirements for
pasteurized milk. The main parameters of milk meet the hygienic requirements of
safety and nutritional value of products [14]. Processing of milk with a bactericidal
stream of 2040 W did not affect the content of fat, protein, lactose [14]. When pro-
cessing milk in the mode of 50 W there was an extraneous smell peculiar to the
saponification of fats, there were changes in the ratio of fatty acids compared to their
content in raw milk.

UV treatment of milk with bactericidal flow 49 W and with a capacity of 100 I/h
increased the content of vitamin D3 in milk. For milk disinfection, it is necessary to
take a normalized dose of 16 mJ/cm? [15, 16] and ensure the minimum possible layer
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of processed milk of 0,2 cm. Water for the technological washing of the pasteurizer is
subjected to ultraviolet treatment as well.

A sample of pasteurizer successfully passed laboratory and economic production
tests on a dairy farm of 200 cows.
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Abstract. This paper presents a simulation environment which includes virtual
structures of a low-cost embedded designed car for the autonomous driving test,
tracks, obstacles, and environments. A cross-platform game engine, Unity 3D,
empowers the embedded designed car to check and trial new tracks, parameters
and calculations in the 3D environment before the real-time test. The virtual
environment fabricates the domain such like that it is the mimics of the activity
of a genuine car and Unity 3D are utilized to incorporate the embedded designed
car into the test situation while the car’s movements and steering angle can serve
as an examination premise. Distinctive driving situations were utilized to ana-
lyze how the sensors respond when they are connected to genuine circumstances
and are also utilized to confirm the impacts of other parameters on the scenes.
Options are available to choose flexible sensors, monitor the output and
implement any autonomous driving, steering prediction, deep learning and end-
to-end learning algorithm.

Keywords: Simulator - Autonomous vehicle - Al research - Sensor fusion
Virtual environment

1 Introduction

Sensorimotor control in three-dimensional environments remains a major challenge in
machine learning and robotics [1, 2]. Autonomous vehicle development is one the
example among them. Because, the setup is particularly challenging due to complex
vehicle dynamics, distinctive tracks with the different angular path, curved road
markings; and the response to the motion of various actions that may be in view at any
given time; the necessity to quickly accommodate with the conflicting objectives, such
as obstacles and grass. The infrastructure costs and the logistical difficulties of training
and testing systems in the real physical world are main impediments for research in
autonomous driving. A significant amount of manpower and funds are involved in case
of instrumenting and operating even in a driverless robotic car. And a single vehicle is
far from sufficient for collecting the requisite data that cover the multitude of corner
cases that must be processed for both training and validation [3]. Also, a single vehicle
is a long way from adequate for gathering the imperative information that covers the
huge number of corner cases that must be prepared for both training and validation. For
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this, a replaceable plan like simulation is needed to continue autonomous driving
research. Simulation can provide safe experiment since in real world there are possi-
bilities of different casualties. More significantly, researchers found simulator more
feasible for trialing the new approaches of self-driving algorithms [4]. Moreover,
manually setting up the environment every time in real-time is costlier and time-
consuming than the manual setup in a simulator. For a simple change, the experiment
could cost more money and time in the case of reality whereas in simulation it’s less.
There are many commercial companies who already producing simulation environment
for various purpose. But, due to the limitation in open-source products and lacking in
sensors mode, a simulator is required maintaining all the necessary tools for autono-
mous driving research. In this paper, we present CAIAS simulator for embedded self-
driving car research. Using this simulator, it is possible to train, test and verify the
driving models. Feasible options are given to choose sensor and study different self-
driving algorithms like deep reinforcement learning [5], end-to-end learning [6], etc.

2 Development of Simulation Engine

This simulator is built on Unity 3D software. This Game engine is the core of this
simulator development. Unity 3D is a multi-platform game development tool as well as
a fully integrated game engine, which provides functions such as rendering engine,
physics engine, scripting engine, lightmap and scene management and supports these
three programming languages, JavaScript, C# and Boo [7]. The main technology
characters of Unity 3D are the component model, event-driven model, and class
relationships [8]. Unity 3D is very popular in recent years. The efforts and the orga-
nizations that work on the development of virtual simulators in Europe and all over the
world are numerous. Unity 3D as it is perfect for developing independent small-scale
game apps and multiplatform game engine for the creation of interactive 3D content.
Unity 3D has a good user interface and powerful interactive design module. So, this
integrated platform is best for creating 3D simulator or other interactive contents such
as virtual reconstructions or 3D animations in real time [9].

2.1 Interactive

First, the simulator is made compatible for Windows, Linux and Mac OS with both 32-
bit and 64-bit. In the simulator, the interaction is between the agent car and the
environment. The agent car model is designed in CATIA DS as a prototype of the real
embedded car and then imported in the Unity environment (Fig. 1). To bolster the
connection, a server-client is established to render the simulation using Socket. This
Socket is responsible for the communication between the agent which works as a server
and the model algorithm which works as a client.

2.2 Kinematic Bicycle Model

The nonlinear continuous time equations that describe a kinematic bicycle model [10]
which is considered to build the car model of the simulator in an inertial frame are
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i = v cos( + f) (1)
y=vsin(y + ) )
V=7 sin(p) (3)

where x and y are the coordinates of the center of mass in an inertial frame (X, Y). y is
the inertial heading and v is the speed of the vehicle. /s and [, represent the distance
from the center of the mass to the front and rear axles, respectively. f is the angle of the
current velocity of the center of mass with respect to the longitudinal axis of the car
[11]. So, this 2-DOF car model can be controlled yaw and longitudinal motions.

2.3 Number of Environments

In the simulation environment, two different worlds with two different tracks are
provided. The user can choose preferable tracks to train and test the model. One of the
environment track is based on the Kunsan National University main stadium athletic
field (Fig. 3). Basically, this approach is taken since every university has a similar
racing track which has 8 lanes athletic and anyone can check the model from simu-
lation to real life.

The reason for converting one real-life scenario to convert to a virtual environment
is to check and test some algorithm which can imitate the behavior from the image. So,
having one scenario as like real life will give the advantage to evaluate those algorithms
as well. Another track is randomly designed just to check all the steering angles and
speeds of the agent car produced during the simulation. This environment contains the
countryside road, trees, random obstacles, grasses and driving lanes (Fig. 4).

Inside the environment, different types of obstacles are positioned to make the
model training more robust. Skybox is used to make the environment look more
realistic. Skyboxes are a wrapper around your entire scene that shows what the world
looks like beyond your geometry [12].

2.4 Types and Construction of Sensors

Three types of sensors configuration are provided in the agent vehicle. The user can
choose one or multiple sensors to generate results according to their model.

RGB Camera. Unity 3D has a built-in script for the camera. A Camera is a device
through which the player views the world like a simple camera. Here specifying pixel
value is one of the important things. Single camera and multiple cameras are used as a
sensor input (Fig. 5). The idea of three multiple cameras is from end-to-end learning
using convolutional network [13].

LiDAR Sensor. To imitate the LiDAR sensor and acquire the LiDAR data as a
form of an image, we simulate each individual laser in the physic engine using ray-
casting. This implementation is intuitive and accurate. For each laser in the simulated
LiDAR, a raycast is used to detect the distance. In the update loop, if the timer exceeds
the limit, a list of raycast will be a trigger to gather distance information. [14]. The
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result of all raycast is stored in a depth map image which is shown in the picture. The
green image below the picture of the environment is the distance matrix correspond to
the positions of all the obstacle in the environment (Fig. 6).

Depth Camera Sensor. The camera function can generate a depth or motion vector
texture in unity. This is a minimalistic G-buffer Texture that can be used for post-
processing effects or to implement custom lighting models. It can be used as an input of
depth camera. It produces the drawing of the depth sensor completely based on the
experiment layout (Fig. 7).

2.5 Auxiliary Setting and Other Appliance

The physics of car used for the driving simulation system is similar to normal car
dynamics. The functions and particle effects in the imported Unity were used to create
trees, grass, object, climate and lighting effects to simulate the real environment (as
shown in Figs. 2 and 5). C# was used to program the control code that would be imported
to the scenes to meet the requirement of establishing simulation environments in this
study. Graphical Screen resolution and display quality can be changed at the beginning.
The user should consider changing the display quality according to their CPU/GPU
processing power. The user can choose the track and environment regarding the sensor
options. There are also settings for both training and testing in the simulator display.
From the car user interference display, car speed and the angle are visible. It is possible to
get the steering angle and speed during the training mode.

Motor Driver

Pico Station ] §
Motor

Fig. 1. This figure shows the detailed design of embedded system inside the vehicle. CATIA DS
software is used to design the prototype vehicle.
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Fig. 2. Embedded designed vehicle for self-driving in a test environment. The cad model is
converted to fbx file and later imported with real-life physical parameter to unity engine.

Fig. 3. Real life image of the 8-lane athletic track of Kunsan National University (Left Image)
which is the very feasible place to perform the experiment. It is also the easiest place to perform
experiment since almost all university has an athletic track. Eight-lane athletic track in the
simulator (Right Image)

Fig. 4. The second virtual environment on the simulator (Left Image). The figure on the right
side represents the map of the second environment.

3 Result

Finally, this simulation platform provides a flexible specification of sensor suites and
environmental conditions. The simulator is made compatible for all common operating
systems along with different CPU bit version.
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Fig. 5. Single camera to take image input (Figure on top) and Multiple Camera (Left-Right-
Center) monitoring and receiving data from the environment. (Figure on bottom)

Fig. 6. LiDAR sensor raycasting over different objects and below that depth map of the distance
matrix corresponding to the positions of all the obstacle in the environment.
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Fig. 7. These figures show the output of RGB camera and depth camera simultaneously

3.1 Debugging and Performance Analysis in Unity

Application troubleshooting involves getting knowledge into how the application is
structured and executed, assembling information to assess genuine performance,
assessing it against desire, at that point deliberately disengaging and eliminating the
issues. While debugging or troubleshooting, it is urgent to continue controlled way
with the goal that to know what change particularly brings about an alternate result.
Unity comes with a built-in profiler which provides per-frame performance metrics,
which can be used to help identify bottlenecks [15].

3.2 Test Result Evaluation from the Performance

We implemented two different approaches to the algorithm. Table 1 reports the number
of times car effectively finished test condition under two distinct scene. The Track
scene is eight-lane athletic track. In this track, speed and steering angle is perfect since
the model is only trained in this scenario. The other track: all the possible turn and
obstacles are almost efficiently tackled by the car. Results introduced in Table 1 rec-
ommend a few general conclusions. In general, the execution of all strategies are
working fine and the achievement rate is good. Hence, the results verify the efficacy of
the simulator.

Table 1. Qualitative evaluation of performance on both tracks. The higher value indicates the
better results.

Scenarios Athletic track Country side track
End-to-end learning | DRL | End-to-end learning | DRL
Straight 99 95 199 92
Left turn 76 69 |96 90
Right turn 88 78 |98 87
Brake 87 74 |89 70
Obstacle avoid | 83 72 |79 66
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4 Conclusion

The simulator provides the compatibility of Windows, Linux, and Mac system. The
binary files can be used to trial, monitor and train. In this study, the simulator provides
two tracks among them one scene is produced based on the real images of the Kunsan
National University main stadium athletic track. Sketchup is used to generate the
drawing and blender were used to create the 3D model to enhance the accuracy of the
environment of the athletic stadium track. All the objects, roads, etc., were imported
into Unity project file to create the simulation environment. Different input data like
RGB camera data, depth image data, and LiDAR data can be used to check the
feasibility of any learning algorithm through socket.IO. Inside simulator, the client can
create and prepare the frameworks and after that assess them in controlled situations.
The feedback provided by the simulator enables detailed analyses that highlight par-
ticular failure modes and opportunities for future work. We trust that this test system
will help all the personal in self- driving research.

4.1 Future Modification for More Robust Result

— Three types of sensors configuration are provided in the agent vehicle. The user can
choose including different climate conditions, for example, radiant, stormy, sunny,
rainy, and snowy alongside automatic volatile incident, for example, sudden
intersections by walkers, barricades, vehicle, and bike blind spot, and other crisis
that can happen while driving.

— Adding weather effects on driving (wet roads = more slippery, low sun-
set = blinding glare, fog = reduced visibility)

— Day/night cycles.

— Generating the analogous complexity driving events by using realistic artificial
intelligence (Al) in the traffic vehicles.

— Constructing good city geometry (like road modules that can be plugged together,
multilane roads, intersections, parking lots, etc.
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Abstract. Recent studies revealed that the driver’s inattention is one of
the most prominent reasons for car accidents. Intelligent driving assistant
system with real time monitoring of the driver’s attentional status may
reduce the accident rate that mostly occurred due to lack of attention.
In this paper, we presents a vision-based driver’s attention monitoring
system that estimates the driver’s attentional status in terms of four
categories: attentive, distracted, drowsy, and fatigue respectively. The
attentional status is classified with a variety of parameters such as, per-
centage of eyelid closure over time (PERCLOS), yawn frequency and
gaze direction. Experimental results with different subjects show that
the system can classify the driver’s attentional status with a reasonable
accuracy.

Keywords: Computer vision + Human computer interaction
Attentional status + Yawn frequency - Gaze direction

1 Introduction

Inattention and distraction of drivers are the most obvious reasons for car acci-
dents. According to world health organization (WHO), every year the lives of
more than 1.25 million people are cut short as a result of a road traffic crash
[1]. Since a fraction of second distraction may cause a severe mishap of lives
and wealth and hence active attention of driver is mandatory while driving a
car. Intelligent driving assistance system with real time monitoring of driver’s
attention may reduce accident rate that are mostly occur due to inattentiveness
and in turn improve the efficiency in driving. It is quite challenging task for
computer vision to monitor the driver’s level of attention in real time and aware
him/her while level of attention is not adequate for safe driving,.

Level of attention may be low during driving for some reasons. For example,
while drivers are involved in texting or talking over the cell phone, their eyes off
the road due to mind wandering, sleepiness or tiredness. In case of a driver, it
is an important issue to keep his/her attention level high while s/he is driving
for the sake of his/her as well as the passenger’s life. Meanwhile the level of
attention of a driver is the measure of concentration while driving in terms of
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his/her physical, physiological and behavioral parameters. In case of driver, if
s/he loses her /his attention while driving due to some physiological behaviors or
cognitive engagement, a serious accident may happen within a second, which may
cause serious injuries to the driver as well as passengers [2]. Therefore, driving
with adequate level of attention plays a significant role in reducing the accident
rate as well as assures safe journey. In this paper, we propose an attention
monitoring system that may be introduce in smart vehicle to monitor the level
of attention of the driver in real time and it helps to create awareness while s/he
is in inattentive or inadequate level of attentional status for safe driving.

Driver’s attention monitoring system may be designed in two approaches:
sensor-based and vision-based. In the sensor-based system, several sensor need
to be embedded in the driver’s body to estimate status of attention. Embedding
sensors in human body is very complex, uncomfortable and sometimes provides
noisy data. In this work we propose computer vision-based approach due to its
less complexity and low cost. The propose system seek real-time record to obtain
some physical indicators: PERCLOS, yawn frequency and gaze direction found
to be the most reliable and valid determination of a driver’s attention.

2 Related Work

Although several famous auto companies are conducting researches on driver
inattention monitoring systems there is still a quite challenging task to develop
a reliable, fully functional and cost-efficient methods in a real driving context.
Four main approaches have been developed to detect driver inattention, such
as subjective, physiological, driving-behavior-based, and visual-feature-based
approaches [3]. Subjective approach identifies the drowsiness of driver through
some ratings on their level of drowsiness-verbally or through questionnaires and
suggests countermeasure to drowsiness different doses of caffeine depending on
level of drowsiness [4].

Physiological approaches involve analysis of vital signals such as brain activ-
ity, heart rate, and pulse rate. A recent system is developed to detect vigi-
lance level using not only a driver’s electroencephalogram (EEG) signals but
also driving contexts as inputs [5]. However, as physiological approaches often
require electrodes that are attached to the driver’s body, which are intrusive in
nature and, therefore, may cause annoyance to the driver, some wireless system
has been introduced based on EEG signals [6,7]. Driving-behavior-information-
based approaches evaluate the driver’s performance over time. Schoiack patent
a method that determines and verifies a state of driver alertness by receiving
a response at a steering wheel [8]. The feature-based approach analyzes visual
features from the driver’s facial images. Shibli et al. proposed a driving assis-
tance framework that can estimate the driver’s attention and determine his/her
level of attention while driving using a simple webcam by estimating his/her face
direction, gaze direction, mouth movement, and head pose [9]. Few vision based
systems were developed to estimate the driver’s attentional status based on dis-
traction [10], PERCLOS [11], facial angel with lip motion [12] and head/gaze
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direction [13] respectively. Most of these works detected inattentiveness using
only one or two visual parameters. In contrast to these, we propose a system
that can use three visual cues (i.e., eyes movement, pupil movement, change in
mouth region and head orientation) simultaneously, and estimates the driver’s
level of attention in real time. All computed parameters are combined to estimate
the attentionional status of the driver.

3 Proposed Framework

The main purpose of this work is to develop a framework that can estimate status
of driver’s during driving in terms of different level of attention. Although there
are lots of factors involved in determining the level of attention in this work we
considered only four factors: eye movements, pupil movements, change in mouth
region, and head orientation. Figure 1 illustrates the schematic diagram of our
proposed system. The proposed system consists of four major modules. Details
description is given in following subsections.

N Cues
Visual Data Processing Extraction
Capture M| ¢ Face detection ¢ Eye
¢ Webcam * Face tracking ¢ Mouth
J ¢ Head J
N )
Monitoring Driver’s
Alert System | and Decision Attention
L Making Estimation
J J
User Interface Application Interface

Fig. 1: Schematic diagram of driver’s attention monitoring system

Driver’s attentionional focus is captured in terms of frontal face by a simple
USB webcam, Logitech C170. The video data is captured by the system and
sent to the application interface.

3.1 Processing

Detecting the driver’s face is the primary step of processing module. This mod-
ule takes a frame of a video sequence and performs some preprocessing on frame
such as gray scale conversion. For face detection, Haar-like features and cascade
AdaBoost [14] is used. Face detection algorithm returns a rectangular represen-
tation of each of the faces in the frame. For now, we are only interested in the
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“Closest” face, and we determine this based on the largest area of the found
rectangle using integral image. As extracting cues to characterize attentional
status face image analysis and recognition in each frame, performing the face
detection algorithm for all frames is computationally complex. Therefore, after
detecting face in the first frame, face tracking algorithms is used to track driver’s
face in the next frames unless the face is lost. In order to track the detected face
correlation tracker tool from dlib library [15] is used to just keep track of the
relevant region (detected face) from frame to frame. This tool implemented a
method that learns discriminative correlation filters for estimating translation
and scale independently. Compared to an exhaustive scale space search scheme,
this tracker provides improved performance while being computationally effi-
cient [16]. For each frame, the module checks if the correlation tracker is actively
tracking a face. If the tracker is actively tracking a face in the image, it updates
the tracker. Depending on the quality of the update, a rectangle around the face
is drawn indicated by the tracker and cue extraction starts. Figure 2 shows the
output from processing step.

(a) (b) (c)

Fig. 2: Results of processing step: (a) detecting, (b) tracking and (c) more than one
face appears

3.2 Cues Extraction

Given the face region, we have used facial landmark detector to localize key
points of interest along the facial structure of the face region. The pre-trained
facial landmark detector inside the dlib library is used to estimate the location
of 68 (x,y)-coordinates that map to facial structures on the face. Given these
facial landmarks we extracted some visual cues from the face part to characterize
driver’s attentional status. The indexes of the 68 facial landmark coordinates are
the 68 points mark-up used by the iBUG 300-W dataset [17]. In this work we
divided cues from driver’s visual behaviors for inattentiveness detection into
three general categories:
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Cues Related to the Eye Region. Eye is the most important area of the face
where the cues of drowsiness, fatigue and distraction appear. The cues related to
eye region include calculation of Eye Aspect Ratio (EAR) and eye center localiza-
tion to estimate percentage of eyelid closure over time (PERCLOS) and eye gaze
respectively to characterize the attentional status. Six (x,y)-coordinates related
to each eye (right or left) are extracted. Figure 3 shows the points detected by
facial land mark predictor. After the detection of eyes, eye areas are individu-
ally passed to estimate EAR and to detect the center of eye. EAR describes the
proportional relationship between width and height of eye. For each eye, i (right
or left) EAR; is calculated using Eq. (1) from [18].

P.(38) P; (39) P (44) P3 (45)
P37 P4 (40) P, (43) P, (46)
Ps42) Ps 1) Ps (48) Ps(47)
(a) Right eye (b) Left eye

Fig. 3: Point used to calculate EAR and eye center localization

[P — Pg| + |P3 — Ps| (1)
2|P; — Py ’

where, P1,...,Pg are 2-D coordinates depicted in Fig.3. EAR of both eyes is

averaged then using Eq. (2).

EAR; =

EARpg; EAR
EAR — Rzght;_ Left ) (2)

The EyeState (open and closed) for each frame (f) as in Eq. (3).

Closed,, if EARf = thgag

Open, otherwise

EyeState = { (3)

Eyes state was determined to detect eye blink and PERCLOS. Figure4 shows
the opening state and closing state detected by the system.

In order to estimate the gaze direction center of eyes are detected first. To
facilitate the detection, region of interest (ROI) i.e. eye images for both eyes are
extracted and re-sized using the points Pq, P3, P4 and Pg. Then the histogram is
calculated for distribution analysis. Taking the histogram into account, a thresh-
old is set according to the maximum count and the image size. Afterwards, the
pixels with higher value above the threshold is eliminated as skin pixels. Dilation
and erosion operations are performed to remove small noises and to decrease the
size of the white region respectively. Figure 5 shows the step in our system for
right eye.
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(b)

Fig. 4: Detection of eye state: (a) open eyes and (b) closed eyes

-»w,a»-»u

ROI extracted Histogram Thw_sh Noise
and resized equalization holding removal

Fig. 5: Pre-processing steps for detecting center of eye (right eye)

Visible eyeball area is considered an ellipse. Instead of complex ellipse fitting
algorithms we have implemented the border following algorithm proposed by
Suzuki and Abe [19] on the binary image for boundary detection. The ellipse
center indicates the exact position of the eye center. To do so, moments are
applied [20] on the detected ellipse. The centroid (x,y) of the ellipse is calculated

using Eq. (4). " "
__mg _ _ Moy
X=——3y=——, (4)
Mmoo Mmoo

where, for the ellipse with pixel intensities /(x,y), moments m;; are computed as,

myj = Zl(x7)’)xjyi~ (5)
X,y

After the center (x,y) of eye for both left and right eye have been determined,
Eye Gaze Direction (EGD) is classified as left, front and right using the Eq. (6).

Left, if 0> 8°
EGD = { Right, elseif —8° <6, (6)
Front, otherwise

where, § = tan™ (ﬁ’y‘) and Ax = xg—x, Ay = Yygp—y1, where, (x1,y.) and (xz, yr)

corresponds to the center of left and right eye.
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Cues Related to the Mouth Region. Yawn is one of the key symptoms of
fatigue [21]. Mouth is wide open is larger in yawning compared to speaking. After
detecting the face, we at first isolated the Mouth Region (MR). The coordinates
of the MR (Fig.6) are empirically defined as:

HRe

Y+ S5

Xo|  [x+ 37”‘”

-0 ®

Y2 y+h
where, (x,y) is the coordinate of the starting point of detected face with a width
of w and height of h. After the region of interest has been identified, operations
are performed on this region to measure the changes in mouth area due to wide
opening of mouth while yawning.

In order to measure the area of the mouth, we implemented the algorithm
[19] mentioned previously to capture the contour of the mouth. To do so, using
threshold value (7), we get an irregular segmentation, Sy of the dark area inside
MR as bellow:

255, if MR(x,y) > 1

0, otherwise

Sur(x,y) = { (9)
Due to the dependence of the segmentation on the intensity value of the region,
at first the MR is converted in to gray scale image and in order to contrast
enhance the darkest and the brightest mouth region histogram equalization is
applied. After the segmentation, some noise such as, the shade area under lower
lip is eliminated by applying the contour finding algorithm. The yawn is assumed
to be modelled with a large vertical mouth opening. When the mouth starts to
open, the mouth contour area starts to increase in subsequent frames. Figure 6
shows MR detected by our system.

(a) Mouth closed (b) Mouth open

Fig. 6: Mouth region detected by our system
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The rate of such increase is calculated using the ratio (Ry ) of width (Wy,)
to height (Hy) of mouth (Eq.10) and used as an indication of yawning:

Hy

Ry = —.
M Wy

(10)
If mouth is closed, this ratio is low and it is higher when mouth is open. The
number of states to the point where the mouth is wide open is larger in yawning
compared to speaking and can be used in differentiating these two states. We
marked the mouth state wide opened due to yawning when, Ry, > Thy; where
Thy is the threshold value calculated empirically. In this paper, we consider that
the driver is yawning if we find a significant number of consecutive frames (3s)
where the mouth is wide open. The number of yawning is denoted as Yy. Initially
Yy = 0, as the monitoring begins Yy is updated using following equation:

vy {YN +1, i Ry > Thy an
Yv, otherwise

Cues Related to the Head. The head pose can be used for detecting distrac-
tion behaviors among the categories defined for inattentive states. The normal
face orientation while driving is frontal. If the driver’s face orientation is in other
directions for an extended period of time, it is assumed to be distractions. In
order to estimate the head pose at first we need to localize n facial landmarks
points corresponding to the selected head model points (n = 15) (Fig. 7a) [17]
and then perform head pose calculation. Once the facial landmarks for head
models are detected using dlib’s facial landmark detector (Fig.7b), we calcu-
lated algebraically the head position and rotation. 3-D Head Pose, h can be
expressed using 6 Degree of Freedom (DOF) (Eq. 12) [22] i.e. three for rotations,
r = (re,ry,1;)7, and three for translations, t = (f,,,1,)", where (ry,ry,r,) are
represented as Euler angles pitch (3), yaw («), and roll (7).

wae 025
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Fig. 7: Points (a) used to estimate head pose (marked with blue dots) and (b) detected
by our system
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h=(r,t)". (12)

Given n 2-D facial landmark points on an input image, p(2x,), and their cor-
responding, reference 3-D coordinates, P(3.,—selected on a fixed, generic 3-D
face model, head pose is determined by solving the following pinhole model that
obtains the 3-D to 2-D projection of the 3-D landmarks onto the 2-D image using
a perspective transformation:

s[p,1]" = A[R|f]PT, (13)

where, s is scaling factor, A is a camera matrix and [R|f] is joint rotation-
translation matrix. Then vector r = (ry,ry,7;) is obtained from matrix R using
Rodrigues rotation formula:

0 —r;
R=cosOl + (1 —cos@)rr’ +sind | r. 0 —r|, (14)
—ry e 0

where, I is vector in R? and 6 = ||r|».

From the obtained vector r, we got the Euler angle yaw(«), which is used
to model the user’s attention by estimating the Face Direction (FD) by using
Eq. (15).

Left, if —90° <a < —30°
FD = < Right, else if 30° < a < 90° . (15)

Front, otherwise

3.3 Attention Estimation of Driver

In this paper, we have proposed following criterion to determine inattention:
Drowsiness is one of the major reasons for driver to be inattentive. Here, to
detect drowsiness we monitored the eye behavior by estimating the PERCLOS.
PERCLOS is one of the most reliable parameter used to detect drowsiness.
PERCLOS is the percentage of duration of closed-eye state in a specific time
interval Ty (1min or 60s), excluding the time spent on normal closure (eye
blinks) and can be defined as follows:

t
PERCLOS = — x 100%, (16)
1

where, ¢ is the duration that eye were closed. Eye blink is a reflex that closes and
opens the eyes rapidly. Studies revealed that, a real blink of an eye takes 300—
400 ms. Since there are 1000 ms in each second, a blink of an eye takes around
1/3 of a second. The duration of closed-eyes state in driver’s blink increases when
drowsiness occurs. So in order to avoid confusion of taking an eye blink as a state
of driver’s inattentiveness PERCLOS is estimated. A higher value of PERCLOS
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indicates higher drowsiness level and vice versa. In order to detect driving fatigue,
along with PERCLOS another criterion used is yawning. Excessive yawning (1-4
yawns per minute) is associated with fatigue. Whenever, a yawning is detected,
corresponding counter is incremented to keep track of Yawning Frequency (YF)
using Eq. (17).
Yy

YF = T, (17)
where, T is the time window. To monitor the distraction state of a driver, we
focused on estimating driver Gaze Direction (GD). To obtain the gaze direction
of the driver, we need to take into account both FD and EGD. For a driver, the
nominal GD is frontal. Looking at other directions for an extended period of
time (T5) may indicate distraction. GD is computed as the composition of face
direction FD and EGD for over T3 time and can be defined as,

GD = {FD,EGD}. (18)

If head rotation is wide enough, or driver is wearing sun glass eyes might not be
visible, so the GD is calculated using only the known FD.

3.4 Monitoring and Decision Making

The visual behavior of driver is continuously captured, processed, extracted and
updated accordingly in the declarative memory. The information provided by
previous component is used to determine if and what decisions must be made
based on the Status of Attention (SoA) of the driver estimated for past few
frames. The most common decision making might be whether to alert the driver
by generating warning message if SoA value indicating inattentive status is
detected using the Eq. (19).

Drowsy, if PERCLOS > 0.125
Fati s Iseif YF' > 1||0.048 < PERCLOS < 0.125
SoA = f (PERCLOS, YF, GD) = { Fetioue:  clsell VF > ]| = < . (19)
Distracted, elseif GD == Right||GD == Left
Attentive, otherwise

4 Experimental Results

The system is developed and tested on a Windows 10 PC with an Intel Core
i5 1.60 GHz processor and 4 GB RAM. The system is developed using Python,
OpenCV library.

In order to evaluate the system performance the accuracy of the system was
measured using the Eq. (20) for video sequence.

D
Accuracy = T—F x 100%, (20)
F

where, Dp is the number of frames in which attentional status was correctly
recognized and TF is the total number of frames in the test sequence.
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4.1 Accuracy of Estimating Attentional Status

We tested the proposed system for four types of attentional status: attentiveness,
drowsiness, fatigue and distraction. We asked 3 drivers [average age = 38 years]
to interact with the system, each of them spent 4 min in front of the system pos-
ing different expressions. Figure 8 shows sample attentional status classification
snapshots. Table 1 shows the accuracy of different attentional status using the

Eq. (20).

L s
(a) Drowsy [PERCLOS = 0.2,YF =(b) Fatigue [PERCLOS = 0.06,YF =
0,GD = Front| 4,GD = Front|
® L ey ™

‘
M il
! ( q \ (

(c) Distracted [PERCLOS = 0.08,YF = (d) Attentive [PERCLOS = 0.02,YF =
0,GD = Left] 0, GD = Front]

Fig. 8: Results of detecting different attentional status

The results shows that the system works quite satisfactory for measuring
attentional status. Its accuracy in determining drowsiness is very good, whereas
while estimating gaze direction some issues such as distance from camera, wear-
ing glasses plays crucial role in decreasing the accuracy level.
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Table 1: Accuracy of different attentional status

Participant | No. of frames | Accuracy (%)

Drowsiness | Fatigue | Distraction | Attentiveness
1280 100 98 92 93
1360 100 89 88 89
1090 93 92 87 86
Average 97.67 93 89 89.34

4.2 Overall System Accuracy

The overall accuracy for the system was determined using Eq. (20). Proposed sys-
tem was tested in four sequences that contain more than 25000 frames. Sequences
were captured using a video camera placed on the car dashboard at a distance
(0.6 m—0.9m) from the driver under different daylight conditions ranging from
broad daylight to parking garages with subject wearing glasses and not wear-
ing glasses, talking in the phone in order to test the robustness of the system.
Figure 9 shows the experimental setup. Talking in the phone didn’t affect much in
this case. Table 2 shows the overall accuracy of the proposed system in detecting
attentional status.

Table 2: Overall accuracy of the system
in determining attentional status

Sequence Dp Np Accuracy(%)
S1 5714 6279 91
So 5328 7200 74
S3 5740 6450 89
Sa 4088 5679 72
Average 81.5

S1: Broad day light and subject not wearing glass;
So2: Broad day light and subject wearing clear glass;
S3: Parking garage and subject not wearing glass;

S4: Parking garage and subject wearing glass

Fig. 9: Experimental setup

Results indicate that detection accuracy is high in Sequence-1 and 3 than
Sequence-2 and 4, which suggests that our system works well in different lighting
conditions. The detection performance falls when wearing clear glasses due to
reflection, which is the area of our system that needs more work considering the
current state of art.
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5 Conclusion

Driver’s inattention is the most prominent factor for car clashes. A system that
monitors the driver’s attention and alert him/her when level of attention is inad-
equate may reduce car accident rate. The paper proposed a vision-based driver’s
attention monitoring system by classifying the attentional status into atten-
tive and inattentive (fatigue, drowsy and distracted) state which will be helpful
in preventing accident. Attentional status is classified using three parameters-
PERCLOS, yawn frequency and gaze direction. Experimental result reveals that
the system can detect the attentional status with reasonable accuracy. Future
research will involve detection of yawning using facial landmarks to establish
stronger facial geometric constraints. We also plan to include alarming system
to create the awareness of the driver while level of attention is low and car
tracking system.
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Abstract. The advance growth of cybercrime in recent years especially in high
critical networks becomes an urgent issue to the security authorities. They
compromised computer system, targeting especially to government sector,
ecommerce and banking networks rigorously and made it difficult to detect the
perpetrators. Attackers used a powerful technique, by embedding a malicious
code in a normal webpage that resulted harder detection. Early detection and act
on such threats in a timely manners is vital in order to reduce the losses which
have caused billions of dollars every year. Previously, the detection of malicious
is done through the use of blacklisting repository. The repository or database
was compiled over time through crowd sourcing solution (e.g.: PishTank, Zeus
Tracker Blacklist, StopBadWare.. etc.). However, such technique cannot be
exhaustive and unable to detect newly generated malicious URL or zero-day
exploit. Therefore, this paper aims to provide a comprehensive survey and
detailed understanding of malicious code and URL features which have been
extracted from the web content and structures of the websites. We studied the
characteristic of malicious webpage systematically and syntactically and present
the most important features of malicious threats in web pages. Each category
will be presented along with different dimensions (features representation,
algorithm design, etc.).

Keywords: Cybercrime - Malicious website + Malicious features

1 Introduction

Nowadays, the Internet has grown tremendously in communication technologies. The
internet provides an essential infrastructure to the online business users especially
promoting of businesses across online platform, with many applications including

online-banking, e-commerce, and social networking.
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In fact, in today’s digital age, it plays an important role in various domains
including digital economy and IoT devices. As a result, it becomes a demanding trend
in transforming business practices towards the web, and continuously increasing.
However, with the advancement of this technology, crime rate over the Internet has
risen massively, with various sophisticated techniques to attack and stealing users’
personal data.

With this in mind, cybercrime becomes the main threat of this technology. Several
of attacks include rogue websites that sell counterfeit goods, financial fraud by tricking
users into revealing confidential information which finally leads to identity breach or
stealing users’ money, or even installing malware in the users’ system [1].

As reported for the past two years, 2016 will be remembered with numerous
breaches of personal data by largest companies that offer online services. One of the
most remarkable is, Ransomware attack which caused billions of dollar lost. Besides,
variety of techniques are used to implement malicious attack through websites.
Figure 1 below illustrates some examples of attack classification.

Web Attack
Classification
]
[ | | | |
Code Injection Cross Sites Scripting URLs Redirection Drive-by-Download

Fig. 1. Website attack classification

These malicious web attacks can be classified into several types such as, cross sites
scripting (XSS), code injection, URL redirection, Drive-by — download, malvertising,
phishing sites, hacking attempts and many more.

With millions of users population having the internet access, malicious content on
the web has become predominant attacking technique. Furthermore, the distribution of
compromised URL is one of the common attack operations by the perpetrator to
compromise any user’s account, using the internet to access and steal personal infor-
mation from other users.

Most of this attacks are related to JavaScript, which is one of the most important
programming language for client-side scripting. This code embedded in HTML pages
runs into webpage locally or can be fetched from the remote server. Besides, it is
generally used in web pages to improve the interactivity and functionality of their
websites [20]. Correspondingly, in this paper we proposed and validate a set of features
extracted from website in order to distinguish between malicious and benign webpage.
In particular, the features considered in the paper aim at characterizing classes of web
pages/content components that are frequently used by malware writers to launch an
attack trough a webpage. The webpage which could contain pieces of malicious
applications or could be a channel to perform redirection to their malicious pages. The
features have been chosen based on various comparisons from different researchers’
point of view.
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The chosen features can be used to describe about feature characteristics and cat-
egories which have been used in malicious web detection procedure. The proposed set
of features is expected to correctly classify malicious websites with a high level of
precision rate. The remainder of this paper is organized as follows. In Sect. 2, we
present the related works on previous research in detecting malicious websites.
Section 3 discusses on characteristic representation in identifying malicious website.
The last section concludes the proposed ideas and future work.

2 Related Works

A large number of techniques [2, 3] have been proposed for the purpose of confronting
malicious website. In the last few years, blacklisted URL method has become a pre-
ferred technique in detecting a malicious web. It recorded the list of a web address
which had been declared earlier as a malicious web. The advantages of blacklist-based
technique include easy implementation and low false positive rate [4]. However, this
technique was unable to detect malicious URLSs that are not listed in the database and it
was difficult to maintain the URL list, since new URL expands and is generated every
day.

The main focus in this review is to group a set of features from the webpages and
use them to deciding whether a website contains a threat, or not. Meanwhile, most of
these techniques are depending on features extraction. Some methods execute the page
in order to extract the features and due to the time and resource consuming of this
method. As a result, detecting such malicious websites quickly with high precisions is
necessitated.

Garera [5] has proposed the extraction of the features from URLs is only possible to
tell whether or not a URL belongs to a phishing attack without requiring any knowl-
edge of the corresponding page data.

McGrath and Gupta have studied Phishing URLs anatomy and showed that
phishing URLSs properties significantly differ from normal distribution and contained a
target brand name. Besides, the length of the domain name also became a strong
indicator of Phishing URL.

While [6, 7] have proposed a usage of several features for host-based category,
such as, IP Address Properties, WHOIS is information, location, Connection speed and
DNS-related properties.

In HTML, [8] has proposed several features categories: (1) length of document,
(2) average length of words, (3) word count, (4) distinct word count, (5) word count in
a line, (6) the number of NULL characters, (7) usage of string concatenation, (8) un-
symmetric HTML tags, (9) the link to remote source of scripts, (10) invisible objects.

While in JavaScript, [9] also used several similar features with other researcher
[10, 11, 14] such as; escape(), eval(), link(), unescape(), exec(), link(), and search()
functions.

Another important criteria in detecting malicious JavaScript is identifying obfus-
cated JavaScript code. Kim et al. [12] has suggested that, the increasing length of string
compared with the normal string is another major criteria in defining Obfuscated
JavaScript.
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3 Characteristic Representation

In this survey, we focus primarily on the static analysis techniques where a web page,
such as its textual content, features of its HTML and JavaScript code, and character-
istics of the associated URL will be considered. We have identified several categories
that we gather for malicious website features based on most related research from
several researches. Figure 2 below depicts our four category of malicious websites
based feature/characteristic analysis which are, URL Based features, Content Based
features, Network protocol and HTTP Response features [2, 3, 7, 13, 14].

Characterizing
Malicious
Websites

URL Based Content Based Network Protocol HTTP Response

Features Features Features Features

Lexical
Features HTML Features
Host Based JavaScript
Features Features
Other Content
Based Features

Fig. 2. General classification of malicious web page detection based

3.1 URL Based Features and Classification

A URL is the abbreviation of Uniform Resource Locator, specifically the address of a
resource on the Internet. A URL indicates the location of data and resource on Internet
as well as the protocol which has been used to access the World Wide Web. A URL has
several main components namely: (i) protocol, (ii) subdomain, (iii) domain name,
(iv) top level domain, and (v) path domain. Protocol indicates what protocol to use
between communication devices; HTTP, HTTPS, FTP, etc. Whilst, the primary domain
is the most vital part in URL system, where it provides name given to the Internet
Protocol (IP) through Domain Name System (DNS).

As stated earlier, a URL based features, can be divided into two sub categories in
order to define their characteristic that exist in URL links: Lexical Features and Host
based Features.
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A. Lexical Features

Lexical features are feature elements of the URL name or string. It is defined based
on how the URL “looks” or “differently look™ in the eyes of the users. It is also based
on textual properties itself in order to define the URL links of which may look like
benign or malicious URL. Based on [2], this feature classification is used together with
several other features (e.g. host-based features) to improve model performance.

B. Host Based Features

Host based features are associated with the hostname properties of the URL [6].
Malicious URL is normally hosted in trusted hosting providers as it looks like legiti-
mate URL. Besides, it is very common that malicious URL comes with no DNS name
and hosted by well-known Top Level Domain (TLD) [9].

3.1.1 Features/Attributes of URLs

For malicious URL based detection method, we have suggested several features which
can be used to define useful information in deciding whether the website are malicious
or benign.

Features below are associated with suspicious URL patterns and characters. We
have compared from several related researchers who have done thorough research in
characterizing malicious web pages using URL features. They listed characters such as:
(1) length of URL string, (2) length of the host name, (3) number of subdomain,
(4) number of dots (.), (5) number of specific symbol (hypens(-), underscores(_),for-
warded slashes(/) equal sign(=)), (6) Suspicious Port Number, (7) Number of TLD and
out of TLD position, (8) Suspicious words, (9) Domain features, (10) Number of
backslash (/), (11) Country matching, (12) Length of path, (13) DNS record features,
(14) WHOIS record, and (15) Value of TTL. Table 1 below depicts the summary of the
suggested URL properties which can be used as a reference for future proposed
malicious web detection.

3.2 Content Based Features and Classification

Content based features are content which are obtained upon opening or downloading
the website. It can be divided into three sub categories in order to define their malicious
characteristic that exist in website: HTML features, JavaScript Features and other
content categories based features.

A. HTML Features

HTML features are based on information about the whole page content and on
structural information derived from HTML code. It was analyzed based on website
page length, the white spaces percentages and the location of elements in the web pages
[9]. This HTML features, as proposed by [8, 9] used lexical features from HTML of the
websites.
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Table 1. Summary of proposed URL features

Features name Description
1 | Length of URL Length of the URL
2 | Hostname Length of hostname
3 Suspicious strings Whether URL has “@?”, «“//¢, <77, “="<>« >
4 | Number of subdomain Number of dots in domain
6 | Suspicious Port Number Whether Well-known port numbers for HTTP or HTTPs
7 Number of TLD and out More than one TLD in URL, and out of TLD position
of TLD position
8 | Suspicious words Whether URL has suspicious terms or words used
9 | Domain features Whether primary domain is similar to whitelisted
domains, the length of domain, or IP is used as a domain
10 | Number of “/” Number of backslash in URL
11 | Country matching TLD country, and country are equal or not
12 |Path Length of the file path in the URL
13 | DNS record Whether URL has DNS record
14 | WHOIS record Domain age in WHOIS record
15 | Value of TTL TTL value of domain

B. JavaScript Feature

JavaScript is the most popular scripting language which used similar concept based
as HTML (lexical and statistical). The JavaScript analysis features based content type
of text or script in the webpage an inline <script> element.

Other Content Based Features

Other Content based features are content which is obtained from other source such
as based on visual features, action or behavioral analysis of the users. For example,
features based on wall posts, shared linked, multimedia data, chat and message logs etc.
[15, 16].

3.2.1 Features/Attributes of JavaScript and HTML in Webpages

For malicious HTML, and JavaScript features, we have suggested several items which
can be used to define useful information in deciding whether the website are malicious
or benign. As previously defined, HTML are based both on statistical information
about the raw content of structural information. Based on some previous researches
which have been conducted by several researchers [2, 8, 17], agreed that common
features below been used in detecting malicious activity. Table 2 below depicted
proposed usage of features for HTML.

While JavaScript features result from the static analysis of either a JavaScript file
content type of text/javascript of each script included in a web page <script> element.
Common features that similarly defined by other researcher [3, 8, 13, 18] can be
summarized in Table 3 below.
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Table 2. HTML based features

No | HTML-based features
Features name Description
1 Document length The length of document
2 Number of words Words count in a line
3 number of lines Average length with words
4 Blank spaces Number of blank spaces in a line
5 Number of NULL Number of e escape sequence \0
Char
6 Number of hidden Number of hidden attribute in webpages
elements
7 Number of iframes | Number of <iframe> tag inline frame, used to embed another
document within the current HTML document
8 Unequal HTML HTML tags appear in an inline frame unsequence
tags
9 String sequence Sequence of string exist in document

Table 3. JavaScript based features

No | JavaScript- based features

Features name | Description

1 eval() Built-in functions. Function evaluates or executes an argument
2 escape() Function which encode a string, makes a string portable
3 unescape() The dual of escape() which function decodes an encoded string.
4 window.open Method opens a new browser window

0
5 CharCodeAt() Combination of method and function

6 fromCharCode

0
parselnt()
8 Replace() Type of method which replace specific subsequence of characters
link() Some of the suspicious Javascript function which could occur
10 exec() frequently in many different attack
11 search()

3.3 Network Protocol Features/HTTP Response Features of Suspected
Malicious Performed in Webpages

The Network protocol and HTTP response also can be considered as an important
element in detecting malicious website. This features could indicate the existing of
malicious website. As mentioned by Li Xu [19], these network layer features had
contributed important indication as malicious URLs that caused crawler to send mul-
tiple Domain Name Service (DNS) queries and connect multiple web servers which
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cause high volume communication. Proposed features which have been suggested are:
Duration, Source_app_byte, Avg_remote_pkt_rate, Dist_remote_TCP_port.

4 Conclusion

Malicious website has become a critical issue to the web users nowadays. In recent
years, not only the malicious website is on the rise, but also the skill of perpetrator or
attacker has become more sophisticated. There are many existing techniques with
various characteristic of features suggested have been proposed in detecting malicious
website. However, some of the features proposed only focus on certain detection web
threats issues, such as, malicious URL or malicious JavaScript in web pages only.
Therefore, we have proposed several elements in detecting the malicious websites with
combination various features hopefully able to detect the malicious activity or threat in
website accurately and precisely with minimum duration.
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Abstract. The aim of the paper is to develop a deep learning framework for a
model that generates natural descriptions of pictures (data) and their sections so
as to search out a lot of insights. Image recognition is one in all the promising
applications of visual objects. In this study, a small-scale food image data set
consisting of 5115 pictures of fourteen classes and an eight-layer CNN was
made to acknowledge these pictures. CNN performed far better with associate
degree overall accuracy 54%. The approach influences information sets of
images and their patterns bi directional recurrent neural network (BRNN) will
concerning the intern- model correspondences between prediction and visual
information for calorie estimation. Data expansion techniques were applied to
extend the dimensions of trained images, that achieved a considerably improved
accuracy of 74% stop the over fitting issue that occurred to the CNN while not
misclassified.

Keywords: Deep learning + Convolutional Neural Network
Data augmentation - Malaysian food chain

1 Introduction

Digital data, in all shapes and sizes, is growing exponentially. The internet is pro-
cessing 1826 petabytes of data per day [1]. In 2012, digital information grew nine times
in volume in just five years [2]; and by 2020 its amount in the world is expected to
reach 35 trillion gigabytes [3]. The high demand of exploring and analyzing big data
has encouraged the use of data-hungry machine learning algorithms like deep leaning
(DL). DL has gained huge success in a wide range of applications such as computer
games, speech recognition, computer vision, natural language processing, self-driving
cars, among others [4]. It is safe to say now DL is changing our everyday life. In Year
2018, DL represented Al technologies were ranked at the top position [5]. Deep
learning allows computational models that are composed of multiple processing layers
to learn representations of data with multiple levels of abstraction. These approaches
have intensely improved the state-of-the-art in speech recognition, visual object
recognition, object detection and many other domains such as drug discovery and
genomics.
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Conventional machine-learning techniques were limited in their ability to process
natural data in their raw form. For decades, constructing a pattern-recognition or
machine-learning system required careful engineering and considerable domain
expertise to design a feature extractor that transformed the raw data (such as the pixel
values of an image) into a suitable internal representation or feature vector from which
the learning subsystem, often a classifier, could detect or classify patterns in the input.
Representation learning is a set of methods that allows a machine to be fed with raw
data and to automatically discover the representations needed for detection or classi-
fication. For classification tasks, higher layers of representation amplify aspects of the
input that are important for discrimination and suppress irrelevant variations. An image,
for example, comes in the form of an array of pixel values, and the learned features in
the first layer of representation typically represent the presence or absence of edges at
particular orientations and locations in the image. The second layer typically detects
objects by spotting particular arrangements of edges, regardless of small variations in
the edge positions. The third to eighth layer may assemble treatments into larger
combinations that correspond to parts of familiar objects, and subsequent layers would
detect objects as combinations of these parts. To compute an objective function that
measures the error (or distance) between the output scores and the desired pattern of
scores. The machine then modifies its internal adjustable parameters to reduce this
error. These adjustable parameters, often called weights, are real numbers that can be
seen as ‘buttons’ that define the input—output function of the machine. In a typical
deep-learning system, there may be hundreds of millions of these adjustable weights,
and hundreds of millions of labelled examples with which to train the machine. The rest
of the article is organised as sub-sections reflecting the literature review, proposed
algorithmic model, dataset annotation, methodology, Implementation, evaluation and
conclusion.

2 Related Work

2.1 Convolutional Neural Network (CNN)

This project was proposed by [7] under the title “Food Image Recognition by Using
Convolutional Neural Networks (CNN)”. As in the title, the researcher chose Con-
volutional Neural Networks (CNN) deep learning architecture to achieve image
recognition [8]. CNN is a type of deep learning approach that consists of multilayer
neural network [9]. The layers are used to extract information and combine features
from a given two-dimensional data which in this case would be the food image. The
research also stated the reason behind the decision which was due to CNN ability in
learning optimal feature form pictures adaptively. For the image recognition, the sys-
tem utilizes 5822 pictures for ten classifications of food with five layers of Convolu-
tional Neural Networks (CNN) layer in the framework’s machine learning design [8].
Each layer consists of two components which are convolution and max-pooling and
each of them extracts a different number of features maps such as 32, 64 and 128
respectively.
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At the very end of the CNN architecture, a fully connected layer to connect all the
neuron from the first CNN layer is implemented before the actual output stage. In the
output layer, 10 softmax neurons presented which correspond to the ten categories of
food chosen for the image recognition. The initial three layer is aimed to perform a
different number of highlight mapping procedure to pull and pass useful data to the
following layer. For the testing and implementation of CNN, the researcher used
“keras” package, which is a neural network library [10], on top of “theano” python
library using Spyder virtual environment. Another project which uses similar archi-
tecture was from. This system was aimed to achieve fruit classification and grading.
CNN plays its role here by extracting the features for the fruit image after trained on
hundreds of images with associated labels. The CNN architecture here only contains 4
layers which are Convolution, Pooling, Flattening and Full Connection. The CNN
architecture used for this system was created based on Keras on top of the TensorFlow
framework. The convolution layer feature detector in terms of image sharpening, edge
detection and enhancement, median, and emboss were applied to an image to create
feature map. Relu activation function is used here to crack the linearity on the input
image. In the pooling layer, it helps in mapping the correct highlights in a given
picture, which can be utilized to outline the same object in different pictures. In flat-
tening layer, the entire pooled map is converted into a single vector as it will be the
input component for the neural network. Finally, all the neurons are joint in the last
layer. For the CNN model training, the researchers use Central Processing Unit
(CPU) instead of Graphical Processing Unit (GPU) as GPU may require more power to
train the model compared to CPU [11].

2.2 Recurrent Neural Network (RNN)

The first RNN based project considered for this field was from Karol Gregor, Ivo
Danihelka Alex Graves and Daan Wierstra who used RNN for image generation.
The RNN is used in a network called Deep Recurrent Attentive Writer (DRAW).
DRAW is an encoder link that packs the actual pictures given in the training, and a
decoder that rebuilt pictures subsequent to getting codes [12]. The next project which
utilizes RNN was from Bolan Su and Shijian Lu for an “Accurate Scene Text
Recognition” system. In their proposed system the researchers implemented LSTM
architecture as well due to RNN long preparing process as the error course integral rots
exponentially coupled with the sequence [13]. Besides, Histogram of Oriented Gradient
(HOG) was also integrated into to the system for feature extraction process. RNN
nodes were replaced with LSTM internal memory structure to determine the output
activation of the network with the input help at a time to store it in the internal memory
at t-1. LSTM also helped RNN in drawing out errors in the training process as well as
recalling contextual data [13]. RNNLIB was used for the multilayer RNN implemen-
tation and testing. In the RNN output layer, Connectionist temporal classification
(CTC) were adapted for unsegmented data labeling. The RNN architecture for this
system was trained using the back-propagating algorithm. In this work shares the high-
level goal of densely annotating the contents of images with many works before us.
Barnard et al. [14] and Socher et al. [15] studied the multimodal correspondence
between words and images to annotate segments of images. Several works [16—19]
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studied the problem of holistic scene understanding in which the food type, objects and
their spatial support in the image is inferred. However, the focus of these works is on
correctly labeling food types, objects and calorie information with a fixed set of cat-
egories, while our focus is on richer and higher-level descriptions of the food types.
The task of describing images with sentences has also been explored. A number of
approaches pose the task as a retrieval problem, where the most compatible annotation
in the training set is transferred to a test image [20] or where training annotations are
broken up and stitched together [21]. Several approaches generate image captions
based on fixed templates that are filled based on the content of the image [22] or
generative grammars [23, 24], but this approach limits the variety of possible outputs.
Most closely related to us, Kiros et al. [25, 26] developed a log bilinear model that can
generate full sentence descriptions for images, but their model uses a fixed window
context while our Recurrent Neural Network (RNN) model conditions the probability
distribution over the next word in a sentence on all previously generated words.
Convolutional Neural Networks (CNNs) [27] have recently emerged as a powerful
class of models for image classification and object detection [28]. On the sentence side,
our work takes advantage of pertained word vectors [28] to obtain low-dimensional
representations of words. Finally, Recurrent Neural Networks have been previously
used in language modeling [29], but additionally condition these models on images.

2.3 Proposed Model

Image classification is the task of assigning a single label to an image (or rather an array
of pixels that represents an image) from a fixed set of categories. A complete pipeline
for this task is as follows:

e Input: A set of N images, each labeled with one of K different classes. This data is
referred to as the training set.

e Learning (aka Training): Use the training set to learn the characteristics of each
class. The output of this step is a model which will be used for making predictions.

¢ Evaluation: Evaluate the quality of the model by asking it to make predictions on a
new set of images that it has not seen before (also referred to as the test set). This
evaluation is done by comparing the true labels (aka ground truth) of the test set
with the predicted labels output by the learned model.

The aim of our model is to generate training of image regions. During training, the
input to our model is a set of images and their corresponding sentence descriptions
(Fig. 1). The propose model that aligns sentence snippets to the visual regions that they
describe through a multimodal embedding. Then treat these correspondences as
training data for a second, multimodal Recurrent Neural Network model that learns to
generate the snippets. The formal approach for solving the problem of image classi-
fication can be broken down into several key components which discuss next sub-
sections.

Score Function
The score function maps the raw data to class scores. For a linear classifier, the score
function can be defined as:
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f(x,-, W, b) = Wx; +b.

Where xi represents the input image. The matrix W, and the vector b are the
parameters of the function, and represent the weights and bias respectively.

Loss Function

The loss function quantifies the match between the predicted scores and the ground

truth labels in the training data.

The loss function (also referred to as the cost function or objective) can be viewed as
the unhappiness of the predicted scores output by the score function. Intuitively, the
loss would be low if the predicted scores match the training data labels closely.
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Otherwise the loss would be high. Next section explains the classifiers which is the
most important function.

Classifiers
There exists two common classifiers that are often used in image classification tasks:
the SVM Classifier and the Softmax Classifier.

SVM Classifier
The SVM classifier uses the hinge loss (also referred to as max-margin loss, or SVM
loss). For the i-th example in our data, the hinge loss is given as:

L= Z max (0.5; — 5y, + A).
J#yi

where delta is a hyperparameter which represents that the SVM loss function in
equation

Softmax Classifier

The Softmax classifier uses the cross entropy loss (also referred to as softmax loss). For
the i-th example in our data, the cross entropy loss is given as: where fj means the j-th
element of the vector of class scores f. Note that the softmax classifier uses the softmax
function to squash the raw class scores s into normalized positive values that sum to
one, so that the cross entropy loss can be applied.

i
Li=—-log=—.

=

The softmax classifier can be represented as



A Deep Learning Framework on Generation of Image Descriptions 225

ey

T

It takes a vector of real-valued scores (in z) and squashes it to a vector of values
between zero and one, which sum to one.

(@)

2.4 Annotation of Dataset

Data Collection

The collected our dataset (5115 images as dated 30/4/2018) using the Google Image
Search [30], Bing Image Search API and on the spot image collection at the restaurants,
Hawkers (Street food) stalls and street food. The work has explored the use of Ima-
geNet [31] and Flickr [3] for collecting images. However, the images from Google and
Bing to be much more representative of the classes they belonged to, compared to the
images from ImageNet and Flickr. ImageNet and Flickr seem to have a lot of false
images (images which clearly do not belong to the class). Hence decided to use the
images could collect from Google and Bing.

Preprocessing Techniques

The re-sized all of our images to have height, width and channel dimensions of 32, 32
and 3 (32 x 32 x 3) respectively. This was done primarily for computational effi-
ciency in performing the experiments. The filtered out images which are unable to
resize to our specified height, width and channel requirements. Unfortunately, this
meant losing approximately 10% of the data from our original dataset. Figure 4 shows
an experiment that has been invoked over the 5115 images as part of the image dataset.
In Table 1 has illustrate the class distribution from the dataset which is growing in
number of images. For example, nyonya, pre-packed food (ready-to-eat), street food
are yet to populate the dataset. It is estimated, the dataset will reach the maximum of
5,000 images.

Proposed Greedy Algorithm for Transfer Learning

The idea behind the greedy algorithm is to allow each model in the sequence to receive
a different representation of the data. The model performs a non-linear transformation
on its input vectors and produces as output the vectors that will be used as input for the
next model in the sequence. Figure 2 shows a multilayer generative model in which the
top two layers interact via undirected connections and all of the other connections are
directed. The undirected connections at the top are equivalent to having infinitely many
higher layers with tied weights. There are no intra-layer connections and, to simplify
the analysis, all layers have the same number of units. It is possible to learn sensible
(though not optimal) values for the parameters W, by assuming that the parameters
between higher layers will be used to construct a complementary prior for Wy, This is
equivalent to assuming that all of the weight matrices are constrained to be equal. The
task of learning W, under this assumption reduces to the task of learning a Restricted
Boltzmann machine (RBM) and although this is still difficult, good approximate
solutions can be found rapidly by minimizing contrastive divergence. Once W, has
been learned, the data can be mapped through Wy to create higher-level “data” at the
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Fig. 4. Initial training model with Convolutional Neural Network with tensor flow

Table 1.
Food items Number of images
Ais Kacang 445

Ayam Percik 266
Bak Kut The 216
Banana Fritters | 196
Char Kuey Teow | 330
Chicken Rice 364
Hokkien Mee 372

Idly 471
Ketupat 297
Laksa 514
Lemang 274
Mee Goreng 589
Nasi Lemak 400
Roti Canai 385

first hidden layer. There is a fast, greedy learning algorithm that can find a fairly good
set of parameters quickly, even in deep networks with millions of parameters and many
hidden layers. The learning algorithm is unsupervised but can be applied to labeled data
by learning a model that generates both the label and the data.
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3 Methodology

A hybrid generative model in Fig. 2 has explained the core implementation method-
ology of the work. The main idea is that there’s much stuff you do every time you start
your tensor flow project, so wrapping all this shared stuff will help you to change just
the core idea every time you start a new tensorflow work. In Fig. 3 the CNN model
framework has invoked with trained model here the image size is of 32 x 32 x 3 input
for with the layer for multiclass classification. In Table 1 has described the 14 classes.
Each layer trends with height and width go down channels up to eight layers. A couple
of convolutional/pool layers followed by the fully connected with approximate
parameters.

The images are trained with three levels of epochs 100, 400, and 600 respectively.
Figure 5(a) has shown the execution of the training models for the above epochs.
Figure 6 has illustrated the SVM classifier with the two layer fully connected classi-
fication accuracy of the food types the learning rate has used the SGM to measure rate
of the score. The multiclass classifiers has run the preliminary epoch 1 and the loss in
entropy Fig. 5(b). TensorFlow framework was chosen to train the food recognition
model due to the available support and documentation for the framework [33]. With the
huge amount of resource, the chances of failing to achieve the feature are very low
compared to a framework that has fewer projects or resources for developers. Besides,
Keras will be used on top of Tensor Flow as an interface since existing food recog-
nition project researchers as well as developers confirm that Keras able to help in
creating layers in CNN architecture with least amount of code and clear-cut imple-
mentation that is easy to understand [34]. Table 1 is the input labelled image data
folders with the number of images to be trained by the CNN.
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Fig. 5. (a) Classification accuracy history of fully connected two layers. (b) Reduction in loss in
accuracy first epoch of CNN
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In Fig. 4, the implementation of the framework has invoked with NVIDIA GTX
960 M CPU with i7-6800 GHz with 16 GB of RAM. The initial training has to run for
24 h for 100 epochs. We could improve this by initiating GPU with at least GTX 1070
for better performance on prediction and accuracy of the greedy algorithm performance.

4 Evaluation

The results of the proposed work will analyse the CNN architectures on how accurate
in solving the complete calorie, labelling of images problem which has written in
research statement and objectives section. In this article we have used CNN to clas-
sified and recognize the food images. The initial work of Bidirectional recurrent neural
work (BRNN) are advice in this article. The working nature of hybrid algorithm as
compared with normal execution of training model between the results are evaluated,
the generation of image descriptions are verified with the probability distribution
functions and the accuracy of the training model values are examined.

Using the images features with a linear SVM classifier we were able to get a
validation accuracy of 0.21, using SGD with a learning rate of 1e-03 and regularization
strength of 1e+00. Using the images features with a Two Layer Fully Connected Neural
Network gave much better performance. We got the best validation accuracy of 0.26
while using SGD as our update rule with a learning rate of 0.9, learning rate decay of
0.8 and regularization strength 0. The corresponding test set accuracy was 0.27. After
the five conv layers, we added two fully connected layers with 1024 and 20 neurons
respectively. For the last layer we use softmax with cross entropy Loss. The best
validation accuracy of 0.40 was achieved using the Adam [16] update rule with a
learning rate of le-04. The test set accuracy was 0.40.

5 Conclusion

The results observe that convolutional neural networks are quite suitable for the task of
classifying food dishes, and improve traditional machine learning approaches at this
task. The initial work has used CNN and uses transfer learning approach looks most
promising, especially because both the training and validation accuracy are improving
with the number of epochs (i.e. we have not over fit our model). This suggests that
more data (and/or running it for more epochs) could improve the accuracy metric with
multiclass classification using recurrent and bi directional neural networks will be
considered.
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Abstract. The article deals with practical application of photovoltaic cells in a
variety of connecting options. For maximum efficiency of photovoltaic instal-
lations is necessary to take account of all the peculiarities of their work. As the
title implies the article describes the peculiarities of photovoltaic cells in parallel
and mixed commutation in uniform and non-uniform solar radiation, arising as a
result of partial shading or soiling. It is given the theoretical explanation of the
causes of the decrease of energy efficiency photovoltaic cells with the above
commutation. It is represented experimental confirmation of this fact by the
example of industrial plants using photovoltaic panels PS-250 and the single-
crystal transformers produced by company “KVAZAR”. Results of the research
will be useful in the developing and design of photovoltaic installations, espe-
cially those with probable partial shading.

Keywords: Photovoltaic - PV - Parallel -+ Mixed - Connection
Shading

1 Introduction

Currently, the world’s becoming more common power plants, running on renewable
energy sources, among which, one of the most promising plants using solar energy.
The advantages of this energy source are environmental friendliness, which makes it
possible to use it practically at any scale without causing damage to the environment, as
well as availability in almost every point of our planet, differing by radiation density by
no more than two times [1]. In addition, the modular design of photovoltaic systems
allows them to be designed for almost any power, which makes these installations a
universal and reliable solution that is used both in industrial production of electric
power and in small power supply systems [2].

Despite all the advantages, in solar photovoltaic installations there are several
features of the work that must be considered when designing them for maximum
energy production. One such feature is the non-linear internal resistance of the pho-
toelectric converters (PEC) [3]. This phenomenon manifests itself especially negatively
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in conditions of uneven illumination, shading, or pollution of the PEC. To achieve the
required electrical power in solar power plants are used in series, parallel and mixed
switching PEC. With each version of switching, the decrease in efficiency occurs in
different ways [4]. In this paper, we consider some features of the operation for parallel
and mixed switching of a photomultiplier in conditions of uniform and not uniform
illumination. Investigation of this issue is very important, because at present many
existing solar installations are using such types of switching.

2 Research

Parallel switching of the photovoltaic cell into a solar photoelectric device shown in
Fig. 1.
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Fig. 1. Installation with parallel solar cells in the battery (1 - PEC; 2 - solar photovoltaic
installation; 3 - the device for finding the maximum power point and optimizing the output power
(MPPT)).

1PPT

The current-voltage characteristic of the uniformly illuminated battery in the first
quad-welt, with an accuracy sufficient for engineering calculations described analyti-
cally by the Eq. (1). This equation is derived according to the Kirchhoff law and the
Shockley equation written for a “simplified” equivalent circuit for replacing the PEC,
taking into account that the current at the output of the unit will be equal to the sum of
the currents of each PEC (I =31, Ii) and the voltage will be equal to the voltage at
the output of each PEC (U =U, = U, = --- = U, = const):

U+ IRy
T I

where n, is the number of parallel connected PEC in the installation; 7 - load current,
(A); I,,- photocurrent, (A); I, - the current flowing through the diode, (A); /y- reverse
saturation current, (A); g - is the electron charge, (1.602 - 107" C); U - output voltage,
(V); k - the Boltzmann constant, (1.381 - 10-23 J/K); T - the absolute temperature of
the solar cell, (K); R,- series resistance of the solar cell, (Ohm); A - coefficient of
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ideality, depending on the thickness of the p-n-junction and the material, takes values
for silicon PEC from 1.2 to 5 (Fig. 2).

/ 000 Wy FMP7T
800 Wym?
600 W/m?
400 Wom?
200 W/mé

U

a

Fig. 2. Current-voltage (a) and power (b) characteristics at different illumination PEC

The maximum power of such an installation determined by the Eq. (2):

- q(Unax + IR
Prax = Unaimax = Unax I; = Umaxnp |:Iph —1Iy [GXP< -1 5 (2)
Zi:l AKT

where P, - maximum power of the photovoltaic installation, (W); U, - the
installation voltage at the maximum power point, (V); .- installation current at
maximum power point (A); I; - the current of the i-th PEC, (A).

It can be assumed that in case of uneven illumination of the PEC with the same
temperature, the maximum power of the installation will decrease by the amount of
decrease in the maximum power of the individual PECs, due to their shading. How-
ever, this happens somewhat differently because the voltage of the PEC at the points of

a b

Fig. 3. Functional circuit experimental installation: a - with PEC; b - with photoelectric modules
(1 - PEC (photoelectric panel); 2 — shading)
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maximum power (PMP1 and PMP2) is not the same for different values of the illu-
mination, as shown in Fig. 3.

Due to the different voltage, it is not possible to obtain electrical energy from the
installation at the maximum power point of each PEC. The value of this difference can
be found from Eq. (3), solving it with respect to the voltage for each of the points:

AU = Unaxt = Unarz =
= Ay (Bt 1) — g Ry — A (B2 — B2 1) — LR, &

Io1 1053

Y-V T AN
Toa In <(Il’h21nxax2)l()1) R‘V (Inmxl + Imaxz)7

3)

where U,,ux1, Unaxa - the voltage at the point of maximum power of PEC1 and PEC2,
(B); Ipnt, Ipwz - photocurrent of PEC1 and PEC2, (A); L1, Inaxo - load currents PEC1
and PEC2 at the points of maximum power, (A); Iy, Iy - reverse saturation currents of
PECI and PEC2, (A).

An analysis of the characteristic of such a facility shows that the voltage at the
absolute maximum point (AMP) will with some assumption correspond to the voltage
at the point of maximum power of the shaded PEC in the range of the radiation
intensity divergences from 10 to 100%. From this it follows that in such a case, PEC
having a capacity greater brightness value will be limited to less illuminated PEC
(Fig. 5b). Then the power losses will be:

P, = Ppaxt — Pt = Lyg Upaxt — LiUpaz =

= {Iphl — o [GXP (%M) - 1” Upax1 — (4)

— [Iphl —In; [exp (q((U”"“_[iZ;+ ’”"’”R“')) — 1“ Unnaxo

For experimental confirmation of these events was assembled, functional diagram is
shown in Fig. 3.

As a PEC in the experiment, two silicon single crystal plates produced by the
company “KVAZAR” with the dimensions of 100 x 100 mm, pseudo square filters
and two commercially produced PS-250 photovoltaic panels from Progeny Solar, USA,
were used in the experiment. Their use presupposes a mixed connection of the PEC, but
since in the experiment the panels are evenly illuminated, then their use in the
experiment is permissible and gives an opportunity to obtain results that are more
reliable. The intensity of radiation was PEC IR = 1000 BT/MZ, and the other -
(0,1...1)IR. The illumination was measured with two luxmeters UT381 and U116.
The experimental results are presented in Fig. 4.

It can be seen from the graphs that in such a case the PEC having normal illu-
mination loses up to 7.4% of the power, depending on the illumination of the shaded
PEC, which can be significant in photovoltaic systems with mixed commutation, as
will be shown below.

With mixed switching of the PEC, the installation current is composed of the cur-
rents of each parallel PEC array (I =37, I,-), and the voltage is equal to the voltage at
the output of each such array, which in turn will be composed of voltages each PEC
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Fig. 4. Plots of power loss (a) and voltage difference (b) PEC of radiation intensity

included in this array (U = Z?:l Ui). Thus, the current-voltage characteristic, with a
uniform illumination will be described by Eq. (5). The maximum output power of the
plant will be determined according to the first part of Eq. (6).

where n, - the number of sequentially connected PEC in a parallel array.

In case of uneven illumination of a photovoltaic plant with a mixed PEC con-
nection, the reduction in energy production occurs for the reasons that arise during
serial and parallel commutation, but with some peculiarities. These features are related
to the fact that when changing the PMP of any of the parallel connected arrays, it
becomes impossible to select the maximum power from each group due to the voltage
difference (AU), which leads to a decrease in the battery power by an amount
exceeding the reduction in the maximum power of individual groups, due to their
shading. At the same time, power reduction occurs in different ways depending on the
nature of the shading - uniform and non-uniform (Fig. 5).

With uniform shading and setting of the PMP to the point of absolute maximum,
the total power loss of the solar installation is characterized by the system of Eq. (8):

Plos = Ulmaxnp |:Ipho - IO I:exp (%) - 1:|:| - U2max [npsh [Iph:h_

Unmax + DmaxRs Uimax + TimaxRs
—IO [eXp (q_( va(Ak;") _)> — 1:| + npo |:Iphil - 10 |:GXP (_q( InS(Ak;") _)> — 1:| :|:| )

q(Ulmuxgl:;nch.r) —In Iy + Ipn _ 0,
n"( ) ol 1 +M
ng (AkT)

q(Uamax + TimaxRs)
M sidpn3 + npitloi — exp (% x

X (nd(/ng) (npShIOSh ( Usiax + I2made) + mpirloir ( Uomax + 11 made)) > =0,

(6)
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Fig. 5. Photovoltaic installation mixed switched PEC: a - uniform shading; b - non-uniform
shading (1 - normally illuminated PEC; 2 - array of PEC; 3 - solar installation; 4 - MPPT; 5 -
shaded PEC).

where Pj,,- loss of the solar installation, (W); n, s, 1 1, - the quantity of arrays of PEC
that have shading and normal illumination; 7,- number of parallel connected arrays
PEC; I, u I,y - photocurrent of the shaded and illuminated array PEC, (A);
Ulmax, Usmax - the values voltage in the PMP of parallel arrays of PEC without shading
and with shading, (V); Ijuax 1 Iopmay - values of currents in PMP without shading and
with shading, (A).
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Fig. 6. Graphs of the dependence of losses of a photoelectric installation with mixed PEC
connection PEC and uniform partial shading on the radiation intensity in the shadow and setting
the PMP to the absolute maximum point for different illumination: a - loss from inconsistency in
voltage, b - value of mismatch voltage
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The results of modeling the losses of a solar installation consisting of three PV-250
photovoltaic modules, with a uniformly shaded one module, are shown in Fig. 6:

When MPPT is installed at the local maximum point, the value of the total losses of
the solar installation will also be characterized by the system of Eq. (10), except that
the value of the output voltage of the solar installation will be determined from the
equation:

max I n'l(lxRS I I
4(Uimas + Iinas) _ 0t —0. (7)
ny(AKT) 1o (142Ut hsR)
0 n,(ART)
' 1 % e 1000 Wy’
45 woo wnl—21 0w/
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R i i = 600 W/?
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<
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Fig. 7. Graphs of the dependence of losses of a photoelectric installation with mixed PEC
connection PEC and uniform partial shading on the radiation intensity in the shadow and setting
the PMP to the local maximum point for different illumination: a - loss from inconsistency in
voltage, b - value of mismatch voltage

The results of modeling the same SFU for such a case are shown in Fig. 7.

3 Conclusion

It can be seen from the graphs that due to uneven illumination, the solar photoelectric
installation significantly reduces its energy efficiency due to the inconsistency in the
voltage of parallel PEC arrays, even with a uniform shading character. Energy losses
when setting the mode of selection of maximum power to the point of absolute
maximum are up to 6.4%, and when installed at the point of local maximum - up to
18%. This problem can be solved using the method invented by P.N. Kuznetsov and A.
A. Borisov, which allows selecting power from the installation, equal to the sum of the
maximum powers of separate parallel-connected PEC arrays [5]. Experiments carried
out at the Sevastopol solar power plant, at the Sevastopol State University and other
operating facilities confirmed the efficiency of its use, even with this type of shading -
the introduction of a device that implements the method, avoids this component of the
loss of electricity.
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The Functional Dependencies of the Drying
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Abstract. When modeling and performing calculations on heat and moisture-
exchange in a grain layer, it is considered that the drying coefficient remains
constant. However, our observations allowed to put forward the hypothesis that
the value of the drying coefficient varies depending on the parameters of the
drying agent. With the use of variety of electrical effects for intensification of
grain drying, the data was obtained which reveals the change in the rate of
drying. This allows suggesting that drying coefficient depends not only on the
parameters of utilized air but also on parameters of electrophysical effects.
A number of experiments were conducted to get the regression equations
reflecting how drying coefficient depends on these factors. Experimental data
was processes with the use of application software. Obtained regression equa-
tions turned out to adequately describe the relation between drying coefficient
and parameters of the drying agent and electrophysical effects. These depen-
dencies can be used to simulate the process of drying more accurately and to
look for the optimal modes of drying.

Keywords: Grain drying - Drying coefficient - Electrically activated air
Microwave field - Process modelling - Parameters optimization

1 Existing Approaches to Modeling of Grain Drying

Authors of the work use the classical system of equations [1-5] when modelling the
processes of heat and moisture exchange in a grain layer during grain drying. In this
system of equations, grain moisture content at a particular moment of time is deter-
mined with the following equation:

OW /ot = —K(W — W,), (1)

where W is current grain moisture content, %; K is the drying coefficient, 1/h; W, is
equilibrium grain moisture content, %; T is time, h.

In some cases [6, 7], equation derived by Okun’ [8, 9] is used to find the value of
the drying coefficient:
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K =7,110"2""", (2)

where
T is the temperature of the drying agent, °C.

In this relation, temperature of the dryings agent is the only variable. As in the
existing technological processes of high temperature drying the velocity of the drying
agent remains unchanged, it is understandable why only air temperature was used in the
equation to calculate the value of the drying coefficient. However, in active ventilation
bunkers with radial air distribution, velocity of the drying agent changes when passing
through the layer [10-12]. Which is more, it has been recently studied with computer
simulations how the change of air supply at certain moments during grain drying can
influence intensity and power consumption of the process [5]. Wide range of research is
also conducted on how to apply electrophysical effects to increase efficiency and speed
of grain drying [13-16]. Therefore, the task was set to obtain the regression equations
of how the drying coefficient depends on the parameters of used air and settings of used
electrophysical effects. For this purpose, special experimental setup was developed and
constructed, allowing carrying out studies of the drying process with use of various
electrophysical effects [6].

2 Brief Description of Experimental Studies

Experimental studies were carried out for convective drying, for the temperature range
from 20 to 50 °C. This range is chosen because overall goal of the research is to study
the influence of electrophysical effects on the process of drying carried out with active
ventilation and low-temperature. Grain portions with the initial moisture content of 16,
20 and 24% were used for the experiment. Electrically activated air (air saturated with
negatively charged ions) and electromagnetic field of microwave frequency of
2,45 GHz were used as electrophysical effects. Density of negative air ions at the
entrance to the grain layer was maintained constant by means of the air ions source at
the level of 3,5 x 10" m™>. Such concentration was set with regard to the required
threshold limit value (TLV) of air ions. Speed of the drying agent during the experi-
ment was maintained in the range between 0.2 and 2 m/s. Drying agent speed was
measured with the use of thermo-anemometer installed at the place where air goes out
from the grain layer. Initial grain moisture content was determined with the moisture
meter Fauna-M, portions of grain were weighted before being placed to the
setup. Grain moisture content in percents was determined during drying with the
following dependency:

my —ny

w 100

: 3)

my

where m is weight of the portion of grain before drying, kg; m, — weight of the portion
of grain after drying, kg.
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Volume and thickness of grain layer were kept the same in the experiments. For this,
grain was poured into a tube of dielectric material with the height of 10 cm. In the study of
microwave-convective drying, the microwave field was affecting the grain until tem-
perature at the center of the layer did not reach 55 °C. After that, the magnetrons were
turned off and then turned on again when the temperature dropped to 50 °C. By changing
the distance from the tube with grain to the antenna of the waveguide, energy of the
microwave field was adjusted to be in the range between 1000 and 4000 %

For the research, multi-factorial experiments was planned. During the experiments,
graphs of grain drying were obtained for different parameters of air and various power
densities of the microwave field. With all kinds of drying, value of the drying coeffi-
cient was calculated with the known equation [17, 18]:

K — 2, 3(lg(W1 — Wp)__ lg(Wz - Wp)) ’ (4)

where W, and W, is moisture content of the drying grain at moments of time 1, and T,
accordingly.

3 Obtaining Regression Equations

With the use of MATLAB, regression analysis was performed on the experimental
data, which allowed to obtain regression equations. All obtained regressions depen-
dencies were checked for adequacy, their usability was confirmed. Thus, for convective
drying the following dependency was obtained:

2, 3(lg(W1 - Wp) - lg(W2 — Wp))
Ty — 11 '

K =

(5)

Obtained three-dimensional dependency graph K = f(7,V) for initial grain
moisture content of 20% is shown in the Fig. 1.

60
50

Coefficient of drying K, 1/h

a0
Air temperature T, °C

1 -
Air speed V, m/s 0 20 30

Fig. 1. Graphical illustration of dependency K = f (T, V) of the drying coefficient on the speed
and temperature of drying agent in the process of convective grain drying
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When drying grain with electrically activated air, concentration of air ions was not
used in the regression equation because it remained unchanged throughout the drying
process. As the result, the following regression equation was received:

K = 9,48T'31 . Y0029 2229, (6)

The graphs show that the effect of change in the speed of the drying agent on value of the
drying coefficient manifests itself in a greater degree when the air is heated. Such situation
makes it possible to optimize the process of convective drying on duration of drying and
energy costs. Three-dimensional graph which illustrates the mentioned dependency for the
initial grain moisture content of 20% and concentration of negative ions in the air entering
the grain layer at the level of 3.5 x 10'® m™ is shown in in the Fig. 2.

N w

-

Coefficient of drying K, 1/h
wWo

1
Air speed V, m/s 0 20

Air temperature T, °C
Fig. 2. Graphical representation of dependency of the drying coefficient on speed and

temperature of the drying agent in the process of convective grain drying with electrically
activated air

In experiments with microwave convective grain drying, power density of the
microwave field was changed by means of placing the experimental batch of grain at a
certain different distances from the magnetron [19]. The following equation was
obtained as a result of experimental data processing for the grain drying:

N
o

Coefficient of drying K, 1/h
=9
wWor N

50

o

Air speed V, m/s Air temperature T, °C

Fig. 3. Graphical representation of dependency K = f(T,V) of the drying coefficient on the
speed and temperature of the drying agent during microwave-convective grain drying
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K = 0,6067%1%% 4-1,155V*!8 7 420w ~04% 1 15500, ". (7)

Three-dimensional graph of this dependency for the initial grain moisture content
of 20% and the microwave field power density of 1000 % is shown in Fig. 3.

Graphs presented in the figures allow to perform visual evaluation of how applying
electrical technologies can impact the speed of the process of grain drying.

4 Conclusions

Comparison of obtained regression Egs. (5), (6) and (7) shows that the use of elec-
trophysical effects changes how grain moisture content affects the drying coefficient.
So, for example, coefficient W illustrating degree of grain moisture content is positive
in Eq. (5) while having negative values in Egs. (6) and (7). Previous studies [20] allow
to conclude that overall coefficient of moisture diffusion increases when electrophysical
effects are applied. This in turn contributes to improvement in drying efficiency when
speed of the drying agent is increased. However, it should also be considered that the
increase in grain moisture content contributes to greater “shielding” of microwave field
and prevents the field from penetrating into the depth of the grain layer. Air ions are
also more active absorbed by wet grain, which results in the rise of unevenness of grain
layer drying.

Obtained regression dependencies allow to carry out modeling of the processes of
convective drying, microwave — convective drying, drying with electrically activate air.

Consideration of the changes in the value of the drying coefficient will allow, with
the help of modeling of the process, to determine optimal operating modes of electrical
equipment of drying setups.
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Abstract. Cloud storage services allow users to store their data online and
remotely access, maintain, manage, and back up their data from anywhere
through the Internet. Although this storage is helpful, it challenges digital
forensic investigators and practitioners in collecting, identifying, acquiring, and
preserving evidential data. This research proposes an investigation scheme for
analyzing data remnants and determining probative artefacts in a cloud envi-
ronment. Using the Box cloud as a case study, we collect the data remnants
available on end-user device storage following the accessing, uploading, and
storing of data in the cloud storage. The data remnants are collected from several
sources, such as client software files, Prefetch, directory listings, registries,
browsers, network PCAP, and memory and link files. Results indicate that the
collected data remnants are helpful in determining a sufficient number of arte-
facts about investigated cybercrimes.

Keywords: Forensic science - Digital forensic *+ Cloud storage
Cybercrime investigation - Box cloud + Evidence collection - Data remnants
Artefacts

1 Introduction

Cloud storage can be considered a component of cloud computing. This storage can
also be a model of data storage in which the digital data are stored in logical pools, the
physical storage spans multiple servers (and often locations), and the physical envi-
ronment is typically owned and managed by a hosting company. The providers of
cloud storage are responsible for keeping the data accessible and available and the
physical environment protected and running smoothly.

World Networks [1] stated that “there are questions should be asked from any
business that anticipates using cloud based on services, the question is: What can my
cloud provider do for me and for my data in terms of digital forensics data in the event
of any legal dispute, criminal or civil cases, or data breaches?” Other studies have
compared actual providers. Cloud service providers vary, and this difference
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complicates cloud storage-based forensics because each provider has distinct rules,
requirements, and guidelines. Dropbox, Google Drive, SkyDrive, and Live Drive are
examples of cloud storage services that need to be investigated further.

This research attempts to focus on providing help for investigators in terms of
maintaining the integrity and confidentiality of users’ data as these data are deleted or
moved from one device to another using cloud storage during their investigations. By
increasing the number of crime involving cloud storage, process of acquiring the digital
evidences from cloud storage becomes harder and more difficult. The strength of cloud
storage is allowing users to upload data to the web and to share these data with others
anywhere and anytime as long as they are connected to the Internet. Data can be
uploaded or shared from one computer to another without leaving traceable evidence;
thus, cloud technology is creating considerable challenges for forensic investigation
and the possibility of cybercrime detection and prevention [2-7].

2 Related Work

This Section reviews articles related to this research and discusses the findings,
methodologies, limitations, and conclusions of each article. Quick and Choo identified
means of acquiring files uploaded and accessed using Dropbox [8, 9]. A standard PC
with a virtual machine (VM) was installed with the Windows 7 operating system;
various PCs were used to examine different cases, particularly within the forensic
analysis of the client software Dropbox in numerous browsers, which included
Microsoft Internet Explorer, Google ChromeTM, and Mozilla Firefox. This research
determined the data remnants and artefacts left on a Windows 7 hard drive after using
Dropbox. These data remnants included usernames, passwords, browsers, software
access, data stored in accounts, and time frames found on the file metadata. Data from
Enron Corpus were used to test accounts created through three service suppliers. MDS5
values were produced. VMs were created using VMware Player 4.0.1. A VM for every
service supplier was used for testing, and Base-VM files were utilized as the control
media to discover newly created files after each scenario. The contributions and lim-
itations are summarized in Table 1.

Table 1 Contributions and limitations of Quick and Choo’s research

Contributions Limitations

Verified how to obtain files uploaded to and Timestamps were manipulated by each
stored in Dropbox service

Revealed the data that remains on a Windows | Only Dropbox was used in the case study,
7 PC that uses a Dropbox application and the results cannot be proven applicable
These data include usernames, passwords, to different service providers

browsers, software access, remaining data
stored in the accounts, and the time frame
found on file metadata




248 K. Abdulrahman et al.

Chung et al. [10], who focused on data stored on servers, stated that finding user
activities upon service subscription is the most difficult aspect of investigating a cloud
storage service [11]. Most cloud companies are unwilling to release the information of
user activities, which may be found in the log files of a cloud server, to protect the
personal data and privacy of their clients. The study aimed to find traces left on PCs
that accessed Amazon S3, Dropbox, Google Docs, and Evernote for cloud storage. The
study also proposed a process for the forensic investigation of cloud storage services
and described important elements of the investigation process. Internet Explorer and
Firefox were used to access cloud services to locate the data left in temporary log files.
Traces of system installation log and database files are left in the registry when an
application is installed on a Windows system. These files are vital because they contain
traces of cloud storage service usage. Forensic investigators can then obtain original
documents and related metadata from client devices, given that certain cloud services
sync the files stored on the cloud server to the clients’ hard drives. The contributions
and limitations are summarized in Table 2.

Table 2 Contributions and limitations of Chung et al.’s research

Contributions

Limitations

Discovered files retained in PCs and
smartphones after access to cloud services

The research did not compare MDS5 values at
each phase to show file integrity

from Amazon S3, Dropbox, Google Docs,
and Evernote

The proposed model should be further
investigated using providers of cloud storage
Proposed a process model for the forensic service other than those used in the research
investigation of cloud storage services and
described important elements of such

investigation

3 Cybercrime Evidence Collection Model

This section explains the method of collecting cybercrime evidence that may be found
in computer cloud storage. The following statements show the particular software and
hardware that we used in conducting this research. The process that we adopted for
recovering the evidence material involved different methodologies, such as keyword
search across digital media, recovery of deleted files, extraction of registry and log file
information, and tools such as the SQLite Viewer, HXxD, AccessData FTK Imager,
AccessData FTK, Wireshark, and Event Viewer.

Implementation, which was the final process of our project, required all the detailed
specifications that we gathered during the system and software design phase. This stage
was performed in 