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Preface

The first edition of the International Conference on Intelligent Computing and
Optimization (ICO 2018) will be held during October 4–5, 2018, at Hard Rock
Hotel Pattaya in Pattaya, Thailand. The objective of the international conference is
to bring together the global research scholars, experts, and scientists in the research
areas of Intelligent Computing and Optimization from all over the world to share
their knowledge and experiences on the current research achievements in these
fields. This conference provides a golden opportunity for global research commu-
nity to interact and share their novel research results, findings, and innovative
discoveries among their colleagues and friends. The proceedings of ICO 2018 is
published by Springer (Advances in Intelligent Systems and Computing) and
indexed by DBLP, EI, Google Scholar, Scopus, and Thomson ISI.

For this edition, the conference proceedings covered the innovative, original, and
creative research areas of sustainability, smart cities, meta-heuristics optimization,
cyber security, block chain, big data analytics, IoTs, renewable energy, artificial
intelligence, power systems, reliability, and simulation. The authors are very
enthusiastic to present the final presentation at the conference venue of Hard Rock
Hotel in Pattaya, Thailand. The organizing committee would like to sincerely thank
all the authors and the reviewers for their wonderful contribution for this confer-
ence. The best and high-quality papers have been selected and reviewed by
International Program Committee in order to publish in Advances in Intelligent
System and Computing by Springer.

ICO 2018 will be an eye-opener for the research scholars across the planet in the
research areas of innovative computing and novel optimization techniques and with
the cutting-edge methodologies. This conference could not have been organized
without the strong support and help from the staff members of Hard Rock Hotel
Pattaya, Springer, Click Internet Traffic Sdn Bhd, and the organizing committee of
ICO 2018. We would like to sincerely thank Prof. Igor Litvinchev (Nuevo Leon
State University (UANL), Mexico), Prof. Nikolai Voropai (Energy Systems
Institute SB RAS, Russia), and Waraporn Nimitsuphachaisin (Hard Rock Hotel
Pattaya) for their great help and support in organizing the conference.

v



We also appreciate the fruitful guidance and support from Prof. Gerhard
Wilhelm Weber (Poznan University of Technology, Poland; Middle East Technical
University, Turkey), Prof. Rustem Popa (“Dunarea de Jos” University in Galati,
Romania), Prof. Valeriy Kharchenko (Federal Scientific Agroengineering
Center VIM, Russia), Dr. Wonsiri Punurai (Mahidol University), Prof. Milun Babic
(University of Kragujevac, Serbia), Prof. Ivan Zelinka (VSB-TU Ostrava, Czech
Republic), Dr. Jose Antonio Marmolejo (Universidad Anahuac Mexico Norte,
Mexico), Prof. Gilberto Perez Lechuga (University of Autonomous of Hidalgo
State, Mexico), Prof. Ugo Fiore (Federico II University, Italy), Prof. Weerakorn
Ongsakul (Asian Institute of Technology, Thailand), Prof. Rui Miguel Silva
(Portugal), Mr. Sattawat Yamcharoew (Sparrow Energy Corporation, Thailand),
Mr. K. C. Choo (CO2 Networks, Malaysia), and Dr. Vinh T. Le (Ton Duc Thang
University, Vietnam).

Our book of proceedings provides a premium reference to graduate and post-
graduate students, decision makers, and investigators in private domains, univer-
sities, traditional and emerging industries, governmental and non-governmental
organizations, in the fields of various operational research, AI, geo- and earth
sciences, engineering, management, business, and finance, where ever one has to
represent and solve uncertainty-affected practical and real-world problems. In the
forthcoming times, mathematicians, statisticians, computer scientists, game theo-
rists and economists, physicist, chemists, representatives of civil, electrical, and
electronic engineering, but also biologists, scientists on natural resources, neuro-
scientists, social scientists, and representatives of the humanities, are warmly
welcome to enter into this discourse and join the collaboration for reaching even
more advanced and sustainable solutions. It is well understood that predictability in
uncertain environments is a core request and an issue in all fields of engineering,
science, and management. In this regard, this proceedings book is following a quite
new perspective; eventually, it has the promise to become very significant in both
academia and practice and very important for mankind!

Finally, we would like to sincerely thank Dr. Thomas Ditzinger, Dr. Almas
Schimmel, and Ms. Parvathi Krishnan of Springer for the wonderful help and
support in publishing ICO 2018 conference proceedings in Advances in Intelligent
Systems and Computing.

October 2018 Pandian Vasant
Gerhard-Wilhem Weber

Ivan Zelinka
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А System for Monitoring the Number
and Duration of Power Outages and Power
Quality in 0.38 kV Electrical Networks

Alexander Vinogradov1, Vadim Bolshev1(&), Alina Vinogradova1,
Tatyana Kudinova2, Maksim Borodin2, Anastasya Selesneva2,

and Nikolay Sorokin2

1 Federal Scientific Agroengineering Centre VIM, 1-St Institutsky Proezd, 5,
109428 Moscow, Russia

{winaleksandr,alinawin}@rambler.ru,

vadimbolshev@gmail.com
2 Orel State Agrarian University named after N.V. Parakhin, General Rodin Str.,

69, 302019 Orel, Russia
{t.kudinova77,anastasiya.selezneva.1995}@mail.ru,

maksimka-borodin@yandex.ru, sorokinnc@rambler.ru

Abstract. The proposed system for monitoring number and duration of power
outages and power quality in 0.38 kV power networks makes it possible to
shorten the power supply restoration time by approximately one hour by
reducing the time for obtaining information about the damage and by approx-
imately one hour by the reduction of the time for determining the location and
type of damage. Besides, the effect can also be obtained by minimizing power
quality inconsistency time with the standardized values. The sensors of the
monitoring system are proposed to be located at customer inputs or at several
network points, for example, at the beginning, in the middle or at the end of the
power network as well as at the transformer substation bus bars.

Keywords: Power supply reliability � Power quality
Monitoring power supply reliability � Monitoring power quality
Power supply restoration time

1 Introduction

The power supply system efficiency can be assessed by the indices of power supply
reliability and power quality. The methods and means for improving power supply
reliability and power quality (PQ) [1, 2] are considered in publications of different
authors. As such measures the use of the technical condition monitoring of transmis-
sion lines and network equipment operating modes are considered, which makes it
possible to identify and prevent the causes of failures in the networks [3–5]. Much
attention is paid to the development of technical and economic mechanisms to stim-
ulate consumers and electric grid companies to increase power quality parameters [6].
The works of both Russian and foreign researchers are devoted to this subject [7–16].
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2 Materials and Methods

Structure analysis of power supply restoration time after network failures made it
possible [17, 18] to determine it by the formula:

trest: ¼ tinf :obt: þ tinf :rec: þ trep: þ tharmonize ð1Þ

where tinf :obt: is the time of infornation obtaining, h.; tinf :rec: is the time for information
recognizing, h.; trep: is the time for repairing damage, h.; tharmonize is the time to
harmonize connection and disconnection, h.

The power supply restoration time can be reduced significantly by the implemen-
tation of a monitoring systems that controls the power outages and the voltage devi-
ation and automatically informs the dispatcher about the outages on specific network
sections.

The damage from power supply outages of consumers depends on the duration of
power outage in a network supplying consumers and the type of disconnected con-
sumers [19, 20]. The causes of outages may be wire breaks in any part of the power
lines, short circuits in the line, a power failure on the 10 kV side etc. Depending on the
cause, outages can occur either for all consumers connected to the network under
consideration, or for a part of consumers, for example, when a wire breaks. The more
sensors of outages and voltage deviations the monitoring system has, the more infor-
mative it is, the more situations in the monitored network can be recognized. The most
rational option is the installation of the sensors at the input of each consumer. But this
variant of sensor placement can lead to a rise in the cost of a system, therefore, in case
of insufficient budget the sensors can be installed in several points of the network, for
example at the beginning, in the middle and at the end of the transmission line as well
as on the buses of the transformer substation. This will allow having the information
about the status of the whole network and monitoring the main network parameters on
its different section.

In works [6, 21] it was justified that the sensors for monitoring power quality
indices were worth to install at customer inputs as well as the sensors of power supply
reliability. It is proposed to control the parameters of power quality using information
obtained from these sensors. The combination of monitoring of power supply outages
and power quality indices along with the automated measuring and the electric power
fiscal (or technical) accounting is promising. Theoretically, such an opportunity exists.
At present, a rather wide range of metering devices equipped with means to monitor
power outages and power quality is produced. This is a series of MAYAK meters,
meters of signal frequency receivers equipped with the corresponding functions. But
practically these possibilities are not used. Firstly, this is due to the impossibility to
read and send the specified information remotely via AMISEPFA channels because
they are used only for power consumption data transmission. The information about
power outages in these meters are only stored in the meter archive. Secondly, the use of
meters equipped with all the necessary capabilities is quite expensive. They are several
times more expensive than meters transmitting data only about power consumption. In
addition, consumer energy meters send information about power outages occurring in
the internal consumer network without getting information about their reasons.
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Although power outages might be caused by switching off in the external network,
tripouting a switching device at the customer input or even the disconnection by the
customer for servicing the wiring.

3 Results

A variant of the sensor location scheme that allows taking into account number and
duration of power outages as well as the voltage deviation is shown in Fig. 1.

The sensor circuit (Fig. 1) contains the switching device SD 1, the voltage sensor
VS 2, the overvoltage sensor OVS 13, the undervoltage sensor UVS 14, the short-
circuit sensor SCS 4, the overload sensor OLS 5, the information processing unit IPU
10, the NOT 3 element, the NOT 7 element, the OR 6 element, the AND 8 element, the
element Memory 9, Data Acquisition and Transmission Device DATD 11, the data
from which are transferred to the the electric grid company dispatcher EGCD 12.

In the normal operation mode there is voltage in the power transmission line
supplying a consumer and there is no overload or short circuit in the internal network of
the consumer. Thus the signal is present at the output of the voltage sensor VS 2 and
there is no signal at the outputs of the elements SCS 4 and OLS 5. There is also no
signal from the outputs of the sensors OVS 13 and UVS 14. In this case, the output of
NOT7 is signaled to one of the inputs of the AND 8 element, and there is no signal at
the outputs of the elements NOT 3, OR 6, AND 8, Memory 8, Memory 11. In this case,
the signal from the output of the voltage sensor VS 2 is sent to reset the element
Memory 9. The circuit does not start.

At the moment of failure in the transmission line, the voltage at the consumer input
disappears, that is, the signal from the output of the element VS 2 disappears.
Accordingly the signal appears at the output of NOT 3, which is fed to the input of the
AND 8 element. If there are no signals at the sensor outputs the short-circuit current of
the SCS 4 and the overload sensor OLS 5, the signal at the output of the NOT 7
element is present and fed to the second input of the AND 8 element. At both inputs
AND 8 there are signals, hence a signal will appear at its output, which will be

Fig. 1. Scheme of the device for monitoring number and duration of power outages and voltage
deviation level at the consumer inputs.
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memorized by the Memory 9 element and transmitted to the information processing
unit IPU 10. The IPU 10 stores the fact of power outages and its duration. The
disconnection signal is transmitted via the DATD 11 to the electric grid company
dispatcher (EGCD 12). When the voltage in the transmission line is restored, the VS 2
sensor will detect its presence, the signal with VS 2 will “reset” the element Memory 9,
the circuit will return to its original state.

In case if a short-circuit current appears in the consumer’s internal network and
after its disappearing there is the voltage in the power line, the circuit will work as
follows. At the moment of the short-circuit current appearance at the output of the SCS
4 element there will be a signal which will be fed to the input of the OR 6 element and
from its output to the input of the NOT 7 element and also to the information pro-
cessing unit IPU 10. IPU 10 unit fixes the facts of the short-circuit current and over-
loads in the internal network of the consumer. At the output of the element NOT 7, the
signal during the period of the presence of short-circuit current will be absent. At the
same time the short-circuit current in the consumer network will cause a failure in the
input voltage. As a result, the signal will disappear at the output of the sensor VS 2 and
at the output of the element NOT 3 the signal appears that it will feed one of the inputs
of the element AND 8. But the signal at the AND 8 output will not appear because of
the signal absence at its second input. After the short-circuit current has disappeared
because of the switching device disconnection, the signal from the SCS 4 output will
disappear as well. The voltage level at the input will return, a signal will appear at the
output of the VS 2 and the signal at the output of the NOT 3 will disappear. The circuit
will not start. Thus in this operation mode the block IPU 10 will detect the fact of a
short circuit in the consumer network without switching off the input voltage.

In case if short circuit current occures in the internal network of the consumer and
there is non-selective tripping of the switch installed in the power line, the circuit will
work as follows. At the moment of the appearance of the short circuit current, at the
output of the element SCS 4 there will be a signal that will be fed to the input of the OR
6 element. A signal from the OR 6 element will be sent to the input of the element NOT
7 and to the information processing unit IPU 10. unit IPU 10 fixes the facts of short
circuit and overloading in the internal network of the consumer. At the output of the
element NOT 7 the signal during the period of the short-circuit current will be absent.
At the same time a short circuit in the consumer’s network will cause a voltage drop at
the input. As a result the signal will disappear at the output of the VS 2 sensor and will
appear at the output of the element NOT 3 and be fed to one of the inputs of the AND 8
element. Due to the absence of a signal at its second input during the short-circuit
current flow the element AND 8 will not work and the signal at its output will not
appear. Also, the signal will appear at the output of the UVS 14 element and will be fed
to the IPU 10. After the short-circuit current has disappeared due to the disconnection
of the switching device installed in the power line, the signal from the output of the
SCS 4 will disappear. But due to the nonselective disconnection of the switching
device in the line, the voltage at the consumer input will disappear as well. Therefore,
the signal at the output of the VS 2 will not appear and the signal at the output of the
NOT 3 will not disappear. Thus, signals will be fed to both inputs of AND 8, and a
signal will appear at its output. This signal, memorized by the element Memory 9, will
be fed to the input of the block IPU 10. The fact and duration of the voltage outage at
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the consumer input will be fixed by this unit. Also, in this operation mode the block
IPU 10 will detect a short circuit in the customer network. The information about these
facts will be stored in the IPU and will be transmitted through the DATD and the
corresponding data transmitting channel to the dispatcher.

If there is an overload in the internal network of the consumer and after its dis-
appearance the voltage in the transmission line does not disappear, the circuit will work
as follows. At the moment of the overload current appearance a signal will appear at the
output of the element OLS 5 which will be fed to the input of the element OR 6. From
the output of the element OR 6 the signal will come to the input of the element NOT 7
as well as to the information processing unit IPU 10, which fixes the facts of the short
circuit and overloads in the consumer internal network. During the presence of the
overload current the signal at the output of the element NOT 7 will be absent. At the
output of the sensor VS 2 the signal will not disappear, so a signal at the output of the
element NOT 3 will not appear. Because there is no signal on one of the inputs, the
element AND 8 will not work and there will be no the signal at its output. After a
consumer switching device get be disconnected the overload current will disappear and
the signal from the output of OLS 5 disappears as well. Thus, in this operation mode
the IPU 10 unit will record the fact of an overload in the consumer’s network without
switching off the input voltage.

The situation where there is the non-selective disconnection of a power line
switching device during an overload in the consumer network is generally analogous to
the situation of non-selective triggering of the switching device during a short circuit in
the consumer network The difference is that the input signal of the element OR 6 will
be fed from the sensor OLS 5 instead of the element SCS 4. In this case the block IPU
10 will fix a disconnection in the line as well as an overload in the consumer network.

Both the history of accounting number and duration of power outages and the facts
of short circuits and overloads in the consumer network are stored in the memory of
IPU 10 in the form of protocols; all these data can be transferred to the dispatching
office of the electric grid company.

In case of exceeding the voltage deviation level in one or another side of the
normalized value, a signal will appear at the output of the high-voltage sensors OVS 13
or the low-voltage sensors UVS 14, which will be transmitted to the IPU 10 and further
to the dispatching office of the electric grid company.

Thus, the supposed device supports automatic calculation of the amount of the
consumed power, accounting of the number and duration of power outages, monitoring
and recording of emergency situations in the consumer network along with and voltage
drops in the consumer electrical network. The information on the discrepancy of the
voltage deviation is sent to the block IPU 10 and transmitted by means of the data
transfer device via one of the channels (PLC, JPS, JPRS, Glonass, radio…) to the
electric grid company dispatcher (EGCD 12).

Using the devices mentioned above the system for monitoring number and duration
of power outages and the power quality in electrical networks of 0.38 kV can be
performed as follows. The sensors for monitoring power quality indices and sensors for
recording number and duration of power outages can be installed at the consumer
inputs (in the simplest case only the level of voltage deviation at the customer input can
be used as a monitored power quality index). Both types of sensors can be combined

А System for Monitoring the Number and Duration 5



into one device (for example, a device for monitoring number and duration of power
outages and voltage deviation - DMNDCandVD).

The information from the DMNDCandVD goes to the data processing unit and is
transmitted by means of the data transfer device via one of the channels to the electric
grid company dispatcher (EGCD) (Fig. 2).

According to the Fig. 2 TS is a Transformer Substation; DMNDCandVD is the
Device for Monitoring Number and Duration of Power Outages and Voltage Deviation;
S1… Sn are Consumers; EGCD is the Electric Grid Company Dispatcher; DATD is the
Data Acquisition and Transmission Device.

The system works as follows. The information from the DMNDCandVD of each
consumer is collected in the DATD and sent to the EGCD. There on the basis of this
information a company dispatcher make decisions about the need for voltage regulation
or for sending a repair team. The DMNDCandVD is also installed at the TS and
connected to TS buses. This device monitors voltage deviation and voltage loss on the
TS buses. The information about this is transmitted to the EGCD by means of the
DATD. The DMNDCandVD installed on outgoing transmission lines from the TS
work similarly. They are connected after the automatic switches of outgoing trans-
mission lines and monitor voltage disappearance, voltage deviation at the beginning of
the transmission lines. If a power scheme do not has a back-up power and the moni-
toring task of voltage deviation is not required, the control of power outages can be
made cheaper by installing voltage monitoring devices on transformer substation buses
and on outgoing lines. In this case the voltage disappearance on the transmission line
shows electricity supply interruption for the consumers connected to it. The voltage

Fig. 2. System for monitoring the quantuty and duration of power outages and the power quality
in 0.38 kV electrical networks
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disappearance on the transformer substation buses shows the power supply interruption
for all consumers connected to the TS. But this method is not acceptable if transmission
lines are equipped with means of automatic transfer switch, partitioning means and if it
is also necessary to control voltage deviation level at consumer inputs. Therefore, the
system version where all consumers inputs are equipped with the DMNDCandVD are
more justified since it is more functional and allows identifying some network modes
other ways cannot detect. For example, if a wire (of a phase) breaks in the area between
consumers S2 and S3, the signal from the DMNDCandVD installed at the consumer S3
will show the voltage failure presence and the DMNDCandVD installed at the con-
sumer S2 will indicate that the voltage is present. Thus, the system for monitoring
number and duration of power outages will find the place of the break.

4 Discussions

The economic efficiency of the system application can vary depending on the tasks
assigned to it. The system application of monitoring the number and duration of power
outages allows obtaining an economic effect mainly by reducing the power supply
restoration time. In this case the recovery time based on the analysis of works [18, 22]
can be shorten by approximately one hour by reducing the time for obtaining infor-
mation about the damage and by approximately one hour by the reduction of the time
for determining the location and type of damage. In total, the recovery time can be
reduced by approximately 2 h. In determining the effect it is also necessary to take into
account the reliability indices of the network under discussion since they can be dif-
ferent depending on whether the cable or overhead lines which are used in either urban
or rural areas [2].

The effect of reducing the power supply restoration time can be determined as
follows. First, it is required to estimate the failure probability in the considered net-
works during a year. In papers [23, 24] there is literature data on the failure rate for
0.38 kV networks. According to them the failure intensity for 0.38 kV power networks
is 2.7 failures per 100 km during a year, for power transformers is 3.5 failures per
100 km during a year, for the 10 kV overhead lines is 35.9 failures per 100 km during
a year.

For 0.38 kV overhead lines with a length LOL and failure rate of 2.7 failures per
100 km during a year the probable number of failures per year is determined as follows:

NOL ¼ 2:7� LOL
100

failures per year: ð2Þ

For power transformers with number ntr and failure rate 3,5 failures per 100 km
during a year the probable number of failures per year is determined as follows:

NTR ¼ 3:5� nTR
100

failures per year: ð3Þ
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The failures number per year for other network elements can be determined
similarly.

The next step is to determine the electricity shortage per year for a given number of
failures for power supply system elements.

The power undersupply is determined by the formula:

Wundersupply ¼ N � Tav � Prat ð4Þ

where Prat - rated power of the load connected to the faulty equipment; Tav - the
average power supply restoration time, which according to [13] is equal to 5.86 h.

The reduction of power undersupply is defined as follows:

Wred: ¼ Wundersupply �Wundersupply:l: ð5Þ

where Wundersupply:l: – power undersupply when implementing a monitoring system.
In the above sequence, it is possible to assess the economic damage caused by the

power undersupply to consumers during power outages.
If there is voltage deviation monitoring, the effect of reducing the power supply

restoration time will be added by a number of effects achieved by observing network
voltage regime, which does not deviate beyond the normative values. The calculation
of this effect is described in [25] in detail.

5 Conclusions

1. It is possible to increase power supply system efficiency by monitoring number and
duration of power outages and power quality in 0.38 kV electrical networks. The
proposed system for monitoring number and duration of power outages and power
quality makes it possible to shorten the power supply restoration time and to obtain
the necessary data on network operating modes and network failures.

2. The sensors for monitoring power outages and power quality are proposed to be
located at the consumer inputs or at several network points, for example at the
beginning, in the middle and at the end of transmission lines as well as on trans-
former substation buses. It makes it possible to expand the system informativeness
and the possibilities of using it to diagnose failures in a controlled network.

3. Economic efficiency of the system is achieved mainly by reducing the power supply
restoration time. The power supply restoration time can be reduced by approxi-
mately 1 h by reducing the time for obtaining information about the damage and
approximately 1 h by reducing the time for determining the location and the type of
damage. Thus, the recovery time on average can be reduced by 2 h. Besides, the
effect can also be obtained by minimizing power quality inconsistency time with the
standardized values.
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Abstract. Offshore platforms are large structures consisting of a
large number of components of various types. Thus a variety of
methods are usually necessary to assess the structural reliability of
these structures, ranging from Finite-Elements-methods to Monte-Carlo-
Simulations. However, often reliability information is only available for
the members and not for the overall, complex, system. The recently intro-
duced survival signature provides a way to separate the structural analy-
sis from the behaviour of the individual members. Thus it is then possible
to use structural reliability methods to obtain information about how the
failure of several constituent members of the offshore platform leads to
overall system failure. This way it is possible to separate the structural
from time-dependent information, allowing flexible and computationally
efficient computation of reliability predictions.

Keywords: Structural reliability · Offshore platforms
Survival signature · System reliability

1 Introduction

Offshore jacket platforms are generally used for oil and gas production in shal-
low and intermediate water depths. Adequate performance of the platforms is
ensured by designing for a service life. However, a large numbers of these steel
structures are operating exceeded their design life due to high cost of replace-
ment. Consequently, the safety of these offshore platforms creates strong reasons
to develop effective methods for the reliability assessment.

For large offshore structures, reliability measures usually concern the struc-
tural reliability under the impact of external influences such as fatigue, and cor-
rosion environment. As structural reliability concerns the behavior of an object
under physical conditions, a safety assessment should prove that the risk of
c© Springer Nature Switzerland AG 2019
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structural failure is acceptable. The standard methods give some indications,
such as design code, reserve strength ratio, and a probabilistic value. Design
codes are claimed to be very conservative, as more knowledge of the structure is
gained through some years after design thereby leading to more accurate anal-
ysis results. Methods based on reserve strength ratio can provide insight into
the reserve strength of a structure [12]. The reserve strength ratio (RSR) can
be obtained from the ratio of ultimate load capacity of the structure divided
by the 100 year design load. But it will not cover possible failure modes that
could happen to the structure as it provides information regarding the global
failure phenomenon as well. Structural reliability methods typically account for
the capacity versus loading, particularly deal with uncertainties of structural
loads and their effects as well as resistance [14].

Reliability theories basically developed from the concepts of uncertainties
(wind, wave and earthquake). An incremental loading approach till the ulti-
mate capacity was conducted for structural reliability is delineated. However,
the structural reliability methods are not sufficient measures as they are not
consistent with the derivation of the reliability target levels. This is because the
reliability assessments deliberates the reliability considering the intensity of envi-
ronmental conditions (Loads, Corrosion) but not give enough information over
time rather these provide information over fixed time. To reduce risk, a better
approach is to consider all functional parts of the structure, if present (facili-
ties on offshore platforms, the connections between platforms, pipes, dominant
failure modes etc.), exploring patterns and inter-relationships within subsystems
and seeing undesired events as the products of the working of the system. Some
conventional tools have been used including Failure Tree Analysis (FTA) [11],
Failure Mode and Effects Analysis (FMEA) [9], recently, researchers are pay-
ing more attention to the statistical techniques. For instance, grey correlation
analysis [2], Bayesian Probability [19], Neural network [21], Fuzzy logic evalu-
ation [8,20] and survival signature computing [4] have been applied to the risk
assessments in engineering and related fields.

The aim of this paper is to contribute to offshore reliability assessment by
using the recently developed survival signature formalism [4]. With this formal-
ism it is possible to predict the reliability of a complex system (as, in this case,
an offshore platform) from knowledge about the individual constituents (the
platform members). With this, it is possible to divide the reliability assessment
into two individual steps. Firstly the system structural system is analysed. This
is achieved through finding the combinations of failing members that lead to
total failure of the whole offshore platform. Secondly, the information about the
members’ reliability over time is multiplied with the corresponding entries of the
survival signature to predict the overall reliability.
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2 The Survival Signature

2.1 System Reliability Applying the Survival Signature

The state of a any system set together of m independent and different compo-
nents can be represented by a state vector x ∈ {0, 1}m with xi = 0 denoting a
dysfunctional and xi = 1 a functional component i.

The global structure function ϕ : {0, 1}m → {0, 1} contains information
whether the system is in a working state (ϕ = 1) or not (ϕ = 0 ) for any possible
x. Usually the observed systems are restricted to coherent systems. This refers to
systems with ϕ not decreasing in any dimension of x. This assumption is sound
as most common systems are not becoming dysfunctional while gaining more
functional components. Two additional assumptions are ϕ(0) = 0 and ϕ(1) = 1.
These are intuitive, yet not necessary. However, in this paper the monotonicity
of the system is assumed and thus these two conditions and the coherency of the
system are assumed as well.

For more complex systems, every component belongs to one of K different
types, while each set of components of type k ∈ {1, 2, ...,K} consists of mk

elements and the sum of all mk equals the number of components
∑K

k=1 = m.
The amount of functional components of type k present in the system are denoted
as lk. This leads to

(
lk
mk

)
possible combinations of component type k under

the assumption of independent failure of all components. Then the set S(l) is
the collection of all state vectors that fulfil the condition that l = (l1, l2, ..., lk)
components are working. The system’s survival signature Φ is now defined as
the probability that the system is functional if exactly lk components of type
k are functional [23]. The survival signature is an array of K dimensions with
mk+1 entries in each dimension (including the case that none of the components
of that type function). For components with exchangeable random failure times
the survival signature is given by

Φ(l1, l2, .., lK) =

[
K∏

i=1

(
lk
mk

)]−1

×
∑

x∈S(l)

ϕ(x). (1)

The survival signature can be applied to the computation of the survival
function of the system: P (TS > t). It provides the probability that a random
failure time TS of the system follows a specific point in time t. This provides the
reliability of the system in time. Under the assumption of the failure times of the
components being independently and identically distributed (iid), with respect
to a known cumulative distribution function [15]. Fk(t), the survival function of
the system observed is found to be

P (TS > t) =
m0∑

l1=0

...

mk∑

lk=0

[

Φ(l) ×
K∏

k=1

(
lk
mk

)

Fk(t)mk−lk [1 − Fk(t)]
lk

]

. (2)

Equations (1) and (2) indicate show that - for exact computation - many
different states need to be evaluated and that the size of the survival signature
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itself is growing multilinearly. However, for small- and medium-sized systems
the survival signature can be calculated exactly or by Monte Carlo Simulation
methods. The use of signature frameworks can be useful in several ways. It
seperates the information about the system in two subproblems to be solved. If
the system structure is unchanged, the survival signature stays the same even
if the behaviour of the components changes. Thus testing of components in
simulations is computationally efficient. Additionally, additions to the framework
can easily be done, for example in case of repairable systems [22] or in case of
components with multiple states [5].

2.2 Obtaining the Survival Signature from Structural Simulations

The calculation of the Φ necessitate knowledge about the behaviour of the system
under failure of the components. Usually due to complexity, an explicit global
structure function is often not given. Instead, the states of the system can be
evaluated by various means, including reliability block diagrams and cut-sets,
binary decision diagrams, and failure tree analysis [17].

With reliability block diagrams, it is simple to visualize the behaviour of small
systems. However, the search of cut-sets in a block diagram is NP-hard and can
be very time consuming [18]. Binary decision diagrams can provide fast means
to calculate the survival signature once the decision diagram data structure is
available. However, the calculation of the decision diagram is also dependent on
finding the cut-sets of the system and can be, inherently, slow.

For structural reliability, one is usually concerned with the behaviour of a
structure under load. Thus the interaction of the various components is not
modelled in any way described above - instead, the structure is modelled and
analysed in frameworks of mechanical simulation methods (commonly, finite ele-
ments methods) concerned with the actual physical behaviour.

In this work, a bridge over this gap is presented. A large structure consists
of several, possibly redundant, components. This means that the system might
still be operational after the failure of some of the components. Thus, structural
simulation can show various failure modes of the system under load. If a struc-
tural simulation of the structure results in a failing component, the structure is
updated and the simulation started again. This is repeated until the simulation
results show that the structure is failing in total. All failed components until
this point are saved in a failure mode. By variation of the load parameters, all
components prone to failure are identified and several failure modes are identi-
fied. These failure modes can be used as cut-sets in computation of the survival
signature. Equation (1) can be evaluated using these cut-sets to compute the
values of ϕ(x) for all x (exact computation) or a representative sample (Monte
Carlo Simulation). In this study, the Monte-Carlo approach was used as the
amount of combinations to be checked is of medium size. The largest amount of
combinations that is possible is for the entry placed directly in the middle of the
array (

(
3
2

)3 · (
8
4

)
= 1890). Thus a sample size of 2000 samples was used.
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3 Reliability of an Offshore Jacket Platform

3.1 Structural Model

The jacket platform is taken from [16]. The Jacket is designed for shallow water
depth of approximately 65.31 m. It is a 4-legged jacket containing pile inside
the legs. The jacket is modeled as 2 × 2 square grid. The overall dimensions are
8× 8 m at top elevation and 21.76× 21.76 m at the mud line. The total height is
81 m. Two types of bracings are used named as horizontal bracings and vertical
bracings. The horizontal bracings are installed at five levels. The vertical bracings
are provided as single bracings till the bottom level. At the bottom level, it was
provided as K-bracings to impart more stiffness and reduce buckling. The jacket
support/foundation is modelled as fixed support system. The jacket is modelled
in SAP2000 as shown in Fig. 1. Member properties of the jacket are also taken
from [16]. The top mass of the oil and gas platform is simplified as a lumped
mass for the easiness finite element modelling. The total weight of the topside
is assumed as 1250 tons, which is equally applied over four legs where each leg,
is carrying 312.5 tons at the top nodes of the jacket structures platform.

Fig. 1. (a) Three-dimensional model of the jacket (b) Grouping of the components

3.2 Generation of Failure Tress

Non-linear static (pushover) analysis is performed to understand the behaviour
of structure against lateral load pattern following the procedure of FEMA356
[6,9]. The behaviour of the force displacement curve can be observed from the
analysis as well. In this step, the structure is incrementally loaded over its yield-
ing capacity and to observe the ultimate load level. The failed elements are
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recorded up to the ultimate load level. Here the damage level is not considered
because the aim is to grasp the failure behaviour of members up to ultimate
load level. Here the term failure behaviour is defined as how the member fails
chronologically and which member is followed by another member. Load has
been applied along three different directions comprising of 0◦, 90◦ and 45◦. The
typical pushover curve is shown in Fig. 2 which is adopted from FEMA356 [6]
and the ultimate load level is the point ‘C’. The failure tree can be observed in
Fig. 3.

Fig. 2. Non-linear force curve

Fig. 3. Failure tree of the offshore platform under various loads

The tree is generated for three different load directions. For zero degree of
direction, the first damage is observed in member 26. After that, this member
is followed by members 31, 41, 30, 27, 38, and 49. When the damage initiates
in member 49, the load level reached the ultimate level. For 90◦ direction, the
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first damage can be noted in member 28. The other members are 38, 55, 32, 29,
44 and 50. In case of 45 degree loading direction, the first damage is detected in
3 members in parallel labelled as 31, 28 and 26. The reason behind this is that
the load is equally distributed over 2 orthogonal directions which caused three
members to fail at once.

3.3 CDF of Component Types

After the successful identification of the failure-prone members of the offshore
platform, it is necessary to choose proper cumulative distribution functions
(CDF) for the calculation of the survival function. In this study, the compo-
nents are the failure-prone members of the platform grouped in four different
types according to tube total diameter (di) and wall thickness (τi). These groups
can be found in Table 1.

Table 1. Overview of the failure prone component types

Group di [m] τi [m] μi σi

3 0.013 0.406 1.000 0.895

4 0.010 0.356 0.769 0.805

9 0.013 0.550 1.000 1.000

10 0.019 0.559 1.462 1.008

As many environmental factors influence each platform individually (cor-
rosion rates, ocean movement, fatigue, and usage of protection measurements
against these), in this study a general log-normal distribution is assumed. The
two form factors (mean μ and standard deviation (σ) are under strong influ-
ence of the environment and the individual situation the platform is modelled
or investigated in.

Thus, as a proof of concept, the mean time of failure and standard devia-
tion is assumed to be of unity for the component group 3. To properly scale the
other groups’ parameters, in first order approximation, the mean follows μi ∼ τi
and σi ∼ √

di, respectively. In an applicated situation, the distribution of failure
times can be obtained in dependence of the individual situation. As corrosion is
one of the most important influences to offshore reliability, the corrosion rate can
be measured over time and compared with the thickness of the affected members
to estimate the probability that a member has corroded to an unstable state at a
given time. Additionally the corrosion can be modelled if precise measurements
and knowledge about the situation is available (e.g. salinity, pH value and corro-
sion countermeasures). Also the influence of fatigue can be taken into account.
In the most optimal case, a thorough study of the material behaviour can be
done on similar structures already present. The repair and maintenance rates
can be easily adopted to estimate values for the mean values of the failure times
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of a certain component type (standard deviation is then just a matter of how
the data spreads).

Measurements concerning the structural properties that relate to time-
dependent reliability are, as all measurements, to some degree imprecise. Addi-
tionally, many aspects of the temporal behaviour of the structural elements is
only known to a certain degree beforehand. Thus imprecision has to be taken in
account. To demonstrate imprecise probabilities in this case, the survival func-
tion can be computed by using an upper and lower bounds (F k(t) and F k(t))
for the CDF together with the survival signature formalism [4]

P (TS > t) =
m0∑

l1=0

...

mk∑

lk=0

[

Φ(l) ×
K∏

k=1

(
lk
mk

)

F k(t)mk−lk
[
1 − F k(t)

]lk
]

, (3)

Fig. 4. Survival functions of the system

In this example, the highest and lowest value of μi was chosen to generate
upper and lower bounds for the CDF and thus to generate a bounding p-box
for the time-dependent reliability. The corresponding survival functions can be
found in Fig. 4. The survival functions not only show the expected behaviour in
reliability for the whole system, it becomes also clear that using only slightly
different probability distributions can have grave impact on the long term relia-
bility of the system.

4 Summary

This study shows that structural information can be obtained in order to apply
the survival signature formalism - which originates from system reliability - to
structural problems.
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With the introduced method, it was possible to identify the members of the
offshore structure whose failure leads to overall system failure. It becomes clear
that under load only a selected few of the components of the platform are relevant
to the failure modes of the platform. This reduces the amount of components
to be considered in the system reliability measurements and makes the analysis
using system reliability methods feasible. Originating from observations made
during the initial state of the system a reasonable prediction of the behaviour in
time can be made. For example, a maintenance cycle can be defined by setting a
certain value for the reliability: as soon as the reliability is less than the defined
value, maintenance has to occur.

However, individual temporal behaviour is highly dependent on the environ-
mental situation and has to be implemented carefully. The impact of imprecise
probabilities is to be taken into account properly in the future.
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Abstract. Cybercrime is not only a social ill but it does also pose a tremendous
threat to our virtual world of personal, corporate and national data security. The
recent global cyberattack of WannaCry ransomware has created an adverse
effect on worldwide financials, healthcare and educational sectors, highlighting
the poor state of cyber security and its failure. This growing class of cyber
attackers is gradually becoming one of the fundamental security concerns that
require immediate attention of security researchers. This paper explores why the
volume and severity of cyberattacks are far exceeding with the capabilities of
their mitigation techniques and how the preventive safety measures could reduce
the losses from cybercrime for such type of attacks in future. It further expresses
the need to have a better technological vision and stronger defenses, to change
the picture where human cognition might be the next big weapon as a security
assurance toolkit.
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1 Introduction

Constant stream of news on cyber offences has contributed to a sense that cybercrime is
out of control, whether it is or not, but it knocks down the false sense of growing
security in the arena. Every year, millions of personal information are stolen or critical
data become unavailable by encryption [30]. It may not be wrong to say that today’s
cyber security challenge, in a nutshell, is crafting an impression that attackers are far
ahead of the defenders [25]. McAfee Net losses reports says that “Annual economy
grows from $2 trillion to $3 trillion and cybercrime costs US$375 billion to $575
billion to the global economy” extort 15%–20% of the value [16]. Keeping a dollar cost
on cybercrime and cyber espionage becomes the headline, but the most obvious
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questions about its damage on victims are the loss of cyberspace [24]. The threat
landscape is dynamic and constantly adapting new methods of exploitations [27, 39].
The security measure usually gets exposed from time to time which make traditional
security measures insufficient to protect the digital assets. We studied the adapting
ransomware attack incidents; they are threatening the cyber security in an ongoing
fashion. Hence, we need to strengthen security with power of computation.

2 Background

Cybercrime is taking various forms to exploit financial, corporate, consumers credit
card or government agencies’ confidential information and usually gain attention when
millions of records are stolen by the hackers. The past attack trends show the

Table 1. Major Cyberattacks of the years

Dates Company Description of breach

May
2017

Microsoft A worldwide cyberattack by the WannaCry ransomware
crypto worm, exploit Microsoft Windows & targeted the
computers running over Windows operating system, and
have encrypted the data of approx. 200,000 systems under
150 countries [6, 32], demanded ransom payments in the
Bitcoin cryptocurrency

Dec 2016 Ukraine power grid The spear-phishing emails hampered utility’s network and
malware caused denial of service attack, targeted number of
critical infrastructures even blackout the power plants

Sep 2016 Yahoo Massive data breach exposed the records of 500 million
customer names, email addresses, phone numbers and even
their hashed passwords

April
2016

Philippine elections
voters’ data

The personal information of approximately 55 million
voters was made public by Lulzsec Pilipinas [7] from
(COMELEC) Philippine Commission on Elections

Feb 2016 Hollywood
Presbyterian
Hospital

Sensational security attacks against Hospital that was
compelled to pay a whopping $17,000 ransom to regain
access on the files locked by ransomware

July 2015 Ashley Madison
data breach

Through a bad MD5 hash implementation over 37 million
customer records and their account’s passwords were made
vulnerable [12]

Feb 2015 Anthem data breach Millions of records compromised in a healthcare network
via attack on administrator password [27]

Dec 2014 Yahoo The biggest data breach in history up to one billion user
accounts was compromised [27]

May
2014

EBay Massive data breach exposed records of site’s 233 million
customers, including names, email addresses, physical
addresses, phone numbers and birthdates [14]

(continued)
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exponentially rising impacts of cybercrimes in our real and digital world. Some of the
prominent attack incidences are imprinted in Table 1 depicts the growing confidence
and maturity of the complex cyberattacks, requires immediate attention.

There are various reasons for hackers to hack—better indigenous organizational
capabilities mean a greater return from hacking [16]. Attackers see low risk from
cybercrime, with ever increasing benefits as industrial, manufacturing, information
communication and research capabilities improve around the world [28, 31], their
returns on stealing data, IP or other critical resource will always increase [16].
Regardless of the reasons of attacks – corporate revenge extortion or simply malicious
hacker’s behavior – web services are at higher risk of critical data and financial losses
as well as damage of their global business reputation [24]. The cybercriminals produce
high returns at (relatively) low cost and low risk e.g. the ransomware attacks.

3 Study of Ransomware

The rise of ransomware cyberattack is not a new form of extortion – from its dormant
introduction three decades ago. It is a type of cybercrime extortion scheme formed from
ransom with software—prohibits users for accessing their critical resources until a
ransom is not paid [5]. Currently, ransomware attacks hinder system operation in three
ways: locker ransomware: by blocking accessing to the system; crypto ransomware:
by making data unusable by means of encryption algorithms; and by combining of
locker/crypto ransomware. The crypto ransomware can be most destructive typically
using strong encryption algorithms. The cybercriminals typically trap the users to
activate this malicious software through phishing email (HTML links or attachments),
they encrypt the critical data with a private key owned by attacker and demands money
from the users for the digital key to unlock and regain the access on their own data [6].
To escape from law enforcement, these cybercriminals use anonymous payment
methods usually in cryptocurrencies e.g. bitcoin [15].

Table 1. (continued)

Dates Company Description of breach

Feb 2014 Michaels stores Under a fraudulent activity hacker attacked on the data
security of Michael’s stores and exposing 2.6 million
records of U.S. payment cards that were used at Michaels
stores [2]

Jan 2014 Neiman Marcus Hacker exposed 1.1 million records of customer cards
Dec 2013 JPMorgan Chase Hackers directly attacked on banking giant’s network and

compromised the personal information of 465 thousand card
holders [24]

Nov/Dec
2013

Target A highly specialized attack through a Malware stored on
Target’s checkout registers that theft of data for approx.
40 million credit & debit card accounts and personal
information of up to 70 million customers [30]
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The rising usage of an untraceable digital cryptocurrencies, the swift money that can
be made in ransomware scams appears for the incensed innovation in the cybercrime
world. These cyberattackers have started representing ransomware-as-a-service model.
To wider the network they are providing customizable ransomware and easy-to-follow
instructions to nontechnical users. The increasing rate of return from attacks, is the
attacker’s incentives on the other hand defenders are lacking the incentive to do more, as
they are underestimate the risks that results the growing losses from cybercrime.
Attackers can buy software in the line of ransomware-as-a-service for collecting ransom,
that generally happens in crypto-currencies. The critical resources of profiled clients are
typical targets of ransomware attack. Also, they prepare the database of such type of
clients. Hence paying ransom sometime may prove to be invitation to further extortion.
Analyzing the data of previous attacks, we can summarize the types of ransomware.

3.1 Types of Ransomware

• BitCrypt is more refined ransomware act for the theft of cryptocurrency e.g.,
Bitcoin.

• Critroni or Curve-Tor-Bitcoin (CTB) locker ransomware uses the Tor network to
mask its C&C communications. e.g. CTB Torrent Locker adds CAPTCHA code
and redirection to a spoofed site and asks ransom in Bitcoins.

• CRIBIT malware extorts in the form of Bitcoins for unlocked files.
• Cryptorbit or CryptoDefense, malware not only encrypts database, web, Office,

video, images, scripts, text, and other non-binary files but also deletes backup files
to prevent restoration of encrypted files. It traps the system and demands money for
decryption. It can be easily spread as compared to other malwares via removable
drives hence eliminate the need of network connection or relying malware down-
loader to infect the systems.

• CryptoLocker Ransomware encrypts files, rather than locking the system. It usually
downloads from the spammed message attachment. Variant of CryptoLocker might
abuse Windows PowerShell feature to encrypt files and remain undetected on the
system and/or network.

3.2 Activities of Ransomware

A Ransomware zip’s target critical file types such as .DOC, .DLL, .EXE, .XL and
overwrites them keep them in password protected zip files in the user’s system. It asks
ransom through a note for the zip file password or the decryption key. Furthermore, a
Ransomware targets Master Boot Record of a vulnerable system to keep undetected till
it displays ransom notification. A Ransomware infects known critical file, such as
user32.DLL and locks the screen of the infected computer thereby prevents detection
by behavioral monitoring tool. e.g. the infected user32.DLL will begin a chain of
routinesload ransomware and lock the screen with projecting a ransom image mes-
sages. In this paper, we carried out a detailed analysis of a severe crypto ransomware
attack. It is known as WannaCry because of the name present at its application
descriptor. It has caused global business loss due to the fast spread rate and encryption
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complexity [10]. The healthcare, educational, financial and telecommunication orga-
nizations were adversely affected [4]. We put an effort to expose the uniqueness of this
attack and explore the direction of research to strengthening the security measure.

4 WannaCry Ransomware

At the peak of a harried work day on Friday May 12, 2017, and a legitimate-looking e-
mail lands in the inbox: the company’s security software detects a security breach,
prompting to run an instant background scan for malicious code over the machines.
Usually, in hurry, the common tendency among the users is just to click ‘accept’
without reading [9]. That swift, incensed click send over the fake e-mail drill malware
itinerary into the company’s network and encrypted the data and convert the machine
to a zombie botnet ready to fires off more spam [15]. Many accessible files are
encrypted over the infected machine and a ransom note appears over the screen shown
in Fig. 1. The attacker seems to have a much better grasp on human psychology over
the practices meant to defend [26].

Cause of attack: The new software releases, brings up fresh and important features
along with unexpected vulnerabilities. The critical notifications and fixes turn up after
the exploits are identified [35]. These vulnerabilities are ongoing problems for the
customer facing applications and services that create storm of threats [20]. The files
detailing vulnerability was leaked before it gets patched [4], which was exploited to
encrypt data on affected user machines and demands ransom payment in the form of
bitcoin. Microsoft instructed users to apply the recommended patches over services
network environments as a preventive measure. The benefits of being able to swiftly
update code to address newly discovered vulnerability outweigh the risks leaving
millions of devices vulnerable until they are modified [35].

The impact was wide spread due to the delay in patching across the globe hence,
infected over million systems within a short span. Those systems which applied the
Microsoft Windows critical patch released in April 2017 were protected against the
attack [32]. The Bitcoin activities were also increased indicating some success with the
ransomware. It would encourage more variants and efforts to expand this type of
attacks in near future. Will the patches and Managed Security Services tools fully
protect a customer’s environment from such type of attacks in future? The patching is
just a virtual pace to move ahead with real loss – not a security approach for the
organizations and is unavoidable in future at the cost of next vulnerability.

In past ransomware attacks ransom note were displayed as an image over the
infected machine, but the WannaCry uses an executable file pretending to be a benign
program displaying the note using SetForegroundWindow() adaptable in different
language formats [32]. Nevertheless, the attacker’s plans to execute a ransomware
attacks to generate maximum illegal revenue, but the recent attack set comparatively
less ransom starting from $300, increased to $400 after two hours and finally $600 per
endpoint so on [4]. The motive appears to have widespread impact. This ransom
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payment application was engineered to make it easy for the victim to pay via bitcoin to
anonymously receive payment from anyone [5]. Furthermore, Unique bitcoin wallet
address is generated for every infected machine, however due to a race condition bug
the code has not executed as intended by the attackers. Later, the bitcoin address is
defaulted to only three hardcoded addresses, due to which it was impossible for
attackers to identify which victims have paid, hence unlikely to ever get their files
decryption key. On May 18, the attacker subsequently released a new version of the
malware to correct the flaw. But they were comparatively unsuccessful like the original
version impacted [4].

There were two issues associated under this exploitation, widespread patching for
MS17-010 is the first challenge and secondly the malware had used a strong asym-
metric encryption by employing the RSA 2048-bit cipher to encrypt the files. This was
potentially the most damaging aspect of these attacks due to the strength materialize
virtually impossible to break [32]. Comparatively the past ransomware codes were

Fig. 1. The critical files gets encrypted and application wanna descriptor ransom note appears
over victim system informing the instructed to pay ransom.
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simplistic without modularity but the recent WannaCry architecture is modular in
nature. This feature is known to be used for legitimate big software development
projects, or used in various complex malware projects such as banking Trojans [32].
This indicates that WannaCry code is more likely prepared by highly organized
cybercrime gangs and reminds Dridex [17] and Locky attack [22].

WannaCry spread at an alarming rate until a ‘kill switch’ was accidentally dis-
covered by Marcus Hutchins, a 22-year-old self-taught cybersecurity researcher [4]
who identified a hardcoded domain from a part of its code i.e.http://www.
iuqerfsodp9ifjaposdfjhgosurijfaewrwergwea.com. This was unregistered and swiftly
turned it into a sinkhole by the security researcher [32]. It enabled access to the
sinkhole domain from the endpoints. The machines infected over the weekend carrying
this domain, became reachable after weekend and malware was not activated on those
endpoints [32]. However, the ‘kill switch’ was not helpfull for organizations whose
data was already affected, leaving behind the option to rely over the backups [5]. These
domain calls have only worked for the directly connected systems i.e. the attack was
halted for consumer devices, which were not having proxies [32]. The workaround had
failed if the endpoint proxies the traffic. It specifies attacker’s intent was the corporate
networks where endpoint traffic is usually through proxies. It shows how intelligently
the attackers have targeted the attack vectors. The traditional security measures remain
insufficient to protect the digital assets with evolving attacks.

5 From Security to Safety

Continued successes of a cyber-security attack have highlighted the weakness of
security measures. When a new security measure evolves, its effectiveness and accu-
racy increases rapidly by the time it gets deployed, where it grabs broad exposure to the
real-world scenarios and threats as depicted in Fig. 2. When the expert’s suggestion
and feedback of the development team with inclusion of other defense measures are
incorporated, the technique further improves in accuracy. This trend continues up to a
level of effectiveness by the time adversaries starts responding. After performing rig-
orous experiments, the attackers explore new ways to evade the defense by developing
countermeasures to trim down its value.

Fig. 2. Reducing effect of security measure [33]
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5.1 Insufficient Security Measures

The security measure gets exposed over a period. They should regularly strengthen
with power of computation. It is also desirable to learn from the past incidents and
incorporate the required changes in the security measures (Table 2).

The researchers have hopes from behavior analysis to overcome the limitations.
Under behavior recognition, every program execution has certain behavioral charac-
teristics. The behavior recognition technique allows the program to execute under a
safe ‘sandbox’ and observe its behavior as a benign or a malware program—for
example, the program execution stats accessing the email distribution lists or editing
registry keys or trying to disable the anti-malware packages without user interference
[9]. The analyses of these behavior patterns are complex that separates the malicious
behavior from the benign behavior [34]. The threat behavior database also requires
continuous update but not as instantaneously as it is required for signature base update
to avoid zero-day attacks.

Journaling and Rollback: The behavior recognition might also not be enough for
short-term behavior recognition [34]. The malware writers might be clever enough that
program exhibit the malicious behavior with some delay. So, we need a long-term
behavior analysis pooled with journaling and rollback feature [34], checkpoints based
execution, file modifications, memory locations mapping, registry keys tracking i.e.
journaling of all entities. This is to keep track of a before and after image of every
change. If malicious behavior is identified at some later stage, its change impact can be
minimized by deleting and rolled back, returning to the checkpoint at some known
good state. Together, these approaches would improve performance of attack detection
and mitigation techniques to a broader range of malware and will reduce the time spent
in distributing signature updates and cleaning infected systems [9, 34].

Table 2. Limitation of traditional Security measure

Attacks Security measure*

Intrusion As the numbers of signatures are exponentially growing with recognized threats.
It is impractical that endpoint systems always have the most updated version of
the latest signature, hence foolproof endpoints security is impossible in signature
based detection

Zero-day The attack surface remains open for a new exploit by the time it is identified and
signature is updated in antivirus based intrusion detection systems. The
cybercriminals and hackers use this window period to propagate new attacks
using the botnets and various other techniques

Specific
IP

The cybercriminals and hackers target to a specific system or organizations with a
new method of attack or exploit where no prior information or signature exist
leaving the endpoint insecure in a targeted attack [29]

The
hybrid

Cybercriminals are using hybrid techniques using malware crypters, server-side
polymorphism and explores other methods to disguise malwares from the
antivirus packages hence fail to recognize by the signatures
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5.2 Genesis

Cleaning up in aftermath of cybercrime is costlier than the cybercrime itself. The
organizations that fail in protecting their networks might have rising competitive dis-
advantage. They might experience a reduced valuation if ever hacked. This is the time
to embrace new security approach or existing measures to make sensitive enough for
considering the limitations of the existing approaches. Cybersecurity is not just the
problem of a techno scientist—its potential solutions need inputs from psychologists,
economists and human-factors specialist [26]. The human behavior and cognitive
response can play a prominent role to safeguard from unauthorized access in cyber-
space [21]. The active involvement of user cognition can strengthen the security.
Security and safety are open-ended subjective problems, though security becomes
worse over a compromised system, with growing uncertainty about the knowledge and
capabilities of attackers. The system’s interaction with its environment requires sub-
jective assessment by a designer, security administrator and user.

We cannot assure that system is 100% free from malicious programs. It is also
difficult to assure that entropy of credential is free from brutal force attack from an
illegitimate user. Cryptographic security is also dependent on computational limitation.
Hence, security assurance against unauthorized access is difficult to evaluate under the
existing access control mechanism. A critical application needs high security, privacy
to assurance its digital identity. Application might have various distinguishable func-
tionalities. Do all require same level of protection? The need of security assurance can
also vary with the criticality of operations the application is performing at an instance.
How do we achieve confidence about access control security as classic philosophical
problem especially when it is impossible to examine every possible circumstance that
assures our belief? Assurance cases are inherently defeasible, which means that there is
always the possibility that something has been omitted. When we say that we have
“complete” confidence in a claim, we understand that this only reflects what we know
at a point in time [4].

5.3 Security Assurance

Security assurance intends to provide a degree of confidence instead of a true measure
of how secure is the system [37]. An assurance case is a structured argument that
system properties are as per desire i.e. safe, or reliable, or secure against attack, where
as “safety case communicates a clear, comprehensive and defensible argument about
the acceptability for safe operation in a particular context.” [38]. The assurance
against ransomware attack also depends on the safe design of the system, i.e. the
system properties are safe (considering the threat of ransomware attack). It assures that
existing vulnerability cannot be exploited by a ransomware. Furthermore, Implicit
assurance by means of best practices for recover to acceptably safe or secure to
minimize impact.

Explicit assurance: A system is acceptably safe or secure; means have an implicit
assurance case. To have an explicit assurance case, it needs some changes in the
system, and setup rules to assess the user, service provider for subjective assessment
producing the impact on assurance case, where even a compromised system can
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become insensitive to exploit the full capability. In the line of explicit assurance, we
propose an assurance framework, which does not strictly follow the interpretation of
conventional method of accepting full range of evidences to provide either full-access
(trust) or no-access (no-trust), rather it could accept partial evidence and provide dif-
ferent levels of assurance controls. The less critical functionality can be performed by
providing the most relevant evidence. Hence if vulnerability exists in the system, the
full capability of the system cannot be exploited during the attack.

5.4 Theoretical Basis for High Assurance Framework

The assurance case argument shows how a high-level claim (e.g. “the system is ade-
quately secure”) is ultimately supported by detailed evidence at specific level of con-
fidences. An assurance case will refer to a range of evidence, and will show how
various evidences combine to provide confidence in higher-level properties [38]. It
captures the rationale of why the evidence we have produced because of the low-level
activities provides a reason to believe the high-level claim. Evidence could be priori-
tized from the weakest to the strongest; the most relevant evidence only provides a
gradual support for claim, hence setup connection between evidence and claims
(Fig. 3).

To explain the framework, we give an example of traditional access control
methods, which provides full privilege PMax to an application up to its maximum
functionalities FMax, depicted as follows:

pi xð Þ :¼ 0; x ¼ 0;
F1jjF2jjF3jjF4jjF5jjF6; x ¼ PMax

�

If the application capabilities are disintegrated under different functionalities, which
can be mapped with gradual variation in privilege, the traditional access control methods

can be represented as pi xð Þ :¼ R PMax

0 F xð Þ where F xð Þ � F1\F2\F3\. . .\FMaxð Þ.
Under assurance framework there should be a threshold in privilege p as per user is need
and recognition F xð Þ. It sets the benchmark for executable and non-executable

Fig. 3. Claim confidence and security assurance framework.
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functionalities i.e. below threshold functionalities are executable pi xð Þ\ R p
0 F xð Þ while

above threshold remains non-executable pi xð Þ[ R PMax

p F xð Þ, hence during an attack
instant, certain functionality remains protected unlike the traditional threat over the entire
system. Hence, protected up to the extent of functionality usage.

The proposed framework will utilize user cognition to use specific functionality of
the application which will set the threshold of privilege; and hence meets the situational
need with optimum level of privilege at each of the login instances. We suggest the
functionality separation approach for the shake of application security and balance it
with credential safety by means of user cognition. It is controlled by multiple cre-
dentials to provide different level of access. Hence, functionality access can include
both user identity and intent. The access to the resources is stablished by setup of the
multi-layer trust instead of solely user’s identity (password), although user cognition
should be an exemplary constituent of the overall judgment [36].

The Fig. 4 illustrates if there are three levels of privilege covering six different
functionalities of an application. Assume the level-1 functionalities fulfil user needs in
70% occasions which would keep the 30% uncovered functionalities in safe zone (20%
in level-2 and 10% in level-3). At level-2 the 10% uncovered functionalities will
remain under safe zone, whereas at level-3, since none of the functionality is protected
that implies entire application will behave in traditional way and no functionality will
be under the safe zone. Traditionally the entire application provides full privilege for all
functionalities without the concept of safe zone as illustrated in Fig. 4. Hence the entire
application suffers the threat against any attack vector (Table 3).

Fig. 4. Functionality vs. privilege usage threshold, and its comparison.

Table 3. Three level privilege

Level Range User request Usage % Safe zone

Level-1 0\x\P1 f1 xð Þ ¼ R P1
0 ðF1\F2\F3Þ 70 30%

Level-2 P1\x\P2 f2 xð Þ ¼ R P2
P1 ðF4\F5Þ 20 10%

Level-3 P2\x\P3 f3 xð Þ ¼ R P3
P2 F6ð Þ 10 0
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The traditional design, which does not allow privilege verses functionality subdi-
vision, hence it cannot leverage the benefit for securing the critical functionalities. The
concept of safe zone provides explicit assurance to the system. Here we need to design
the application by clear subdivision among the functionalities, and the criteria of
subdivision is influenced with the criticality of the functionality. It provides extra range
of control to users, who can take naturalistic decision as per situation of logics [36] e.g.
avoid performing critical functionality of official work from personal computer where
no extra protection of firewall.

6 Conclusion and Future Direction

We are facing tremendous threats to our personal data and the value it represents
attracts thieves. The paper covers past ransomware attacks and the detailed analysis of
the recent WannaCry ransomware attack that have impacted wide range of computer
systems by exploiting a security flaw of Microsoft software. In recent years ran-
somware is progressively an intensifying threat; with forthcoming new variations
presenting the increasing success of ‘ransomware-as-a-service’ of attackers’ business
model. The paper discuss how ransomware authors are constantly modifying their
games, techniques to snag victims and to stay ahead of security researchers. They are
trying new tricks to exploit the vulnerabilities of widespread software. The prominent
causes of cyberattacks are due to the ongoing expansion of attack surface, exploitation
of applications vulnerabilities, augmented attacker sophistication, the lack of integrated
security technologies, the rising cost of breaches, and the shortage of skilled security
talent to fight back.

The frequent occurrences of ransomware attacks, employing complex encryption
algorithms, which become more challenging to protect the mission critical application.
It became undoubtedly a serious challenge, as most of the time the encryption methods
incarnations are unbreakable, as unable to reach the limits of modern cryptography.
Enterprises and application designer should take preventative measures to design the
application in such a way that can reduce the impact of the attack and can safeguard the
critical functionality of an application by harden the systems among different layers.
The proposed framework suggests few steps to consider while designing a mission
critical application to protect against ransomware attacks. The key is to proactively
deter ransomware attacks through explicit assurance. We hope this framework can
suggest application designer to more proactively cope with the increasingly sophisti-
cated threats of ransomware and try to address it at application design level.
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Abstract. Smart city trend with Artificial Intelligence, Internet Of Thing and
Data Science has been attracting a lot of attention. Following this trend, smart
applications that help users improve their quality of life, as well as work, has
been investigating by many researchers. In an era of industry 4.0, collecting and
exploiting information automatically is essential so that many studies have
proposed models for solving storage problems and supporting efficient data
processing. In this paper, we introduce our proposed graph-based system called
SAR (Smart Article Reader) that can store, analyze, exploit and visualize text
streams. This system first gathers daily articles automatically from online
journals. After articles are collected, keywords’ frequency of existence is cal-
culated to rank the importance of keywords, finding worthy topics and visually
display the results from user requests. Especially, we present the application of
Burst Detection technique for detecting periods of time in which some keywords
are unusually popular. This technique is used for finding trends from online
journals. In addition, we present our method for rating keywords, which share
similar Bursts patterns, based on their term frequencies. We also perform system
algorithm testing and evaluation to show its performance and estimate its
responding time.

Keywords: Graph database � Visualization � Keyword extraction
Burst detection

1 Introduction

There are averagely more than 100 articles posted every day on an online newspaper. It
takes at least 2 min to read an article and more than 3 h to read all of them. Since there
are more than 20 online newspapers in Vietnam, it takes plenty of time to read and
convey information in order to find newsworthy topics. Hence, we build a system that
automatically collects articles from online newspapers, manages and exploits infor-
mation from those articles in order to help users to find newsworthy topic quickly and
visually as well as track the progression of those topics.

The purpose of our application is to answer a number of questions such as “What
are keywords of an article?”, “What newsworthy keywords are widely used for a
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particular topic?”, “What keywords have been most commonly used lately?”, “What is
a lifespan of a keyword?”, “What keywords are used most?”, “What are interesting
topics during a time span?”, “What periods of time a keyword occurs with unusually
high rates?”, etc. So, our goal is to develop a system for collecting, storing, exploiting,
and visualizing text stream of daily articles from Vietnamese Online Journals. We
believe that our proposed system is totally new and necessary in Vietnam and it is
absolutely simple to apply to other languages in other countries. To develop this
system, we research and apply some main techniques including Web Crawling, Text
Stream Processing with Topic Model, Burst Detection and Text Stream Visualizing by
Graphs. We use the TF_IDF technique to find popular topics of articles and also of
columns (each article is divided into some categories called columns). In particular, we
use the Kleinberg algorithm [1] in searching for periods of time in which keywords
appear continuously. Those periods of time are known as “Burst” and this Kleinberg
algorithm is called Burst Detection algorithm. In this paper, we introduce our general
system design, describe how to apply Burst Detection technique to build an important
system function, carry out testing, evaluation and analyze experimental results. The
paper is organized as follows. The next section gives a review about document stream
and Burst Detection. Section 3 presents our design, explains the implementation of
Burst Detection technique and illustrates the algorithms. The system testing and
evaluation are shown in Sect. 4. And finally, we draw a conclusion in Sect. 5 which
discusses about the advantages and disadvantages of our proposed system and plans
some future works.

2 Related Work

2.1 Document Stream

In this work, a document stream is considered as a data stream. It is defined as a
sequence of articles that have a temporal order. Figure 1 shows an example of a doc-
ument stream. In this figure, the documents which are articles arrive in a temporal order.

2.2 Burst Detection

The rapid increase of a term’s frequency of appearance defines a term burst in the text
stream. Thus, a term is considered as bursty when its frequency is encountered at an

Document (article) stream

t-4 t-3   … t     t+1   t+2  t+3           …   t+7

Terms/
keywords

Time

Burst labeled (t-4 – t-3) Burst labeled (t – t+3)

Fig. 1. Document stream and bursts of keywords
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unusually high rate. The identification of bursts is known as burst detection procedure.
Burst detection has been applied by many fields such as biological and finance [2] to
solve problems related to time series analysis. Among the proposed methodologies
such as test-based method [3], parameter-free method [4], burst detection for events [5,
6], burstiness [4, 7–9], a widely-used one is the two-state automaton proposed by
Kleinberg [1] which is used for our system implementation. Kleinberg proposed a burst
model where a burst is defined as a rapid increase of a term’s frequency of occurrences.
If the term frequency is encountered at an unusually high rate, then the term is labeled
as ‘bursty’. The work is used to identify bursts in text stream and produce state labels of
bursts. In this work, articles are published every day, so we identify a burst of an article
by a period of time it continuously appears and we label its burst name “start time – end
time” (see Fig. 1). The shorter the data arrival time interval, the higher is the degree of
burst state and vice versa. The Kleinberg algorithm is applicable to various document
streams [10, 11] such as e-mails [12], blogs, online publications [13], and social
network [14, 15], etc.

To sum up, Burst detection is a way of identifying bursts, periods of time in which
some events are unusually popular. In other words, it can be used to identify fads, or
“bursts” of events over time. The idea of using burst detection in this paper is to
identify trends from online journals. We carry out our experiment with Vietnamese
journals which need more complex text processing tasks.

3 System Design

3.1 Context Introduction

There are averagely more than 20 online newspapers with dozens of articles posted
daily in Vietnam online journals attracting a large number of readers. The most
important requirement of readers is to find the significant information contained in this
huge amount of data spending as less time as possible. Readers also have the need of
tracking timeline and evolution of crucial topics. Thus, we consider these articles which
are published continuously as a document stream. Then, our whole system goal is to
collect these articles to create, store, extract and visualize important information with
graphs. To extract information from collected data, we keep developing functions and
Burst Detection is one of technique we apply for a function to support users find topical
trends and track the evolution of the topic over time. We believe that our proposed
system is currently a new system in Vietnam and Burst Detection application in
extracting information from online journals is also novel and useful for further
research.

4 System Architecture

Our system model is presented in Fig. 2. It can be seen that data is first collected by the
Crawler and transferred to the Processor. Here, the data is organized in a Tree structure.
Next, the processor implements two main groups of algorithms: the first group consists
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of Text Processing Algorithms, including Vietnamese Text Segmentation, Stop Word
Removal, Topic Detection using the Keyword Extraction approach, which means each
topic is represented by a set of keywords and Burst Detection which is our main
contribution in this paper. This group of algorithms is responsible for processing,
calculating and storing the results. The second group comprises algorithms that expire
outdated data, eliminating meaningless data from the system, using a time sliding
window, including some algorithms such as Wjoin, PWJoin, etc. In general, the main
task of the Processor is to process, calculate and store the results. Finally, the Visualizer
interacts with users through the visualization interface and allows users to view,
organize and save the output.

The system collects, processes data and then stores the processed data every day.
We consider each article as an object called Article (Title, Author, Description, Con-
tent). Articles come continuously over time into a large text stream. Based on the
characteristics of the articles, we group them by Day, Column: Each Day has n Col-
umns, each Column has n Articles. Collected data can be stored (also on external
storage if needed) and transferred to the storage structure of a Tree. Then, the system
performs a text segmentation step (Data Processor) and calculates the term importance
using TF-IDF. Next, the system visually shows the results of user requests. In addition,
the system also runs algorithms that eliminate expired datasets in the text stream based
on a sliding window with a set time parameter.

Journals

CRAWLER

VISUALIZER

Storage

Time Sliding Window

VnTokenizer

Keyword 
Extraction

Stop Word 
Removal

Source 
data

Result 
data

WJoin

PWJoin

Time Window 
Algorithms

PROCESSOR

Text Algorithms

Burst 
Detection

Fig. 2. General system architecture
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The main goal of the system is to detect important topics as well as visualize results
with graphs. Bursts detected are also results need to be visually displayed.

There are five main processing steps in the flow diagram as Fig. 3 describes. First,
the crawler collects articles from online journals in forms of texts. Next, in step 2, the
articles are processed by a word segmentation algorithm called Vntokenizer for cre-
ating connecting syllables of more-than-one-syllable words. Vntokenizer is claimed
96–98% accurate. Then, at step three, the articles are processed by removing stop
words. These stop words are words which are less meaning getting by calculating from
a large set of texts using TF-IDF algorithm. After that in step four, word term fre-
quencies are calculated by using TF-IDF algorithm so that the keyword extraction is
performed and the set of top n important keywords of each article is found out so that
trustworthy topics from those keywords can be extracted (see [16] for more information
about the system).

After defining topics, the set of keywords, we calculate bursts of keywords (a Burst
is a period of time that a keyword occurs continuously by day) based on their times-
tamps. The storage structure is as follows (see Fig. 4).

Figure 4a shows the storage structure for Bursts calculation. Each keyword appears
at different time points may belong to multiple bursts. Figure 4b shows an example of
the keyword “Facebook” that appears at many time points and belongs to 4 bursts.

Crawl data from journals

Import data to graph database

Processing data by VnTokenizer

Processing data by removing stop words

Calculating term importance using TF-IDF

Save results to graph database

Module 1: Crawling
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Fig. 3. Process flow diagram of our proposed system
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Figure 4c describes the Burst of the keyword “Facebook” from 2018-03-21 to 2018-
03-24. The 4 numbers: 8,25,11 and 10 are the ranks (from 1 to n) of the keyword
“Facebook” versus the other n-1 keywords appearing at the same time point. Then we
take the sum of these rankings = 54 as the weight used for comparing the importance
of this Burst to other Bursts of this keyword.

4.1 System Algorithm

In this section, we describe the programming codes for applying Burst Detection
algorithm and rating for keywords which share similar Burst patterns. Burst detection

Fig. 4. a Storage structure for Burst Detection, c An instant of storage structure for Burst
Detection.
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by Kleinberg’s algorithm receives a set of natural numbers and return Burst patterns
which are arrays of continuous numbers. We change the original algorithm to solve our
problem, so the new algorithm called AdaptingBurst gets an array of date as input
parameter and return Burst patterns, arrays of continuous dates (see Algorithm 1).

Algorithm 2 is created for ranking Keywords which share similar Burst patterns by
calculating the sum of Keywords frequency (weight of keywords) at every time points
in its Burst pattern. The values calculated can be used for identifying the most
important keywords.

5 Experimental Results and Evaluation

5.1 Programming Framework

To develop the system, we use some tools and libraries. We will mention briefly their
names and versions here. They are: Scala 2.10.5, Java 8, Spark 1.6.3, Windows
Utilities 2.6.x, Maven 3.3, Neo4j 3.2, Apache-tomcat-9.x, IntelliJ IDEA and Vis.js,
Python 3.6 and JetBrains PyCharm 2017.3.2.
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5.2 Main Functions

Table 1 shows information about the Bursts of keyword “facebook”. Each Burst
(BurstID, Start, End, Weight of Importance) contains an identified number that counted
from 1, a starting time, an ending time, and an importance index that indicates the index
of user’s interest in the topic containing this keyword. This index is calculated by
summing all keyword frequency values in a burst pattern. So, the higher is the weight,
the higher level of interest the keyword has.

Figure 5 illustrates how keyword “Facebook” has appeared in articles from 2018,
March 21st to April 04th. It can be seen that “Facebook” become the most popular in
2 days from April 03rd to 04th. After that, people continue to mention “Facebook”
from 2018, April 06th to 08th. Therefore, burst detection can help users track “hot
trend” of key-words. As we all know, the reason why “Facebook” has become so
highly regarded with high frequency in the above periods is due to the leak of user
information related to the Trump Presidential election in the United States. Our system
also supports users see the results in a visual manner (as seen in Fig. 5).

6 System Testing and Evaluation

The configuration of the computer used for testing is Intel(R) Core(TM) i5-6300HQ
CPU @ 2.30 GHz, 4 GB of DDR4 memory under Windows 10 operating system.

We carry out test cases for Burst Detection function. Experimental results of Burst
Detection function on articles obtained for a continuous period of 9 days are presented
in Table 2. Table 2 shows the statistics on the number of articles collected, keywords
analyzed, keywords occurrences, bursts found and the corresponding processing time.
Through this table, the factors which affect the processing time of the system can be
identified.

In general, the lowest processing time was 11770 ms in the first day when there
was no Burst calculation, the processing time then changed during the following days
when Bursts are detected and especially when Bursts reached the highest number of
170, the processing time almost reached the highest level at 19220 ms. Thus, it can be
seen that as the number of bursts increases, the processing time increases.

Table 1. Bursts of keyword “Facebook”

Keyword Burst ID Start End Importance index

Facebook 1 03-21-2018 03-24-2018 46
Facebook 2 03-26-2018 03-29-2018 22
Facebook 3 04-03-2018 04-04-2018 78
Facebook 4 04-06-2018 04-08-2018 69
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Furthermore, other factors such as the number of articles, the number of keywords,
the number of occurrences of keywords also has little effect on the processing time.
Specifically, on day 19, although the number of Burst is not the maximum one, the
processing time reaches the highest of 19230 ms when the number of keywords
reaches the highest of 180.

Figure 6 is drawn from Table 2 showing the correlation between the number of
articles collected per day and the Burst detection processing time. In general, pro-
cessing time is directly proportional to the number of articles. Thus, when the number
of keywords occurrences increases over time, the Bursts calculation takes more time. It
can be seen in Table 2 that when the number of occurrences gets almost highest values
(567 and 541 on 2 days 13 and 19), the processing time is also the highest one
(19220 ms and 19230 ms). Therefore, solutions for storage or expiration of past data
needs to be taken in the near future in order to optimize the system’s processing time.

In addition, our system collects data every day and generate datasets which can be
effectively reused for further relevant research. These datasets include articles, pre-
processing articles, top n keywords of articles, top n keywords of columns, keywords,
and bursty patterns, top n keywords in a bursty pattern, etc. The form of datasets can be
freely adjusted to meet several different requirements.

Table 2. Time tesing of processing Burst Detection of articles in 19 days

Date
No

Articles
num

Keywords
num

Occurrences
num

Bursts
num

Processing time
(10*ms)

1 162 180 180 0 1177
2 165 179 218 39 1193
3 162 179 251 57 1408
4 159 180 288 73 1534
5 163 177 328 94 1650
6 164 180 272 48 1781
7 159 179 368 133 1620
8 159 179 351 77 1781
9 165 179 350 72 1639
10 163 179 402 111 1512
11 153 179 398 89 1169
12 155 179 455 129 1459
13 156 180 567 170 1922
14 159 179 442 101 1385
15 157 179 514 159 1857
16 159 179 505 115 1561
17 192 177 531 140 1740
18 155 178 454 114 1851
19 150 180 541 146 1923
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7 Conclusion and Future Work

In this paper, we have developed the function of burst detection to find important
keywords in bursty patterns which are relevant to topical trends. The results of our
system can answer the several questions related to a keyword such as (1) How many
revisions a keyword survived, and (2) How long for a keyword appears without
interruption, etc. The outcomes in forms of datasets can be effectively reused for
relevant research. We keep carrying out our further studies to develop new functions
for the system such as News automatic summarization, News automatic synthesis,
Event detection, etc. These functions can use the outcome of existing functions as their
input.

Acknowledgements. This research is funded by Vietnam National University Ho Chi Minh
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Abstract. Security is a critical problem in implementing mobile ad hoc networks
(MANETs) because of their vulnerability to routing attacks. Although providing
authentication to packets at each stage can reduce the risk, routing attacks may still
occur due to the delay in time of reporting and analyzing the packets. Therefore,
this authentication process must be further investigated to develop efficient
security techniques. This paper proposes a solution for detecting black hole
attacks on MANET by using harmony search algorithm (DBHSA), which uses
harmony search algorithm (HSA) to mitigate the lateness problem caused by
cooperative bait detection scheme (CBDS). Data are simulated and analyzed using
MATLAB. The simulation results of HSA, DSR, and CBDS-DSR are provided.
This study also evaluates the manner through which HSA can reduce the inherent
delay of CBDS. The proposed approach detects and prevents malicious nodes,
such as black hole attacks that are launched in MANETs. The results further
confirm that the HSA performs better than CBDS and DSR.

Keywords: Dynamic source routing � Cooperative bait detection scheme
Harmony search algorithm � Black hole attack

1 Introduction

This Mobile ad hoc networks (MANETs) [1] have various important applications, such
as in military crisis operation and emergency preparedness and response, because of the
widespread availability of mobile devices [1]. Scholars have focused on investigating
routing protocols and developed several of them for MANETs [2].

The security of MANETs is important because it ensures the presence of network
services and the integrity and confidentiality of data [3]. Frequent security attacks on
MANETs are usually caused by several factors, such as open medium features, changes
in dynamic topology, and lack of a central management, clear defense mechanisms, and
cooperative algorithms. MANETs consider information security as a critical element
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[4]. In this event, secure communication and information transmission should be
strictly observed and protected from attackers. Security information and transmission
engineers must be conversant with all possible methods of attacks [5]. Examples of
attacks that can be launched to MANETs include black hole attack, wormhole attack,
selfish device misbehavior, Sybil attack, routing table overflow attack, flooding attack,
impersonation attack, and denial of service [6].

MANETs are significantly vulnerable to attacks because of information exposure
caused by the mutual trust of communication among devices [7]. The security weak-
ness of a MANET makes it a potential destination for routing attacks [8]. For example,
a black hole attack modifies the routing function of a MANET, thereby exposing it to
abnormal packet transfers [9]. A black hole attack can also access and propagate
through the network in an unauthorized manner [10]. If the black hole attack accesses
the network, then the protocol will send a route request (RRQE) message to find the
shortest path to the destination. When the black hole attack receives the message, the
protocol will directly send a fake route reply (RREP) to the source node and tell the
node that this path is the shortest path to the destination.

Accordingly, the source node will send the packet through this path; as such, all
packets will drop. Figure 1 shows a typical scenario of a black hole attack [11].

Many solutions are proposed to secure MANETs against black hole attacks.
Although helpful, these solutions may still be exposed to further attacks during data
transmission because a malicious node may become active and may mislead the
detection process. Therefore, this problem can be solved by the solution established by
Chang using the CBDS scheme in 2015. This scheme uses a 90% threshold. When the
packet delivery ratio (PDR) is within the threshold, the scheme will launch an alarm in
the network. Thereafter, the source node, which will be placed on the blacklist, will
stop sending packets and reverse tracing will begin to search for the black hole attack.
The CBDS scheme has also a problem with delay [12], which must be resolved to
attain an increasingly robust and efficient solution. This paper proposes a solution for
black hole attacks in MANETs by using the harmony search algorithm (HSA). The
solution aims to mitigate the delay limitation that exists on the method of Chang [12].

S 1 
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4

S 1 

Source node

D 6
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2
Black hole attack 

RREQ 1 to 6 RREQ 1 to 6

Fig. 1. Black hole attack.
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The dynamic source routing (DSR) protocol and the HSA will simultaneously begin
to send the packet. When the PDR uses the threshold, the CBDS will begin to search for
the black hole attack and the HSA will select other paths for sending the packet.

The rest of this paper is organized as follows. Section 2 presents the literature review.
Section 3 introduces the proposed method for detecting black hole attacks. Section 4
discusses the implementation and the results of the study. Section 5 concludes the paper.

2 Related Work

Security parameters” are metrics in MANET security that are important in all attack
prevention approaches. Being unaware of these parameters may render a security
approach useless [13].

Reference [14] proposed a malicious node detection system (MDS) to prevent
cooperative black hole attacks; the system uses detection and defense mechanisms to
remove intruders by considering normal and abnormal activities. Various fake RREP
parameters, such as destination sequence number, hop count, destination IP address,
and timestamp, are considered in identifying attacks. MDS can improve the PDR by
76%–99%. In this method, decisions about unsafe routes are taken independently by
the source node, and no additional overhead is required. Another study [15, 16] pro-
posed a secure routing method for the DSR protocol to mitigate black hole attacks; the
DSR RREP is modified to generate a plain packet when the destination replies to
reverse path nodes. If the packet is sent, then the node is considered normal; otherwise,
the node is considered malicious [17]. Monitoring the spatial and temporal behavior of
MANETs is helpful. The performance, topography, and security of the networks should
also be observed. An extensive set of experiments were used to validate the perfor-
mance of the scheme proposed by Wang et al. However, this scheme may be exposed
to further attacks during 27 data transmission cycles.

Chang et al. designed and tested the CBDS based on DSR [14]. The results showed
that CBDS performed better than DSR, BFTR, and 2ACK protocols [18]. CBDS
provided higher PDR than BFTR, 2ACK, and DSR. CBDS also presented higher
throughput than that exhibited by the DSR for all simulation cases. Nonetheless, the
2ACK scheme can provide the highest routing overhead over CBDS, BFTR, and DSR,
regardless of the number of malicious nodes [19]. The authors concluded that CBDS is
an efficient scheme in terms of routing overhead and PDR. Figure 2 shows the random
selection of a cooperative bait address (Fig. 3).

Fig. 2. Random selection of a cooperative bait address.
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3 Proposed Work

HSA, which is inspired by music, is an evolutionary algorithm that mimics improvi-
sation and is widely used by musicians. This algorithm is easy to implement and is
based on a simple concept [20]. Simulation with this algorithm involves only a few
parameters because its theory is based on stochastic derivative [21]. HSA was initially
developed for discrete optimization but was eventually used for continuous opti-
mization [22]. Figure 4 shows the step-by-step pseudo code of HSA.

In this minimization problem, the solution vector (2, 3, 1) for the global minimum can
be easily found. However, the harmony search finds the solution vector in another way.

Figure 4a shows that harmony memory (HM) is initially structured with randomly
generated values that are sorted based on the objective function. A new harmony (1, 2,
3) is then improvised after considering that HM: x1 selects (1) out of (2, 1, 5); x2
selects (2) out of (2, 3, 3); and x3 selects (3) out of (1, 4, 3). The new harmony (1, 2, 3)
is then included in the HM because its function value is 9, whereas the worst harmony
(5, 3, 3) is excluded from the HM Fig. 4b. Finally, harmony Search improvises the
harmony (2, 3, 1), which has a function value of 3, known as the global minimum.

Fig. 3. HSA pseudo code.

Fig. 4. a and b. Initially structured HM and Subsequent HM.

Detection of Black Hole Attacks in Mobile Ad Hoc Networks 49



where n is the dimension of the solution vector; f (�) is the objective function, and
HMS is the number of solution vectors hived in the HM [23].

The proposed approach can detect and prevent black hole attacks that launch
malicious nodes in MANETs. This scheme can help the source node select a neigh-
boring node that will work in tandem to identify the bait destination for a malicious
node, which will then send an RREP message as a response. The scheme uses reverse
tracing to identify and prevent malicious nodes, thereby helping launch an alarm in the
network when the system observes a significant decrease in the PDR. In turn, the alarm
launches a malicious node detection mechanism to prevent false nodes.

DSR, which is the basis for CBDS, traces all node addresses used during the
routing path (i.e., from source to destination). However, DSR may not provide any
information to the source node to differentiate the replies of malicious nodes (false
RREP) and true nodes. This occurrence may misdirect the source node, which may
send packets through the false shortest route advertised by the malicious nodes.

This scheme adds a HELLO message to the CBDS to facilitate and identify the true
neighboring node and traverse the subsequent node within one hop. This paper pro-
poses the use of HSA to reduce the delay in malicious node detection techniques, such
as CBDS.

This algorithm uses the proposed HSA–CBDS scheme to send test bait in the form
of address for identifying and eliminating malicious nodes. These route request
(RREQ) baits are similar to true RREQ packets but can identify the address of a
malicious node. The following rules should be followed:

1. The proposed method initializes the nodes and considers some of the nodes as
malicious (random selection), and the remaining nodes are considered trustworthy.
Fifty nodes are initially adopted, and the algorithm is run with 10% of the mali-
cious nodes. Thus, five of the 50 nodes are malicious (fake nodes), and the
remaining nodes are trustworthy.

2. The proposed algorithm subsequently computes the false and true paths by using
CBDS.

3. The proposed algorithm updates the threshold by using the dynamic threshold
algorithm at every run.

4. The HSA is used to optimize the end-to-end delay, thereby increasing the over-
head, throughput, and PDR.

5. The delay for every route in the network (false and true paths) is computed.
6. The HSA obtains n number of HM (in this paper, we obtain n different routes).

Thus, different routes, which are commonly known as HM in the HSA, are
obtained as route (x1, x2, …xn).

7. The HSA considers the paths as inputs and works on them to optimize (minimize)
the best solutions.

8. The fitness values of the routes (harmony) are predicted. A fitness function eval-
uates the fitness values for these routes. The end-to-end delay, PDR, routing
overhead, and throughput is considered as input parameters to evaluate the fitness
values.

9. The fitness values for the paths are computed and saved as f1, f2 …fn. Fitness
values evaluate the quality of paths within the range of {0, 1}t.
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10. The loop works for every harmony and computes the best harmony with every
iteration by updating. A random parameter is used to add the HM and create a new
solution (path).

11. After N number of iterations, the HSA finds the best solution with the minimum
cost.

12. Each parameter is optimized using the HSA.

An objective function with HSA memory is required to improve the scheme of
Chang et al. by improving the end-to-end traversal time.

Figure 5 shows the flowchart process of the proposed algorithm.

4 Results and Discussion

After simulating Scenarios 1 and 2, we evaluated the performance of the proposed
algorithm in terms of average.

PDR, end-to-end delay, average throughput, and overhead. The effectiveness of the
CBDS–DSR protocol using the HSA–CBDS was investigated based on the two
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scenarios. The percentage of malicious nodes in the first scenario varied (10%, 20%,
30%, and 40%), and the speed of nodes in the second scenario also varied (5, 10, 15,
and 20 m/s).

Figure 6a and b show the variations in the PDRs of the HSA, DSR, and CBDS
protocols. The HSA offered rapid convergence with the optimal fitness value and com-
putation time. Upon introduction of the malicious nodes, the PDR, DSR, and CBDS
decreased. The HSA achieved the highest PDR, indicating that fewer packets were lost
during transmission because, once established, the route was maintained correctly.

Figure 7a and b show the variations in the throughputs of the three routing protocols
after introducing fourmalicious nodes and speed.The throughputs for theHSA,CBDS, and
DSR decreased. Among these protocols, the HSA exhibited the highest throughput. Based
on the HSA protocol, the packets reached their destinations without any delay and loss.

Figure 8a and b present the variations in the routing overheads of the three pro-
tocols for different malicious node ratios and speed. The routing overhead increased in
the HSA and CBDS. By contrast, the routing overhead decreased in the DSR with
malicious node ratio. The routing overhead of the HSA was better than those of the
DSR and CBDS. The route established by the protocol was maintained efficiently,
resulting in reduced end-to-end delay with high PDR and high throughput. This well-
established route required minimal retransmissions for any missing segments, thereby
reducing the routing overhead.

Fig. 6. a and b. Variations in PDR with node speed malicious nodes.

Fig. 7. a and b. Variations in throughput with node speed malicious nodes.
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Figure 9a and b illustrate the variations in the end-to-end delays of the three routing
protocols. Upon introducing malicious and speed nodes into the network, the end-to-
end delay of the HSA increased insignificantly. Moreover, the delay of the DSR
increased more than that of the HSA, and that of the CBDS increased more than those
of the other protocols. The HSA showed a relatively better performance than the DSR
and CBDS.

5 Conclusions

This paper proposes the use of the HSA to reduce the delay in the CBDS. This
approach can detect and prevent black hole attacks that launch malicious nodes in
MANETs. The scheme can also help the source node select a neighboring node that
will work in tandem to identify a bait destination for a malicious node, which will then
send a RREP message as a response. This method adopts reverse tracing to identify and
prevent malicious nodes based on the HSA. The proposed approach shows improve-
ment in the delay, throughput, PDR, end-to-end delay, and routing overhead.

Fig. 8. a and b. Variations in routing overhead with node speed and malicious nodes.

Fig. 9. a and b. Variations in end-to-end delay with node speed and malicious nodes.
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Abstract. Cloud computing is a rapidly developing Internet technology for
facilitating various services to consumers. This technology suggests a consid-
erable potential to the public or to large companies, such as Amazon, Google,
Microsoft and IBM. This technology is aimed at providing a flexible IT archi-
tecture which is accessible through the Internet for lightweight portability.
However, many issues must be resolved before cloud computing can be
accepted as a viable option to business computing. Cloud computing undergoes
several challenges in security because it is prone to numerous attacks, such as
flooding attacks which are the major problems in cloud computing and one of
the serious threat to cloud computing originates came from denial of service.
This research is aimed at exploring the mechanisms or models that can detect
attacks. Intrusion detection system is a detection model for these attacks and is
divided into two-type H-IDS and N-IDS. We focus on the N-IDS in Eucalyptus
cloud computing to detect DDoS attacks, such as UDP and TCP, to evaluate the
output dataset in MATLAB. Therefore, all technology reviews will be solely
based on network traffic data. Furthermore, the H-IDS is disregarded in this
work.

Keywords: IDS � WOA � ANN � TUIDS � Cloud computing

1 Introduction

A cloud refers to a distinct IT environment that is designed to remotely provide scalable
and measured IT resources [1]. This term originated as a metaphor for the Internet,
which is a network of networks that provide a remote access to a set of decentralised IT
resources [2]. The symbol of a cloud is commonly used to represent the Internet in
various specifications and mainstream documentations of web-based architectures
before cloud computing has become a formalised IT industry sector [3]. Figure 1,
illustrates the importance of cloud computing in remote services and virtual desktop
applications [4].
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A crucial aspect of cloud security is detecting DDoS attacks [5] and intrusions that
disrupt the resources of end-users or organisations [6]. An N-IDS can detect these types
of attacks. However, the N-IDS in cloud computing is irrelevant if the attack classifier
is inaccurately written [7]. A DDoS classifier in machine learning is neural networks.
Several important studies have proposed various ANN-based machine learning clas-
sifiers against DDoS in cloud computing [8]. However, considerable attention for
accurate classification and reduction of false alarms remains necessary [9]. Hence, this
work is aimed at proposing a new model, namely, WOA-ANN, to detect UDP/TCP
flooding attacks in the N-IDS in cloud computing. To reduce the false alarm of the
N-IDS system, the WOA-ANN model is used to enhance the accuracy of the N-IDS by
improving the analysis of network traffic which will be generated by our cloud testbed.
We compare the proposed model with existing works using MATLAB to evaluate and
compare their efficiency. At the 2014 Black Hat conference, a pair of testers from
Bishop Fox demonstrated the pooling of a free-tier public cloud service VM into a mini
botnet that could mine bitcoin cryptocurrencies and potentially perform DDoS or
password cracking [10]. Moreover, the qualities that make the public VM useful, that
is, scalability, ease-of-use and stewardship by high-profile vendors, make this tech-
nology an ideal platform for staging DDoS attacks [11].

2 Proposed Framework

Whales are the largest mammals in the world. An adult whale typically measures 30 m
in length [12]. Several whale species include killer, Minke, Sei, humpback, right,
finback and blue. Whales, as a predator, never sleep because they breathe on the ocean
surface. These animals are intelligent and show emotions. Hof and Van Der Gucht
highlighted that whales have brain cells, namely, spindle cells, in which are common in
humans. These cells control emotions and social behaviours in humans. The number of
spindle cells in whales is twice as much as that in an adult human; therefore, whales can
think, learn, judge and communicate. For example, killer whales can create their own
dialect.

Fig. 1. Cloud computing.
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Most whales live in groups. A killer whale can live in a group in its lifetime [13].
Figure 2 exhibits the largest baleen whale called humpback. Its size is comparable to
that of a school bus. It typical preys on krill and small fish herds [14]. Its hunting
method is called bubble-net feeding in which it hunts preys that are close to the surface.
This method is accomplished by creating distinctive bubbles along a circle or a ‘9’-
shaped path. Goldbogen et al. studied this interesting behaviour using tag sensors.
A total of 300 tag-derived bubble-net feeding events were captured. These authors
discovered that whales use ‘upward-spiral’ and ‘double-loop’ manoeuvre patterns.

For the ‘upward-spiral’ pattern, humpback whales dive 12 m below the surface and
create bubbles in a spiral shape around the prey. Subsequently, they swim up towards
the ocean surface. The latter pattern consists of three stages: coral loop, lob tail and
capture loop. In the current work, this unique spiral bubble-net feeding manoeuvre
pattern was used for optimisation.

The mathematical models of encircling preys, spiral bubble-net feeding manoeuvre
and searching for preys were outlined. The WOA algorithm was then reported.
Humpback whales are aware of the location of their preys whilst hunting. The current
best candidate solution is assumed as the target prey in the WOA algorithm because the
location of the optimal design in the search space is unknown. The positions of other
search agents are updated by defining the optimal search agent. This behaviour can be
explained by the following equations:

~Xðtþ 1Þ ¼ ~X�ðtÞ �~B:~S ð1Þ
~S ¼ ~K:~X�ðtÞ �~XðtÞ�� �� ð2Þ

where t is the current iteration, and are the coefficient vectors, is the position vector of
the current best solution obtained and is the position vector. Here, is updated after
iterations and are computed as

Fig. 2. WOA and bubble movement.
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where decreases from 2 to 0 during the iterative phase, and is a random vector between
[0, 1]. The rationale behind Eq. (2). Figure 6 explain The new position (X, Y) of a
search agent is updated on the basis of the current best position (X�; Y�). The locations
of the optimal agent can be manipulated by adjusting the and vectors. Any position that
is located within the search space is reachable by using the random vector, as displayed
in Fig. 3, which simulates the encircling prey movement of a whale. The same method
can be applied to high-dimensional problems.

2.1 Bubble-Net Attacking Method (Exploitation Phase)

The bubble-net strategy can be performed using the following approaches:

1. Shrinking encircling mechanism: This strategy is achieved via reducing the value of
in Eq. (1) from 2 to 0 during the iterative procedure. The new position of a search
agent can then be identified by setting the random values in [−1, 1].

Figure 4, presents several possible solutions (X, Y) that can be obtained by setting
0 � K � 1.

2. Spiral updating position: In Fig. 8, the distance between (X, Y) and (X�; Y�) is
calculated first. A spiral equation is then established to represent the helix-shaped
movement:

~Xðtþ 1Þ ¼ S:eml: cosð2plÞþ~X�ðtÞ: ð4Þ

where indicates the distance of the ith whale to the prey, m is a constant that defines the
shape of the logarithmic spiral and l is a random number within the range [−1, 1]. In
general, a humpback whale swims around the prey within a shrinking circle, following

X*
−X

Y*−Y

X*-X,Y

X*-X,Y*

X*-X,Y*-Y

X*,Y*

X*,Y*-Y X,Y*-Y

X,Y*

X*,Y X,Y

Fig. 3. position vectors and their possible next locations (X� is the best solution obtained so far).
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the spiral-shaped path. A probability of 50% is prescribed on activating either the
shrinking encircling mechanism or the spiral model whilst updating the whale position
to model this condition.

The WOA algorithm is initialized using a set of random solutions. For each iter-
ation, the positions of the search agents are updated based on a randomly selected
search agent or the current best solution, depending on | | (Fig. 5).

Theoretically, WOA is a global optimizer because it contains exploration and
exploitation capabilities. Moreover, the current hypercube mechanism defines a search
space in near the optimal solution, thus permitting other search agents to search for the

(X*,Y*)

K=0.2

K=0.4

K=0.8

K=1

(X,Y)
(X*,Y)(X*-KX,Y)

(X*-KX,Y*)

(X*-KX,Y*-KY) (X*,Y*-KY) (X,Y*-KY)

(X,Y*)

Fig. 4. Possible solutions (X, Y).

(X*,Y*) (X,Y)
(Di)

(0) (0.5) (1)

Fig. 5. Distance between (X, Y) and (X�;Y�).
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current best record within the domain. The mathematical model of the adaptive version
of the WOA algorithm is

~Xðtþ 1Þ ¼ ~X�ðtÞ �~B:~S if ‘\0:5
~S0:eml cosð2plÞþ~X�ðtÞ if ‘� 0:5

�
ð5Þ

where is a random number between [0, 1]. In certain cases, a humpback whale searches
for a prey randomly.

2.2 Searching for Prey (Exploration Phase)

The method can be adopted by using a similar approach of varying the vector to search
for a prey (i.e. exploration). In the random method, with random values greater than or
less than 1 is used to ensure that each search agent is far from the reference. Whale.
Here, the position is updated randomly in accordance with the randomly selected
search agent. The global search operation in WOA can be performed by applying this
mechanism and setting | | > 1. The corresponding mathematical model is:

~S ¼ ~K:~XrandðtÞ �~XðtÞ�� �� ð6Þ

~Xðtþ 1Þ ¼ ~XrandðtÞ �~B:~S ð7Þ

3 Classifier Design

In practice, a smooth transition between exploration and exploitation is feasible. Here,
several iterations are allocated exploration (| | � 1), whereas the remaining iterations
are dedicated for exploitation (| | < 1). In WOA, only two main adjustable internal
parameters are available. The current work considers a simple version of WOA by
neglecting the other evolutionary operations that mimic the real behavior of humpback
whales. Therefore, hybridization with evolutionary search schemes can be further
explored (Fig. 6).

The average values obtained from the fitness function are considered those of the
candidate solutions. The value of this fitness function is verified during the iteration
until a new best value is found. The attribute that provides a minimum error value is
selected to complete the selection and evaluation processes. The flow of the proposed
method is as follows:

E ið Þ ¼ wTrain:TrainData:EþwTest:TestData:E ð8Þ

where wTrain and wTest are the heights to be used for training and test data. The error
values obtained from the training and test data will be used to calculate the fitness
function. In the proposed method, wTrain: 0.7 and wTest: 0.3 are considered. E(i)
denotes the fitness values obtained at the end of three runs. Figure 8 depicts the method
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used by WOA to feed the weights and biases and produce additional training samples
efficiently.

3.1 BFGS Quasi-Newton Backpropagation

Newton’s method is an alternative to conjugate gradient methods used for fast opti-
mization. The basic step of Newton’s method is:

Xkþ 1 ¼ Xk � A�1
k gk ð9Þ

where is the Hessian matrix (second derivatives) of the performance index at the
current values of the weights and biases. Newton’s method frequently converges faster
than conjugate gradient methods. However, computing the Hessian matrix for feed-
forward neural networks is complex and costly. A class of algorithms is based on
Newton’s method and does not require calculating the second derivatives. These
methods are called quasi-Newton (or secant). They update an approximate Hessian
matrix at each iteration of the algorithm. The update is computed as a function of the
gradient. This algorithm requires more computation in each iteration and more storage
than the conjugate gradient methods, although it generally converges in few iterations.
The approximate Hessian must be stored, and its dimension is n � n, where n is equal
to the number of weights and biases in the network. For large networks, using the
conjugate gradient algorithms is favorable.

4 Model for N-IDS In-Eucalyptus Cloud Computing

The proposed model is aimed at synthesizing the Eucalyptus cloud as the N-IDS that
analyses the generated traffic and blocks the TCP/UDP flooding and Smurf DDoS
attack. A TUIDS DDoS dataset is prepared using the TUIDS testbed architecture with a

Training Samples 

WOA Optimiser 
WOA optimises ANN 

weights and biases

Average MSE

Fig. 6. Process for collecting dataset and designing a classifier.
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demilitarized zone (DMZ); hosts are divided into several VLANs, where each VLAN
belongs to an L3 or L2 switch inside the network. The attackers are placed in wired and
wireless networks with reflectors, but the target is placed inside the internal network.
The target generates low- and high-rate DDoS traffics. We consider real-time low- and
high-rate DDoS attack scenarios for both datasets during our experiments. However, a
low-rate attack does not consume all computing resources on the server or bandwidth
of the network that connects the server to the Internet. Hence, a real low-rate DDoS
attack scenario contains attack and attack-free traffics. We mix low-rate attack and
legitimate traffics during our experiment to prepare the real low-rate DDoS attack
scenarios in the TUIDS DDoS dataset (Fig. 7).

Many experiments have been conducted in this work to empirically demonstrate the
impact of methodological factors, as discussed in Sect. 4.3.2. The experiments can be
summarized as follows: General observations: exploring classifier performance and
validation methods. Performance on original datasets: providing a benchmark that is
used to compare the results obtained from subsequent experiments. Removing new
attacks from the test set: this experiment is conducted to determine.

5 Classifier Process in MATLAB

We offer three specific benefits of classifier combinations. Statistical: if the amount of
training data insufficiently models the hypothesis space with one classifier, then the
combined knowledge of an ensemble of classifiers may reach accurate predictions. 2.
Computational: algorithms can be trapped in local optima and finding the global
optimum may be computationally expensive. However, executing several local search
algorithms from different starting points and combining them may be favorable.

Fig. 7. New pre-processor rule structure in Eucalyptus cloud computing.
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A hybrid classifier is developed in MATLAB using our dataset. First, we must
perform the normalization process for the dataset. Then, the dataset will have been
delivered to the training and testing sets in the following proportions: 70% training and
30% testing. The target will be TCP, UDP and Smurf attacks. The results are validated
through evaluation which was derived from the machine learning metrics (Fig. 8).

6 Conclusions

This work proposes a new classifier design based on a hybrid artificial neural network
and whale swarm algorithm to feed the ANN weights and biases. However, the model
cannot function without a derivative dataset. This dataset is derived from our testbed
design based on a developed TUIDS network topology over the Eucalyptus cloud
computing. In the N-IDS, sensing is used in real time for the normal and upnormal
traffic DDoS attacks through Snort. The log-output from the dataset has been analyzed
in MATLAB.

Acknowledgments. This work was supported by the Faculty of Computer System and Software
Engineering, Universiti Malaysia Pahang under FRGS Grant No. RDU160106 and RDU Grant
No. RDU160365.

References

1. Rittinghouse, J.W., Ransome, J.F.: Cloud Computing: Implementation, Management, and
Security. CRC press, Boca Raton (2016)

Prepare a training dataset 
and perform the 

normalisation process

MATLAB software 

Open Training Dataset 

Select custom classifier   in 
WOA-ANN

Selected Test Options 

Results 

Cross-validation folds=observation 

Prediction error rates, confusion matrices 
and model estimators.

Prediction in formation 

Fig. 8. WOA classifier test using MATLAB.

64 A. M. Fahad et al.



2. Ahmed, A.A., Jantan, A., Ali, G.A.: A potent model for unwanted traffic detection in QoS
network domain. JDCTA 4, 122–130 (2010)

3. Kaul, S., Sood, K., Jain, A.: Cloud computing and its emerging need: advantages and issues.
Int. J. Adv. Res. Comput. Sci. 8(3) (2017)

4. Sultan, N.: Cloud computing for education: a new dawn? Int. J. Inf. Manag. 30(2), 109–116
(2010)

5. Mirkovic, J., Reiher, P.: A taxonomy of DDoS attack and DDoS defense mechanisms.
ACM SIGCOMM Comput. Commun. Rev. 34(2), 39–53 (2004)

6. Elejla, O.E., Jantan, A.B., Ahmed, A.A.: Three layers approach for network scanning
detection. J. Theor. Appl. Inf. Technol. 70(2) (2014)

7. Ahmed, A.A.: Investigation model for DDoS attack detection in real-time. Int. J. Softw. Eng.
Comput. Sci. (IJSECS) 1, 93–105 (2015)

8. Ahmed, A.A., Jantan, A., Wan, T.-C.: Filtration model for the detection of malicious traffic
in large-scale networks. Comput. Commun. 82, 59–70 (2016)

9. Rowland, C.H., Rhodes, A.L.: Method and system for reducing the false alarm rate of
network intrusion detection systems. ed: Google Patents (2011)

10. Nanavati, M., Colp, P., Aiello, B., Warfield, A.: Cloud security: a gathering storm. Commun.
ACM 57(5), 70–79 (2014)

11. Ahmed, A.A., Sadiq, A.S., Zolkipli, M.F.: Traceback model for identifying sources of
distributed attacks in real time. Secur. Commun. Netw. 9(13), 2173–2185 (2016)

12. Mirjalili, S., Lewis, A.: The whale optimization algorithm. Adv. Eng. Softw. 95(Supplement
C), 51–67 (2016)

13. Mirjalili, S., Lewis, A.: The whale optimization algorithm. Adv. Eng. Softw. 95, 51–67
(2016)

14. Aljarah, I., Faris, H., Mirjalili, S.: Optimizing connection weights in neural networks using
the whale optimization algorithm. Soft Comput. 22(1), 1–15 (2018)

Network Intrusion Detection Framework 65



The ‘Smart’ as a Project for the City Smart
Technologies for Territorial Management

Planning Strategies

Cinzia Bellone1(&) and Vasiliki Geropanta2(&)

1 DIS, Università degli Studi Guglielmo Marconi, Rome, Italy
c.bellone@unimarconi.it

2 R&D Department, Università degli Studi Guglielmo Marconi, Rome, Italy
v.geropanta@unimarconi.it

Abstract. This paper investigates the project for the city by looking at one of
the latest trends in urban planning: “the smart city”. It starts with a general
overview of the definitions of the term, explaining how the ascendance of
information technologies and the associated focus on sustainability, as a
response to globalization, urbanization and climate change, can generate
effective territorial management planning strategies. Building on this objective,
the authors review a smart city project within a consolidated and mature urban
fabric in Italy, from three perspectives: territorial planning, technology, and
social practices. The study consists of a detailed analysis of the contextual and
typological configuration of the case and its surrounding area, narrating on the
possible transformation of the territory. The results of the study lead the authors
to argue that through this instance of enhanced reality, the potentialities for
urban regeneration become apparent.

Keywords: Smart city � Governance � Strategy territorial planning

1 Introduction

Last few years, new sets of relations between the state, citizens, places and the market
appeared because of the shift towards an economy based on knowledge [1] and the
domination of data-ism [2] as the cultural and scientific trend of contemporaneity.
These relations emerged to improve the accessibility of places through a multi-scale
approach, transforming the city into a porous think tank. Aiming at enhancing the
efficiency and quality of living and work of individual actors by offing a sustainable
future, they use new advanced technologies, and form, in this way, a new urban
paradigm [3, 4].

The smart city is one of these paradigms, being first on the list of the world’s
venture capital distribution [5]. The digital component of the smart city collects and
distributes tacit and explicit knowledge towards all channels of interest and actors
revealing a new immaterial city dimension that is able to solve issues coming from the
physical space. Some of these issues relate to the way we use space, some in the way
the city is organized, managed and governed and some represent global challenges
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(such as the lack of natural resources or the unlimited demographic expansions) that
affect the city performance [3, 4, 6]. In its full completion, the smart city treats urban
territory as a complex mixture of networks, places, flows, and information, in which
multiple relations and activities have the possibility to generate creative synergies and
respond to contemporary urban demands [7].

Among all sectors of a smart city project, mobility seems to acquire notable
attention (smart mobility)1 [8]. This is because smart mobility seems to offer many
solutions against the dysfunction of the previous static urban infrastructure and the
large energy consumption. In fact, as the necessity for improved connectivity between
the different “landscapes” [9] of the city rises, so do the concerns about transportation,
global greenhouse gas emissions, congestion, noise and poor air quality in cities [10].
The dense built environment, the lack of economic resources, and a degraded aged
infrastructure turned its back to the traditional city planning and seeks for solutions that
are sustainable, dynamic and technologically driven [3]. In fact, when supplementing
urban planning and management practices with digital technologies of a human-
centered approach, there is an opportunity to improve mobility services for citizens and
generate wider economic and environmental value in the physical infrastructure.

In Italy for example, the results of the study “Efficient cities Siemens 2012”, that
analyze 54 main Italian cities, showed that urban mobility is the most financially
supported area, followed afterward by the sustainability of buildings among every
possible intervention via a smart city project [11]. That study indicated surprisingly the
popularity and effectiveness of the project: in 5 years’ time, the northern Italian cities
showed remarkably improved performances in urban mobility, and the southern ones
were described as “having strong potentials for improvement” [14].

Rome does not appear in the highest rankings for smart city implementation pro-
jects [12] but the city center has potentialities to be considered as a smart district [13].
A number of initiatives in the sector of tourism and the surveillance of the city have
brought about the creation of dynamic platforms and applications. In fact, if we look at
urban mobility, the issue of energy production, the quality of air, the strong traffic
congestion are only a few of the most popular key sectors to look for instances of the
application of ICT in the Italian capital [18]. The ability of ICT for delivering real-time
information and re-creating any environment, enhanced, virtual or augmented in a
historical, stratified and culturally rich city creates new layers of meanings and reveals
new potentialities for the enhancement of the city performance.

Following this premise, this paper offers an examination of how the smart city
strategy in the case of urban mobility in Rome can give new insight to the project for
the city. Specifically, the paper presents a review on the smart city initiatives for
ameliorating the mobility of Rome, launched by the Municipality of Rome the last
6 years, and makes a reflection about their effectiveness to bring about regeneration in
the city. Since they are all on-going projects, the study uses observations coming from
empirical observation and changes in social practices.

1 The European Smart City Model consists of six key fields: Smart Economy, Smart Mobility, Smart
Environment, Smart People, Smart Living and Smart Governance (Giffinger, Kramar, Haindlmaier &
Strohmayer, 2007).
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Our general research question is: How can ICT contribute to or alter the experience
of the urban space in the case of smart mobility, and how can the use of ICT, therefore,
generate new planning processes? A second, more specific question, regarding the case
study, is: How do the projects related to the smarter mobility in the case of Rome offer
possibilities for innovative urban regeneration? The main objective is the analysis of
the deployment of a layer of ICT in the historical center of the city, extrapolating the
possible effects on the social and urban practices. The methods applied are a detailed
analysis of the projects in the center of Rome, complemented by documentary research
on the urban configuration of the area and participant observation.

2 Intelligent Urban Mobility in the Smart City

Most of the objectives attached to Smart Mobility look at the implementation of ICT in
the field of road transport, including infrastructure, vehicles, and users [16]. A number
of sensors, installed in the city, study the urban traffic control systems, track car
locations in real time and adapt intelligent transportation systems that allow adminis-
trators to manage instantly spontaneous traffic congestion issues. The information that
is collected for this activity is real-time data (location, weather, and traffic raw data),
generated continually by dynamic patterns of human behavior as people navigate the
city. In this way, personal smartphones or city sensors become a roaming source of
information that allows transport operators to make immediate interventions and create
additional capacity where it is needed in physical infrastructure [15]. For the users, the
advantages are various among which the changing speeds in daily life mobility and the
reduction of transfer costs.

For operators of Intelligent Transportation systems, this means an immediate
detection of incidents on the road, an ability to create personalized mapping services to
drivers, detect blockages, surveillance, and realize remote controls, managing, there-
fore, and better travel conditions. For the users of public transport this means the ability
to see the route and time of arrival in precision of every transport mean, the ability to
plan the route and map online one’s travel in the city and the ability to be updated any
moment about any available means of transportation at whatever city in the world.
Common examples are the basic management systems such as car navigations (using
GPS), traffic signal control systems, speed cameras among others.

The overall goal of these projects is the CO2 emissions2 reduction. Furthermore,
monitoring noise pollution offers possibilities for a better quality of life and is,
therefore, an important pillar in city management. Consequently, Smart Mobility is a
multifaceted topic, involving all the smart city paradigms (digital city, knowledge city,
green city etc.) and generates a set of heterogeneous benefits for all the smart city
stakeholders.

2 Sanseverino and Orlando (2014), citing the “Expert Working group on Smart City applications and
requirements, 2011”, show the effects of lowering by 3 min the average time needed to find a public
parking place in relation to the reduction of CO2 emissions in Barcelona.
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3 The Case Study: Smart Mobility in the City Center
of Rome

The “Sustainable Mobility Plan” of Rome (SUMP) under the guidance and indications
of EU,3 tried to respond to the challenges for safe, sustainable and accessible transport.
The objective of the plan is to “reconnect the city, reduce the use of private vehicles
(cars and motorbikes, recover and redistribute public spaces and improve the envi-
ronmental status” [16]. This was a project, built on the “Environmental Action Plan for
achieving the objectives of the Kyoto Protocol in the city of Rome, 2001”, a guideline
document (supplement of the Environmental Action Plan) for sustainable development
[17]. In this document, the major areas of activity are transport, housing, waste and
land use, and the overall goal of the action was to reach the 6.5% reduction in CO2

emissions by 2012. The document presented the actions taken during the first decade of
the 2000s and connected the managing of motorization rates with the use of less
parking spaces or garages in the city with the application of few new smarter tech-
niques4 [18].

SUMP was announced in 2012 and works with three objectives. The first one is the
systemization of the transport system, by expanding two metro lines (B and C) and
ameliorates the tramline.5 The second regards a number of e-mobility devices, car
sharing and car-pooling for the city. The last one regards the use of ICT that could have
the ability, firstly control several of the traffic systems and then to allow citizens’
participation [19]. The hard infrastructure of the first objective, started its realization in
the first part of 2000 while in the second decade on the 2000s, the other two acquired
more attention and were enriched by a focus on ICT sector.

Agenda Urbana, a national platform created by ANCI6 and IFEL7 presents the four
key smart mobility projects of Rome that Sump brought about. The first three of them
refer to a number of several sharing services for automobiles (Car2Go and Enjoy),
motorcycles (eCooltra) and bicycles (O’Bike) supported by the use of GPS, GIS and a
number of sensors and satellite connected devices in the city center. In total almost
2000 car sharing means are deliveries and more than 100 stalls are created for hosting

3 At a European level there are highlighted the following documents: (a) 2009 Urban Mobility Action
Plan - Communication from the Commission to the European Parliament, the Council, the European
Economic and Social Committee and the Committee of the Regions - [COM (2009) 490 final]
(b) The 2011 White Paper - Roadmap to the Single European Transport Area for a Competitive and
Sustainable Policy [COM (2011) 144] (c) the 2013 Urban Mobility Package, which is the most
recent and specific document on urban mobility. In the annex “The methodological reference
framework for the Pums” the relevance of the latter is reiterated as a planning tool and indicates the
main requirements.

4 In Italy, the motorization rate has diminished by 5.4% in Rome between 2008 and 2012.
5 In 2013, the tramway terminus in Venice square, new tramway line in via Botteghe Oscure and the
requalification of Largo Argentina were constructed. Metro B and C are under construction, while
many parts are given already to public.

6 Anci: National Association of the Italian municipalities (Associazione Nazionale Comuni Italiani).
7 Ifel: National Association of the Italian municipalities Foundation – Institute of Finance and Local
Economy (Fondazione ANCI, Instituto per la Finanza e l’Economia Locale).
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this new activity. The sharing of bicycles, as well as the promotion of this activity on
behalf of the commune, led to the creation of new cycle paths of about 241 km in
total [20].

These projects aimed at ameliorating the accessibility in all the areas of the city
promoted sustainability by not consuming fuels and worked against urban noise.
Beyond the construction of infrastructures and interchange nodes, fleets with low
environmental impact as well as intelligent transport systems were financed [21].
Furthermore, new mobility manager and car-pooling create the connection among users
and mobility managers [22]. The same document describes the creation of 1200 new
parking lots, the replacement of traffic lights, access gates, checkpoints, and the release
of 65 new ecological, electrical autobus and the installation of numerous smart tech-
nologies for monitoring the different movement activities in the city. Lastly, a number
of projects supported the e-mobility diffusion and the information about the decar-
burization of the inner city center. Apps are now offered information on how to avoid
flow traffic and are enhanced by ‘AR’ systems, suggested new pedestrian areas and
pathways. To facilitate cycling, the municipality of Rome allow foldable bicycles onto
buses and trains; and installed road signs to alert motorists to the presence of cyclists
along frequently used routes. In addition, 700 small supporting colonies integrated with
higher power systems (fast recharge) along the GRA (fuel distributors) and along the
perimeter of the railway ring were installed that serve as reloading equipment and
15.500 free parking posts were offered to their service [20].

The fourth one refers to the project “Intervention for the monitoring of the urban
penetration routes and the main urban itineraries of the intra-GRA network of the
Municipality of Rome: Master Plan Phase 3 (MP3)”. This project consists of the
redesign, development, and implementation of a system of 10 new variable interactive
and responsive panels (PMV – VMSS). It requires the re-engineering of 19 traffic light
systems, 20 new measuring and monitoring stations of non-invasive nature that
transmits and elaborates all data collected to Rome’s mobility center. Lastly, it regards
the integration of the new systems within the technological framework of the Mobility
center with adjustment of the HW and SW infrastructures. It is called the Monitoring
Centre for Road Safety [21].

The projects consist of a number of city interventions using ICT and a web
interface. In the Municipality’s document “Programma Della struttura di linea” from
the Department of mobility and transport from the Municipality of Rome, there were
presented all large and smaller operations to intervene to the various levels of street
infrastructures. From the overall study, the following goals/objectives were high-
lighted: (A) the delivery of a transport network that is integrated, efficient, cost-
effective and sustainable to meet the city’s needs. (B) To develop and implement
policies to encourage commuters to choose the most appropriate transportation mode.
(C) To reduce the environmental cost and deliver therefore alternative solutions to the
city’s conservation of cultural heritage.
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4 Experience of Using Smart Mobility in Rome

The application of these projects in the city of Rome include many different contents
and variables, and it was difficult to provide a holistic and interrelated vision of these
actions. Due to the complexity of urban mobility and the fact that there is no relatively
large amount of feedback yet, we analyzed the contents of the smart mobility initiatives
described examining the use of ICT, the actors and the goals and benefits towards the
city from an empirical point of view. In relation to the experience of the city, the
projects can be classified into the following types:

(a) Technologically-driven with applications that transmit real-time information.
These include the initiatives carried out by companies, depend on citizen’s par-
ticipation, and affect citizen’s behaviors (implementation of multimodality to
enhance the use of public transportation instead of private one - mobile apps that
facilitate the transition between public transport and car and bike sharing, online
tickets, parking, etc).

(b) The ones that receive information from drivers and vehicles through technology
and use this data for the better functioning of the city. This group includes the
initiatives carried out by the companies or organizations that supply the local
public services in the city. They are a large and heterogeneous set of applications,
including the following: Info mobility, Sanctioning and fining, Monitoring
Controlling Management [21].8

(c) The localization of services in support of the smart mobility projects including
policies.

We argue here that the three categories affect the city at a spatial, social and
environmental level.

In all of the projects, the presence of ICT acquires a physical dimension in the
urban space. Firstly, the material/physical use of the existing space is transformed in
order to host all hardware and relevant technologies. This is hidden at a first view, but
all over the city, there are cameras and sensors installed covering the spectrum, of all
the kilometers of the ancient city. There are also terminals to access public information,
displays with traffic updates led signals and data projected on responsive panels. The
presence of the new stalls and the colonies of reloading electrical vehicles have their
own new spaces in the city. Lastly, all sharing vehicles and all applications are rep-
resented with specific brand symbols (mostly colors that are assigned to each vehicle –
yellow for smart bikes- red for enjoying car sharing- blue for motorbike sharing etc.)
that can be traced easily. This has created a new spatiality of specific aesthetics such as
the yellow bicycles that are found in the edges of every monument site and are now
everywhere in the city center.

8 Anaphoric ally some of them are: the integrated mobility Information layer dedicated to road safety,
integrated parking guidance systems; Variable Message Signs (VMS); Urban Traffic Control (UTC);
Video surveillance systems for area and environment security; Integrated systems for mobility
management; E-gates for Limited Traffic Zones Electronic poles of bus stop, Video surveillance
cameras Traffic Measurement Stations Traffic lights, Traffic data collection systems etc.
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For the first two categories, it is observed that during the application of smart
ecosystems, a sort of digital surface where all data exists is created as a net that is
displayed over the city scale. This surface visualizes different information about every
street and human activity on virtual platforms that follow the logic of augmented reality
where the mixture of digital data and physical space are recreating a new image of the
city dimension. The platforms are open and accessible by everybody through smart
applications, a sort of simulated version of reality where instances of our lives can be
uploaded acquiring new meanings and transforming places into dynamic spaces. This
allows both pedestrians and drivers/travelers to have a different experience of the city,
being instantly oriented. In other words, the availability of these technologies of the
municipality of Rome has given birth to a new interwoven image of the city, an
augmented space that describes the city and is available to every user. This image
reconstructs the facades of buildings, architectural details, and human activity. They are
drawn in relevant scales, open spaces are represented as urban voids, and 2d colored
lines present alternatives for moving in the city, details that previously could not see on
a static map (for example the route of a bus). Time, availability of parking or stalls,
costs, the presence of police and others affect in this way the urban movement in Rome
and therefore change the use of urban block releasing the center from congestion.

In the second category, the interconnectivity of the multiple users stresses the role
of the collective, digital space that emerges in certain activities. It is the virtual space
where the users connect while acquiring the possibility of interacting as if they were in
the physical space (e.g. in the applications where drivers connected remotely have the
possibility to talk among themselves). This collective space opens a communication
network in Rome, bringing new relations of interactions at a city level. This might
solve problems of density in bus stops, or problems related to directions in driving cars.
The collective space in this sense is the one where each person’s car or mobile meet in
a digital setting and exchange information about a specific node in Rome’s
infrastructure.

The interaction with these applications transforms the users of roman applications
to active participants in the creation of new instances in the city fabric. For the visitors
of Rome, this kind of accessibility in interactive maps and local information enhances
the idea of a city that is easily accessible, protected and therefore enhances public
comfort.

In addition, the applications make clear the attention in Rome’s specific urban areas
and highlight the easiness of moving from one place to another. This does not change
the routines of users (the reason for which one might move from one place to another).
In this case, the presence of ICT modifies the activities that can be done in environ-
ments that were already socially defined. In this way, people can take information on a
taxi or a metro station, just as well as they can do in an office and communication is
instantaneous regardless of geography. People move through the various environments
with the awareness of both being a presence that sets things into motion because smart
city spaces are full of sensors, and of being an agent that can command the different
devices by exchanging information. Inthe long term, this could lead to an important
change in human consciousness and can work better towards the society that is more
inclusive.
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5 Smart Mobility for Urban Regeneration

From the brief description of the experience from the smart mobility in Rome, we can
draw some preliminary conclusions about how the use of ICT can open a discourse
about urban regeneration. In fact, the observations are all studies that can be incor-
porated and managed by local governments along with the three core plans that his-
torically particularize the urban planning: the master plan of the metropolis, the general
urban plan for the residential and suburban organization of the cities along with the
urban studies, implementation acts and rehabilitation studies [23].

In particular, changing human activity during rush hours at the physical space
means also directing the critical mass towards new directions. This, in turn, might bring
about ideas for neighborhood’s intensification, the different relation between the city
and the road system (including the pedestrian pathways), new ideas about relocating of
activities that assist the drivers/travelers in the city territory.

The new services of the smart parking and smart ticketing, parking public spaces
can be more efficiently managed by guiding drivers to the closest (proximity) parking
place and can be provided on demand. On the one hand, urban planners acquire the
new capacity for improving the driver’s experience. On the other hand, this dynamic
management of transport systems means that supply can be matched with demand in
real time, creating economic incentives to travel outside of peak hours or by alternative
modes/routes where possible, therefore helping to distribute the peak demand. The
same happens with interactive apps (e.g., Moovit) that help citizens to exchange
information and avoid congestion. The data coming from this service provider can
assist urban planners to plan future infrastructure, and service provision based on
demand. Sharing services, such as bicycle sharing, car sharing or taxi booking services
bring to the table many different future scenarios for the city management.

The digital surface of data has no thickness but works and functions where people
have accessibility to the internet. These augmented places form a sort of an ‘enclave’
that gathers all real-time experiences. Naturally, the enclave could be everywhere
inside the city, in the periphery, or it can be inside the city but not acting as an urban
condition that generates relations or mixing of functions or continues the grid of the
city. The enclave does not have a specific scale; it can be any group of quarters that are
monitored by ICT, a few urban blocks or even a small town. The importance is the
specification of this area as a separate zone from the rest of the territory, as it has
different urban functions from the ones where ICT are not installed. In other words in a
territory, the enclave is a compound that has fences, boundaries and is characterized by
the intensity of information that is extracted. Furthermore, the enclave acts as an
instrument to transform the city into a porous and permeable structure putting in the
core the human activities.

At a larger scale the ICT presence could be understood as an immaterial ‘archi-
pelago’, or else a “silicon landscape” to describe the idea of the dispersed condition of
digital episodes in a region [22]. The silicon landscape is a network-based dispersal
digital territory of IT activity in the city grid. It has the ability to transform the ‘zoning’
of the enclave in a topic of interest as it presents the local cultural and infrastructural
characteristics of the territory. It does not have a precise scale, but it is responsible for
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creating a good environment for possibilities of proliferation. Centrality, localized
density, distance and proximity, and notions of relation and juxtaposition are some of
the principle elements that characterize the connection of the different digital episodes.
Supplemented by social media, aggregated data can also provide details of citizens’
thoughts and feelings about places and experiences. With the right skills and software
capabilities, this massive anonymous data bank can allow urban planners to understand
the detailed use characteristics of city facilities and services, and to create places that
are tailored to the people who use them. Using sensor-derived real-time data, different
planning conditions can be quickly tested and simulated.

6 Conclusions

The connection of smart mobility and urban planning is a complex and still challenging
field of research and practice. The set of good practices and related planning actions,
presented in the previous paragraphs, require more time for feedback and a consider-
able increase in the level of technical competencies that are among the pillars of
planning disciplines. However, following the above-mentioned empirical analysis, it
emerges that the applications of smart mobility can be a useful sector for improving
spatial planning and that new concepts of spatial regeneration can be predicted in the
three above-mentioned categories of actions.
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Abstract. This article identifies methodologies for increasing the quality of life
and acquiring a more democratic and participatory (inclusive) dimension in the
new configuration of cities, in the case of smart cities. The analysis presents
relevant strategies and implementation cases and investigates how ICT alter the
meaning/ideas of “urban planning”, leading to an effective “governance”, of a
citizen- center approach. Additional questions examine whether increasing the
technological ‘networks’, allowing automation and monitoring are sufficient
tools for cities’ regeneration or if matching technology with spatial participatory
models that functionally insert the ‘right’ formal references in the urban plan-
ning is necessary. Public governance’s success is measured based on the “lis-
tening capacity” and the facilities that are provided to citizens. As such, the
paper reviews the ability in managing existing complex interrelations between
facilities and urban spaces. Finally, it retraces the historical arc aiming at ana-
lyzing and providing insights into the future.

Keywords: Smart city � Territorial planning � Governance

1 “Territorial Planning” as a Premise of the Smart City

The problem of the definition of territorial transformations and of the evolu-
tionary process. The discourse about the development processes and the state of the
metropolitan territorial morphology has revealed, lately, many challenges connected
with the rapid ‘transformations’ of the increasing large territorial ambient. Regardless
of the development’s stage, what seems indisputable is the continuous growth of urban
agglomerates that tend to occupy and expand towards nearby neighbor territories. In
this diversified landscape, phenomena of centralization, re-centralization or dispersion
of economic activities (because of the introduction of ICT), tend to create “centralities”
that are spread in a wider territory. In fact, since the 1970s, the territorial morphology
has witnessed many transformations in demographics (population growth) and in the
economy (city functional specializations), and raise “questions”, related to the quality
of the settlement, the insertion strategies of new economic activities, mobility, cultural
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and leisure services. The common objective in all cases appears to be the search of
quality of life and of urban spaces.

In this context, the design of new urban forms that allow the balance between space
and “governance” (from a physical, economic, social, political, etc. point of view)
seems to be the strategic tool. In fact, population decline and demographic stability in
urban places have not seized the urbanization process, as many had predicted. On the
opposite, the nature and consequences of the economic growth have determined new
spatial and supply demands that satisfy both social and share capital. Specifically, the
urban policies of the 1960s and 1970s, guided the emerging economic activities and
integrated them in different territorial and geographical contexts (residential, economic
or industrial), in new urban centers (Villes Nouvelles, and New towns) and in new
neighborhoods, decentralized and autonomous (new expansions in Germany and the
Netherlands). Lastly, they empowered urban poles at a regional level (Le metropoles
d’equilibres).

The last decades, the same policies tend to be nuanced; perhaps, less determined
and are fundamentally directed towards (a) inward interventions (reuse and recovery of
urban situations); (b) interventions in interstitial areas and fringe; or (c) interventions
that envisage the creation of multi-sector settlements that are specialized in research,
planning, consulting, information, management and programming. Since the evolu-
tionary process of urban areas manifests itself “also” through energy consumption
increase, it is essential to adapt the perimeters of the urban territory and effectively
guide and control the territorial transformations of the area. This adaptation requires a
strategic management based on ‘processuality’, a systematic series of actions that are
developed in time and have as objectives the, modified and modifiable in time and
space, organization and territorial planning. Following this context, it becomes chal-
lenging the definition of boundaries that can have ample degrees of flexibility in terms
of function and of construction and bring about a programmatic process of planning
depending on the city objectives. They are not physical but refer to boundaries of
transforming governance.

Territorial discontinuity. All urban areas “explode” even with low-density settle-
ments, often without a predefined design, creating a discontinuity of the fabric that
influences the growth of the territory. In the EU countries, the planning deregulation,
the localization preferences of economic activities, the territorial specialization and the
spatial segregation, which in long term, might contrast with the settlement’s sustain-
ability principles, has caused extensive sub-urbanization [1]. The territorial fragmen-
tation does not only concern the urban structure but also the localization of urban
functions, the labor market, society, and mobility. When the city is expanded, the
integration of other territorial and urban systems create a new landscape, a unique
dispersed but strongly interconnected reality, in which the traditional territorial orga-
nizational model of hierarchical relations among areas is now outdated.

The concept of network as a structuring element of the planning of a territory, the
premise of the smart city. The network of “nodes of functional relations”, which
altogether constitute a system, is among the most common connotations today. Orga-
nizing various human activities at a metropolitan level has facilitated the transformation
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of the city from a “space of places” in “space offlows”, allowing the configuration of the
“networked city” [2], with services that assist mobility [3].

The network appears as an invisible but structuring branching of
relations/interactions among centers. In this context, the lattice scheme of Christaller,
Losch-Beckmann (1958) [4], with its strict hierarchical form that takes into account
only the economic aspects (economies of scale and transport costs) becomes inade-
quate. Christaller’s theory focuses on the ‘function’ and the ‘market’, as a network of
points where the relations converge. The concepts of ‘threshold’ and ‘scope’ explain
the network’s contribution: the first one refers to the minimum necessary existing
market activity in an area and the other to the maximum distance that a consumer is
willing to travel to reach the market [5]. The hierarchical organization of the
Christallerian model responds to the territorial type logic. This explains how functions
increase when the importance of the center increases and how this creates competition
among the urban centers of the network. The synthesis of horizontal relations between
the various urban centers in the network highlights the potentialities that the planning at
a network scale might bring about, particularly at an international level. They raise,
therefore, the challenge to understand how the network approach can become a design
tool, or if it offers possibilities only in terms of analysis and interpretation of reality.

Urban form-new theoretical and governance models for territorial complexity.
The Civitas, a conscious citizen’s collectivity that, in the search for efficiency and
advanced social organization, acquired a precise physical form, has a precious role in
the management of the historical European city. Before the metropolis, there was the
big city, which locally had its own raison d’être, economic and political; but this value
has diminished, and the territory has grown immeasurably affecting deeply mobility
[6]. These areas should function as “city-of-villages which, through the introduction of
limits and boundaries could acquire the form of local self-governing communities [7].
In this scale, it is easier to reduce energy, resources are rebalanced, and a reciprocal
relationship with their agricultural territory can be managed. At a local scale, the
symbolic, aesthetic and cultural identity of the place can be enhanced. In the con-
temporary city, the ties among these places depend on the way they relate, which is not
necessarily based on proximity. This leads to a phenomenon of dissolution of
boundaries, which also affects the boundaries between the rural and urban [8]. The new
settlements, cities or metropolitan areas acquire a ‘nebulous’ identity highlighting the
necessity to search scientific, pragmatic, theoretical, political and cultural models in
order to govern the complexity of the territorial reality. Since the 1990s, at a national
and international level the attention of urban policies [9], is focused on the creation of a
balanced and sustainable territorial development that respects the human settlements’
organization and consumes less energy. This reveals the need to pursue policies that
focus on the concentration, exchanges, and interactions of planning actors. Therefore,
in this age of networks, new forms of governance appear which are not based anymore
on planning strategies of a top-down process but respond to a context of changing
networks that are in continuous evolution [10].

The concept of “city networks” is a territorial organization model that allows
medium-sized cities to achieve high levels of competitiveness and create synergies,
network economies, and specialization. The connection between large trans-European
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transport and communication networks is, therefore, the construction of a polycentric
system at the continental level, a favorable condition for a balanced development,
territorial equity and cohesion [11]. This new way of city “functioning”, produces
profound changes in the social and spatial configuration of the material and immaterial
relations of the community. Consequently, the role of planning, from low economic
activities that generate processes of urbanization of the rural territory to the welding of
the settlements, become uncertain, while the inter-urban mobility grows in a sustained
way with the increase of the complexity of the territorial relations.

As a result, in this context, a polycentric network organization of urban and ter-
ritorial systems, the creation of a functional “mixité”, oriented towards “city effect” and
the integration of diversity and activities that favor mobility interventions for the radial
connection of metropolitan polarities are useful guidelines. This new urbanity is
designed through invisible networks, which transform the territory in an open system.
The diverse exchanges form a dense connective tissue, with small or wide meshes
depending on the different territorial sites. The networks, in this sense, carry out
activities that aim at improving the physical connections of the different parts or
functional diversions (visible networks), favor mobility, social and cultural interaction,
the circulation of goods and information, capital and innovations. They also enhance
the local resources, territory and its diversity. These interdependent relationships, once
existed between the parts of a city, and then between the parts of a metropolitan area,
have now expanded and this invisible connective tissue is losing its boundaries and
extends on a scale no longer certain.

2 The Smart City as a New City Model

The experience of the smart City – Definitions and state of the art. Over the span
of the last two decades, more than 800 places in the world have been entitled “smart” as
a response of urban planning towards the production of a growing number of service
and technological cities of diverse nature. In addition to that thousands of initiatives at
a local, national and international levels have acquired the name “smart” in an effort to
describe urban areas that use different types of sensors to collect, manage and use data
and information in order to transform the urban performance and efficiency. These
phenomena have their origins in the spatial clusters of the ‘innovation environments’
and the ‘knowledge clusters’, spatial models that were created because of the third
industrial revolution around the 1960s and now entering in the fourth acquire new form
and become more visible. Generally, the smart city is an urban intervention, con-
structed by top down or bottom up ‘educational’ processes that act as the strategic
device to change modern urban production factors [12].

More specifically, the smart city promotes a concept for urban performance that
does not depend only on the city’s endowment of hard infrastructure, but also, on the
availability and quality of knowledge communication and social infrastructure [13]. As
such, its focus seems to be on the role of ICT infrastructure, on the role of city
management and of the education of human capital [13]. Therefore, it examines the
social, relational and environmental ambient as important drivers for urban growth. It is
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still metabolizing, changing over time both conceptually and physically: the sustainable
city, the high-tech city, the intelligent city, etc. Difficult as it might be to theorize its
present form, in the same time, is obvious that the smart city is already envisioned as
the choice for a future of sustainable development and welfare that has not been yet
accounted as an urban paradigm of a clear, dominating hegemonic class.

What this shift would really mean for our built world is still under observation. Is
the city as we know it today deeply changing when transformed into a smart city? If so,
then in which ways make it visually comprehensible? A very positive or very negative
answer would sound a dangerous claim: for sure, the insertion of ICT is a process that
did not exist at all some decades ago, and the same stands for spin-offs or the pro-
duction of new services as a new way of thinking about work and living. Currently,
many scholars, organizations, corporations or large global cities, all praise the con-
tribution of Web O2 and ICT to the better management and functioning of cities [14].
Financially at least, these evolutions have opened a new world of possibilities, col-
laborations and problem-solving strategies towards the problematic of cities. The
European Union and other international institutions and think tanks believe in a wired,
ICT- driven form of development-. Entire new districts are created to serve the ICT
evolution, and new means of digital ‘zoning’ is changing the conception of the tra-
ditional urban tissue.

Many examples around the world are considered as successful smart city projects.
Amsterdam Smart City Initiative, which includes more than 170 projects of bottom-up
and top-down processes, wins in international rankings. Barcelona similarly, praises the
application of almost 60 projects within its CITYOS strategy. Manchester, Milan and
Santa Cruz used ICT for a number of services that are of a human-centered approach.
New entire cities are built, such as Songdo, Masdar and use technologies for a sus-
tainable environment. In all of these cases, there appears a framework that is divided
into four dimensions: technology, human infrastructure, institutional framework and
data management framework. In all cases, the key sectors of the Smart city are the
mobility, economy, governance, people, living, and the environment. Actors, stake-
holders and large corporations collaborate and through a four-step process establish the
foundation of each smart city project. The first step is the application of infrastructure
(networks, Wi-Fi availability and all technological equipment) in the city ambient. The
second step is the installation of sensors and IoT to collect the big data of the city and
manage the infrastructure remotely. The third one is the construction of their service
delivery platforms to elaborate and evaluate the concentration of big data. The final step
includes sustainable applications and value-added services to the city and to citizens.
These functions describe the process of collecting data, connecting various physical
devices with the diverse actors (city, citizens, services, and government) and in this
way city; officials can monitor and observe how the city is evolving.

The smart city with the intelligent transportation services, the e-business services,
the learning services, and the environmental services aligns to each dimension of urban
planning, among which the environmental protection, the sustainable residential
development, resources capitalization and support of coherent regional growth. As
planning dimensions are allocated to particular frameworks (demographic distributions,
land uses, transportation, green spaces, environmental protections and authorities that
monitor and evaluate the planning rules), the same does the smart city project. Several
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elements are now available and transparent regarding urban planning in participatory
smart governance. For example, sites’ identification, sites’ characterization through the
creation of local urban land use planning databases and data that describe urban values
such as connectivity, spatial patterns, and proximity. As a result, the smart government
tries to optimize services in the urban space, which goes hand-in-hand with activities
that improve the quality of life. The engagement of various stakeholders and the use of
several pervasive means such as social media, open data, and sensors, strengthen the
collaboration between citizens and urban governments. They declare, in this way, that
operations and services should be citizen-centric and therefore correspond better to the
planning necessities. The network of the collaboration of this framework becomes
pervasive, in the sense that it finds its place in all of the activities of daily life of the
smart citizens, both in the private and public spheres. Smart cities may be governed
completely by the organizations that comprise the network (self-governance model), or
by the local government as the centralized network broker (bureaucratic model) [15].

3 Governance (Democracy, Technology, Technocracy)

The smart city designates investments in physical (transport) and intangible
(ICT) communication infrastructures, with reference to the human and share capital to
achieve the quality of life and sustainability in urban development. This consideration
aims at qualifying the smart city, mainly, in relation to the efficiency of the urban
‘machine’, and the implementation of the human capital. In reality, the goal of a new
urban construction process could be also expanded to include more demanding
objectives such as better relationships among decision makers and citizens with a
reference to “democracy, technology, technocracy”.

The keywords’ debate should be directed towards a research that identifies the
actual relations that exist among them because none of them remotely could be able to
control a sustainable urban development and a coherent definition of the urban spaces
with the desired quality of level of life. One example of this research, can be found in
Italy, in the three years plan of AgID (2011–2013) [16] and the initiative of Enea
(Convergence Smart City and Community) that aimed at re-organizing the manage-
ment of urban and territorial processes in a digital manner, starting from a conceptual,
methodological and technological convergence. Specifically, Enea emphasizes the need
to share a common language when identifying strategies that ameliorate the urban
system’s efficiency. In this way, the main actors of urban processes collaborate and
create a roadmap with the necessary tools for the creation of a ‘shared’ idea of a smart
city [17].

Another example is one of the ForumPA’s debates [18] in Italy that aims at
increasing the digitalization of the public administration. In this case, the connection
between the processes of governance and the data are shared among the various actors.
On the “acquisition and management” of the data, the governance of “the whole
process” enters into law and becomes the “frame” that is decisive for keeping urban
development within “democratic” scenarios. In fact, if the smart city can bring urban
welfare and improve the quality of life of citizens, then how the smart city can alter the
relationships between citizens and rulers seems crucial.
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In the smart city, the governors increase their guiding capacity while the citizens
seem unable to carry out effective control over the public and private management of
the huge amounts of data, on the basis of which, political strategies and territorial
infrastructural decisions are suggested. In essence, this might bring a change in the
democratic character of the traditional western ‘democracy’. Parag Khanna [19] in his
recent text with the title “Technocracy in America” suggests that technocracy is the key
word, which instantly explicates the novelty of the topic about the governance of cities,
in the USA. The author analyzes various forms of governance (representative
democracy, direct or not, ideological leadership, dictatorships, technocracy, etc.) and
argues that a technocratic government should be based on an experts’ analysis and
long-term planning, rather than on typical improvisations of populism. He emphasizes
that, often, forms of government based on representation (with exhausting quarrels of
an ideological mold) prevail over the ones based on the administration public affairs
that could quickly meet the necessary services to citizens using certain data. In this
way, he argues on the necessity to give the same weight on ‘figures and democracy’.

Governments should respond to the needs of citizens effectively, with long-term
scenarios, bringing together democratic inclusiveness and “technocratic” efficiency.
Following this argument, the author cites Switzerland (“direct” European democracy,
bottom-up) and Singapore (Asian technocracy, top-down) as two states that have the
best indices in international statistics for the level of citizens’ well-being. In his
opinion, these two states have democracy and knowledge, where knowledge implies
that those who command “know” by acquiring valid “historical” data. In the state
models’ description, Khanna confirms that economically and politically, the develop-
ment mainly focuses on metropolitan areas and their best performances are found in
what he calls “Info-State” (postmodern democracy). ICT allows the Info-State to
operate better in relation to the free market allowing the two states to use a direct
relationship with the citizens, in real time (referendum, surveys, inquiries, public
workshops…). The datum is the abandonment of the ideological guide in favor of a
strong pragmatism raising consideration whether the priority is an exasperated
democracy or a form of government, which allows effective responses to their needs.

A widespread “populism” that has intercepted most of the trust already entrusted to
the traditional “political class”, describes Italy in this discourse. Khanna wonders if
democracy guarantees a country’s success or if a growing inclusion of technocratic
roles in governance can assist. These steps could be launched, when extracting the best
from “politics and government”, “democracy and services”, “process and results”,
selecting the sense of “procedure” from democracy and sense of “result” from the
technocracy. Neither of the two prevails, but both are under penalty of mutual legit-
imization. The author is convinced that “on the long run, the quality of Governance is
more important than the type of regime in power, claiming that: “Too much politics
corrupts democracy; too much democracy hinders the policies. Politics relate to
positions, while policies relate to decisions. Democracies produce compromises,
technocracies bring solutions; democracy adapts itself (satisfies), technocracy seeks the
best solution (optimizes)”. For example, the conspicuous social and economic results of
Switzerland and Singapore support this argument. Therefore, it is necessary that
democracy be pervaded by a different policy, which, starting from a consistent ana-
lytical recognized and shared bases, brings suitable certified knowledge forms
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(quantitative and qualitative data). In this way, democracy does not succumb in front of
the increasing citizen participation, which often degenerates into ideological conflicts
with suspensions of procedures and variations.

In Western democracies, the phenomenon of urban governance has always been
accompanied by numerous analyses and by the collection of city and territorial data,
scarcely used in actual realizations. Firstly, ruling classes are less prepared and willing
to change their decision-making behavior and therefore rely on traditional applications
that guarantee more profitable mediation among political parties.

As a result, we suggest here, a form of governance that is characterized by a
decision-making system that uses a “close relationship” between representative,
political and technocratic bodies; deputies to provide qualitative-quantitative assess-
ments of the proposed development scenarios, starting a political evolution “in the
technocratic sense”. Khanna argues that if governance gradually acquires contributions
from the technocratic system, then the “utilitarian and meritocratic” objectives of this
action would clearly emerge, demonstrating that many of the political decisions are
based on ideological oppositions without any knowledge on urban phenomena. The
utilitarian and meritocratic system of technocracy could, therefore, offer essentially in
politics. Urban planning, marked by lengthy procedures that often impose only partial
revisions, would challenge the “who and how it is possible to manage” the databases in
order to use them in line with social demand. However, the risk in asking for a rigorous
technological admin profile is that it cannot be guaranteed that end users will be as well
capable to work with data management.

The authors argue that a part of Khanna’s index on building a blend of democracy
and technocracy, assisted by ICT can be useful in governance. This includes a gov-
ernance which is fully democratic, leading to an equally irrevocable, incremental
welfare and social debate, based on a quantitative knowledge, capable of activating
decision-making processes, both of a “vertical”, bottom-up type, and also “horizontal.”
A type of governance that is able to redefine, in a shared manner, the design of the city,
through ICT. In the debate on smart and digital cities, the authors highlight the creation
of a global “gigantic collective memory”. The impact on tax, democracy, the political
class, meritocracy etc. is incontestable. For the evolution of the phenomenon, they
suggest the following hypotheses:

(1) The new “political” urban governance profile should be included in the discourse
about the future design of cities;

(2) “Exploring the future” by designing the present, hypothesizing a subsequent
scenario, seems an idea that can be shared [20].

(3) Geo-location tools are available (GPS, Wireless etc.) and allow real-time moni-
toring and visualization of urban and territorial realities;

(4) Insisting on territorial scenarios that are constructed upon improbable hypotheses
and are only analogically evaluated, seems less useful. On the opposite, investi-
gating “information flows” and “data-driven” models, using data collected on the
micro and macro-themes of each urban reality, and observing “how”, “by whom”
and with what objectives data are used, seems more adequate.
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(5) “We are” experiencing an epic moment that communication between men and
communities transforms, from the first “global village” to a village where com-
munication is more democratic in character, between thrusts that are not only
“vertical” but also “horizontal” (Internet, cyberspace etc.). This space of flows is a
completely new phenomenon.

(6) This space interacts with the digital, analogical and physical world, stressing their
spatial effects in the city. Physical “distance” is reduced even if a “fictitious”
theme may appear. To what extent the Internet makes, the localization of inter-
connected subjects-things irrelevant is still to be searched;

(7) In fact, cities continue to grow, a fact that cannot be generalized, because it relates
above all to the c.d. Third World. However, the innovative forms of communi-
cation cannot make the phenomenon of settlement dispersion real.

(8) Man is a “collective” animal that needs to live in a real and physical community
where there are contact and life in the city, without denying the opportunities of
cyberspace, the “triumph of atoms and bits” [21]. Urban space is a set of “virtual
and physical places” that combined give rise to changing urban “forms”, on a
physical and functional level. This could be the smart city in necessary symbiosis
with the Digital City. In this case, men and things are “sensors”, in real time, of
the evolution of urban reality (ubiquitous computing) and “public and private
spaces” are decisive in this. Therefore, from the analogical to the digital age, the
container takes “different forms in time, even short, and flexible in functions”.
Moreover, the concept of “form” of the city changes and acquires a more complex
meaning over time.

(9) Data-driven processes change the city because urban space can be coordinated
with computer platforms (C. Ratti). In this context, is the civil- hacking (“hack-
ing” the city, S. Sassen [22]) possible? Which Governance is desirable for a
complex process where the knowledge and use of new technologies are master-
ing? Where can we imagine a programmable and changeable Architecture? Where
does “sentient” space exist? Big data’s exponential growth present new research
directions for the city, its “resilience” and the political-social coherence of the
governance. The current form of big data governance needs to extend based on the
bottom-up and horizontal model. In particular, the “way” the public space is
programmable through a governance that increasingly considers this model. We
observe that the data-driven process needs to evaluate the validity of the current
governance forms in order to achieve a necessary substantial democracy of the
whole operation.

Without a democratic profile in the process, the smart city can be negated. The
meaning of cities through increasing forms of urban efficiency and human capital is no
longer sufficient to clarify the deeper meaning of democracy. “Digital transformation as
an ecosystem… it cannot be done, harbinger if not governed, of… terrible discrimi-
nation…. of great violation of rights… divesting monopolies…” [23].

Without denying the validity of an “efficient” city for users only, in the distinction
between these and “citizens” lies the whole meaning of an “intelligent” City.
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Abstract. Recently, heterogeneous network mining has gained tremendous
attention from researcher due to its wide applications. Link prediction is one of
the most important task in information network mining. From the past, most of
the networked data mining approaches are mainly applied for homogenous
network which is considered as single-typed objects and links. Moreover, there
are remained challenges related to thoroughly evaluating the content of linked
objects which are considered as important in predicting the potential relation-
ships between objects. Like a common problem of predicting co-authorship in
bibliographic network such as: DBLP, DBIS, etc. There is no doubt that an
author who is interesting in “data mining” field tend to cooperate with the other
authors who contribute on this field only. Hence, predicting co-authorships
between authors work on “data mining” with others who work on “hardware” is
dull as well. Moreover, in the context of large-scaled network, traditional
standalone computing mechanism also is not affordable due to low-performance
in time-consuming. To overcome these challenges, n this paper, we propose an
approach of topic-driven meta-path-based prediction in heterogeneous network,
called T-MPP which is implemented on distributed computing environment of
Spark. The T-MPP not only enables to discover potential relationships in given
bibliographic network but also supports to capture the topic similarity between
authors. We present experiments on a real-world DBLP network. The outputs
show that our proposed T-MPP model can generate more accurate prediction
results as compared to previous approaches.
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1 Introduction

Among information network (IN) mining tasks [1–3], link prediction is one of the most
important task which support to predict missing links or new relationships in future of the
given networks. Link prediction [4–7] is important for mining and analyzing the evo-
lution of the information network. In the past, several solutions of link prediction have
been proposed to support for relationship discovering over the network. However, most
of the existed approaches only concentrate on evaluating the homogeneous information
networks (HoIN) which mean all nodes and links in the network are treated as the same
type. There is no doubt that most of the networks are heterogeneous and each object and
relation type carries out the different meaning as well as, for example, such as in DBLP

network, multiple object types and relationships, such as: author�!write paper,
paper�!cite paper, paper �!submit

venue/conference, etc., which normally called meta-path
(Definition 2) [1, 2] have different meanings and can’t consider as the same.Moreover, in
complex network, the attributes of object and link are also vary, for example an “author”
object has its own attribute such as “gender”, “address”, “affiliation”, etc. which are
different from “paper” object’s attributes such as “topic”, “keywords”, etc. which are
extremely difficult to capture them all, but can’t skip due their importance during the
network evaluation process. Therefore, recently the linking prediction task in informa-
tion network faces three main challenges, which are listed as following. First of all,
existing problems related to the multi-typed objects and links in HINs, most of the
approaches are incapable to apply for different-typed objects and relations while
extracting network topological features to feed the prediction model. Secondly, the
differences in length and meaning of paths which link two objects leads to the problem in
generating topological features. For example, we want to evaluate the proximity of two
specific “authors” via observing all paths which connect them together, in the manner of
HIN-based context, two authors might be linked via different paths’ type and length, such

as: author�!write paper �write
author, author �!work at

affiliation  �work at
author, etc. and the

challenge is that how to appropriately capture these differences to form proper topo-
logical features, such as: the approach of Katzb metric in measuring the total number of
all paths between two given nodes without considering about the path’s length. Last but
not least, the shortage of node’s attributes evaluation also is a challenge which leads to the
decrease in the accuracy of link prediction task. Like as the problem of co-authorship
prediction in bibliographic network, two authors who research on the same topics
absolutely tend to cooperate in the future than other authors who contribute on the other
topics. The topic attribute might be identified by the content of their papers or set of
keywords usage. As aforementioned challenges, we need to find the other strategy which
supports to properly generate topological features for the HINs. The proposed approach
must be able to distinguish the differences in the paths’ meanings as well as nodes’
attributes. Our contributions in this paper are three-folds, include:

• First of all, we present the approach of applying LDA topic for extracting the topic
distributions over content-based object in HIN, such as “paper/article” objects in
bibliographic networks. Then, these probabilistic distributions are used to evaluate
the topic proximity between authors.
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• After that,wepresent the approaches ofT-MPPmodelwhich ismainly inspired from the
works of Sun et al. (2011) in “PathPredict” [6] which is the meta-path-based prediction
approach. We describe about improvements on topic-driven meta-path-based link
prediction of proposed T-MPPmodel. The topological features are extended by adding
the topic similarity attributeswhile generating the feature vectors for eachpairwisenode.

• Finally, we conduct experiments on the real-world DBLP and Aminer dataset in
order to demonstrating the effectiveness of our proposed models which is promising
to leverage the accuracy of co-author relationship prediction task in the biblio-
graphic networks.

The rest of our paper are organized in 4 sections. In the second section, we discuss
about related works and motivations of previous researches. The proposed T-MPP
model and methodologies are described in the third section. In the next section, we
demonstrate our empirical studies on the T-MPP model as well as discuss about
experimental outputs. The last section is our conclusion and future works.

2 Related Works and Motivations

From the past, most of the link prediction approaches on information network are con-
sidered unsupervised methods [4, 8, 9] which means they mainly focused on directly
analyzing the graph’s structure of the network to obtain the probability of new links
might be appeared, but this type of method does not gained high effectiveness as well as
accuracy in the outputs in complex and dynamic networks. Subsequently, the supervised
learning approaches have been proposed to leverage the accuracy of link prediction tasks.
The supervised approaches [10–12] enable the system to learn from the previous network
dataset to generate the predictive model, which is applied to evaluate the likelihood of
two nodes to be connected in the future. However, most of the previous works are mainly
concentrate only on homogeneous networks. For example, such as the closest match with
our works in this paper is solving the problem of co-authorship prediction [4] via
extracting several topological features from the network of a single-typed co-authorship.
There is seldom appropriate solution to solve the problem of multi-typed objects and
links prediction task. Recently, there are several models have been proposed to overcome
challenge of HIN mining. As the challenges of multi-typed object and relationship in
HIN, the definition of “meta-path” has been proposed as the principal concept for HIN
link prediction as well as other mining tasks [6, 7, 13].

3 Methodology and System Architecture

Recently, HIN mining has attracted many researchers due to its wide applications in
multiple areas. Link prediction is considered as one of the most important HIN mining
tasks, which encounters two main difficulties related to complex networked data
mining, include:

• The diversity of node/object and link/relation type of HIN which challenges the
previous HoIN-based approaches.
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• The difference and complication of semantic meanings of paths which link pairs of
node leads to the failure in traditional topological feature extracting mechanisms.

3.1 Topic Similarity Evaluation Between Content-Based Nodes

Topic Similarity Evaluation Between Objects via LDA Topic Model In content-
based bibliographic HIN, such as: DBLP, most of text-based object such as
“papers/articles” play as core object type which appear in most of meta-paths. Therefore,
the carried attributes, such as: topic/category, keywords, etc. of these objects can help to
effectively enrich the co-authorship predictive model. As discussed from previous sec-
tions, in realistic, authors who work on the same fields likely tend to cooperate with each
other than other authors who work on the other fields. Hence, evaluating the topic
similarity between authors is very important. In order to tackle this challenge, we use the
LDA [14] topic model supports to produce topic distributions over the set of paper
objects in given bibliographic networks. The LDA topic model support to extract the
probabilistic distribution of topics within the set of papers/documents, denoted as:
P zijdj
� � ¼ hdjz i;i2 Zj jð Þ , is the distribution of (i)-th topic over paper/document ðdjÞ with Zj j

number of topic. Then, now each paper object are now represented as the fixed-length

feature vector, dj
!
, with Zj j-dimensions, denoted as: dj

!¼ P z1jdj
� �

; . . .P zði;i2 Zj jjdj
� �� �

, or

dj
!¼ hdjt1 . . .h

dj
z i;i2 Zj jð Þ

h i
. After obtaining the topic feature vectors of the set of papers, we can

easily evaluate the topic similarity between these papers via off-the-shelf vector distance
algorithms such as: cosine similarity, Euclid distance, etc. In this paper, we used the
cosine similarity metric to compute the topic similarity between these papers. Back to the
problem of co-authorship link prediction, the assumption is that: “two authors is con-
sidered as relevant in their research topics if their papers’ topics are similar”. Following
that idea, we define the topic similarity score between of two authors (x) and (y), depends
on the linked content-based objects, such as their published papers. For each path (p),
with a specific paper of each author (x) and (y), denoted as: ðxcÞ and ðycÞ, respectively.
The topic similarity score between two authors for a specific path (p), denoted as:
top cs simp x; yð Þ, as following (shown in Eq. 1):

top cs simp x; yð Þ ¼ xc
!:yc
!

xc
!:yc
!¼

P Zj j
i¼1ðhxczi :hyczi Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P Zj j
i¼1 hxczi

� �2
r

:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P Zj j

i¼1 hyczi

� �2
r ð1Þ

Where,

• Z, is set of extracted latent topics which extracted via LDA topic model.

• hxczi and hyczi , present for the probabilistic distributions of latent topic (i)-th over a
specific paper of author (x), denoted as: ðxcÞ and a specific paper of author (y),
denoted as: ðycÞ, respectively.
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3.2 Topic-Driven Meta-path-Based Topological Feature Extraction

In order to apply meta-path in the process of topological feature selection, Sun et al.
proposed four main measure functions, include [6]: path-count, normalized path-count,
random walk and symmetric random walk. Motivating from these paradigms, we
proposed an extended versions of these meta-path-based topological feature extraction
mechanism, as following:

Topic-driven path-count: : is the total number of path instances (p) in
total paths, denoted as: (P), following the defined meta-path (MP) with link two authors
(x) and (y), in a given bibliographic network. Noticing that the value of path-count
between and can be different depending on the network’s structure. The

metric is calculated as following equation (Eq. 2):

ð2Þ

Where,

• wp, is the total weights of path (p), normally 1 for most of the relation types in
bibliographic network which are considered as binary relations.

• top cs simp x; yð Þ, is the topic similarity between two author (x) and (y) following a
given path (p) (as explained in Eq. 1).

Topic-driven normalized path-count: : is defined as the nor-
malized sum of path instances between two authors following the meta-path (P), denote
as following equation (Eq. 3):

ð3Þ

Where,

• , presents for the topic-drive path count of node (x) to other linked
nodes or considered as that node’s out-degrees.

• , presents for the topic-drive path count of node (y) to other linked
nodes or considered as that node’s out-degrees.

Topic-driven random walk: : is the probabilistic transitional
weight for the walker to travel from author (x) to author (y), denoted as following
equation (as shown in Eq. 4):
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ð4Þ

Topic-driven symmetric random walk: : similar to random walk
metric , the symmetric random walk supports to obtain the transitional
probabilistic of both two node sides, include the traversals of random walker from
author (x) to author (y), and author (y) to author (x), , denoted as
following equation (as shown in Eq. 5):

ð5Þ

In HIN-based link prediction, with different types of meta-path, we can use any
topic-driven metric to obtain a distinctive topological feature or combining all these
measures to form a “hybrid” approach. In the next section, we will compare each type
of proposed topic-driven approach as well as comparisons with previous models.

3.3 Distributed Computing on Meta-path Count with Spark Graph-
Frames

In order to optimize the performance of proposed model on the circumstance of large-
scaled information network we implement the Spark [15] graph-frames library for
distributed meta-path-based traversal task. The strategy for this approach is using the
motifs finding, which is considered as a powerful querying tool for sequential order
pattern searching in graph-based structure. The motif finding enable us to restrict the
walker to follow the predefined meta-paths strictly while calculating the number of path
instances between two pairwise nodes. The process for obtaining the number of path
instances between two pairwise node (x) and (y) is described in Algorithm 1.

Algorithm 1. Pseudo code for meta-path-based random walk via motifs finding in 
Spark with Graph-Frames library

Input: the heterogeneous network, denoted as: , with pre-
defined meta-path ( ), with starting node ( ), ending with node ( ).

Output: Number of path instance ( ).
1: Function
2: Mapping: 
3: Defining: 
4: Do finding: .find()
5: Return 
6: End function
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For example, with the meta-path A-P-V-P-A which is represented for:

author !write paper !submit
venue  submit

paper  write author, which is used to find evaluating the
similarity of authors who submit their works on the same set of venues. In order to
obtaining all path instances of the A-P-V-P-A meta-path, we use a Scala program with
GraphFrame as follows:

println("All path instances of the A-P-V-P-A meta-path")

val nodeStmt = s"MATCH (n) "+
"RETURN ID(n) as id,n.nodetype as type,n.nodename as name"

val edgeStmt = s"MATCH (n)-[r]->(m) "+
"RETURN id(n) as src, id(m) as dst, r.edgetype as type"

val gf = Neo4j(sc)
.nodes(nodeStmt,Map.empty)
.rels(edgeStmt,Map.empty)
.loadGraphFrame

gf.find("(A1)-[w1]->(P1);(P1)-[s1]->(V); (A2)-[w2]->(P2);(P2)-[s2]->(V)")
.filter("w1.type='WRITES' and s1.type=' PUBLISHED_AT' and "+

"w2.type=' WRITES' and s2.type=' PUBLISHED_AT' and A1.id != A2.id")
.show()

With this motifs finding, Spark graph-frames supports to find all path instances
following the A-P-V-P-A meta-path based on the distributed parallel computing
mechanism, in a given heterogeneous network, Table 1 shows examples of path
instances for meta-path A-P-V-P-A, Table 2 shows top-k predicted co-authorship
relations for author “Jiawei Han”.

4 Experimental Studies and Discussions

In this section, we demonstrate the empirical studies about our proposed T-MPP which
is topic-driven meta-path-based prediction model. The experimental results demon-
strate that T-MPP can help to effectively improve the co-authorship prediction accuracy
in content-based bibliographic network.

4.1 Experimental Dataset Usage and Setup

For testing the proposed model, we use the real-world DBLP1 bibliographic network
combined with the available AMiner2 dataset which is the dataset of abstract content of
papers in DBLP network.

1 DBLP bibliographic network: http://dblp.uni-trier.de/.
2 Aminer dataset: https://www.aminer.cn/.
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At this time, the DBLP network contains over 4.1 M papers, over 2 M authors and
more than 6 K conferences/journals. From the DBLP network, we select 60 K top-cited
(to be referred/cited by the other papers) papers and split them into two main part
within two main time intervals based on the published years of these papers. The first
interval is in range [1985–2010] years which are used as training set, denoted as: Ttrain.
The second interval is in range [2011–2017] years, which are used as test-set, denote
as: Ttest.

We store the DBLP network in Neo4J Graph Database as a graph with 5 node types
and 5 relationship types. Details of the Neo4j graph are shown in Tables 3 and 4. This
graph has 11,721 vertices and 52,958 edges.

4.2 Experimental Results and Discussions

T-MPP Model Accuracy Evaluation For each topological measure which is
described in Sect. 3.2, we conduct the experiment for each type of approach in com-
paring with the hybrid measure (combination of all topological measures) approach.
These approaches are tested with different dataset’s sizes (%). The experimental results
are shown in Table 5 (Figs. 1 and 2).

Standalone vs. on Distributed Computing Environment We implemented T-MPP
model on both standalone and Spark-cluster-based distributed computing environment
with 3 nodes, and comparing the execution time-consuming. The experimental results
shown that the T-MPP in distribution-based gained better performance than the
standalone-based environment following the increase of dataset size. The output shown
in Table 6 (Fig. 3).

Table 1. Examples of path instances for meta-path A-P-V-P-A

Author_1 b (paper) c (venue) d (paper) Author_2

Jiawei
Han

Discovery of multiple-
level association rules
from large databases

VLDB A Framework for
Clustering Evolving
Data Streams

Philip S.
Yu

Jiawei
Han

Mining concept-drifting
data streams using
ensemble classifiers

SIGKDD LCARS: a location-
content-aware
recommender system

Yizhou
Sun

… … … … …

Table 2. Top prediction of co-authorship for author “Jiawei Han”

Rank Authors

1 Christos Faloutsos
2 Bing Liu
3 Hans-Peter Kriegel
4 Churu C. Aggrawal
… …
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Table 3. Node types of the Neo4J graph

No. Node types Descriptions

1 AUTHOR Authors of papers
2 PAPER Papers
3 TOPIC Topics of papers
4 VENUE Venues at which papers are published
5 WORD Keywords of papers

Table 4. Relationship types of the Neo4J graph

No. Relationship types Descriptions

1 CITES PAPER – CITES – PAPER
2 CONTAINS TOPIC – CONTAINS – WORD
3 PUBLISHED_AT PAPER – PUBLISHED_AT – VENUE
4 RELEVANT PAPER – RELEVANT – TOPIC
5 WRITES AUTHOR – WRITES – PAPER

Table 5. The experimental results for different topic-driven meta-path-based topological
measures

Training & test set size (%) Training & test set size (%)
T-PC T-NPC T-RW T-SRW

20% 0.38271 0.36213 0.33281 0.42112
30% 0.40821 0.41987 0.38213 0.45217
50% 0.41291 0.42821 0.42231 0.47292
80% 0.44291 0.43317 0.49218 0.51211
100% 0.53281 0.53821 0.58271 0.57212

Fig. 1. Average accuracy of each T-MPP topological approach
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5 Conclusion and Future Work

In this paper, our works are mainly focused on solving problems related to predicting
co-authorship relations between authors in heterogeneous bibliographic networks. Over
experiments on the real-world DBLP bibliographic network, the T-MPP model have
outperformed the traditional approaches which are applied for homogeneous networks.

Fig. 2. Comparison of different T-MPP topological approach

Table 6. Standalone vs. on distributed computing environment

Number of node Execution time
(second)
Standalone Distributed

1000 600 1.425
5000 2.850 3.213
8000 3.678 4.231
10000 5.267 4.892
50000 16.879 12.819
100000 37281 22781

Fig. 3. Comparisons between standalone vs. distributed computing environment on time
consuming

96 P. Do et al.



The T-MPP model is designed to work on the heterogeneous networks which contain
multi-typed objects and links. Inspiring from the previous proposed PathPredict model,
our main contributions in this paper are the combination of thoroughly evaluating the
topic similarity between authors along with the process of meta-path-based topological
feature learning. This combination is promising to significantly improve the accuracy
of the other relationship prediction tasks such as friendship prediction on social net-
work via content-based objects such as: posts, comments, etc.

Acknowledgements. This research is funded by Vietnam National University Ho Chi Minh
City (VNU-HCMC) under the grant number B2017-26-02.
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Abstract. Because of depletion of fossil fuel, increasing energy demand,
and increasing number of population, world has entered in to the new
phase of energy extracting from alternating sources. These renewable
energy sources are abundant, free from greenhouse gas and will become
an alternative of fossil fuel. In this paper iteration method was involved
to optimize the designed hybrid Wind and solar renewable energy system.
As a result all the components are properly sized in order to meet the
desired annual load with the minimum possible total annual cost.

Keywords: Hybrid renewable energy · Optimization
Iteration method

1 Introduction

Energy is one of the vital factor for the socio-economic development of societies
of any country. The natural capacity of earth for supplying fossil energy will
not ever lasting. Even though, these conventional energy source have been play-
ing the leading role, 80% of the worldwide energy demand for the past many
years [4]. Nowadays, the global warming, depletion of its sources and continu-
ous increase in oil prices have got worldwide attention for the development and
utilization of renewable energy sources [1]. Due to such and rapid increment of
industrialization all over the world, the need for energy is exponentially increases
from time to time and shortage of fossil fuels has been occurred [7].

These Conventional energy sources which include power plants using fossil
fuels (natural gas, coal, etc.) have a lot of disadvantages [2]. The core disadvan-
tages are:-

a. The issue of environmental degradation. It leads to the inevitable production
of carbon dioxide (CO2), where harmful emissions, such as carbon monoxide
(CO), nitrogen oxides (NO2), sulphur oxides (SO2), unburned hydrocarbons
(HC) and solid particles are produced.

c© Springer Nature Switzerland AG 2019
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b. It needs continuous fuel supply to operate, which contributes to the operating
costs. This cost depends on various local and global parameters, such as fuel
availability and type, fuel purity, world economic conditions, local prices, etc.

To overcome or at least limit some of the problems associated conventional
energy sources, renewable energy resources are the solution.

Wind and Solar have abundant power which can be exploited as electric
energy by the help of wind turbines and solar panels. These energy, which is
renewable, environmentally clean without causing greenhouse gas and reduce the
cost of electricity can be alternatives to fossil fuels [3]. The main disadvantage
of these technologies is the fluctuation of their power output. To overcome these
disadvantage hybrids renewable energy technology was important [1,19].

This paper is attempts to find the optimal size of hybrids of wind and solar
renewable energy system base on minimization total annual cost under the power
balance. The main concern is to determine the size of each components partic-
ipating in the system, so that the desired load can be satisfied with minimum
possible cost [4,5,7,9]. Since the problem under consideration consists of integer
decision variables, numbers of wind turbines, solar panels and batteries conven-
tional Optimization methods such as probabilistic methods, Analytical methods
and Iterative method can effectively give the local extremum values [4]. But due
to stochastic nature of the wind and solar system, employing nature inspired
meta-heuristic Algorithms may lead to the global extremum [8,13–18]. Here the
researchers apply iterative method to solve the problem and left for further
research for the application and comparison of different nature inspired algo-
rithms to solve this hybrid solar and wind renewable energy system including
its cost analysis.

2 Optimization Formulation

The main Objective of the sizing Optimization problem is to minimize the total
annual cost (fTAC) of the system. For this problem the total annual cost is taken
as the sum of initial capital cost (CICC) and annual maintenance cost (CMnt)
[3,7,13]. Thus, the problem to be minimized will be taken as:

Minimize fTAC = CICC + CMnt (1)

Maintenance cost CMnt of the system occurs during the project life time while
capital cost CICC occurs at the beginning of the project. In order to compare
these costs, the initial capital cost has to converted annual capital cost by the
capital recovery factor (CRF) can be defined as

CRF =
i(1 + i)n

(1 + i)n − 1
(2)

where i the interest rate and n denotes the life span of the system.
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Now the initial capital cost of the system can be broken in the annual costs
of the wind turbine, solar panel, batteries and backup generator will be given as
follows:

CICC = i×(1+i)n

(1+i)n−1 [NPV CPV + NWTCWT

+( n
LSBatt

)NBattCBatt + CBackup] (3)

where LSBatt is batteries life span, NPV , NWT and NBatt are numbers of PV
panels, wind turbine and batteries respectively, CPV , CWT , NBatt and CBackup

are unit costs of PV panels, wind turbine, batteries and backup generator respec-
tively The unit cost of solar panel CPV is consists of unit cost of PV panel and
its installation fee and that of wind turbine CWT is also consists of unit cost of
wind turbine and its installation fee as shown on Eq. 4 next.

CPV = CPV,unit + Cinst,unit

CWT = CWT,unit + Cinst,unit (4)

The number of batteries NBatt which, depends on the number of photovoltaic
panel and number of wind turbines are decision variables and determined by the
following function:

NBatt(NPV , NWT ) = Roundup(
SReq

ηSBatt
) (5)

where Roundup (.) is a function which returns a number rounded up to an integer
number; SReq is required storage capacity; η is usage % of rated capacity which
guarantees batteries life span; and SBatt is rated capacity of each battery.

Similar to the number of batteries, the required storage capacity SReq which
is defined as the number of solar panels and wind turbines in the hybrid system
can be obtained by using energy curve (ΔW ) defined as:

ΔW = WGen − WDem =
∫

ΔPdt =
∫

(PGen − PDem)dt (6)

Where WGen and PGen are the total energy and power generated respectively
and WDem and PDem are their respective demand values.

Thus, the required storage capacity SReq defined as the number of solar
panels and wind turbines is given by:

SReq(NPV , NWT ) =
∑Maxt

t=1 (P t
PV + P t

WT − P t
Dem)Δt

−∑Mint
t=1 (P t

PV + P t
WT − P t

Dem)Δt (7)

Where Max t is the time when total energy (kwh) is highest; Min t is the time
when total energy (kwh) is lowest. Δt is unit time under consideration (1 hr)
here. P t

PV and P t
WT are the powers generated by solar panel and wind turbine

at time t respectively; and P t
Dem the total power demand at time t. The total

power generated by the components at time t is given by:

P t
PV = NPV × P t

PV,Eachunit

P t
WT = NWT × P t

WT,Eachunit (8)
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where P t
PV and P t

WT are the total powers generated by the wind turbines and
solar panels, where as P t

PV,Eachunit and P t
WT,Eachunit are the power generated

from each respective components at a time t. The annual maintenance cost of
the system was calculated by the following equation.

CMaint = (CPV,maint × ∑2
t4P t

PV Δt + CWT,maint

×∑2
t4P t

WTΔt) × 365 (9)

3 Constraints

The formulated Fitness function of the Optimization problem will be subject to
the following Conditions.

1. Decision variables Constraint

NPV ∈ Z, NPV ≥ 0 and NPV ≤ NPV,Max

NWT ∈ Z, NWT ≥ 0 and NWT ≤ NWT,Max (10)

2. Power Generated Constrain
The total transferred power from PV and WT to the battery bank is calcu-
lated using the following Equation

P k
Total(t) = NPV P k

PV (t) + NWGP k
WG(t)

1 ≤ k ≤ 365, 1 ≤ t ≤ 24 (11)

The power generated from each source Pgen(i) must be less than or equal to
the maximum capacity of the source as

Pgen(i) ≤ Pgen;max(i) (12)

Where i is Number of sources

3. Power Balance Constraint
The total power PTotal generation of the Hybrid renewable energy sources
must cover the total load demand Pdemand, the total power losses PLosses

and storage power PStorage if used.

PTotal = Pdemand + PLosses + PStorage

PTotal,supply ≥ PTotal,demand (13)

4 Iterative Method

The iterative procedure selected for optimal sizing the numbers of wind turbine
and PV panels needed for a stand-alone system to meet the desired specific load
of a specific area. In this method all possible solutions are generated first by
initializing the basic decision variables i.e. number of wind turbines and number
of solar panels staring form the minimum numbers until the possible maximum
numbers which optimize the system. Here under the steps used in iteration
method are mentioned [5].
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1. Select suitable and commercially available unit sizes for wind turbine, PV
panel, and storage battery based on the data given in Table 1.

2. Since the unit cost for the wind turbine far exceeds that of a single solar
panel, keep the number of wind turbines (NWT ) constant and increase the
number of PV panels (NPV ) until the system is balanced, i.e. the curve of
ΔP versus time for the system has an average of zero over a given period of
time.

3. Repeat step 2 for different number of wind turbines, i.e. (NWG = 0, 1, 2, 3, ...)
as needed.

4. Calculate the total system annual cost for each combination of (NWG) and
(NPV ), that satisfies the requirements in step 2.

5. Choose the combination with the lowest cost under the desired conditions.

4.1 Numerical Datasets

A hybrid solar and wind renewable energy system, which is designed based on the
developed Optimization formulas given (1–13) above is given here. The numerical
examples used in this paper is similar to [3,7]. However, because of certain time
gap, there were a change in global inflation rate and energy demand, those values
under decision variables used for wind and solar system organized in Table 1 are
multiplied by 3.31%, global inflation rate of 2018 and the power demand data
given in Table 2 are multiplied by 1.3%, global average energy demand increment
value.

Table 1. Design variables used for Solar and Wind Hybrid System

Variables Values

Annual interest (i) 6%

Life span of the system (n) 20 years

Solar panel price ( $362/panel

Solar panel installation fee 50% of the price

Wind turbine price $20662/Turbine

Wind turbine installation fee 25% of the price

Unit cost of the battery $176

Cost of backup generator $2066

Usage % of battery rated (η) 80%

Batteries rated capacity ( 2.1 Kwh

Batteries life span 4 years

Unit time (Δt) 1 hr

Maintenance cost of PV array 0.5 cents/Kwh

Maintenance cost of WT 2 cents/Kwh
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Table 2. Updated daily power data for wind and solar system

t PDem PWT PPV (W ) PPV (kw) ΔP

1 1.39 0.58 0 0 −0.81

2 1.25 0.49 0 0 −0.76

3 1.19 0.48 0 0 −0.71

4 1.22 0.53 0 0 −0.69

5 1.34 0.47 0 0 −0.87

6 1.8 0.51 0 0 −1.29

7 2.66 0.46 1.6 0.002 −2.198

8 2.9 0.46 3.4 0.003 −2.437

9 2.52 0.61 10.3 0.01 −1.899

10 2.21 0.76 24.6 0.025 −1.425

11 2.05 1.1 31.7 0.032 −0.918

12 1.94 1.53 35.3 0.035 −0.375

13 1.82 1.67 36.6 0.037 −0.113

14 1.71 1.89 37.4 0.037 0.217

15 1.62 2.43 36.8 0.037 0.847

16 1.65 2.45 33.5 0.034 0.833

17 1.87 1.91 24.2 0.024 0.064

18 2.29 1.76 13.4 0.013 −0.517

19 2.58 1.57 5.6 0.006 −1.004

20 2.6 1.16 1.5 0.002 −1.438

21 2.54 0.87 0 0 −1.67

22 2.49 0.76 0 0 −1.73

23 2.28 0.74 0 0 −1.54

24 1.79 0.7 0 0 −1.09

Total 47.72 25.89 0.296 −21.534

Table 1 shows the valves of the updated decision variables for the test of the
system. Here the values mentioned on [3] which related to purchase are updated.
Because of life span of each battery is taken as 4 years, 5 times installations
are needed during the whole systems life span. In Table 2, PDem and PWT are
given in kilowatts. Table 2 provides the updated valued of annual average hourly
demand (P t

Dem), generated power by each components (P t
PV,unit) and (P t

Wt,unit)
and the difference in power in kilo watt including the total power demand versus
total power generated for each unit time of the day. To illustrate this table more,
the following graphs are plotted by the help of MATLAB.
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Fig. 1. Daily average of hourly power demand

Fig. 2. Hourly average wind profile

Figure 2 above indicates the updated electrical demand and the curve shows
an average hourly demand. Hourly average wind profile shown in Table 2 was
illustrated in Fig. 3. The average annual power demand was plotted with Fig. 4.
The power differences from each components wind turbine and solar system and
also the power difference of the total generated power from the sources and the
power demand used to calculate the power balance was shown by Fig. 5.

5 Results

Based on the above updated data, when iteration method was applied to Optimal
sizing this problem, under the constraint the total energy was balanced, we get
three different alternatives as shown in Table 3.

1. When wind Turbine alone applied (NPV = 0, NWT = 2 and NBatt = 9)
2. When Solar panels alone applied (NPV = 162, NWT = 0 and NBatt = 17)
3. When both Wind Turbine and Solar panels applied (NPV = 74, NWT =

1 and NBatt = 12).
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Fig. 3. Average hourly power generated by a solar pannel in a day

Fig. 4. Average daily annual power demand

Fig. 5. Average hourly power difference in a day
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Table 3. System component size

Configuration #
Tur

#
Pan

#
Bat

ΔP Total annual cost

Wind alone 0 2 9 4.04 kw $5753.09

Solar alone 162 0 17 0.216 kw $9242.79

Hybrid 74 1 12 0.067 kw $7085.97

In the above table, Tur, Pan and Bat stands for number of wind turbines,
number of solar panels and numbers of batteries involved in the configuration
respectively.

As indicated on Table 3. The optimal cost was found ($5753.09) when only
Wind turbine ((NPV = 0, NWT = 2 and NBatt = 9)) was applied to generate the
desired power with the possible minimum cost. But due to the stochastic nature
of these renewable energy sources we recommend to select the hybrid system
was selected to get continuous power with (NPV = 74, NWT = 1 and NBatt =
12) and total annual cost $7085.97. Note that with this combination all the
constraints are satisfied and the total power was also balanced with +0.067 kw to
charge the battery. So, the designed backup generator will be used as contingency
in case when maximum fluctuation of power occurs.

6 Conclusion

Optimal sizing of hybrid Wind and Solar renewable energy system stand alone
daily average of 47.72 kw/day power generating was investigated. A simple iter-
ation method was employed and all the constraints are taken in to account to
optimal sizing of the components for the three configurations. By this optimal
solution was achieved at (NPV = 74, NWT = 1 and NBatt = 12) and total
annual cost $7085.97. Hopefully, the way of organizing hybrid wind and solar
renewable energy system and the updated numerical data taken to optimize the
system will be come a good bench-mark for us and other researchers to apply
other nature inspired algorithms and compare the their results.
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Abstract. In the presented article the technique of creation of three-
dimensional models of solar photovoltaic thermal modules in the system of
computer-aided design of Compass 3D is considered. The article also considers
the method of visualization of the thermal mode of operation of the water
radiator of the photovoltaic thermal concentrator solar module, the model of
which was created in the automated design system. A technique for manufac-
turing a prototype of a solar tile shell manufactured using additive technologies
is proposed

Keywords: Computer-aided design system � Finite element analysis system
Additive technologies � Solar energy � Solar photovoltaic thermal module
Three-dimensional model � ANSYS � Water radiator

1 Introduction

Currently, there are a number of software complexes that, as a tool, allow you to create
both three-dimensional object models, conduct various modeling of the thermal state of
the modules with simultaneous visualization of the results obtained, and create pro-
totypes of such modules using additive technologies, using relatively small resources,
which is very important at the initial design stage. As a tool for creating two-
dimensional and three-dimensional models of solar photovoltaic thermal modules for
stationary and mobile power generation, computer-aided design systems, such as the
software package of Ascon - Kompas 3D [http://kompas.ru/], can be used.
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2 Method for Creating Three-Dimensional Models of Solar
Photovoltaic Thermal Modules of Various Designs
for Stationary and Mobile Power Generation

In the method of creating models of solar photovoltaic thermal modules, the designs of
stationary and mobile power generation modules are developed, the main differences of
which are the dimensions of solar cells, the number of illuminated sides of solar cells
(one- and two-sided) and the dimensions of the radiator cavities due to a different solar
flux to the radiation receiving surface that dimensions are optimized in the Ansys
software package [http://www.ansys.com/].

The first type of solar photovoltaic thermal module for use in the concentrator
system is a solar module with a two-sided beam-receiving surface. The number of
components used in this type of modules is limited by the need to ensure transparency
of both the outer beam-receiving sides of the module in the solar spectrum, in which the
solar cell generates electricity.

The second type of solar photovoltaic thermal module for use in the planar system
is a solar module with a one-sided beam-receiving side. In this type of module, the
number of components used can be extended and the constructions complicated
(Fig. 1).

Both types of receivers of the photovoltaic thermal solar module are also subdi-
vided according to the type of cooling of the radiation receiving side of the receiver
(heat sink) - front, rear, two-way. Depending on the ray-receiving sides and the type of
heat sink, the module is created in one of four models (Fig. 1).

Fig. 1. The technique of creating a three-dimensional model of the receiver of a photovoltaic
thermal solar module with different beam-receiving sides and types of heat removal
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The developed method for creating models of solar photovoltaic thermal modules
for stationary and mobile power generation implemented in the Kompas 3D software
package allows creating models of receivers of solar photovoltaic thermal modules with
various planar and concentrator parameters for stationary and mobile power generation
with:

– single-sided solar cells and facial heat sink (model 1, Fig. 2);

– single-sided solar cells and rear heat sink (model 2, Fig. 3);

– single-sided solar cells and two-sided heat sink (model 3, Fig. 4);

– bilateral solar cells and a two-sided heat sink (model 4, Fig. 5) (Panchenko et al.
2015).

Fig. 2. Three-dimensional model of the receiver with a single-sided solar cell and facial heat
sink (model 1)

Fig. 3. Three-dimensional model of the receiver with a single-sided solar cell and rear heat sink
(model 2)

Fig. 4. Three-dimensional model of the receiver with a single-sided solar cell and a two-sided
heat sink (model 3)
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In the process of creating all three-dimensional components included in Model 1
with a single-sided solar cell and facial heat sink, an assembly unit is formed in the
form of a solar photovoltaic thermal module (Fig. 2).

It should be noted that a two-component polysiloxane compound can be used as a
sealing component in the solar photovoltaic thermal module assembly unit, which
increases the term of the nominal operation of solar cells, is optically transparent, which
increases the efficiency of solar cells in comparison with ethylene-vinyl acetate film and
can be used in systems with concentrators, the efficiency of solar cells does not
decrease either with a large positive or a large negative temperature (Panchenko et al.
2015).

In the process of creating all three-dimensional components in Models 2 with a
single-sided solar cell and the rear heat sink, an assembly unit is created in the form of a
solar photovoltaic thermal module (Fig. 3). Because of the rear heat sink, the quality of
the thermal insulation can be improved by using a potentially larger number of com-
ponents, regardless of their transparency.

In the process of creating all three-dimensional components in Model 3 with a
single-sided solar cell and a two-sided heat sink, an assembly unit is created in the form
of a solar photovoltaic thermal module (Fig. 4). This model combines the components
used in the creation of Model 1 and Model 2, so the design becomes more complicated,
but at the same time there is the possibility of more fine-tuning the cooling of the two
sides of the solar cell.

For the implementation of Model 4, high-voltage solar cells with increased elec-
trical efficiency are accepted as a bilateral solar cell in comparison with standard planar
silicon solar cells used without concentrators (Panchenko et al. 2015). Along with the
increase in efficiency up to 28%, the term of the rated power of solar cells also increases
due to the use of a two-component polysiloxane compound. Such high efficiency can
be achieved with the use of solar radiation concentrators, when working with them,
high-voltage solar cells do not degrade their characteristics and the amount of solar-
grade silicon used in such installations decreases.

In the process of creating all three-dimensional components in the Model 4 with
bilateral solar cells and a two-sided heat sink, an assembly unit is formed in the form of
a solar photovoltaic thermal module (Fig. 5). Such a solar photovoltaic thermal module
is expediently used in a concentrator system with the production of warm water at the
outlet.

Fig. 5. Three-dimensional model of the receiver with a bilateral solar cell and a two-sided heat
sink (model 4)
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3 Implementation of the Method for Creating Three-
Dimensional Models of Solar Photovoltaic Thermal
Modules

As an application of the developed technique for creating three-dimensional models of
solar photovoltaic thermal modules, a three-dimensional assembly unit is presented in
the form of roofing photovoltaic thermal tiles (Fig. 6).

To create an assembly in the computer-aided design Kompas 3D, various com-
ponents are created in the form of separate parts that are part of the module being
developed. The assembly unit of the planar photovoltaic thermal solar module in the
form of a roofing panel includes 8 components that perform various functions. The
main structural element is the housing to which the other components are attached. As a
cooling agent, water is adopted, which is washes an aluminum radiator of black color.
Sealing of solar cells is carried out using polysiloxane two-component compound,
facial thin, transparent film and black tape around the perimeter. The gas insulating
region is an air layer that is bounded from the front surface of the module by an
optically transparent glass.

Fig. 6. Three-dimensional assembly unit of a planar photovoltaic thermal solar module in the
form of a roofing panel
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4 Method of the Thermal Calculation of the Photovoltaic
Thermal Solar Modules of Planar and Concentrator Types
Using Simulation and Visualization of Processes
in the Software Complex Ansys

The three-dimensional models of receivers of solar photovoltaic thermal modules with
various parameters of planar and concentrator types, developed with the help of the
developed method, are tested in the program of finite element analysis Ansys [http://
www.ansys.com/] to optimize the design of receivers, in view of which the method of
thermal calculation of photovoltaic thermal solar modules of planar and concentrator
types (Fig. 7) is proposed.

Fig. 7. Method of thermal calculation of photovoltaic thermal solar modules of planar and
concentrator types using process simulation in the software complex Ansys
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An example of calculation in the program complex Ansys using the developed
technique of the three-dimensional model of the receiver of the concentrator solar
photovoltaic thermal module (Strebkov et al. 2013) is presented in Figs. 8, 9.

The definition of the boundary regions with the specification of the conditions for
their interaction between of the radiator of the receiver of the concentrator solar
photovoltaic thermal module is shown in Fig. 8.

The derivation of thermal regimes of models and flow lines with visualization of
thermal fields, coolant velocities and flow lines according to the developed method are
shown in Fig. 9.

In the process of optimizing the radiator, its various three-dimensional structures
were calculated, after which it is possible to judge the appropriateness of using each
structure. The criterion for optimizing the radiator was the maximum temperature of the
water at the outlet from the radiator and not exceeding the temperature of the lateral
surface of the radiator above the maximum values at which the volt-ampere charac-
teristic of solar cells has a rectangular shape.

With the help of the developed technique it is possible to obtain the thermal fields
of the developed model, the velocity of the coolant and the current line. With the help
of visualized models of the heat state of the radiator, it is possible to make decisions

Fig. 8. Definition of boundary areas with the specification of the conditions for their interaction
between of the radiator of the receiver of a concentrator photovoltaic thermal module

Fig. 9. The thermal fields of the model (left), the velocity of the coolant (in the middle), and the
flow line (on the right) of the receiver of the concentrator solar photovoltaic thermal module
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about the need to optimize its design to obtain the required parameters of the thermal
state of the radiator itself and the coolant of the solar photovoltaic thermal module.

5 Method of Manufacturing of Three-Dimensional
Solid-State Prototypes of Components of Solar Modules
Using Layered Printing

As the implementation of the developed methodology method, it is proposed to use the
solar roofing panel (Strebkov et al. 2014, 2015). In the developed method, much
attention is paid to the development of two-dimensional and three-dimensional models
of the modules being developed (Fig. 11 on the left) along with the process of layer-by-
layer printing of a solid prototype that can be made from recycled polyethylene, which
positively affects the environment (Fig. 10). Figure 11 on the right shows the substrate
of the solar roofing panel, which is manufactured by die punching, which is too
expensive due to the preparation of equipment for primary experimental modules,
which may be awaited by further refinements.

In the case of three-dimensional prototyping using a 3D printer, any modifications
of the module take place in CAD systems (three-dimensional models) and take a little
time, and the sample itself is worth an order of magnitude less than production, for

Fig. 10. The method of manufacturing three-dimensional solid-state prototypes of solar module
components using layer-by-layer printing implemented in 3D printer and Kompas 3D software
packages
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example, by stamping technology. According to the manufactured solid sample, one
can judge the expediency of using this design and, if necessary, make additions to the
three-dimensional model with subsequent printing of the final prototype of the module.
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Abstract. This paper considers the thermo physical principles of cogeneration
technology with the use of silicon photocells working with a low concentration
of solar radiation. The efficiency of the technology is enhanced by the use of
photocells at a relatively high temperature and cooling with liquid, which makes
it possible to obtain high-potential heat and transmit it to the heat carrier in
counter flow mode of the coolant. Transportation of heat energy to a stationary
storage system is realized under the influence of the pressure head formed by the
temperature gradient along the height of the circulation circuit. A mathematical
model is proposed for calculating the thermal energy of linear photovoltaic
modules, taking into account the experimentally determined electric efficiency
of commercially available silicon photocells.

Keywords: Photocells � Optical concentrator � Heat exchanger
Energy storage system

1 Introduction

The widely available solar uncooled photovoltaic modules with silicon photocells (PV
modules) which have an electrical efficiency of �15% emit more than 70% of the
incoming solar energy into the environment in the form of heat. In coolant-cooled
systems (photovoltaic-thermal modules, PVT), degree of conversion of solar energy is
increased due to the utilization of thermal energy [1]. However, in such systems
thermal energy is low potential, due to the negative effect of high temperature on the
electrical efficiency of silicon photocells. The temperature of the coolant can be
increased by using high-temperature two-junction GaAs or three-junction
InGaP/InGaAs/Ge photocells [2]. At the same time, there are very few chemical ele-
ments Ga, As and In in the earth’s crust, and the technology of manufacturing multi-
transitional photocells is complex and expensive.

The enormous technological potential of silicon photocells is far from exhausted. In
work [3] Rosell and others at a 6-fold concentration from the cooled photocells
obtained a total efficiency of �60% and a temperature of the coolant at the outlet of
about 61 °C. Engineers of the Cogenra Solar (Sun Power Corporation) at 8-fold

© Springer Nature Switzerland AG 2019
P. Vasant et al. (Eds.): ICO 2018, AISC 866, pp. 117–128, 2019.
https://doi.org/10.1007/978-3-030-00979-3_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00979-3_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00979-3_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00979-3_12&amp;domain=pdf
https://doi.org/10.1007/978-3-030-00979-3_12


concentration of the sun received electricity productivity of �100 W/m2 and heat
�490 W/m2 and for the first time proved the five-year payback of capital investments
in the production of solar installations [4]. However, the high cost of installed capacity
�$1400/m2 restrains their commercialization. The task of delivering high-potential
thermal energy to the storage system without significant energy costs and heat losses
remains topical. In this work, we consider the scientific and technical principles of
cogeneration technology with the use of silicon photocells with a low concentration of
solar radiation and the transportation of the resulting hot coolant to the storage system
with minimal energy costs.

2 Methods and Calculations

The concept of the technology is based on the generation of electricity and heat by
silicon photocells relatively large area with increased density of solar radiation and an
elevated temperature on the surface, followed by the transport of high-grade heat
released to the integrated energy storage system. The continuous generation of electric
power is being realized in the technological combination of wind generation and solar
generation in the space of a common carrying platform. This is facilitated by the natural
phenomenon of increasing wind speed with the absense (cloudy periods, nighttime etc.)
of the sun. The concept is implemented in budget solar-wind systems with concen-
tration of solar radiation (CSWs). In all standard designs, they include a supporting
structure, carrying platform, an optical concentrator, PV modules, circulation circuits
with cooled photocells, a circulation circuit with a heat exchanger and a heat accu-
mulator, wind generators, integrated energy storage system, power management and
power delivery unit. The most capital-intensive are the supporting structure, carrying
platform with an optical concentrator and the storage system for electrical and thermal
energy.

2.1 Design of the Load-Bearing Platform

Lightweight load-bearing platform is made of a standard metal profile with the use of
engineering technologies for the construction of solid truss structures. Dynamic sta-
bility of the bearing platform in conditions of turbulent wind currents is provided by
using four points of support and two pass-through bearings for heat carriers. Due to the
orientation of the longitudinal axis at an angle to the horizon and the counter position of
the walls of the pv modules along them, a protective thermal layer is formed from the
convection of the hot surfaces placed below [5]. Figure 1 presents a version of the
CSWs with one section of the carrier platform, and a system for measuring techno-
logical parameters. Step-by-step tracking of the carrier platform behind the sun and
seasonal adjustment for the height of the sun are carried out using trackers according to
the controller program.

The total peak power of the CSWs (two sections) is �11 kW and total capacity is
calculated from the condition of full provision of the average farmhouse with electricity
and heat in the summer. During winter heating, solid fuel boilers can be connected to
the energy storage system through integrated interface. The equipment is delivered to
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the installation site in twenty-foot containers, which serve as a supporting structure and
a hermetically sealed box for the energy storage system and monitoring devices.

2.2 Optical Concentrators

For mirrors, relatively thin glass with a low iron content is used, which reduces the unit
cost of optical concentrators to �$15/m2. In further, it is planned to switch to Alanod
Silver mirror films (Germany) with a reflection coefficient of Kr � 0.95 on a thin metal
substrate made of aluminum or copper [6]. Design of concentrators are developed in
accordance with the laws of geometric optics using computer modeling in Autodesk
Inventor software. Figure 2 shows an optimal distribution of reflected solar rays in the
working area of photocell surfaces.

When the sun moves across the sky with angular velocity x � 2p/24 � 0 rad/min
during the shutdown time of the tracker engine s, the solar beam is displaced in space
from A to A1. If the distance between pv modules and mirrors is denoted by R, we
obtain the displacement of the reflected light spot along the wall surface Δ = s � R �
(2p/24 � 60), which is shown in Fig. 3.

At a distance R � 1.5 m, displacement for one minute is equal to D � 6 mm. To
account for the effect of displacement, the transverse size of the light spot is chosen to
be larger than the size of the photocells b mm, from which the minimum transverse
mirror size min bZ � (b + D) is determined. The optimal reflecting surface is a

Fig. 1 CSWs with one section concentrator and measuring system

Fig. 2 Optical scheme of solar-wind systems with concentration of solar radiation
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parabolic surface with a focal length f, whose analytical expression in the XY coor-
dinate system has the form: (X + X1)

2 = 4 � f � Y. The first mirror of the concentrators
is at a distance X1 from the coordinate axis (Table 1).

Modeling allowed to determine the optimal value of the geometric coefficient - the
ratio of the area of the aperture of the concentrator to the area of the mirrors Kg � 0.96.
The transmission of solar radiation by the optical system depends on the total thickness
of the mirrors and the protective thermal glasses. For example, with a total thickness of
�10 mm, up to �8% of solar energy is absorbed [7]. Therefore, the proposed optical
concentrator uses glass with a thickness of no more than 2 mm. This, in turn, limits the
size of the optical elements due to the mechanical strength. As a result, the total
transmission coefficient of solar radiation was increased to Kd � 0.95. Thin, relatively
expensive thermal glasses have self-protection against hail and other large atmospheric
precipitations. Innovative technical solutions allowed to increase optical efficiency up
to Сo = Кg ∙ Kr ∙ Кd � 0,83. Taking into account the inevitable contamination of the
optics, its real value is reduced to �0.8. Accordingly, the optical concentration for
twelve mirrors is Соk � Со∙ N = 0,8∙12 � 9,7.

Due to the orientation of the pv modules at an angle to the horizon and counter-
angled u0 to each other, as shown in Fig. 3, the hot air flow is directed up along the
adjacent walls and forms a thermal protective layer, which reduces the heat loss by
�12% compared to conventional convection [8].

In accordance with the Stefan-Boltzmann law, the surfaces of pv modules emit heat
flux into space [9]:

dQ ¼ er0 T=100ð Þ4� T0=100ð Þ4
h i

F
Zp

0

du ð1Þ

Fig. 3 Reflected solar rays on photocell surfaces

Table 1 Coordinates of mirrors

№ 1 2 3 4 5 6 7 8 9 10 11 12

X, m 0.285 0.418 0.502 0.702 0.842 0.982 1.122 1.262 1.402 1.542 1.682 1.822
Y, m 0.017 0.029 0.053 0.082 0.118 0,161 0.210 0.265 0.328 0.396 0.472 0.553
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where - e and T - reduced blackness and temperature of the surface of the radiating
body; r0 ¼ 5; 67 � 10�8W= m2 � K4

� �
- Stefan-Boltzmann constant; T0 - ambient

temperature; F - surface area; / - solar radiation angle.
In the case of screening of the walls of adjacent pv modules, the integration of

expression (1) is carried out in the interval of angles (p – / 0/2; p). Other things being
equal, the value of the radiation loss ratio of mutually screened and freely placed
surfaces is: : � e r0 (T/100)4 (p /3)/ e r0 (T/100)4 p � 0,33. The back-to-back
inclusion of the walls with photocells working with radiation concentration leads to a
reduction of thermal losses by radiation by 33%.

One of the problems of operating optical concentrators during autumn-winter
period is the need for cleaning after snowfalls. In the proposed variant, unlike ana-
logues, the working surfaces of pv modules are closed from atmospheric precipitation,
and the thermal radiation from the surface of the thermal battery, pv modules and heat
exchanger keeps the mirror temperature above zero. As a result, the snow does not
linger and rolls down, as shown in Fig. 4.

2.3 Linear PV Modules

In the innovative method of increasing the efficiency of heat transfer, the physical effect
of increasing the heat transfer coefficient with increasing medium temperature and
discharging heat received from solar cells in the countercurrent mode to the second heat
carrier is used.

However, it is necessary to solve the problem of ensuring reliable operation of
photocells at elevated temperature and alternating thermal loads in conducting contact
areas. Therefore, market photocells with a relatively low degree of degradation are
selected under the specified conditions. These criteria are met by relatively cheap high-
quality Maxeon solar cells from SunPower Corporation [10]. Under standard condi-
tions, they have a peak power of �3.4 W and temperature power factors kP �
0:011W=0C and voltages kU � 0:0018V=0C. At the maximum power point, voltage
and current are Um � 0:57V and Im � 5:8 A. Under operating conditions with a low
concentration (up to ten times) at a standard temperature of �25 °C, a peak power of
�19 W has been obtained [11].

Silicon photocells with low light intensity within the theoretical Shockley model are
described by an equivalent circuit of a diode with a photocurrent generator IPh and an

Fig. 4 Operating during snowfall
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internal series resistance RS [12]. The intensive cogeneration mode changes the repre-
sentation of photocells as energy converters and requires the modernization of the
equivalent diode circuit, adding to it the heat generator Q and the radiation source, as
shown in Fig. 5. Switches S1 and S2 are necessary for the transfer of photocells to short-
circuit with ISC current, idle mode with VOC voltage, or mode with external load RP.

Under the influence of the radiation Соk � E, the photocell generates a photocurrent
IPh directed to the chemical accumulators hA, and the heat flux transported to the
thermal energy storage system hB. Balance of power released by photocells is:

Cok � E � S ¼ G � Cp � tout � tinð Þþ P þW ð2Þ

where S - area of photocells, m2; G - coolant flow, kg/s; Cp - specific heat of the liquid,
J/(kg � K); tout and tin - output and inlet temperature of the coolant liquid, K; P - electric
power, allocated by photocells, W; W - heat losses, W.

The operation of photocells with cogeneration is described by the electric energy ηе
and the thermal efficiency ηт:

g ¼ ge þgT ¼ I � VþQT½ �= Cok � S � Eð Þ ð3Þ

I and V - current and voltage at the maximum power point; QT - useful thermal
power, W; Cok - optical concentration; E - intensity of direct solar radiation, W=m2; S
- area of photocells, m2.

Engineering method for calculating the efficiency of pv modules is based on
experimental studies of thermal losses by cooled walls. During the transfer of solar
energy to the heat carrier, the internal structure of the photocells and the shape of the
heating source are not taken into account. This conclusion is the basis for the method of
physical modeling of heat exchange processes. Instead of the sun and a complex
tracking system, a thin electric-heated foil of nichrome is used. Between the foil and the
wall is a heat-conducting adhesive, as for photocells. Thus, a convenient tool has been
obtained for studying the influence of various design factors and external conditions on
the thermal efficiency of pv modules. Figure 6 shows a mobile stand, which allows to
standardize the testing process of the developed linear pм modules and carry out the
adjustment of technical characteristics.

Fig. 5 Equivalent electrical circuit of CSWs
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The results of physical modeling studies over a wide range of changes in the
external conditions of heat exchange between the channel and the coolant show that at
an average coolant temperature of � 45 °C, the thermal losses do not exceed �37%
[13]. It follows from this that the share of useful thermal power transmitted through the
walls to the heat carrier is not less than �63%. We take it as a boundary in the
mathematical model for calculating the thermal power. With the known efficiency of
the photocells and the radiation value �N � Соk � E, and и � (E + Ed), we obtain an
analytical expression for determining the useful thermal power carried away by the
coolant of a two-sided pv module

q1 þ q2 ¼ 0; 63 � E � N � Cok � 1� g1ð Þþ 1þEd=Eð Þ 1� g2ð Þ½ � ð4Þ

The temperature of the photocells is determined from the solution of the classical
thermo physical problem - temperature distribution by the wall thicknesses with
boundary conditions of the second kind on the outer walls q1 = const and q2 = const;
and boundary conditions of the third kind on the inner walls q1 = a1 (tc1 − t) and q2 =
a2 (tc2 − t) [14]. The heat transfer coefficients at the inner walls a1 and a2 are the
average along the length of the channel. Figure 7 shows the calculation scheme.

Fig. 6 Test bench for determining heat losses in flat channels of pv modules

Fig. 7 The scheme of calculating photocells temperature
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The thickness of the photocells and intermediate layers di is not given to scale. The
axis of the coordinate passes along the axis of the channel. The process of heat
exchange is stationary. The specific heat of the liquid Cp is taken at the average
temperature of the liquid in the channel.

The heat flow passes successively through a thermoplastic sealant of thickness d1,
an oxidized layer d2, a wall d3 and a boundary layer along the walls d4. At the channels
input goes coolant liquid with a mass flow rate G and a temperature tin. Taking into
account the accepted assumptions, we obtain the following equations, from which the
local temperature of photocells on the walls is determined:

T1 ¼ t þ q1
1
a1

þ
X d

k

� �

T2 ¼ t þ q2
1
a2

þ
X d

k

� � ð5Þ

where t1 and t2 - temperatures of the outer walls (photocells); t - temperature of the
coolant (liquid); d/k - thickness and thermal conductivity of the sealant, oxidized layer
and metal wall; a1 and a2 are the heat transfer coefficients on the inner surface of the
walls.

The temperature of the liquid in the channel of length L and width f varies along the
flow. The amount of heat discharged by the walls into the liquid in any section of the
channel f dx goes to an increase in the temperature of the liquid by an amount dt, from
which we write the heat balance equation in the form:

q1 þ q2 ¼ a1 t c1 � tð Þþ a2 tc2 � tð Þ½ �fdx ¼ CpGdt ð6Þ

Heat transfer coefficients a1 and a2 are averaged over the entire surface of the walls.
Since the heat flux is constant, Eq. (6) with separable variables has an analytical
solution:

t ¼ tin þ q1 þ q2
CpG

fX ð7Þ

From Eqs. (5) and (7) we obtain an expression for calculating the temperature of
photocells at a distance X from the entrance to the channel:

t1 ¼ tin þ q1 þ q2
CpG

fXþ q1
1
a1

þ
X d

k

� �

t2 ¼ tin þ q1 þ q2
CpG

fXþ q2
1
a2

þ
X d

k

� � ð8Þ

The potential possibility of withdrawing the heat power emitted by photocells by
the liquid is determined from the inequality:
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0; 63 � E � Cok � 1� g1ð Þþ 1þEd=Eð Þ 1� g2ð Þ½ � � S � t1 � tð Þ
R1

þ t1 � t0ð Þ
R2

� �
ð9Þ

where R1 and R2 - thermal resistances to the heat flux directed from photocells with
temperature t1 to the heat carrier with temperature t and into the environment with tem-

perature t0, respectively, equal toR1 ¼ d1
k1
þ d2;

k2
þ d3

k3
þ 1

a1
and R2 ¼ d4

k4
þ dc

kc
þ 1

ab
;k1,

k2, k3 and kc - thermal conductivity of the thermoplastic sealant, oxide film and alu-
minum, respectively; d4, dc and k4, kc - thickness and thermal conductivity of EVA film
and heat-resistant glass; aв - average heat transfer coefficient of the ambient air along the
channel length;

Let us estimate the order of magnitude in the expression for the thermal resistance
to the heat flux. When the thermal conductivity of the thermoplastic sealer is k1 � 0,
12 W/m � K and 0.1 mm thick, its thermal resistance is �0,0001/0,12 = 8 � 10−4
m2 � K/W. A layer of aluminum oxide with thermal conductivity k2 � 2 W/m � K and
a thickness of �0.1 mm has a thermal resistance �0,5 � 10−4 m2 � K/W. The thermal
resistance of the aluminum walls of the channel is 0,002/195 = 0,02 � 10−4 m2 � K/W.
The flow of heat carriers in flat channels at a flow rate G � 0.017 kg/s is close to a
laminar flow and the heat transfer coefficient is �370 W/m2 � K. As a result, the total
thermal resistance R1 � 0; 8þ 0; 05þ 0; 002þ 2; 8ð Þ � 10�3 m2 � K/W.

Figure 8 shows the results of the calculation of the temperature of photocells
operating with low concentration of the sun. The graphs indicate the possibility of

flexible control of the temperature of the photocells by changing the flow rate of the
liquid. In closed loop circuits, the temperature of the photocells is maintained at the
required level due to the discharge of excess heat in countercurrent mode to the heat
exchanger of the heat exchanger circuit.

The next step is to determine the total length of the channels of the pv modules.
Denote Dtj - difference between the temperature of the photocells on the channel walls
and the standard operating temperature of 25 °C. At a temperature coefficient kU, the
voltage drop across the jth photocell along the channel is determined from the
expression: ΔUj � kU � Δtj. The total value of the voltage loss of the series-connected

Fig. 8 Graphs of temperature variation of photocells along the channel wall as a function of
liquid flow rate
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photocells is, respectively: UT =
P

kU � Δtj. Taking into account the value of the
voltage at the point of maximum power Um � 0.57 and the need to maintain an
optimum charge voltage of chemical accumulators Uз � 14.2 V, the minimum number
of photocells connected in series is determined: n � (Uз + UT)/Um. To compensate
resulting losses of voltage, additional photocells are introduced - one in the primary
channels (in the direction of the coolant motion) (n1 = n + 1) and three into the
secondary channels (n2 = n + 3). From this we get the value of the total length of the
connected channels: LF � (n1 + n2) � 0.126.

A positive property of the serial connection of the channels along the heat carrier is
the possibility of obtaining a hot liquid at the outlet. Figure 9 shows the liquid tem-
perature at the outlet of the channel, depending on the flow rate and inlet temperature,
obtained in accordance with the expression (8) at X = L.

In the proposed cogeneration systems, for the first time was put forward the idea of
using the received heat energy (at solar energy systems) not only for its direct purpose,
but also for performing mechanical work on the natural transportation of hot liquid
from the heat exchanger to the energy storage system [14]. The realization of this idea
is shown schematically in Fig. 10.

Fig. 9 Graph of the change in the outlet temperature of the liquid in the channel depending on
consumption

Fig. 10 Hydraulic circuit of the CSWs
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The heat accumulator 6 is placed at a height h relative to the heat exchanger 5 and a
temperature gradient is created between them, leading to a difference in the density of
the liquid in the supply and descent pipelines of the closed circulation loop.

As a result, similar to the processes in the residential heating system, a dynamic
pressure head appears that creates a natural flow of hot liquid to the heat accumulator:

DP ¼ gh qT � q0ð Þ ð10Þ

where DP is the dynamic head, Pa; g - free fall acceleration, 9.81 m/s2; h - distance
between the centers of the linear heat exchanger and the heat accumulator, m; qo and qг
- density of hot and cold coolant, kg/m3.

With a temperature gradient of �60 °C, difference in density of the liquid is (qт −
qо) � 14 kg/m3. At h � 4 m dynamic pressure is ΔР = g � h � (qт − qо) � 545 Pa
which is quite enough for carrying out the transportation of thermal energy from the
movable pv modules to the stationary thermal accumulator through the through-
channels of the support bearings. In the steady-state regime of natural fluid flow, the
dynamic head DP is equal to the sum of the hydraulic resistances in the channel of the
heat exchanger DPT and the descending and lifting pipeline DPTP. Hot water during a
sunny day accumulates in a heat-insulated thermal accumulator, the volume of which
corresponds to the system capacity. The separation of the circulation circuits allowed to
solve the problem of maintaining the necessary pressure in the flat channels of the pv
modules and the circulation circuit with the charging of the consumable service water.

3 Conclusions

Using the example of designing low-power plants that are most in demand among
farmers, the use of heat transfer laws in the processes of solar energy conversion using
silicon cells of relatively large area can be traced. There is an optimal combination of
the values of the concentration of solar radiation and the intensity of cooling of solar
cells with liquid heat carriers, which allow the maximum amount of electrical and
thermal energy to be generated per unit of aperture area of the installations, and a
decrease of one value automatically leads to growth of another.

The property of the internal relationship between the electrical and thermal effi-
ciency of photocells is particularly important in the creation of budget cogeneration
plants for heating, use for energy supply of farms and desalination of water. For the first
time reliable technology of transportation of high-potential heat released by photocells
to the storage system under the influence of dynamic head, formed due to the tem-
perature gradient in the heat exchanger circulation circuit, is realized. The results of
physical simulation of heat exchange processes with the use of full-scale flat channels
of pv modules made it possible to develop an engineering technique for calculating the
productivity of linear pv modules for generation of thermal energy.
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Abstract. The knight’s tour problem is one of the most interesting classic
chessboard puzzles, in which the objective is to construct a sequence of
admissible moves made by a chess knight from square to square in such a way
that it lands upon every square of a chessboard exactly once. In this work, we
consider the knight’s tour problem as an optimization problem and propose the
artificial bee colony (ABC) algorithm, one of the most popular biologically
inspired methods, as an alternative approach to its solution. In other words, we
aim to present an algorithm for finding the longest possible sequence of moves
of a chess knight based on solutions generated by the ABC method. Experi-
mental results obtained by our method demonstrate that the proposed approach
works well for constructing a sequence of admissible moves of a chess knight
and outperforms other existing algorithms.

Keywords: Artificial Bee Colony � Knight’s Tour Problem � Optimization
Computational Intelligence � Combinatorial Problem

1 Introduction

Chess is a two-player game played on a square board. The standard chessboard has 64
squares arranged in eight equal rows and columns. The knight is one of the pieces used
in the game of chess and is normally represented as a horse’s head and neck. It is the
only piece in chess that does not move in a straight line, but instead moves along an
angle that is two squares away horizontally and one square vertically, or two squares
vertically and one square horizontally, thus resembling the shape of the letter L. In
addition to normal chess playing, the knight’s pattern of movement on the chessboard
is also very interesting to chess players. One challenge is how to produce the longest
possible sequence of moves of a chess knight while visiting the squares of the board
only once, which is well known as the knight’s tour problem (KTP) [1].

The formal study of the knight’s tour problem began with the outstanding Swiss
mathematician, Leonhard Euler, in the 18th century, and one of the most ingenious
methods for its solution is Warnsdorf’s rule, introduced by Warnsdorf [2]. Throughout
the centuries, a number of additional techniques [3–6] have been introduced to find
knight’s tours on a given board, such as the brute-force, the divide-and-conquer, the
depth-first search with backtracking, and the neural network approaches.
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Over the past two decades, recent research has shown that biologically inspired
algorithms have great potential in dealing with problems in many scientific and
engineering domains [7]. Specifically, there have been a number of techniques based
on evolutionary computation, such as genetic algorithms (GA) [8], ant colony opti-
mization (ACO) [9], particle swarm optimization (PSO) [10], and firefly algorithms
[11], applied to solving the knight’s tour problem. Gordon and Slocum [12] proposed
the simple genetic algorithm (SGA) to find solutions to the problem and employed a
simple repair technique that can be used to extend tours that have reached an impasse.
However, their work focused on only the standard 8 � 8 chessboard. An ant colony
optimization algorithm was presented by Hingston and Kendall [13] to enumerate
knight’s tours for variously sized chessboards. However, an 8 � 8 board is too large for
a full enumeration by using their method. To initialize a wider range of potential
solutions to the knight’s tour problem during the search process, the variants of the
angle modulated particle swarm optimization (AMPSO) were introduced by Leonard
and Engelbrecht [14]. However, the specific characteristics that affect the performance
of their algorithms may still be studied in more detail. Ismail et al. [15] proposed a
model using the firefly algorithm to solve the knight’s tour problem. Although their
proposed model has the potential to be applied as a solution, the solution qualities yet
need to be improved.

The artificial bee colony (ABC) method introduced by Karaboga [16] is one of the
most popular biologically inspired algorithms that are used to find an optimal solution
in numerical optimization problems [17]. This algorithm was inspired by the behavior
of honey bees when seeking a quality food source. Previous literature [18–22] showed
that the ABC can produce a more optimal solution, and thus is more effective than other
methods in several optimization problems.

In this paper, an efficient and robust method for solving the knight’s tour problem
by using ABC strategies is proposed. The contribution of this work is to demonstrate
that the ABC, a simple and efficient technique based on biologically inspired com-
puting, can be applied and serve as a useful alternative in solving the knight’s tour
problem.

The remainder of the paper is organized as follows. The background and knowl-
edge, including the knight’s tour problem and the artificial bee colony algorithm, are
briefly described in Sect. 2. Adopting the artificial bee colony algorithm to solve the
knight’s tour problem is proposed in Sect. 3. The experimental settings and results are
presented and discussed in Sect. 4. Finally, Sect. 5 concludes this paper.

2 Background and Knowledge

2.1 Knight’s Tour Problem

A knight’s tour is a sequence of traverses of a knight on an n � n chessboard by
visiting every square once and only once, where the knight moves in an L-shaped
pattern as shown in Fig. 1. The knight thus has eight possible moves from the square
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where it currently resides. If the knight ends on a square that is one knight’s move from
the beginning square, the tour is called a closed tour; otherwise, it is considered an open
tour.

Each square on the chessboard can be represented as a vertex (V) in the graph
(G) and each permissible move by the knight can be represented as an edge (E) in the
graph. Thus, the graph of a knight’s moves for an n � n chessboard can be defined as:

G ¼ ðV ;EÞwhereV ¼ fði; jÞj1 � i; j� ng; and
E ¼ ð i; jð Þ; k; lÞð Þ fj ji� k ;j jj� ljf g ¼ 1; 2f gg:

That is, there is a vertex for every square of the board and an edge between two
vertices exactly where a knight’s move from one to the other occurs.

The objective of the knight’s tour problem is to find the longest possible sequence
of moves of a chess knight. This objective function can be expressed as:

f ðsÞ ¼
Xðn�nÞ�1

i¼1

ci
ci ¼ 1 if themove is valid for ithmove
ci ¼ 0 and i ¼ n� 1 if themove is not valid for ithmove

�
ð1Þ

where s represents a candidate sequence of moves of a chess knight, and n � n is the
total number of squares on the chessboard.

2.2 Artificial Bee Colony Algorithm

The artificial bee colony (ABC) is a meta-heuristic in which the artificial bees of a
colony cooperate in finding good quality solutions to optimization problems. An
important characteristic of the ABC is that it was inspired by nature, or more precisely
by the behavior of honey bees seeking a quality food source. Essential components in
the ABC that are modeled after the foraging process of bees are defined as follows:

• Food Source: This component represents a feasible solution to an optimization
problem.

• Fitness Value: This value represents the quality of a food source. For simplicity, it is
represented as a single quantity associated with the objective function of a feasible
solution.

Fig. 1 The knight moves in an L-shaped pattern
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• Bee Agents: This component is a set of computational agents. The ‘honey bees’ in
the ABC are categorized into three types: employed bees, onlooker bees and scout
bees.

In the ABC algorithm, the colony is equally divided into employed bees and
onlooker bees. Each solution in the search space consists of a set of optimization
parameters that represent the location of a food source. The number of employed bees
is equal to the number of food sources. In other words, there is one employed bee for
each food source.

The details of the ABC algorithm are as follows. First, randomly distributed initial
food source positions are generated. The process can be represented by Eq. (2) below:

FðxiÞ; xi 2 RD; i 2 f1; 2; 3; . . .SNg; ð2Þ

where xi is the position of a food source as a D-dimensional vector, F(xi) is the
objective function that determines how good a solution is, and SN is the number of food
sources. After initialization, the population is subjected to repeated cycles of three
major steps: updating feasible solutions, selecting feasible solutions, and avoiding
suboptimal solutions. In order to update feasible solutions, all employed bees select a
new candidate food source position. The choice is based on the neighborhood of the
previously selected food source. The position of the new food source is calculated by
using Eq. (3) below:

vij ¼ xij þ/ijðxij � xkjÞ; ð3Þ

where vij is a new feasible solution that is modified from its previous solution value (xij)
based on a comparison with a randomly selected position from its neighboring solution
(xkj), /ij is a random number between [−1,1] that is used to randomly adjust the old
solution to become a new solution in the next iteration, and k 2{1,2,3,..,SN} ^ k 6¼
i and j2{1,2,3,..,D} are randomly chosen indexes. The difference between xij and xkj is
a difference of position in a particular dimension.

The old food source position in the employed bee’s memory will be replaced by a
new candidate food source position if the new position has a better fitness value.
Employed bees will return to their hive and share the fitness value of their new food
sources with the onlooker bees. In the next step, each onlooker bee selects one of the
proposed food sources depending on the fitness value obtained from the employed
bees. The probability that a proposed food source will be selected can be obtained from
Eq. (4) below:

Pi ¼ fitiPSN
i¼1

fiti

ð4Þ

where fiti is the fitness value of the food source i, which is related to the objective
function value (F(xi)) of the food source i.
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The probability of a proposed food source being selected by the onlooker bees
increases as the fitness value of the food source increases. After the food source is
selected, the onlooker bees will go to the selected food source and select a new
candidate food source position in the neighborhood of the selected food source. The
new candidate food source can be calculated and expressed by Eq. (3) above.

In the third step, any food source position that does not have an improved fitness
value will be abandoned and replaced by a new position that is randomly determined
by a scout bee, which helps to avoid suboptimal solutions. The new random position
chosen by the scout bee will be calculated by Eq. (5) below:

xij ¼ xmin
j þ rand½0; 1�ðxmax

j � xmin
j Þ ð5Þ

where xmin
j and xmax

j are the lower bound and the upper bound of the food source
position in dimension j, respectively.

The maximum number of cycles (MCN) is used to control the number of iterations
and is a termination criterion. The process will be repeated until the number of itera-
tions equals the MCN.

3 Solving the Knight’s Tour Problem by Using ABC

Since the ordinary ABC algorithm is designed for solving numerical optimization
problems and the algorithm utilizes Eqs. (3) and (5) to find a solution in a continuous
function domain, these equations cannot be used directly to solve a problem in com-
binatorial optimization while its solution is in a discrete domain. However, the algo-
rithm can be expanded for this problem type with suitable modifications. In this work,
we introduce a sequence of moves of a chess knight to function as the solution, which
is represented as a food source in the ABC algorithm. Each dimension in a food source
represents one move pattern made by the knight. The knight has eight possible move
patterns from its current square position. These move patterns will be assigned an
integer value of 1 to 8, as illustrated in Fig. 2.

8 1

7 2

6 3

5 4

X

Y

Move 
pattern

Change in 
coordinate 

X 

Change in 
coordinate 

Y 
1 +1 -2
2 +2 -1
3 +2 +1
4 +1 +2
5 -1 +2
6 -2 +1
7 -2 -1
8 -1 -2

Fig. 2 The 8 possible move patterns of the knight
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Thus, for the n � n chessboard, each food source contains (n � n) − 1 dimensions
corresponding to (n � n) − 1 move patterns. An example of a sequence of admissible
move patterns for the 8 � 8 chessboard is shown in Fig. 3.

The interpretation of the example above is as follows. As we scan the sequence of
admissible move patterns from left to right, the first move (S1) of the knight will be
made by using move pattern “1”, the second move (S2) of the knight will be made by
using move pattern “3”, the third move (S3) of the knight will be made by using move
pattern “6”, the fourth move (S4) of the knight will be made by using move pattern “5”,
and so on. Thus, assuming the initial position is at (4, 5), this example sequence can be
constructed as shown in Fig. 4.

The ABC algorithm is then applied to optimize the sequence of admissible move
patterns. In other words, we try to find the optimal sequence of admissible move

1 3 6 5 3 6 2 3
S1 S2 S3 S4 S5 S61 S62 S63

Fig. 3 Example of a sequence of admissible move patterns for an 8 � 8 chessboard

1st

2nd

3rd

4th

Fig. 4 Example of the knight’s moves constructed from the sequence of admissible move
patterns shown in Fig. 3
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End Show global 
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No

Initialize 
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Fig. 5 ABC algorithm flowchart for finding the optimal sequence of the knight’s move patterns
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patterns that maximizes the objective function obtained by Eq. (1). The applied
algorithm is illustrated in Fig. 5.

The solution updating process is performed by following the concept of the
updating of a candidate food source based on a neighboring food source in the ABC.
Three point switching (TPS) is employed to perform this task as shown in Fig. 6.

In the example in Fig. 6, based on the TPS method, the points P1, P2, and P3 are
randomly selected points from a sequence of admissible move patterns for a 4 � 4
chessboard, and the dimensions in the partial sequence of the old food source and the
neighboring food source are selected back and forth among these three points to
produce a new food source.

The point at which the knight cannot continue to move (i.e., where the knight has
jumped off the board or back onto a previously visited square) will be repaired. At that
point, the move pattern will be checked to see if substituting another pattern will allow
the tour to proceed.

If a substitution that extends the tour cannot be made, the scout bee will ignore this
old solution and randomly search for new solutions by re-generating a new sequence of
admissible move patterns. If a substitution that extends the tour can be made, this
substitution can then proceed to the right solution.

4 Experimental Settings and Results

In this section, the performance of the proposed ABC method was examined and
compared with other biologically inspired methods, including the GA and the PSO
proposed by Gordon and Slocum [12] and Leonard and Engelbrecht [14], respectively.
The aim was to evaluate the solutions obtained from the proposed approach in terms of
the success rate of finding the optimal tours and the normalized objective function
value. All methods used in this experiment were programmed in C++ and all experi-
ments were run on a PC with an Intel Core i7 CPU, 2.8 GHz and 16 GB of memory. In
the implementation, three chessboards of sizes 8 � 8, 10 � 10, and 12 � 12 were used
to evaluate the performance of the proposed method. Each of the experiments was
repeated 50 times with different initial positions of the knight.

P1 P2 P3

1 3 6 5 3 2 7 2

2 4 5 1 3 5 2

1 3 6 1 3 4 5 2

The old food source

The neighboring food source

The new food source

4

2 4 4 8 1 5 2

3 1 6 5 4 3

2 4 4 5 4 1 3

1

Fig. 6 Exchanging information with a neighboring food source based on TPS
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For each method, the number of agents was set to 500 and the number of iterations
was set to 3,000. Note that the number of function evaluations per iteration in the ABC
was not equal to that in the PSO and GA algorithms. The number of function evalu-
ations in the ABC is equal to twice per iteration (for the employed bee and onlooker
bee phases), but it is only once per iteration in the ordinary PSO and GA algorithms.
For an accurate comparison, the PSO and GA algorithms in this experiment were
modified to perform the function evaluation twice in each iteration.

In order to evaluate the quality level of the results obtained from our proposed
approach and the other aforementioned methods, the success rate of finding the optimal
tours (SRFOT) and the normalized objective function value (NOFV) were used as the
performance indicators for comparing the results. The SRFOT and the NOFV can be
obtained by using Eqs. (6) and (7), respectively.

SRFOT ¼ Number of runs that found optimal tour
Total number of runs

� 100% ð6Þ

NOFV ¼ f ðsÞ
n� 1

ð7Þ

Table 1 and Table 2 show the comparative average SRFOT and NOFV results of 50
runs on the various chessboard sizes for all of the methods. Note that the range of the
NOFV is [0,1]. The larger value of the NOFV indicates that the solutions are closer to
the longest possible sequence of moves of a chess knight, or vice versa.

As can be seen from the tables, the average SRFOT and NOFV results of the ABC
method are higher than those of the GA and the PSO methods, which means that by
using the proposed method, the best quantitative evaluation results have been achieved.

In addition, examples of the optimal tour results obtained from the proposed ABC
algorithm are illustrated in Fig. 7.

Table 1 Average SRFOT results of 50 runs for each chessboard size

Method SRFOT

8 � 8 10 � 10 12� 12

GA 90 86 82
PSO 94 90 84
ABC 100 94 90

Table 2 Average NOFV results of 50 runs for each chessboard size

Method NOFV

8 � 8 10 � 10 12� 12

GA 0.9946 0.9871 0.9762
PSO 0.9971 0.9891 0.9864
ABC 1.0000 0.9972 0.9968
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5 Conclusions

This work has proposed an approach to solve the knight’s tour problem by finding the
longest possible sequence of moves of a chess knight based on solutions generated by
the artificial bee colony (ABC) algorithm. A detailed comparison between the proposed
method and other techniques, including the GA and the PSO methods, was performed
based on the criteria of the success rate of finding optimal tours and the normalized
objective function value in our experiments.

The results obtained from the proposed method show that the ABC method offers
good performance that outperforms other existing techniques. We can thus conclude
that the ABC method is highly efficient from the perspective of both solution quality
and algorithm performance. Furthermore, as a result, the proposed approach can serve
as a useful alternative in solving the knight’s tour problem.
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Abstract. The development of equipment for energy saving grain drying is not
losing its relevance. For its effective implementation it is reasonable to apply the
most promising solutions in electrotechnologies, such as the use of air ions. The
article describes the receiving the model describing application of electro-
activated air. To obtain the sought for model, the foundations of similarity
theory, as well as the dimensional method were used. The electroactivation
coefficient introduced to consider air ions influence in drying process, was
described. In the result, the mathematical model has been obtained, that can be
used both in the description of drying process and optimization of drying
equipment parameters to intensify drying process. The results of experiments of
grain drying with use of the electro-activated air are given in the article and the
possibility of optimization of drying process is described.

Keywords: Electroactivated air � Aeroions � Similarity theory
Drying of grain � Drying agent

1 Introduction

The necessity for grain drying of agricultural materials is determined by the necessity to
ensure their quality and the period of safe storage. In order to achieve satisfactory level
for the manufacturers’ economic performance and maintain reasonable consumer pri-
ces, it is necessary to use energy saving equipment. The development of such tech-
nological equipment currently involves the use of computer simulation tools, building
scalable models and prototyping of the required equipment.

Forced ventilation is a “soft” method of grain drying when atmosphere air is blown
through grain layer. It may be heated up but only to reduce relative humidity down to
equilibrium moisture content. As air heating by 1 °C reduces its relative humidity by
5%, atmosphere air supplied to grain layer is heated by 7…8 °C at most. Therefore,
drying rate in forced ventilation units is not high, which reduces efficiency of
postharvest treatment lines.

The research [1–5] on the use of electroactivated air for intensifying grain drying
through forced ventilation has demonstrated this method efficiency. However, to cal-
culate the process and simulate the operation modes of forced ventilation units using
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electroactivated air, it is necessary to have analytical description of drying process. To
obtain it, let us turn to known methods.

2 Main Part

V. I. Aniskin conducted thorough research of grain drying process in dryeration bins
[6]. To describe grain drying process in thick layer with the use of forced ventilation, he
developed and experimentally tested criteria equations for grain drying through forced
ventilation in the conditions of both vertical and radial feed of drying agent.

Ho ¼ A � Kob1 � Gub2 � Reb3 d
L

� �b4

: ð1Þ

Each criterion describes the mechanism of internal or external heat and moisture
exchange.

The homochronicity criterion, Ho, describes duration of grain layer drying at a
constant rate of drying agent velocity. The homochronicity criterion changes over time
at a constant velocity of drying agent and fixed thickness of grain layer.

The Kossovich criterion, Ko, reflects the relationship between heat spent to evap-
orate moisture, and heat spent to warm up grain. Considering the use of electroactivated
air, the Kossovich criterion would be reduced, as specific heat of evaporation decreases
due to lower viscosity of moisture contained inside caryopses.

The Guchman criterion, Gu, characterizes air potentials as a drying agent. In the
Guchman criterion drying potential is contained in changing difference between drying
agent temperature and wet thermometer temperature. Wet thermometer temperature is
in direct relationship to air humidity.

The Reynolds criterion, Re, reflects a hydrodynamic mode of drying agent
movement.

In the result of experimental data processing V. I. Aniskin [6] obtained two cri-
terion equations – for vertical and radial feed of drying agent, that reflect the process of
grain drying through forced ventilation in thick layer:

Ho ¼ 40; 5 � 10�5Ko0;95Gu�1;9Re0;31
d
L

� ��0;07

; ð2Þ

Ho ¼ 50 � 10�5Ko0;95Gu�1;9Re0;31
d

R� r0

� �
: ð3Þ

2.1 Research Method

As has been noted before, one of the fundamental problems of the use of elec-
trotechnologies in grain drying is the absence of mathematical description of processes
occurring in grain layer. The thermodynamic criteria used by V. I. Aniskin for this
process description, reflect them to the full extent, with the exeption of processes with
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the use of electroactivated air. To a certain degree the Kossovich criterion can reflect
processes occurring in caryopsis when affected by electroactivated air. However, that
can prove to be insufficient. Therefore, it is reasonable to apply an additional criterion
that could reflect changing of processes in caryopsis. It is the Lykov criterion that can
be accepted as such thermodynamic criterion.

A. I. Lykov criterion provides connection between the intensity of the development
of moisture and temperature fields inside material in the process of moisture transfer
[7]:

Lu ¼ am
a
; ð4Þ

where am – heat exchange rate, m2/s; a – moisture diffusion coefficient, m2/s.
At Fig. 1 nomogram chart of dependence of temperature conductivity on moisture

content is presented. Temperature conductivity coefficient tends to increase at up to
20% moisture content or up to 16.67% grain layer humidity, and decreases as moisture
content of grain layer humidity is increased.

The determination of moisture diffusion coefficient, am, in grain is quite a problem
[8]. In various scientific sources data on this coefficient value sometimes varies con-
siderably. It has been established [8] that the value of moisture diffusion in grain at is
about 10�11;m2=c. If grain moisture exceeds 10%, the value of moisture diffusion
coefficient are reduced practically in accordance with linear dependence, but the order
of value remains constant.

Fig. 1. Dependence of temperature conductivity on moisture content
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2.2 Calculation of Criteria

To consider the effect of electroactivated air on grain drying process let us add the so-
called electroactivation criterion, Qe, reflecting the process of drying agent saturation
with air ions and the conditions of its interaction with grain.

At cyclic saturation of drying agent with air ions (Fig. 2) electroactivation criterion
should reflect its mode peculiarities expressed in the ration of drying time under the
effect of air ions and without them. In this case electroactivation criterion will be as
follows:

Qe ¼ Q1 � Q2; ð4Þ

where Q1 – air ions concentration when they enter grain layer, 1/m3; Q2 – air volume
per one processing cycle, m3.

The full physical equation describing the process being researched [8]:

Q1 ¼ f E; Ta;Va; LT ; a;V0ð Þ: ð5Þ

where E – intensity of electric field generated by the electric activator, V/m; T – drying
agent temperature, °C; Va – drying agent velocity, m/s; LT – distance from the electric
activator to the entry to grain layer, m; a – volume recombination coefficient, m3/s; V0 –

the velocity of air ions going to the air duct walls, s−1.
It was suggested to carry out processing by air ions cyclically in accordance with

the binary signal with a period of 10 min and a filling factor of 1/2. Considering the
obtained expression for air ions concentration at the entry to grain layer, the expression
(4) will be as follows:

Qe ¼ C � a � Va

L7T � V2
0
� v � S � Taeð Þ: ð6Þ

Fig. 2. Schematic view of the laboratory setup
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where C – coefficient of reduction, determined experimentally; v – drying agent
velocity, m/s; S – area of the cross section of the processing chamber for grain drying,
m2; Tae – semi-oscillation of air ions concentration in drying agent, s.

Shared writing with boundary limitations would gave us the mathematical model of
the process of grain drying with the use of electroactivated air:

A0 � Lub0 � Kob1 � Gub2 � Reb3 � Qb4
3 ! min;

2ph R1 � Rð Þ�D;
S1 ¼ pR2;
v�S1�P
1000�g �N;

R;R1; S1; v[ 0:

8>><
>>:

ð9Þ

This model allows to optimize the parameters of the dryerationbins and ventilator
performance, as well as the parameters of the criterion of electro-activation to minimize
the period of grain drying through the use of electroactivated air.

2.3 Laboratory Setup

The objective is solved by that enrichment of the drying agent by aero ions is carried
out periodically during which the enrichment periods and also concentration of aero
ions depend on humidity of processed material, moisture content and temperature of
the drying agent and can be determined by two criteria: either minimum energy con-
sumption, or maximum speed of drying.

It is need a temperature control of the drying agent, initial humidity control of the
processing material and a change of humidity of the grain during drying process to
realize the method.

Figure 2 shows the structural diagram of a laboratory installation. The method is
carried out as follows: the operator selects one of the realized drying variants, namely
the minimum energy consumption or the maximum speed of drying, there could be
specified the most admissible drying time. The operator can change the realized variant
during the drying process by means of the operating controller (personal computer) in
case of need. The operator also sets the required final humidity on reaching which the
drying process will be stopped, and the processed grain will get further to the tech-
nological line. Crude grain comes into the technological line at the drying zone 1, at the
same time the sensor 2 from which information arrives on the operating controller
(personal computer) 3 controls its initial humidity. At the same time the fan 4 feeds
with air the heat generator 5 and further via the ionizer 6 the zone of drying 1. At the
exit of the heat generator 5 the sensors 7 and 8 control the temperature and moisture
content of the drying agent respectively. Information from sensors 7 and 8 arrives on
the operating controller which controls the operation of the heat generator 5 and ionizer
6. During drying process the sensor 9 controls the humidity of the processed material in
a drying zone 1. Information from the sensor 9 arrives on the operating controller.
Because the drying is a long process the minimum period of poll of sensors is not less
than once in 15 min, however this period much lesser and doesn’t exceed once in a
minute.
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During the process the operations of the operating controller are based on the
loaded into it statistical data of experiments which example is shown on Fig. 3. There
is a heating of the agent of drying (ensuring minimum admissible sorption properties in
the mode of economic drying or heating up to the temperature at which is carried out
the maximum moisture, according to the loaded statistical data) and an operating mode
of the ionizer (switched off, switched on constantly or switching on-off cyclically) are
selected using this data and according to the realizing mode of drying.

Drying continues until the conditional humidity or set humidity is reached, after
which the grain goes further to the processing line.

Realized drying variants are determined by the temperature of the drying agent and
concentration of ions, but can’t break the technological requirements of the drying
agent (heating above the allowed temperature) and depend on the type of drying
material (culture), its initial characteristics, and characteristics of the ambient air, in
addition it depends on the type of installation in which drying is carried out. To realize
the sensor readings and the optimal control algorithm, was used the SCADA system
implemented on MasterSCADA.

3 Conclusions

Based on the foregoing, we can conclude the following:

1. The use of the method of dimensional analysis of similarity theory made it possible
to obtain dimensionless criterion that can be used for the description of the process
of changing concentration of air ions in their transportation from a radiating unit to
grain layer.

Fig. 3. Drying curves
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2. The application of the method of putting the equations of physical process to
dimensionless form made it possible to develop the criterion equation for the
description of processes of heat and moisture exchange in grain layer during its
drying through the use of electroactivated air, that can be used as the basis in
building simulation models of drying of grain thick layer by electroactivated air.

3. The obtained mathematical model allows to optimize the parameters of dryeration
bins and ventilator performance, as well as the parameters of the criterion of
electroactivation to minimize the period of grain drying through the use of elec-
troactivated air.
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Abstract. The detection of network attacks on computer systems remains an
attractive but challenging research scope. As network attackers keep changing
their methods of attack execution to evade the deployed intrusion-detection
systems (IDS), machine learning (ML) algorithms have been introduced to boost
the performance of the IDS. The incorporation of a single parallel hidden layer
feed-forward neural network to the Fast Learning Network (FLN) architecture
gave rise to the improved Extreme Learning Machine (ELM). The input weights
and hidden layer biases are randomly generated. In this paper, the particle swan
optimization algorithm (PSO) was used to obtain an optimal set of initial
parameters for Reduce Kernel FLN (RK-FLN), thus, creating an optimal
RKFLN classifier named PSO-RKELM. The derived model was rigorously
compared to four models, including basic ELM, basic FLN, Reduce Ker-
nel ELM (RK-ELM), and RK-FLN. The approach was tested on the KDD
Cup99 intrusion detection dataset and the results proved the proposed PSO-
RKFLN as an accurate, reliable, and effective classification algorithm.

Keywords: Fast learning network � Kernel extreme learning machine
KDD Cup99 � Particle swarm optimization algorithm
Intrusion detection system

1 Introduction

Both network security and computer security systems collectively make up cyberse-
curity systems. Each of the security systems basically has an antivirus software, a
firewall, and an IDS. The IDSs is involved in the discovery, determination, and
identification of unauthorized access, usage, alteration, destruction, or duplication of an
information system [1]. The security of these systems can be violated through external
(from an outsider) and internal attacks (from an insider). Until now, much efforts are
devoted to studies on the improvement of network and information security systems,
and several studies exist on IDS and its taxonomy [1–4]. Machine learning has recently
gained much interest from different fields such as control, communication, robotics,
and several engineering fields. In this study, a machine learning approach was deployed
to address the issues of intrusion detection in computer systems. It is a challenging task
to automate ID processes, as has earlier been ascertained by Sommer and Paxson who
applied ML techniques to ID systems and outlined the challenges of automating
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network attack detection processes [5]. The specific approaches of using ML tech-
niques for network intrusion detection and their and challenges have been previously
outlined [6]. Some of the major problems of the current network ID systems such as
high rates of false-positive alarms, false negative or missed detections, as well as data
overload (a situation where the network operator is overloaded with information,
making it difficult to monitor data) have been discussed [6].

Several ML algorithms have been used to detect anomalies in the behavior of ID
systems. This is achieved by training the ML algorithms with the normal network
traffic patterns, making them capable of determining traffic patterns that differ from the
normal pattern [5]. Although some ML techniques can effectively detect certain forms
of attack, no single method has been developed that can be universally applied to detect
multiple types of attack. Intrusion detection systems can be generally divided into two
system (anomaly and misuse) based on their mode of detection [6]. The anomaly-based
detection system flags any abnormal network behavior as an intrusion, but the misuse-
based detection system relies on the signature of established previous attacks to detect
new intrusions. Several anomaly-based detection systems have been developed based
on different ML techniques [6, 9, 11]. For instance, several studies have used single
learning techniques like neural networks, support vector machines, and genetic algo-
rithms to design ID systems [5]. Other systems such as the hybrid or ensemble systems
are designed by combining different ML techniques [10, 11]. These techniques are
particularly developed as classifiers for the classification or recognition of the status of
an incoming Internet access (normal access or an intrusion). One of the significant
algorithms of machine learning is the ELM first proposed by Huang. The ELM has
been widely investigated and applied severally [12]. Several ID systems have been
proposed based on the use of ELM as the core algorithm [6, 13, 14]. Furthermore, there
is a heavy influx of network traffic data through the ID system which needs to be
processed [7]. This study, therefore, focuses on the development of a scalable method
that can improve the effectiveness of network ID systems in the detection of different
classes of network attack.

2 Overview of Fast Learning Network

In the past few decades, the demand for even the high performing single hidden layer
Feedforward Neural Network (FNN) has waned due to some application challenges [4].
To solve these issues, Guang Bin Huang proposed the Extreme Learning Machine
(ELM) [3] whose major function is the transformation of a single hidden layer FNN
into a linear least square solving a problem; it then, calculates the output weights
through the Moore–Penrose (MP) generalized inverse. There are several advantages of
ELM, first, it avoids repeated calculation of iteration, has a fast learning speed; cannot
be trapped at the local minimum, ensure output weights uniqueness, has a simplified
network framework, presents a better generalization ability and regression accuracy.
Several scholars have successfully implemented the ELM learning algorithm and
theory [5, 6] in pattern classification, function approximation [7–9], system identifi-
cation and so on [10, 12]. The other issue is the handling of information incorporation
in the ELM when multiple varying data sources are available [15]. Therefore, the
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kernel-based ELM (KELM) has been proposed by comparing the modeling process
between SVM and ELM [16]. The results show that KELM performs better and is more
robust compared to the basic ELM [15] in solving non-separable linearly samples.
The KELM also performed better than ELM, KELM in solving regression prediction
tasks. It achieved a comparative or better performance with a faster learning speed and
easier implementation in several applications, including 2-D profiles reconstruction,
hyperspectral remote sensing image classification [17, 18], activity recognition, and
diagnosis of diseases [19, 20]. KELM has also been used for online prediction of
hydraulic pumps features, location of damage spot in aerospace, and behavior identi-
fication [21, 22]. However, [15] the training of KELM is an unstable process; the
learning parameters must be manually adjusted; and it utilizes randomly generated
hidden node parameters. The adjustment of the learning parameters requires human
input, and could influence the classification performance. Its kernel function parameters
also need a careful selection process to achieve an optimal solution. There are many
works that provide optimization methods based on KELM parameters. The meta-
heuristics have been suggested for tackling the problems of parameter setting in
KELM. Some of the suggested metaheuristics are genetic algorithm (GA) [18], and
AdaBoost framework [23]. [24] used adaptive artificial bee colony (AABC) algorithm
for parameter optimization and selection of KELM features. The features were eval-
uated based on Parkinson’s disease dataset. In [25], the authors proposed the chaotic
moth-flame optimization (CMFO) strategy to optimize KELM parameters. Also, an
active operators particle swam optimization algorithm (APSO) was proposed in [15] for
obtaining an optimal initial set of KELM parameters. The evaluated model (APSO-
KELM) based on standard genetic datasets show the APSO-KELM to have a higher
classification performance compared to the current ELM and KELM. However, the
results of this work show KELM to have a better accuracy compared to ELM, showing
the need to introduce the kernel function. In other words, the optimize kernel parameter
results showed no fluctuation and an increasing coverage with iteration. Meanwhile,
there are some issues with ELM such as the need for additional hidden neurons in some
regression applications compared to the conventional neural network (NN) learning
algorithms. This may cause the trained ELM to require more reaction time when
presented with new test samples. Furthermore, any increase in the number of hidden
layer neurons also results to an exponential increase in the number of thresholds and
weights of random initialization. These values may not be the optimized parameters
[26, 27]. In 2013, Li et al. suggested a novel ELM-based artificial neural network for
fast learning network (FLN) [13]. FLN is a double parallel FNN made up of a single
layer FNN and a single hidden layer FNN. The received information at the input layer
is transmitted to the hidden and output layers (first, the message gets to the neurons of
the hidden layer before being transmitted to the output layer). Therefore, the FLN can
perform nonlinear approximation like other general NN. Contrarily, the information is
directly transferred from the input layer to the output layer, giving the FLN the ability
to establish the linear relationship between the input and the output. Hence, the FLN
can handle linear problems with a high accuracy, and can also infinitely approximate
nonlinear systems. FLN can also solve the issue associated with the conventional NN
which does not demand iterative calculation. This work start with Sect. 2 provides the
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introduction. Section 3 explain the data set KDD details. Section 4 provides overview
of the methodology. Section 5 provides the experiments and analysis of the results.

3 Overview of the Methodology

3.1 Fast Learning Network

The FLN was presented by [37] as a novel variant of the ELM [38]. It is structured as a
combination of two NNs, the first one as an SLFNN and the second an MLFNN.
The FLN depends on three layers, namely, input, hidden, and output layers. The FLN
structure is shown in Fig. 1,

The equations of deriving the output of the FLN based on the provided matrices
and vectors and they are presented in the following equations.

yj ¼ f ðwoixj þ cþ
Xm

k¼1
woh
k g ðwin

k xj þ bkÞÞ ð1Þ

Where

• woi ¼ woi
1 ;w

oi
2 ; . . .::;w

oi
i

� �
is the weight vector connecting the output nodes and

input nodes.
• win

k ¼ win
k1;w

in
k2; . . .. . .;w

in
km

� �
is weight vector connecting the input nodes and

hidden node
• woh

k ¼ woh
1k;w

oh
2k. . .. . .::;w

oh
ik

� �
is weight vector connecting the output nodes and

hidden node, a more compact representation is given as follows

The matrix W ¼ Woi Woh c
� �

can be called output weights, and G is the
hidden layer output matrix of FLN, the ith row of G is the ith hidden neuron’s output
vector with respect to inputs x1:x2. . .:xN . To solve the model, the minimum norm least-
squares solution of the linear system can be written as follows: A more compact
representation is given as follows:

Fig. 1. Structure of FLN
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In order to resolve the model, a Moore Penrose based equation is given as follows.

ŵ ¼ f�1 Yð Þ XTGTIT
� � X
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0
@
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�1

HT ð8Þ

ŵ ¼ f�1 Yð Þ XTXþGTGþ ITI
� ��1

HT ð9Þ

An algorithm that explains the learning of the FLN is presented in the flowchart
depicted in Fig. 2. The algorithm starts by random initialization of the weights between
the input and hidden layers and the biases of the hidden layer. Then, the G matrix is
determined depending on the input-hidden matrix. This matrix represents the output
matrix of the hidden layer. Next, the input-output matrix woi and woh are determined
based on the Moore–Penrose equations. As a result, a complete FLN model is
formulated

3.2 Kernel Fast Learning Network

A kernel function in machine learning is a measurement of the closeness between input
sample data defined over a feature denoted as K(x,x0Þ [39]. In a recent study, [16]
suggested that the hidden layer of an SLFN does not need to be formulated as a nodes
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of single layer; instead, a mechanisms of feature mapping can be a wide range used to
replace the hidden layer.

This approach has been exemplified in this work as previously reported by [16] to
convert an FLN model to a kernel-based model. By recalling the output of Eq. (3),
replacing the output weight W with the output weight based on the Moore–Penrose
generalized inverse ŵ as Eq. (8), and replacing H with Eq. (4), we can obtain Eq. (13)
as follows:

W^ ¼ Y^HTðH HTÞ�L

Y ¼ f Y^HT H HT
� ��1

HT
� �

¼ f Y^ H HT
� ��1
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� �

Y ¼ f f Yð Þ�1 XT GT IT
� � X

G

I

2
64

3
75

0
B@

1
CA

�1

XT GT IT
� � X

G

I

2
64

3
75

0
B@

1
CA

Y ¼ f f Yð Þ�1 XTXþGTGþ ITI
� ��1

XTXþGTGþ ITI
� �� �

Y ¼ f f Yð Þ�1 XT GT IT
� � X

G
I

2
4

3
5

0
@

1
A

�1

XT GT IT
� � X

G
I

2
4

3
5

0
@

1
A ð10Þ

Fig. 2. Flowchart of the FLN learning model
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Y ¼ f f Yð Þ�1 XTXþGTGþ ITI
� ��1

XTXþGTGþ ITI
� �� �

ð11Þ

Moreover, through the addition of a small positive quantity (i.e., the stability factor)
1=k to the diagonal of HTH, thus yielding a more “stable” solution, we can represent Y
as [16] follows:

Y ¼ f f Yð Þ�1 k1 x:x0ð Þ þ k2 x:x0ð Þ þ k3 x:x0ð Þ þ 1=kð Þ�1 k1 x:x0ð Þ þ k2 x:x0ð Þ þ k3 x:x0ð Þð Þ
� �

ð12Þ

Generally, the selection of the output neurons’ active function f �ð Þ is often linear,
such that f xð Þ ¼ x. Then, Eq. (12) can be written as follows:

Y ¼ Y k1 x:x0ð Þ þ k2 x:x0ð Þ þ k3 x:x0ð Þ þ 1=kð Þ�1 k1 x:x0ð Þ þ k2 x:x0ð Þ þ k3 x:x0ð Þð Þ ð13Þ

Substituting in the location of k1,k2,k3 three kernels, and in the location of k a
regularization factor, we obtain a MKFLN model. The power of this model is with
using 3 kernels for performing the separation which is expected to outperform the
classical one kernel ELM variant. However, there are two problems to be addressed.
The first one is the computational concern when using kernels calculation, especially if
the size of the dataset is huge. The second one is the criticality of selection suitable
kernels for classification due to the sensitivity of the performance to the kernel type.
Therefore, a framework for to make the developed MKFLN feasible for practical
applications is designed.

However, the kernel-based learning methods usually uilize a large memory system
for learning dilemmas with large data sets and are therefore modified to reduced kernel
extreme learning machine (RKELM) (Deng et al. 2013). A modification to RKFLN
called reduced kernel FLN has also been proposed. The kernel-based and basic ELMs
have shown superior generalization and better scalability for multiclass problems with
superior generalization, and considerable scalability for multiclass classification
problems with much lower training times than those of SVMs [16]. These issues create
the ELM an appealing learning paradigm for applied in large-scale problems, such as
the IDSs.

Nevertheless, kernels are utilized in learning approaches, particularly those with
potentially large amounts of memory for ML problems, with huge datasets such as IDS,
which requires the collection of wide data in traffic network. To treat this issue,
RKELM takes Huang’s kernel-based ELM and, instead of computing k(x,x) over the
entire input data, computes kð~x; xÞ, where ~x is a randomly chosen subset of the input
data. [40] adapted the method of reduced kernel by selecting a small random subset
~X ¼ fxig~ni¼1 from the original data points X = xigni¼1

�
with ~n � n and using k(x,~xÞ in

place of k(,X,X) to cut the problem size and computing time. As mentioned previously,
FLN is better than ELM; to address this issue, RKELM is swapped out for RKFLN.
Hence, RKFLN is expected to be better than RKELM. An assumption supposes that
multiplying each kernel in RKFLN by a weight provides better results.
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3.3 Particle Swarm Optimization

The PSO was first introduced by Li et al. [23] as a parallel evolutionary computation
technique which was insired by the social behavior of swarm. The performance of PSO
can be significantly affected by the selected tuning parameters (commonly called
exploration– exploitation tradeoff). Exploration is the ability of an algorithm to explore
all the segments of the search space in an effort to establish a good optimum, better
known as the global best. Exploitation on the other hand is the ability of an algorithm to
concentrate on its immediate environment and within the surrounding of a better
performing solution to effectively establish the optimum. Irrespective of the research
efforts in recent times, the selection of algorithmic parameters is still a great problem
[41]. In the PSO algorithm, the objective function is used for the evaluation of its
solutions, and to operate on the corresponding fitness values. The position of each
particle is kept (including its solution), and its velocity and fitness are also evaluated
[42]. The PSO algorithm has many practical applications [43–46]. The position and
velocity of each particle is modified to establish an best solution for each iteration using
the following relationship:

viðkþ 1Þ ¼ wvikþ c1r1ðxbest; local� xiÞþ c2r2ðxbest; globalÞ � xiÞ ð14Þ

xi kþ 1ð Þ ¼ xkþ v kþ 1ð Þ ð15Þ

Each particle’s velocity and position are denoted as the vectors vk ¼ vk1; . . .; vkdð Þ
and xi ¼ xi1; . . .; xidð Þ, respectively. In (14), x vectors is the best local and best global
positions; c1 and c2 represents the acceleration factors referred to as cognitive and
social parameters; r1 and r2 represents randomly selected number in the range of 0 and
1; k stands for the iteration index; and w is the inertia weight parameter [47]. xi of a
particle is updated using (15).

4 Experiments and Analysis

4.1 Implementing of Multi Kernel Based on Fast Learning Network

As it has been mentioned in the previous section, RKFLN has two problems to be
solved before we can apply it, the first one is the computational complexity of applying
three kernels at the same time, and the second one is the selection of the kernels and its
parameters. The initial one is solved through using reduced kernel approach, and the
other one is solved through preparing a set of kernels and selecting out of them. In
order to make the model more optimized, three weighting factors of using the kernels
are imported in the model a1,a2,a3 and k. The parameters a1,a2, and a3 are weighting
factors for the kernels k1,k2, and k3, the parameter k is the regularization parameter. The
new model after optimizing is written as

Y ¼ f ðY^ a�1K1 þ a�2K2 þ a�3K3 þ 1
k�

	 
�1

a�1K1 þ a�2K2 þ a�3K3
� �

Model of Improved a Kernel Fast Learning Network Based 153



where the vector ða�1; a�2; a�3; k�Þ denotes the optimal parameters of the model, they have
the constraint

a�1 þ a�2 þ a�3 ¼ 1; a1; a2; a3 2 : 1 0½ �k� 2 0 1½ �

In order to determine convenient values for these weights that multiplying each
kernel in RKFLN. PSO will be used. Herein, k1,k2, and k3, are multiplied by the
weights a1,a2, and a3 respectively, the optimization goal is to find the best weights
values that give the highest testing accuracy over validation samples. Beside the
searching for the weights values, the optimization process will also look for the best
value for the regularization coefficient.

4.2 Experiments of Optimization Multi Kernel Fast Learning Network

This ssection describe our experimental also provide classification performanc results.
In order to evaluate the PSO-RKFLN developed model, this work cover teasting results
with the KDD Cup99 dataset. Optimize the RKFLN parameters to enhance the accu-
racy of IDS, we proposed several models such as RKFLN, RKELM, and PSO-RKELM
as bunchmarks. Figure 3 shown classification evaluation measures, and Table 1 shown
the comparestion results between the models.

For PSO parameters formulae such as c1 = c2 = 1.42, w = 0.75 and number of par-
ticles = 5. The KDD 99 training set with duplicates removed for the first set of sets
with a dataset consisting of 145,585 split into a training set of 72,792 training examples
and 72,792 testing samples. For this study we used all 41 attributes of the data.

Fig. 3. Evaluation measures of classification
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5 Summary

In this work, using Machine learning based on the intrusion-detection system, it’s
attractive for many researchers. This work provides model based on optimize of a multi
kernel of fast learning network. The derived model was rigorously compared to four
models, including basic ELM, basic FLN, Reduce Kernel ELM (RK-ELM), and RK-
FLN. The approach was tested on the KDD Cup99 intrusion detection dataset. The
accuracy of our model (PSO-RKFLN) is slightly higher than other models. For a future
work, we recommend checking this model with a different number of neurons to
measures and evaluate the complexity of the model.
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Abstract. Vehicular Ad-hoc Network (VANET) is a new emerging wireless
technology concept that supports communication amongst various nearby
vehicles themselves and enables vehicles to have access to the Internet. This
networking technology provides vehicles with endless possibilities of applica-
tions, including safety, convenience, and entertainment. Examples of these
applications are safety messaging exchange, real-time traffic information shar-
ing, route condition updates, besides a general purpose Internet access. The goal
of vehicular networks is to provide an efficient, safe, and convenient environ-
ment for vehicles on the road. In this paper some wireless access standards for
Vehicular Ad hoc Network (VANET) and describe was present, this paper starts
with the basic architecture of networks, then discusses some of the recent
VANET trials, also briefly present some of the simulators currently available to
VANET researchers. Finally, discusses the popular research issues and general
research methods, and ends up with the analysis of challenges and future trends
of VANETs.

Keywords: Vehicles to roadside (VRC) � Vehicle to infrastructure (V2I)
Vehicular networks � Vehicular Ad-hoc network (VANET)

1 Introduction

In Vehicle Ad hoc networks (VANET), data can be communicated among vehicles or
between vehicles and roadside units (RSUs), [1, 2]. VANET utilises different Ad-hoc
networking technology, such as Wi-Fi, IEEE802.11 b/g, WiMAX IEEE 802.16,
Bluetooth, IRA, and ZigBee for an easy, accurate, effective, and simple communication
between vehicle under dynamic mobility [2].

These VANET have several properties like dynamic topology, limited bandwidth,
limited energy and many more. Vehicular ad hoc network (VANET) is a subclass of
MANET with some unique properties. VANETs have emerged out these days due to
the need for supporting the increased number of wireless equipment that can be used in
vehicles [3, 4]. Some of these products are global positioning system, mobile phones
and laptops. As mobile wireless equipment and networks become increasingly
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important, the demand for Vehicle-to-Vehicle (V2 V) and Vehicles-to-Roadside
(VRC) or Vehicle-to-Infrastructure (V2I) Communication will continue to grow [5, 6].

VANETs have some dissimilar properties then MANETs like road pattern
restrictions, no restriction on network size, dynamic topology, mobility models, and
infinite energy supply, localization functionality and so on [7]. All these characteristics
made VANET environment challenging for developing efficient routing protocols. The
major factor in it is the fast moving mobile nodes [8].

1.1 VANET Architecture

There are two methodologies can be used to establish the feasible connection for
VANET. as shown in Fig. 1a, the first methodology called the layered approach the
provides the Required capacities and conventional layers with considerably charac-
terized interfaces between them [3]. In these approach framework functionalities are
adjusted to satisfy the necessities of VANET correspondence framework such as those
in conventional layers for single-jump and multi-bounce Correspondence for instance,
each layer is executed as an independent module with interfaces, such as SAPs (service
access points) [9], above and beneath the layers. Thus conventions cannot smoothly
reach the state or metadata on an alternate layer and thus generates complex infor-
mation some of the particular capacities of VANETs are unsuitable for a customary
layered OSI model, such as models for system strength and control [10] such capacities
cannot also be particularly distributed to a specific layer. Each layer should also be
converted to outer data independently without a regular interface. The un-layered
approach is the result of fitting a radically new framework to the requirement of the
fundamental center of VANET, that is, well-being application.In this manner, all
application and then combined with outer sensors as shown in Fig. 2b [11].

Fig. 1. A vehicular Ad-hoc network
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1.2 VANET Application

(A) Efficiency and Safety Application

The efficiency and safety Application are the two important requirements that can be
used to classify VANET application by their primary purpose [12]. However, efficiency
and safety are not completely separated from each other. Conversely, those and other
aspects should be considered together in the design of VANET application [13]. For
instance, an engine failure or an accident involving two or more vehicle can lead to a
traffic jam. A message reporting this event conveys a safety warning for nearby drivers
who use it to increase their awareness as shown in Fig. 3.

While, all correspondence frameworks comprise a complex convention that relies
on the assignment of correspondence frameworks, such as a web surfing mechanical
control circle and cellular phone framework. The MAC layer is a sub layered of the
joint information layer of the OSI reference convention on the layer is available in most
correspondence system such as wireline and remote system [14]. A wide range of MAC
convention has been developed, and such convention is described as dispute-based or

Fig. 2. Layered and un-Layered approaches for VANET

Fig. 3. VANET usage application for sent alarm car accident
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strife-free convention. In contention-free convention,time division multiple access
(TDMA) and frequency division multiple access (FDMA) are involved [15]. Despite
their unique configuration, these conventions are limited by the requirement of focal
instruments such as a base station or an enhance point that can share assists among
client to designate time space or recurrence groups to the client.

(B) Current Application of VANET

Vehicle system has numerous applications, such as collision avoidance and agreeable
driving. About 21,000 of the 23,000 vehicle that U.S roadside base station to a vehicle
may warn the convergences [16]. The information transmitted from a roadside base
station to a vehicle may warn the driver about the dangers of ending a crossing point.
The correspondence between vehicle and between vehicle and roadside can save many
lives and help drivers anticipate accident [17]. The worst automobile collisions involve
numerous vehicles colliding with one another as a result of a solitary accident at the
front of the line. In this case, by gradually decreasing its speed, the vehicle at the front
can communicate effectively with its neighbouring vehicle and prevent future mishap
[18, 19]. The initial recipients of this message will then handoff the message further by
warning the vehicle behind them about the mishap ahead. Nevertheless, in Fig. 4
shown the VANET standard application classification.

1.3 VANET Infrastructure

In the V2I protocol the infrastructure plays a coordination role by gathering global or
local information on traffic and road conditions and then suggesting or imposing certain
behaviors on a group of vehicles [20].

When two electronic systems communicate autonomously, That is to say without
human intervention, the process is described as Machine-to-Machine (M2M) com-
munications [20]. The main goal of M2M communication is to enable the sharing of
information between electronic systems autonomously. Given the rapid reception of
remote advancements, the omnipresence of electronic control frameworks, and the

Fig. 4. Standard VANET applications
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multifaceted nature of programming frameworks, remote M2M as attracted much
education from the industry and the academic community [21, 22]. M2M correspon-
dence incorporate wired interchanges, but recent studies have only focused on remote
M2M interchanges [11]. The quantity of remote gadgets(excluding cellular phone) that
work without human communication (e.g., climate station and power meters) has
reached 1.5 billion in 2014 [12]. Recent studies on M2M correspondence have
explored the regions that incorporate system Vitality effectiveness and green system
administration, the tradeoff between gadget power utilisation and gadget insight or
handling power, the institutionalisation of interchange, information collection and data
transfer capacity, protection and security, and system versatility [23] (Fig. 5).

Although M2M engineering alludes to the number of imparting machine (European
Telecommunication Standards Institute, ETSI). M2M standards specifically apply to
those systems that use countless application, even to 1.5 billion remote gadgets,
without bounds. The M2M application is often discussed at a national or worldwide
scale, and a large number of sensors are halfway planned [24]. Therefore, the vehicle
system is assessed as M2M designs with numerous associated gadgets, some of which
may not be identified with vehicle systems. The occurrence of traffic delays continues
to increase infrequently, and individuals waste approximately 40 h every week stuck in
traffic. Vehicle system can help reduce the frequency of these delays. The vehicle can
act as information authorities that transmit activity condition data to the vehicle system.
Transportation offices can use these data to case the activity clog. Specifically, the
vehicle can recognize if the quantity of neighboring vehicle is excessively numerous
and if their speed is too moderate. They can also transfer these data to that vehicle that
is approaching the area. These data can also transfer to those vehicles that are heading
in other directions to accelerate the spread of information near the area of the accident
[25, 26]. Therefore, those vehicles that approach the clog area will have enough time to

Fig. 5. VANET Infrastructure usage
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change course. This vehicle can also gather information about climate, street surface,
development zones, roadway rail convergence, and Crisis vehicle signal appropriation,
and then transfer these data to different vehicles (Fig. 6).

It has noticed on this paper Vehicular systems can influence the M2M worldview to
bolster vehicle correspondences as shown in Fig. 7. We displayed a brief review of

Fig. 6. A generic M2M architecture and M2M application area

Fig. 7. M2M communication layers in vehicular network
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probably the latest application ranges of M2M, to be specific brilliant framework
innovation, home systems administration, medicinal services, and vehicular systems
administration [27].

At the point when two electronic frameworks are imparted autonomously, i.e.,
without human mediation, the procedure is depicted as M2M correspondences [26, 27].
The primary objective of M2M interchanges is to empower the sharing of data between
electronic framework automatically because of this rise and quick reception of remote
advancements, the omnipresence of electronic control framework, and the expanding
multifaceted nature of programming framework, remote M2M has been drawing
attention from the industry and the educated community users. Vehicular systems and
M2M interchanges are correlative developing fields of exploration that have developed.
Late mechanical patterns show that vehicular correspondences could essentially profit
by the advancement made in M2M interchanges.

2 VANET Security and Privacy

Since security is one of the most important requirements for VANET communication
[28] several security requirements have to be satisfied before widespread deployment of
VANETs. Life-critical VANET characteristics always make new security challenges.
Furthermore, safety-related driving applications and services require stricter security
requirements than other services and applications in VANETs, VANETs require a
strong authentication method that preserves the anonymity of the drivers while the
authorities should be able to identify the real identity of a message sender whenever
necessary. This type of privacy methods is called conditional privacy. Moreover, this
ability should not be given to a single entity since the authority could abuse its rights to
violate others’ privacy. Hence, this conditional tracing ability should be distributed
over several authorities, and they should collectively be able to reveal the required
identification information of the source vehicle when some disputes happen, security
requirement for VANET is non-repudiation, in which none of the vehicles can deny
their communication actions. Hence, some kinds of mechanisms should be imple-
mented to prevent vehicles from denying their messages. Furthermore, the recipient of
a message should be able to convince a third party that only the specific sender could
send the message. Another security requirement for vehicular communication is the
ability to detect false communication messages. One of the main challenges in secure
vehicular communication is properly balancing authentication and privacy [28].
Figure 8 Shown the classification categorize an attack based the security requirement it
tries to compromise. The major categories are threat and attacks on Confidentiality,
Integrity and Availability. Other categories include attacks on authentication and
accountability [28].
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3 Conclusion

In this paper, we presented ideas that are key to the development of M2M interchange
frameworks. We provided a brief diagram of four notable M2M applications, specifi-
cally in human services, home organizing, effective framework, and vehicular systems
administration. We then focused on vehicular systems administration by presenting and
M2M perspective on inter-vehicular correspondence and highlighted the particular
application, requirement, and convention related to the M2M-based vehicle system. To
set up where M2M interchange could increase the value of vehicle systems, we
reviewed the literature exhaustively to the extent that both advances is met. Five range
where distinguished namely, multiplicity, autonomy, connectivity, visualisation, and
security. Lastly, we investigated the issues encountered by vehicle M2M framework.
The best test is the institutionalization of correspondence interface in a system with
high versatility and variability of parts. Ensuring security and protection in such a
dynamic system requires further consideration.
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Abstract. The article deals with finding the optimum parameters of the elastic
damping mechanism (EDM) in transmission of class 1,4 tractor. The tractor was
used in structure of three various machine-tractor units and carried out the main
agricultural operations: plowing, cultivation and cropping. EDM is intended for
smooth start-off of the unit, decrease in dynamic loadings in transmission,
protection of the engine against fluctuations of external loading. The indicator –
“degree of the transmission transparency” is used for estimating the protective
quality of the mechanism. The research was conducted by methods of experi-
ment planning. The central composite plan of the second order for five factors
has been chosen. The regression model expressing influence of key parameters
of EDM on function of a response (“degree of transmission transparency”) is
received. The dependence of a response function from each factor, their mutual
influence on the studied process is treated apart in details. The system of the
differential equations in private derivatives has been received for finding the
optimum values of factors and response function. The conclusion that the
optimum value of the EDM parameters allow to increase quality of functioning
of MTU on the main agricultural operations was made by results of the analysis
of a computing experiment.

Keywords: Elastic damping mechanism � Transmission
Volume of hydropneumatic accumulator � The optimal parameters

1 Introduction

When the tractor performs agricultural operations: plowing, cultivation and sowing, the
most significant factor affecting the operation of machine-tractor units (MTU) is the
traction load. Vibrations of the traction loads lead to transient processes in the motor.
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Scientific studies [1, 2, 4–6] prove the effectiveness of the inclusion of elastic coupling
in the individual mechanisms of the tractor. The use of elastic damping mechanism
(EDM) in the transmission of the tractor leads to absorption and scattering of the
oscillations energy of the traction load. This reduces the dynamic loading of the drive,
towing movers and so on.

One of such mechanisms is EDM [1, 3]. This mechanism is intended for smooth
moving of MTU, reducing of dynamic loads in the transmission, protecting of the
engine against fluctuations of external load [3]. The mechanism is developed at the
“Tractors and cars” department of Azov-blacksea engineering institute. Currently, the
team of scientists conducts research to improve the functioning of this device [3].

The indicator P – “degree of transmission transparency” is proposed to assess the
protective qualities of the mechanism, in the form of the ratio of the current amplitude
of the vibration of the motor shaft speed to its maximum value [4]. When N = 1 the
gear unit (gearbox) is absolutely “transparent”, the engine remains unprotected against
fluctuations of the traction load (this happens in serial transmissions). When N = 0, the
gear unit is absolutely “opaque” and will completely extinguish the vibrations trans-
mitted to the engine. Professor A. B. Lurie, and professor N. M. Bespamyatnova [6, 7],
considered frequency and traction characteristics as the additional influencing factor in
the researches of the units working at the main agricultural operations.

2 Main Part

Purpose of Research. The aim of this work is to obtain the optimal parameters of the
elastic damping mechanism in the MTU transmission of a class 1,4 tractor on plowing,
cultivation and sowing. The following tasks were solved to achieve this goal:

1. identification of significant factors affecting the work of EDM;
2. the choice of the experiment plan and obtaining experimental results;
3. obtaining a regression model expressing the influence of the main parameters of

EDM on the “degree of transmission transparency”;
4. finding the optimal values of significant factors.

Materials and Methods. The main factors for the research were selected based on the
works [1–4] and the conducted by the authors of this article.
The central composite plan of the second order meeting the requirement of rotatability
was chosen for research. In contrast to the non-composite plan the selected plan for the
five factors can reduce the number of conducted experiments [8].

The description and operation of the device installed in the transmission of the
tested tractor is described in the source [3].

The research was carried out using the system of automatic accumulation and
processing of metrological information of mobile execution (SAAP), developed at the
Federal scientific center Donskoy (Zernograd). The system consists of a set of hardware
and software and includes: an on-board computer, an analog-to-digital conversion
board “code-figure” (ADC), an interface card, an instrumentation amplifier. All the
equipment was installed in the cabin of the mobile strain-gauge laboratory TL-2 on the
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basis of the all-wheel drive truck car. The set of sensors (primary converters) installed
on the unit under test allows measuring instantaneous values of the following energy
parameters: traction resistance; torque on the axis of the driving wheel; frequency of the
shaft rotation of the tractor generator; impulses of turns of a tractor driving wheel;
impulses of revolutions of a tram tire wheel; oil pressure in the hydrolysis line (up to
the throttle); rotation frequency of a gear wheel of the oil pump drive; fuel
consumption.

The results (electronic oscillograms) of the experiment were processed on a per-
sonal computer using a software package for conversion.

The Result and Discussion. The levels and intervals of variation given in Table 1
were selected based on the results of the search experiments.

Modeling was carried out under steady-state load and accelerating modes to study
the influence of elastic damping mechanism on the performance of MTU during
plowing, cultivation and sowing. The field plot was horizontal with a slope of not more
than 2 degree. The movement of the unit was strictly rectilinear. A tractor with a tool
was moving in sixth gear of the main range of speeds gearbox. The indicator P
(response function Y) was calculated on the basis of the experimental data.

Expressions from (1) to (16) are standard statistical tools for research in the field of
performance parameters optimization. Statistical methods for forecasting is a com-
prehensive, readable treatment of statistical models used to produce forecasts. The
detailed technique is described in the sources [8–10]. The optimum region with suf-
ficient accuracy is most often possible to describe by a polynomial of the second
degree. The scheme of experiment planning was chosen to determine the optimization
parameter. The object of study was preliminary studied on the basis of a priori

Table 1. Levels and intervals of factors variation for the plowing unit

N Factor name Factor
identification

Code
mark

Variation
interval

Natural values corresponding to
coded levels of the factors
Upper
(+1)

Base (0) Lower
(−1)

1 The throttle cross-
sectional area

Sth, m
2 X1 1,1�10−4 3,524�10−4 2,424�10−4 1,324�10−4

2 Volume of
hydropneumatic
accumulator
(HPA)

Vhpa, m
3 X2 1,23�10−3 5,079-

10−3
3,848-
10−3

2,617-
10−3

3 The air pressure
in HPA

Pa, Pa X3 1-105 5-105 4-105 3-105

4 Inertia moment of
additional load

Jth, kg�m2 X4 2,32-10−3 6,96-10−3 4,64-10−3 2,32-10−3

5 The oscillation
frequency of the
traction load

f, Hz X5 0,3 1,2 0,9 0,6
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information. The priori information was obtained by not only studying the literary data,
but also analyzing the results of previous work.

A polynomial of the second degree adequately describes the optimal region, was
used for the approximation of the response function:

y ¼ b0 þ
X

1� i� k
bixi þ

X
1� i\l� k

bilxixl þ
X

1� i� k
biix

2
i : ð1Þ

Regression analysis and mathematical statistics methods were used to check the
adequacy of the model used and to find the optimal value of the response function.

The coefficients of the regression Eq. (1) were calculated by the formula:

B ¼ XT � X� ��1�XT � Y ; : ð2Þ

X — matrix based on the used experimental plan [8], Y — response matrix.
The found coefficients of the regression Eq. (2) were checked for statistical sig-

nificance. For this purpose the Student’s t-test was used with the construction of
confidence intervals Dbi based on the found values of the variance of the experiment
reproducibility Dy and the dispersion-covariance matrix Dk

Dy ¼
Pn0

i¼1 Yi � �Yð Þ2
n0

: ð3Þ

�Y — average response value for points in the center of the plan, n0 = 6 [5].

Dk ¼ Dy � XT � X� ��1
; : ð4Þ

Dbi ¼
ffiffiffiffiffiffiffiffiffi
Dki;i

p � t; : ð5Þ

t — tabular value of the Student’s coefficient at the significance level a = 0,05 and the
number of degrees of freedom n0 − 1 [8].

The absolute values of the coefficients b1, b2, b4, b7 – b10, b13, b16, b17, b19 and b20
were lower than the corresponding confidence intervals, so they can be considered
statistically insignificant and excluded from Eq. (1).

The mathematical model has next form taking into account the obtained data:

y x1; x2; x3; x4; x5ð Þ ¼ 0:06538x3 þ 0:06613x5 þ 0:04968x23 � 0:06994x1x2
þ 0:04868x2x4 � 0:03494x2x5 � 0:04581x3x5 þ 0:6212; :

ð6Þ

The value and sign of the coefficients show the contribution of the relevant factors
in the overall result – an indicator of the degree of transparency – in the transition to
another level.

The resulting mathematical model was tested for adequacy using the Fisher
criterion [5]
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Fp ¼ Da
Dy

; ð7Þ

Da – adequacy variance

Da ¼
PN

i¼1 MDð Þ2�Pn0
i¼1 Yi � �Yð Þ2

N � �k � n0 � 1ð Þ ; ð8Þ

MD ¼ Y � Yr; ð9Þ

Yr ¼ X � B; ð10Þ

Yr – calculated values of the response matrix taking into account the significant
coefficients.

Calculations established that the Fisher coefficient for Eq. (6) is equal to Fp =
4,217. This value is less than table value Ft = 4,44 [8]. Therefore, the model is
adequate.

Analyzing the Eq. (6), we conclude that the x3 factor corresponding to the air
pressure in GPA exerts the greatest influence on the degree of transmission
transparency.

Figure 1 presents graphs of the dependence of the degree of transmission trans-
parency from the traction load vibrations and the air pressure in the GPA. The response
surface is shown in the left graph and the level lines in the right graph. Each level line
is an equal response line that corresponds to the projection of the response surface
section with the plane y = const.

Fig. 1. Graphs of the dependence of the degree of the transmission transparency from the
traction load vibrations and the air pressure in the GPA for plowing unit (surface response on the
left, level lines on the right)
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The system of partial differential equations was obtained to find the optimal values
of the factors:

@

@x1
y x1; x2; x3; x4; x5ð Þ ¼ �0:06993x2

@

@x2
y x1; x2; x3; x4; x5ð Þ ¼ 0:04868x4 � 0:03494x5 � 0:06994

@

@x3
y x1; x2; x3; x4; x5ð Þ ¼ 0:09937x3 � 0:04581x5 � 0:06537x1;

@

@x4
y x1; x2; x3; x4; x5ð Þ ¼ 0:04868x2

@

@x5
y x1; x2; x3; x4; x5ð Þ ¼ �0:03494x2 � 0:04581x3 þ 0:06613

ð11Þ

We determined the optimal values of each factor solving the system (11).
Converting coded values x1 � x5 to the natural values of the factors was produced by
the formulas:

x1 ¼ Sth � 2:424 � 10�4

1:1 � 10�4 ; x2 ¼ Vhpa � 3:848 � 10�3

1:231 � 10�3 ; x3 ¼ Pa � 4 � 105
1 � 105 ;

x4 ¼ Jew � 4:64 � 10�3

2:32 � 10�3 ; x5 ¼ f � 1:3
0:5

;

ð12Þ

Similar studies have been conducted to find the optimal parameters of the cultivator
and seeder.

The regression equation for the cultivator unit has the form:

y x1; x2; x3; x4; x5ð Þ ¼ 0:578þ 2:29 � 10�3x1 � 3:72 � 10�3x2 þ
þ 0:053x3 þ 4:51 � 10�3x4 þ þ 0:021 � x5 � 1:34 � 10�3x1x2�
� 3:14 � 10�3x1x3 � 2:41 � 10�3x1x4 þ 3:32 � 10�4x1x5�
� 1:25 � 10�3x2x3 þ 1:37 � 10�3x2x4 � 0:044 � 10�3x2x5�
� 6:04 � 10�5x3x4 � 0:035x3x5 þ 8:09 � 10�3x4x5 þ
þ 0:03x21 þ 0:031x23 þ 0:03x24 þ 0:095x25:

ð13Þ

x1 ¼ Sth � 2:424 � 10�4

1:1 � 10�4 ; x2 ¼ Vhpa � 3:848 � 10�3

1:231 � 10�3 ; x3 ¼ Pa � 4 � 105
1 � 105 ;

x4 ¼ Jew � 4:64 � 10�3

2:32 � 10�3 ; x5 ¼ f � 0:9
0:3

;

ð14Þ

The system of differential equations was obtained taking partial derivatives of the
Eq. (13). The optimal values of the factors of the elastic damping mechanism on
cultivation were found after solving the system and moving from the coded values
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x1 � x5 to the natural values of the factors according to the formulas (14). We obtained
the response surface shown in Fig. 2 substituting (14) in (13) and analyzing the
resulting equation.

It is necessary to change the indicator x5 to find the optimal parameters of the
elastic damping mechanism for the sowing unit in Table 1. Indicators x1 – x4 remained
unchanged. The values are given in Table 2 [6, 7].

The regression equation for the sowing unit has the form

y x1; x2; x3; x4; x5ð Þ ¼ 0:722� 6:325 � 10�3x1 � 6:657 � 10�3x2

þ 0:033x3 � 5:526 � 10�3x4 � 3:072 � 10�3x5 þ 6:981 � 10�3x1x2

þ 6:851 � 10�3x1x3 þ 5:709 � 10�3x1x4

� 7:04510�3x1x5 þ 8:462 � 10�3x2x3 þ 7:245 � 10�3x2x4

� 5:554 � 10�3x2x5 þ 7:115 � 10�3x3x4 þ 2:725 � 10�3x3x5

� 6:826 � 10�3x4x5 þ 2:905 � 10�3x21 þ 2:466 � 10�3x22
� 7:031 � 10�3x233:445 � 10�3x24 þ 0:038x25

ð15Þ

The transition from coded values x1 � x5 to natural values of factors is carried out
by formulas according to the known method

Fig. 2. Graphs of the dependence of the degree of transmission transparency from the traction
load vibrations and the moment of inertia of the EDM drive for cultivation (surface response on
the left, level lines on the right).
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x1 ¼ Sth � 2:424 � 10�4

1:1 � 10�4 ; x2 ¼ Vhpa � 3:848 � 10�3

1:231 � 10�3 ; x3 ¼ Pa � 4 � 105
1 � 105 ;

x4 ¼ Jew � 4:64 � 10�3

2:32 � 10�3 ; x5 ¼ f � 1:3
0:5

;

ð16Þ

We obtain the response surface substituting (16) in (15) and analyzing the resulting
equation. The data is presented in Fig. 3.

Table 2. Levels and intervals of variation of factors of the seed unit

N Factor name Factor
identification

Code
mark

Variation
interval

Natural values corresponding to
coded levels of the factors
Upper
(+1)

Base (0) Lower
(−1)

1 The throttle cross-
sectional area

Sth, m
2 X1 1,1�10−4 3,524�10−4 2,424�10−4 1,324�10−4

2 Volume of
hydropneumatic
accumulator
(HPA)

Vhpa, m
3 X2 1,23�10−3 5,079�10−3 3,848�10−3 2,617�10−3

3 The air pressure
in HPA

Pa, Pa X3 1�105 5�105 4�105 3�105

4 Inertia moment of
additional load

Jth, kg�m2 X4 2,32�10−3 6,96�10−3 4,64�10−3 2,32�10−3

5 The oscillation
frequency of the
traction load

f, Hz X5 0,5 1,8 1,3 0,8

Fig. 3. The degree of transmission transparency depending on the traction load fluctuations and
moment of inertia of the EDM drive for sowing (surface response on the left, line level on the
right).
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We used Mathcad program (section - vector and matrix operations) to solve the
described equations. The use of this simple and convenient program helped in solving
systems of equations and improved the clearness of the presented results.

3 Conclusions

The made computing experiment has shown the feasibility of using the EDM in the
drivetrain of the class 1,4 tractor at the main agricultural operations. We conclude that
the optimal values of EDM parameters can improve the quality of the MTU operation
on the main agricultural operations according to the results of the analysis of the
computational experiment.

The optimal value of the parameter P was obtained by varying the factors values
x1 � x5.

Optimal factors values for plowing: the throttle cross-sectional area STH = 1.49
10−4, the volume of the hydropneumatic accumulator VHPA = 3.85�10−3, the air pres-
sure in the hydropneumatic accumulator PA = 6.77�105, the moment of inertia of the
extra weight of the drive mechanism JEW = 4.64�10−3, the most probable frequency of
the traction load fluctuations f = 1.41, this corresponds to the optimal value of the
degree of the transmission transparency equal to P = 0.63.

Optimal values of factors for cultivation STH = 2.35�10−4, VHPA= 4.23�10−3, PA =
2.93�105, JEW= 4.56�10−3, f = 0.79. This corresponds to the optimal value of the
degree of the transmission transparency equal to P = 0,73.

Optimal parameters at the most probable frequency of the traction load fluctuations
during sowing f = 1.25 Hz have the following values: STH = 2.16∙10−4 m2; VHPA =
4.04∙10−3 m3; P = 5.745�105 Pa; JEW = 2.093∙10−3 kg∙m2; the value of the response
function in this case is P = 0.754.

It should be noted that the found optimal values of factors for the studied EDM and
response functions are applicable only to similar operating conditions and are not
applicable to other agricultural operations.

The obtained data shows that the use of an elastic damping mechanism can reduce
the fluctuations of the external traction load transmitted to the engine, with plowing up
to 37%, with cultivation on average up to 27%, with sowing, on average up to 25%.
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Abstract. The article deals with the problems of development of energy-
efficient technical means for heat supply of agricultural objects. Shown the
energy-efficient method of heat treatment of liquid products using infrared
(IR) and ultraviolet (UV) spectrum of electromagnetic waves. Much attention is
drawn to method of electrical and structural calculation of pasteurization
chamber for infrared radiators of coaxial type is developed. Data are given about
the parameters and modes of operation of the combined installation at the
influence of UV and IR radiation on the properties of milk, to reduce bacterial
contamination.

Keywords: Energy saving � Electrical irradiator � UV radiation
Pasteurization chamber � Pasteurizer � Heat treatment � Disinfection

1 Introduction

Heat treatment of liquid foodstuffs (milk, juice, etc.) refers to the number of common
and energy-intensive processes of primary processing with a view to their conservation.
At the same time, the task is to preserve the maximum nutritional and taste qualities of
the product. The effect of infrared radiation on a thin layer of a liquid product is one of
the energy-efficient ways of heat treatment. The energy transfer takes place directly
from the radiation source to the processed liquid product in the absence of contact
between them. IR radiation penetrates to a certain depth, which eliminates local
overheating and unwanted structural changes in the surface layer [1].

Short - term exposure to IR radiation with a high density simultaneously across the
thickness and surface of the thin layer of liquid creates the necessary conditions for the
elimination of toxic and ballast microflora, allows you to keep useful biological and
physic-chemical components (proteins, vitamins, enzymes) that determine the nutri-
tional and organoleptic properties of the product [2].
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In thin-layer devices, all the liquid is processed at once, so the product does not
overheat above the set temperature. IR pasteurizers have lower metal consumption, low
heat losses, increased productivity and provide a reduction in energy consumption up
to 20% compared to traditional plate pasteurization-cooling units and long-term pas-
teurization baths.

Figure 1 shows a thin-layer electric pasteurizer of liquid products using electro-
magnetic waves of infrared and ultraviolet range [3].

Devices with a thin-layer flow of liquid can be made according to different schemes
[4]. There are vertical, inclined and horizontal flow of liquid depending on the location
of the energy source and its shape. Energy and structural calculation of the radiator and
pasteurization chamber causes certain difficulties in justifying the parameters of the IR
pasteurizer, associated with the dynamics of heating the liquid during the heat
exchange by radiation.

The power of the radiator is usually calculated according to the well-known energy
balance equation without taking into account the conditions of the heat exchange
process between the heater and the liquid product [3], which in certain cases can lead to
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Fig. 1. Installation Diagram for pasteurization of milk with the use of IR and UV radiation: 1 –

milk supply pump, 2 – pipeline hearth, 3 – heat exchanger, 4 – UV-radiator, 5 – flowmeter, 6 –

nozzle input IR pasteurizer, 7 – chamber forming a thin layer, 8 – chamber pasteurizer, 9 – IR-
radiator, 10 – receiving chamber, 11 – outlet pipe, 12 – pump issue, 13 – pipeline issue, 14 –

controller wits GSM module.
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the malfunction of the designed apparatus [5, 6]. The method proposed for the cal-
culations takes into account the process of heat exchange between the IR heater and the
formed thin layer of the heated liquid product. This is its peculiarity. Most of the
considered units have a similar geometric design of the pasteurization chamber. The
camera contains two cylinders arranged coaxially: first – IR radiator, second – camera
body. The heated liquid product flows along the inner surface of the chamber housing
with a thin layer (2…3 mm).

The development of a unified methodological approach to the problem of deter-
mining the thermal and geometric parameters of the radiator and pasteurization
chamber as a whole is an urgent task.

2 Methods and Results of Research

2.1 Method of Calculation of Pasteurizer

The purpose of the calculation is to determine the power of the IR radiator, geometric
and structural parameters of the pasteurization chamber.

The initial data are the performance of the installation G, the surface temperature of
the radiator T1, the initial temperature of the liquid product when it is fed to the
pasteurization chamber TL, some physical properties of the processed liquid.

Thin-film flow along the vertical wall is possible only if the liquid moistens the
surface. Otherwise, the film begins to disintegrate under the action of surface tension on
the individual drops [7]. If the liquid moistens the wall of the working surface, on
which it flows, then its surface layer, directly in contact with the wall, must have a zero-
velocity value [1]. Than further away from the surface is the liquid particle, then with
more speed it moves down, all other things being equal.

The diameter of the cylinder d2 on which a thin layer of liquid flows is determined
by the formula:

d2 ¼ G
p � q � t � Re ð1Þ

G – pasteurizer performance kg/s; Re = 8500 – Reynolds number, characterizing
the movement of the liquid; q = 976 kg/m3

– milk density; v = 0,43∙10−6 – coefficient
of kinematic viscosity of milk at 70 °C m2/s.

The thickness of the layer of flowing fluid, m:

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
3Gm
pDqg

3

s
ð2Þ

Let us consider the dynamics of the process of heat transfer by radiation between
the radiator and the liquid flow (liquid product), flowing a thin layer on the inner
cylindrical surface of the pasteurization chamber [8]. The outer wall of the chamber is
heat-insulated, so we assume that there is no heat loss to the outer space, and the heat
loss from the liquid to the outer cylindrical wall is negligible. The temperature gradient
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at heat transfer by thermal conductivity in the radial and axial direction of the fluid flow
is not taken into account. We also take the one-dimensional distribution of heat in the
direction of fluid flow, i.e. the x axis (Fig. 2). Consider the element of the heat
exchange surface length dx.

The heat balance equation describing the change in the temperature of the flowing
liquid for the dx element during dt has the following form:

cFLqLdxdTL ¼ qdxds ð3Þ

q – the resulting radiant flux per unit length of the radiator, W/m; qL – liquid density,
kg/m3; c – specific heat of the liquid, J/kg °C; FL – the cross-sectional area of the liquid
layer, m2; TL – liquid temperature, °C, s – time, s.

Taking into account that the velocity of the fluid in the chamber xL = G/FL and
xL = dx/dt, and that:

q ¼ Q=L ¼ ePpC0F1 � 10�8ðT4
1 � T4

LÞ
L

; ð4Þ

receive

Fig. 2. Diagram of the pasteurization chamber: 1 – IR radiator, 2 – a thin layer of liquid (d),
3 – the case of the pasteurization chamber.
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cGdTL ¼ erC0F1 � 10�8ðT4
1 � T4

LÞ
L

dx; 0� x� L; ð5Þ

er – emissivity factor of the system; T1 – temperature of the radiator, K; C0 –

blackbody radiation, W/m2 K4, L – length of the radiator, m, G – flow rate, m3/s, Q –

heat flow from the radiator to the liquid product, W.
Emissivity factor for a closed system of two coaxial cylinders:

er ¼ 1
1
e1
þ d1

d2
ð 1e2 � 1Þ ; ð6Þ

e1, e2 – emissivity factor of the radiator and the heated liquid, d1 – the outer
diameter of the radiator, d2 – the inner diameter of the cylindrical surface through
which the liquid flows, m.

Since F1 = pd1L the Eq. (5) can be reduced to:

dTL
T4
1 � T4

L
¼ erC0d1p � 10�8

cG
dx; ð7Þ

Integrating Eq. (7), we obtain the change in the liquid temperature along the length
of the pasteurization chamber TL = f (x) at 0 � x � L. the General solution is:

1
2

arc tgðTLT1Þ
T3
1

� 1
4T3

1
lnðT1 � TLÞ � lnðT1 þ TLÞ½ � þC ¼ erC0d1p�10�8

cG x;
0� x� L;

ð8Þ

C – arbitrary constant.
At the time of the liquid supply to the pasteurization chamber at x = 0 (initial

conditions), its temperature TL (0) can be taken equal to the temperature of the liquid
leaving the heat exchanger-recuperator. The temperature of the radiator T1 � 1173 K
should be considered a constant over the entire length of the radiator. The diameter of
the radiator and the inner diameter of the outer cylinder d2 at the initial stage of
calculation is set based on the adopted structural and technological scheme of the
installation (d1 = 0,03…0,1 m). Moreover, the diameter d2 is selected based on the
thickness of thin layer is d, the unit capacity G (kg/h) product density qL and speed of
movement of the liquid xL [9]:

d2 ¼ G
3600pqLdxL

þ d: ð9Þ

Under the established initial conditions from Eq. (8) we determine the unknown
constant C. Solving the obtained partial equation, we find the temperature of the liquid
product TL at the output of the pasteurization chamber and specify its length.

The power of the radiator Pr is calculated from a well-known expression:
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Pr ¼ cG tLf�tLið Þ=gc ð10Þ

tLf, tLi – final and initial liquid temperature, °C, ηc – the efficiency of the pasteurization
chamber.

Equation (8) allows to analyze the influence of variables d1, d2, G on the heating
level Dt =(tLf – tLi) of the liquid product along the length L of the pasteurization
chamber.

As a material for the working part of the radiators are often used alloys based on
chromium and nickel (nichrome) with high electrical resistance in the form of wire
spirals, zigzags, etc. The choice of design parameters of the emitting body is to
determine the diameter, length of the heating wire, the method of its laying. The values
of electrical power Pr, voltage U and temperature T1 of the radiator are usually set [9].

2.2 Experimental Data

Table 1 shows the results of calculation of the pasteurization chamber of the electric IR
pasteurizer (Fig. 1) for heat treatment of milk capacity up to 1000 l/h.

The design of the radiator contains a number of vertical quartz tubes of length L,
inside each of which spirals of nichrome wire in the form of separate sections are laid.
Quartz tubes with spirals are arranged in a circle, forming a cylinder with a diameter
d1 = 0,07 m.

Table 1. The results of the calculation of the IR radiator and the pasteurization chamber.

Parameter Value

Plant capacity, l/h 500…1000
The initial temperature of the milk after the heat exchanger, tLi, °C 65
Temperature of pasteurization, °C 78
Supply voltage, U, V 380/220
The power of the radiator, Pr, W 12800
Electric current consumption per phase, I, A 19,4
Diameter of the radiator, d1, m 0,07
Pasteurization chamber diameter, d2, m 0,12
Number of partitions of the radiator, n 12
Electric current in the heater section, Ic, A 4,8
The estimated diameter of the heating wire, dw, mm 0,74
Length of nichrome wire in section, Lw, m 14,0
Diameter of the nichrome wire, d, m 0,007
Number of turns in a section, m 1060
Length of the radiator section, Ls, m 0,85
Length of the pasteurization chamber, L, m 0,85
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The Eq. (8) is solved in the MathCAD system and is presented in a graphical form
in Fig. 3, and the mathematical expression for the considered boundary conditions is:

TL ¼ 15xþ 338: ð11Þ

The length of the pasteurization chamber L should be equal to 0.85 m to ensure a
predetermined pasteurization temperature of milk 78 °C (351 K)

When using the proposed method, the calculated parameters of a new modular
installation for IR pasteurization of liquid products were obtained [9]. The calculated
thermal power and design indicators of the IR radiator and pasteurization chamber were
tested by laboratory studies of the experimental sample of the installation, which
confirmed a sufficiently high convergence of theoretical and practical results.

Cold pasteurization method attracts attention with low energy intensity of the
process [10]. However, the effect of UV radiation on milk has a number of limitations
[11]. For UV treatment of milk, it is possible to use bactericidal lamps of low pressure
without ozone formation with the power of 100–300 W. In the experimental equipment
(installation) (Fig. 1) [12, 13] was used bactericidal amalgam lamp type DB-145 power
145 W. The bactericidal flow of the lamp is 45 W. The area of irradiated surface
S = 600 cm2. The effective effect of UV radiation for the destruction of bacteria by this
lamp is in the spectral region with kmax = 253,7 nm.

Theoretical and experimental studies justified the effective modes and parameters of
milk disinfection by UV irradiation device: the normalized dose of radiation –

16 mJ/cm2, milk absorption coefficient – 0,38…0,47 cm−1, irradiation – 8,1 W/m2, the
layer of processed milk – up to 1 mm, processing time - about 2 s [12, 14]. The greatest

Fig. 3. The dependence of the milk temperature in the pasteurization chamber on the length of
the beam.
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spectrum of absorption of ultraviolet radiation by milk is in the wavelength range
180–220 nm, and the smallest in the range of 250–370 nm.

3 Conclusion

The results showed that the combined UV and IR effects on the milk, the pasteurization
temperature can be reduced to 70… 72 °C, which allows to reduce the cost of electricity
up to 25% compared to infrared installations [15]. The values of microbiological con-
tamination of microorganisms CFU (colony forming units)/cm3 are 0,3∙10−5 (Fig. 4).

UV treatment does not lead to significant deviations from the requirements for
pasteurized milk. The main parameters of milk meet the hygienic requirements of
safety and nutritional value of products [14]. Processing of milk with a bactericidal
stream of 20–40 W did not affect the content of fat, protein, lactose [14]. When pro-
cessing milk in the mode of 50 W there was an extraneous smell peculiar to the
saponification of fats, there were changes in the ratio of fatty acids compared to their
content in raw milk.

UV treatment of milk with bactericidal flow 49 W and with a capacity of 100 l/h
increased the content of vitamin D3 in milk. For milk disinfection, it is necessary to
take a normalized dose of 16 mJ/cm2 [15, 16] and ensure the minimum possible layer

Fig. 4. Average values of microbiological contamination by microorganisms CFU/cm3 at
different methods of milk processing
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of processed milk of 0,2 cm. Water for the technological washing of the pasteurizer is
subjected to ultraviolet treatment as well.

A sample of pasteurizer successfully passed laboratory and economic production
tests on a dairy farm of 200 cows.
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Abstract. This paper presents a simulation environment which includes virtual
structures of a low-cost embedded designed car for the autonomous driving test,
tracks, obstacles, and environments. A cross-platform game engine, Unity 3D,
empowers the embedded designed car to check and trial new tracks, parameters
and calculations in the 3D environment before the real-time test. The virtual
environment fabricates the domain such like that it is the mimics of the activity
of a genuine car and Unity 3D are utilized to incorporate the embedded designed
car into the test situation while the car’s movements and steering angle can serve
as an examination premise. Distinctive driving situations were utilized to ana-
lyze how the sensors respond when they are connected to genuine circumstances
and are also utilized to confirm the impacts of other parameters on the scenes.
Options are available to choose flexible sensors, monitor the output and
implement any autonomous driving, steering prediction, deep learning and end-
to-end learning algorithm.

Keywords: Simulator � Autonomous vehicle � AI research � Sensor fusion
Virtual environment

1 Introduction

Sensorimotor control in three-dimensional environments remains a major challenge in
machine learning and robotics [1, 2]. Autonomous vehicle development is one the
example among them. Because, the setup is particularly challenging due to complex
vehicle dynamics, distinctive tracks with the different angular path, curved road
markings; and the response to the motion of various actions that may be in view at any
given time; the necessity to quickly accommodate with the conflicting objectives, such
as obstacles and grass. The infrastructure costs and the logistical difficulties of training
and testing systems in the real physical world are main impediments for research in
autonomous driving. A significant amount of manpower and funds are involved in case
of instrumenting and operating even in a driverless robotic car. And a single vehicle is
far from sufficient for collecting the requisite data that cover the multitude of corner
cases that must be processed for both training and validation [3]. Also, a single vehicle
is a long way from adequate for gathering the imperative information that covers the
huge number of corner cases that must be prepared for both training and validation. For
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this, a replaceable plan like simulation is needed to continue autonomous driving
research. Simulation can provide safe experiment since in real world there are possi-
bilities of different casualties. More significantly, researchers found simulator more
feasible for trialing the new approaches of self-driving algorithms [4]. Moreover,
manually setting up the environment every time in real-time is costlier and time-
consuming than the manual setup in a simulator. For a simple change, the experiment
could cost more money and time in the case of reality whereas in simulation it’s less.
There are many commercial companies who already producing simulation environment
for various purpose. But, due to the limitation in open-source products and lacking in
sensors mode, a simulator is required maintaining all the necessary tools for autono-
mous driving research. In this paper, we present CAIAS simulator for embedded self-
driving car research. Using this simulator, it is possible to train, test and verify the
driving models. Feasible options are given to choose sensor and study different self-
driving algorithms like deep reinforcement learning [5], end-to-end learning [6], etc.

2 Development of Simulation Engine

This simulator is built on Unity 3D software. This Game engine is the core of this
simulator development. Unity 3D is a multi-platform game development tool as well as
a fully integrated game engine, which provides functions such as rendering engine,
physics engine, scripting engine, lightmap and scene management and supports these
three programming languages, JavaScript, C# and Boo [7]. The main technology
characters of Unity 3D are the component model, event-driven model, and class
relationships [8]. Unity 3D is very popular in recent years. The efforts and the orga-
nizations that work on the development of virtual simulators in Europe and all over the
world are numerous. Unity 3D as it is perfect for developing independent small-scale
game apps and multiplatform game engine for the creation of interactive 3D content.
Unity 3D has a good user interface and powerful interactive design module. So, this
integrated platform is best for creating 3D simulator or other interactive contents such
as virtual reconstructions or 3D animations in real time [9].

2.1 Interactive

First, the simulator is made compatible for Windows, Linux and Mac OS with both 32-
bit and 64-bit. In the simulator, the interaction is between the agent car and the
environment. The agent car model is designed in CATIA DS as a prototype of the real
embedded car and then imported in the Unity environment (Fig. 1). To bolster the
connection, a server-client is established to render the simulation using Socket. This
Socket is responsible for the communication between the agent which works as a server
and the model algorithm which works as a client.

2.2 Kinematic Bicycle Model

The nonlinear continuous time equations that describe a kinematic bicycle model [10]
which is considered to build the car model of the simulator in an inertial frame are
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_x ¼ t cos wþ bð Þ ð1Þ
_y ¼ t sin wþ bð Þ ð2Þ

_w ¼ t
lr
sin bð Þ ð3Þ

where x and y are the coordinates of the center of mass in an inertial frame (X, Y). w is
the inertial heading and t is the speed of the vehicle. lf and lr represent the distance
from the center of the mass to the front and rear axles, respectively. b is the angle of the
current velocity of the center of mass with respect to the longitudinal axis of the car
[11]. So, this 2-DOF car model can be controlled yaw and longitudinal motions.

2.3 Number of Environments

In the simulation environment, two different worlds with two different tracks are
provided. The user can choose preferable tracks to train and test the model. One of the
environment track is based on the Kunsan National University main stadium athletic
field (Fig. 3). Basically, this approach is taken since every university has a similar
racing track which has 8 lanes athletic and anyone can check the model from simu-
lation to real life.

The reason for converting one real-life scenario to convert to a virtual environment
is to check and test some algorithm which can imitate the behavior from the image. So,
having one scenario as like real life will give the advantage to evaluate those algorithms
as well. Another track is randomly designed just to check all the steering angles and
speeds of the agent car produced during the simulation. This environment contains the
countryside road, trees, random obstacles, grasses and driving lanes (Fig. 4).

Inside the environment, different types of obstacles are positioned to make the
model training more robust. Skybox is used to make the environment look more
realistic. Skyboxes are a wrapper around your entire scene that shows what the world
looks like beyond your geometry [12].

2.4 Types and Construction of Sensors

Three types of sensors configuration are provided in the agent vehicle. The user can
choose one or multiple sensors to generate results according to their model.

RGB Camera. Unity 3D has a built-in script for the camera. A Camera is a device
through which the player views the world like a simple camera. Here specifying pixel
value is one of the important things. Single camera and multiple cameras are used as a
sensor input (Fig. 5). The idea of three multiple cameras is from end-to-end learning
using convolutional network [13].

LiDAR Sensor. To imitate the LiDAR sensor and acquire the LiDAR data as a
form of an image, we simulate each individual laser in the physic engine using ray-
casting. This implementation is intuitive and accurate. For each laser in the simulated
LiDAR, a raycast is used to detect the distance. In the update loop, if the timer exceeds
the limit, a list of raycast will be a trigger to gather distance information. [14]. The
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result of all raycast is stored in a depth map image which is shown in the picture. The
green image below the picture of the environment is the distance matrix correspond to
the positions of all the obstacle in the environment (Fig. 6).

Depth Camera Sensor. The camera function can generate a depth or motion vector
texture in unity. This is a minimalistic G-buffer Texture that can be used for post-
processing effects or to implement custom lighting models. It can be used as an input of
depth camera. It produces the drawing of the depth sensor completely based on the
experiment layout (Fig. 7).

2.5 Auxiliary Setting and Other Appliance

The physics of car used for the driving simulation system is similar to normal car
dynamics. The functions and particle effects in the imported Unity were used to create
trees, grass, object, climate and lighting effects to simulate the real environment (as
shown in Figs. 2 and 5). C# was used to program the control code that would be imported
to the scenes to meet the requirement of establishing simulation environments in this
study. Graphical Screen resolution and display quality can be changed at the beginning.
The user should consider changing the display quality according to their CPU/GPU
processing power. The user can choose the track and environment regarding the sensor
options. There are also settings for both training and testing in the simulator display.
From the car user interference display, car speed and the angle are visible. It is possible to
get the steering angle and speed during the training mode.

Battery

LiDAR

Teensy

Camera

Tk1 

Pico Station Motor Driver

Motor

Servo
GoPro

Fig. 1. This figure shows the detailed design of embedded system inside the vehicle. CATIA DS
software is used to design the prototype vehicle.
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3 Result

Finally, this simulation platform provides a flexible specification of sensor suites and
environmental conditions. The simulator is made compatible for all common operating
systems along with different CPU bit version.

Fig. 2. Embedded designed vehicle for self-driving in a test environment. The cad model is
converted to fbx file and later imported with real-life physical parameter to unity engine.

Fig. 3. Real life image of the 8-lane athletic track of Kunsan National University (Left Image)
which is the very feasible place to perform the experiment. It is also the easiest place to perform
experiment since almost all university has an athletic track. Eight-lane athletic track in the
simulator (Right Image)

Fig. 4. The second virtual environment on the simulator (Left Image). The figure on the right
side represents the map of the second environment.
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Fig. 5. Single camera to take image input (Figure on top) and Multiple Camera (Left-Right-
Center) monitoring and receiving data from the environment. (Figure on bottom)

Fig. 6. LiDAR sensor raycasting over different objects and below that depth map of the distance
matrix corresponding to the positions of all the obstacle in the environment.
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3.1 Debugging and Performance Analysis in Unity

Application troubleshooting involves getting knowledge into how the application is
structured and executed, assembling information to assess genuine performance,
assessing it against desire, at that point deliberately disengaging and eliminating the
issues. While debugging or troubleshooting, it is urgent to continue controlled way
with the goal that to know what change particularly brings about an alternate result.
Unity comes with a built-in profiler which provides per-frame performance metrics,
which can be used to help identify bottlenecks [15].

3.2 Test Result Evaluation from the Performance

We implemented two different approaches to the algorithm. Table 1 reports the number
of times car effectively finished test condition under two distinct scene. The Track
scene is eight-lane athletic track. In this track, speed and steering angle is perfect since
the model is only trained in this scenario. The other track: all the possible turn and
obstacles are almost efficiently tackled by the car. Results introduced in Table 1 rec-
ommend a few general conclusions. In general, the execution of all strategies are
working fine and the achievement rate is good. Hence, the results verify the efficacy of
the simulator.

Fig. 7. These figures show the output of RGB camera and depth camera simultaneously

Table 1. Qualitative evaluation of performance on both tracks. The higher value indicates the
better results.

Scenarios Athletic track Country side track
End-to-end learning DRL End-to-end learning DRL

Straight 99 95 99 92
Left turn 76 69 96 90
Right turn 88 78 98 87
Brake 87 74 89 70
Obstacle avoid 83 72 79 66
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4 Conclusion

The simulator provides the compatibility of Windows, Linux, and Mac system. The
binary files can be used to trial, monitor and train. In this study, the simulator provides
two tracks among them one scene is produced based on the real images of the Kunsan
National University main stadium athletic track. Sketchup is used to generate the
drawing and blender were used to create the 3D model to enhance the accuracy of the
environment of the athletic stadium track. All the objects, roads, etc., were imported
into Unity project file to create the simulation environment. Different input data like
RGB camera data, depth image data, and LiDAR data can be used to check the
feasibility of any learning algorithm through socket.IO. Inside simulator, the client can
create and prepare the frameworks and after that assess them in controlled situations.
The feedback provided by the simulator enables detailed analyses that highlight par-
ticular failure modes and opportunities for future work. We trust that this test system
will help all the personal in self- driving research.

4.1 Future Modification for More Robust Result

– Three types of sensors configuration are provided in the agent vehicle. The user can
choose including different climate conditions, for example, radiant, stormy, sunny,
rainy, and snowy alongside automatic volatile incident, for example, sudden
intersections by walkers, barricades, vehicle, and bike blind spot, and other crisis
that can happen while driving.

– Adding weather effects on driving (wet roads = more slippery, low sun-
set = blinding glare, fog = reduced visibility)

– Day/night cycles.
– Generating the analogous complexity driving events by using realistic artificial

intelligence (AI) in the traffic vehicles.
– Constructing good city geometry (like road modules that can be plugged together,

multilane roads, intersections, parking lots, etc.
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Abstract. Recent studies revealed that the driver’s inattention is one of
the most prominent reasons for car accidents. Intelligent driving assistant
system with real time monitoring of the driver’s attentional status may
reduce the accident rate that mostly occurred due to lack of attention.
In this paper, we presents a vision-based driver’s attention monitoring
system that estimates the driver’s attentional status in terms of four
categories: attentive, distracted, drowsy, and fatigue respectively. The
attentional status is classified with a variety of parameters such as, per-
centage of eyelid closure over time (PERCLOS), yawn frequency and
gaze direction. Experimental results with different subjects show that
the system can classify the driver’s attentional status with a reasonable
accuracy.

Keywords: Computer vision · Human computer interaction
Attentional status · Yawn frequency · Gaze direction

1 Introduction

Inattention and distraction of drivers are the most obvious reasons for car acci-
dents. According to world health organization (WHO), every year the lives of
more than 1.25 million people are cut short as a result of a road traffic crash
[1]. Since a fraction of second distraction may cause a severe mishap of lives
and wealth and hence active attention of driver is mandatory while driving a
car. Intelligent driving assistance system with real time monitoring of driver’s
attention may reduce accident rate that are mostly occur due to inattentiveness
and in turn improve the efficiency in driving. It is quite challenging task for
computer vision to monitor the driver’s level of attention in real time and aware
him/her while level of attention is not adequate for safe driving.

Level of attention may be low during driving for some reasons. For example,
while drivers are involved in texting or talking over the cell phone, their eyes off
the road due to mind wandering, sleepiness or tiredness. In case of a driver, it
is an important issue to keep his/her attention level high while s/he is driving
for the sake of his/her as well as the passenger’s life. Meanwhile the level of
attention of a driver is the measure of concentration while driving in terms of
c© Springer Nature Switzerland AG 2019
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his/her physical, physiological and behavioral parameters. In case of driver, if
s/he loses her/his attention while driving due to some physiological behaviors or
cognitive engagement, a serious accident may happen within a second, which may
cause serious injuries to the driver as well as passengers [2]. Therefore, driving
with adequate level of attention plays a significant role in reducing the accident
rate as well as assures safe journey. In this paper, we propose an attention
monitoring system that may be introduce in smart vehicle to monitor the level
of attention of the driver in real time and it helps to create awareness while s/he
is in inattentive or inadequate level of attentional status for safe driving.

Driver’s attention monitoring system may be designed in two approaches:
sensor-based and vision-based. In the sensor-based system, several sensor need
to be embedded in the driver’s body to estimate status of attention. Embedding
sensors in human body is very complex, uncomfortable and sometimes provides
noisy data. In this work we propose computer vision-based approach due to its
less complexity and low cost. The propose system seek real-time record to obtain
some physical indicators: PERCLOS, yawn frequency and gaze direction found
to be the most reliable and valid determination of a driver’s attention.

2 Related Work

Although several famous auto companies are conducting researches on driver
inattention monitoring systems there is still a quite challenging task to develop
a reliable, fully functional and cost-efficient methods in a real driving context.
Four main approaches have been developed to detect driver inattention, such
as subjective, physiological, driving-behavior-based, and visual-feature-based
approaches [3]. Subjective approach identifies the drowsiness of driver through
some ratings on their level of drowsiness-verbally or through questionnaires and
suggests countermeasure to drowsiness different doses of caffeine depending on
level of drowsiness [4].

Physiological approaches involve analysis of vital signals such as brain activ-
ity, heart rate, and pulse rate. A recent system is developed to detect vigi-
lance level using not only a driver’s electroencephalogram (EEG) signals but
also driving contexts as inputs [5]. However, as physiological approaches often
require electrodes that are attached to the driver’s body, which are intrusive in
nature and, therefore, may cause annoyance to the driver, some wireless system
has been introduced based on EEG signals [6,7]. Driving-behavior-information-
based approaches evaluate the driver’s performance over time. Schoiack patent
a method that determines and verifies a state of driver alertness by receiving
a response at a steering wheel [8]. The feature-based approach analyzes visual
features from the driver’s facial images. Shibli et al. proposed a driving assis-
tance framework that can estimate the driver’s attention and determine his/her
level of attention while driving using a simple webcam by estimating his/her face
direction, gaze direction, mouth movement, and head pose [9]. Few vision based
systems were developed to estimate the driver’s attentional status based on dis-
traction [10], PERCLOS [11], facial angel with lip motion [12] and head/gaze
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direction [13] respectively. Most of these works detected inattentiveness using
only one or two visual parameters. In contrast to these, we propose a system
that can use three visual cues (i.e., eyes movement, pupil movement, change in
mouth region and head orientation) simultaneously, and estimates the driver’s
level of attention in real time. All computed parameters are combined to estimate
the attentionional status of the driver.

3 Proposed Framework

The main purpose of this work is to develop a framework that can estimate status
of driver’s during driving in terms of different level of attention. Although there
are lots of factors involved in determining the level of attention in this work we
considered only four factors: eye movements, pupil movements, change in mouth
region, and head orientation. Figure 1 illustrates the schematic diagram of our
proposed system. The proposed system consists of four major modules. Details
description is given in following subsections.

Fig. 1: Schematic diagram of driver’s attention monitoring system

Driver’s attentionional focus is captured in terms of frontal face by a simple
USB webcam, Logitech C170. The video data is captured by the system and
sent to the application interface.

3.1 Processing

Detecting the driver’s face is the primary step of processing module. This mod-
ule takes a frame of a video sequence and performs some preprocessing on frame
such as gray scale conversion. For face detection, Haar-like features and cascade
AdaBoost [14] is used. Face detection algorithm returns a rectangular represen-
tation of each of the faces in the frame. For now, we are only interested in the
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“Closest” face, and we determine this based on the largest area of the found
rectangle using integral image. As extracting cues to characterize attentional
status face image analysis and recognition in each frame, performing the face
detection algorithm for all frames is computationally complex. Therefore, after
detecting face in the first frame, face tracking algorithms is used to track driver’s
face in the next frames unless the face is lost. In order to track the detected face
correlation tracker tool from dlib library [15] is used to just keep track of the
relevant region (detected face) from frame to frame. This tool implemented a
method that learns discriminative correlation filters for estimating translation
and scale independently. Compared to an exhaustive scale space search scheme,
this tracker provides improved performance while being computationally effi-
cient [16]. For each frame, the module checks if the correlation tracker is actively
tracking a face. If the tracker is actively tracking a face in the image, it updates
the tracker. Depending on the quality of the update, a rectangle around the face
is drawn indicated by the tracker and cue extraction starts. Figure 2 shows the
output from processing step.

Fig. 2: Results of processing step: (a) detecting, (b) tracking and (c) more than one
face appears

3.2 Cues Extraction

Given the face region, we have used facial landmark detector to localize key
points of interest along the facial structure of the face region. The pre-trained
facial landmark detector inside the dlib library is used to estimate the location
of 68 (x, y)-coordinates that map to facial structures on the face. Given these
facial landmarks we extracted some visual cues from the face part to characterize
driver’s attentional status. The indexes of the 68 facial landmark coordinates are
the 68 points mark-up used by the iBUG 300-W dataset [17]. In this work we
divided cues from driver’s visual behaviors for inattentiveness detection into
three general categories:
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Cues Related to the Eye Region. Eye is the most important area of the face
where the cues of drowsiness, fatigue and distraction appear. The cues related to
eye region include calculation of Eye Aspect Ratio (EAR) and eye center localiza-
tion to estimate percentage of eyelid closure over time (PERCLOS) and eye gaze
respectively to characterize the attentional status. Six (x, y)-coordinates related
to each eye (right or left) are extracted. Figure 3 shows the points detected by
facial land mark predictor. After the detection of eyes, eye areas are individu-
ally passed to estimate EAR and to detect the center of eye. EAR describes the
proportional relationship between width and height of eye. For each eye, i (right
or left) EARi is calculated using Eq. (1) from [18].

Fig. 3: Point used to calculate EAR and eye center localization

EARi =
|P2 − P6| + |P3 − P5|

2|P1 − P4| , (1)

where, P1, . . . ,P6 are 2-D coordinates depicted in Fig. 3. EAR of both eyes is
averaged then using Eq. (2).

EAR =
EARRight + EARLeft

2
. (2)

The EyeState (open and closed) for each frame (f ) as in Eq. (3).

EyeState =

{
Closed , if EARf = thEAR
Open, otherwise

. (3)

Eyes state was determined to detect eye blink and PERCLOS. Figure 4 shows
the opening state and closing state detected by the system.

In order to estimate the gaze direction center of eyes are detected first. To
facilitate the detection, region of interest (ROI) i.e. eye images for both eyes are
extracted and re-sized using the points P1,P3,P4 and P6. Then the histogram is
calculated for distribution analysis. Taking the histogram into account, a thresh-
old is set according to the maximum count and the image size. Afterwards, the
pixels with higher value above the threshold is eliminated as skin pixels. Dilation
and erosion operations are performed to remove small noises and to decrease the
size of the white region respectively. Figure 5 shows the step in our system for
right eye.
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Fig. 4: Detection of eye state: (a) open eyes and (b) closed eyes

Fig. 5: Pre-processing steps for detecting center of eye (right eye)

Visible eyeball area is considered an ellipse. Instead of complex ellipse fitting
algorithms we have implemented the border following algorithm proposed by
Suzuki and Abe [19] on the binary image for boundary detection. The ellipse
center indicates the exact position of the eye center. To do so, moments are
applied [20] on the detected ellipse. The centroid (x̄, ȳ) of the ellipse is calculated
using Eq. (4).

x̄ =
m10

m00
, ȳ =

m01

m00
, (4)

where, for the ellipse with pixel intensities I(x, y), moments mij are computed as,

mij =
∑
x,y

I(x, y)xjyi. (5)

After the center (x̄, ȳ) of eye for both left and right eye have been determined,
Eye Gaze Direction (EGD) is classified as left, front and right using the Eq. (6).

EGD =

⎧⎪⎨
⎪⎩
Left, if θ > 8◦

Right, else if − 8◦ < θ

Front, otherwise
, (6)

where, θ = tan−1(�x
�y ) and �x = x̄R− x̄L,�y = ȳR− ȳL, where, (x̄L, ȳL) and (x̄R, ȳR)

corresponds to the center of left and right eye.
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Cues Related to the Mouth Region. Yawn is one of the key symptoms of
fatigue [21]. Mouth is wide open is larger in yawning compared to speaking. After
detecting the face, we at first isolated the Mouth Region (MR). The coordinates
of the MR (Fig. 6) are empirically defined as:[

x1
y1

]
=

[
x + w

4

y + 11h
16

]
(7)

[
x2
y2

]
=

[
x + 3w

4
y + h

]
, (8)

where, (x, y) is the coordinate of the starting point of detected face with a width
of w and height of h. After the region of interest has been identified, operations
are performed on this region to measure the changes in mouth area due to wide
opening of mouth while yawning.

In order to measure the area of the mouth, we implemented the algorithm
[19] mentioned previously to capture the contour of the mouth. To do so, using
threshold value (τ), we get an irregular segmentation, SMR of the dark area inside
MR as bellow:

SMR(x, y) =

{
255, if MR(x, y) ≥ τ

0, otherwise
. (9)

Due to the dependence of the segmentation on the intensity value of the region,
at first the MR is converted in to gray scale image and in order to contrast
enhance the darkest and the brightest mouth region histogram equalization is
applied. After the segmentation, some noise such as, the shade area under lower
lip is eliminated by applying the contour finding algorithm. The yawn is assumed
to be modelled with a large vertical mouth opening. When the mouth starts to
open, the mouth contour area starts to increase in subsequent frames. Figure 6
shows MR detected by our system.

Fig. 6: Mouth region detected by our system
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The rate of such increase is calculated using the ratio (RM ) of width (WM )
to height (HM ) of mouth (Eq. 10) and used as an indication of yawning:

RM =
HM

WM
. (10)

If mouth is closed, this ratio is low and it is higher when mouth is open. The
number of states to the point where the mouth is wide open is larger in yawning
compared to speaking and can be used in differentiating these two states. We
marked the mouth state wide opened due to yawning when, RM > ThY ; where
ThY is the threshold value calculated empirically. In this paper, we consider that
the driver is yawning if we find a significant number of consecutive frames (3s)
where the mouth is wide open. The number of yawning is denoted as YN . Initially
YN = 0, as the monitoring begins YN is updated using following equation:

YN =

{
YN + 1, if RM > ThY
YN , otherwise

. (11)

Cues Related to the Head. The head pose can be used for detecting distrac-
tion behaviors among the categories defined for inattentive states. The normal
face orientation while driving is frontal. If the driver’s face orientation is in other
directions for an extended period of time, it is assumed to be distractions. In
order to estimate the head pose at first we need to localize n facial landmarks
points corresponding to the selected head model points (n = 15) (Fig. 7a) [17]
and then perform head pose calculation. Once the facial landmarks for head
models are detected using dlib’s facial landmark detector (Fig. 7b), we calcu-
lated algebraically the head position and rotation. 3-D Head Pose, h can be
expressed using 6 Degree of Freedom (DOF) (Eq. 12) [22] i.e. three for rotations,
r = (rx, ry, rz)T , and three for translations, t = (tx, ty, tz)T , where (rx, ry, rz) are
represented as Euler angles pitch (β), yaw (α), and roll (γ).

Fig. 7: Points (a) used to estimate head pose (marked with blue dots) and (b) detected
by our system
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h = (r, t)T . (12)

Given n 2-D facial landmark points on an input image, p(2×n), and their cor-
responding, reference 3-D coordinates, P(3×n)—selected on a fixed, generic 3-D
face model, head pose is determined by solving the following pinhole model that
obtains the 3-D to 2-D projection of the 3-D landmarks onto the 2-D image using
a perspective transformation:

s[p, 1]T = A[R|t]PT , (13)

where, s is scaling factor, A is a camera matrix and [R|t] is joint rotation-
translation matrix. Then vector r = (rx, ry, rz) is obtained from matrix R using
Rodrigues rotation formula:

R = cos θI + (1 − cos θ)rrT + sinθ

⎡
⎣ 0 −rz ry

rz 0 −rx
−ry rx 0

⎤
⎦ , (14)

where, I is vector in R
3 and θ = ‖r‖2.

From the obtained vector r, we got the Euler angle yaw(α), which is used
to model the user’s attention by estimating the Face Direction (FD) by using
Eq. (15).

FD =

⎧⎪⎨
⎪⎩
Left, if − 90◦ ≤ α < −30◦

Right, else if 30◦ < α ≤ 90◦

Front, otherwise
. (15)

3.3 Attention Estimation of Driver

In this paper, we have proposed following criterion to determine inattention:
Drowsiness is one of the major reasons for driver to be inattentive. Here, to
detect drowsiness we monitored the eye behavior by estimating the PERCLOS.
PERCLOS is one of the most reliable parameter used to detect drowsiness.
PERCLOS is the percentage of duration of closed-eye state in a specific time
interval T1 (1 min or 60 s), excluding the time spent on normal closure (eye
blinks) and can be defined as follows:

PERCLOS =
t
T1

× 100%, (16)

where, t is the duration that eye were closed. Eye blink is a reflex that closes and
opens the eyes rapidly. Studies revealed that, a real blink of an eye takes 300–
400 ms. Since there are 1000 ms in each second, a blink of an eye takes around
1/3 of a second. The duration of closed-eyes state in driver’s blink increases when
drowsiness occurs. So in order to avoid confusion of taking an eye blink as a state
of driver’s inattentiveness PERCLOS is estimated. A higher value of PERCLOS
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indicates higher drowsiness level and vice versa. In order to detect driving fatigue,
along with PERCLOS another criterion used is yawning. Excessive yawning (1–4
yawns per minute) is associated with fatigue. Whenever, a yawning is detected,
corresponding counter is incremented to keep track of Yawning Frequency (YF)
using Eq. (17).

YF =
YN
T2

, (17)

where, T2 is the time window. To monitor the distraction state of a driver, we
focused on estimating driver Gaze Direction (GD). To obtain the gaze direction
of the driver, we need to take into account both FD and EGD. For a driver, the
nominal GD is frontal. Looking at other directions for an extended period of
time (T3) may indicate distraction. GD is computed as the composition of face
direction FD and EGD for over T3 time and can be defined as,

GD = {FD,EGD}. (18)

If head rotation is wide enough, or driver is wearing sun glass eyes might not be
visible, so the GD is calculated using only the known FD.

3.4 Monitoring and Decision Making

The visual behavior of driver is continuously captured, processed, extracted and
updated accordingly in the declarative memory. The information provided by
previous component is used to determine if and what decisions must be made
based on the Status of Attention (SoA) of the driver estimated for past few
frames. The most common decision making might be whether to alert the driver
by generating warning message if SoA value indicating inattentive status is
detected using the Eq. (19).

SoA = f (PERCLOS, YF, GD) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Drowsy, if PERCLOS ≥ 0.125

Fatigue, elseif YF > 1||0.048 ≤ PERCLOS < 0.125

Distracted , elseif GD == Right||GD == Left

Attentive, otherwise

. (19)

4 Experimental Results

The system is developed and tested on a Windows 10 PC with an Intel Core
i5 1.60 GHz processor and 4 GB RAM. The system is developed using Python,
OpenCV library.

In order to evaluate the system performance the accuracy of the system was
measured using the Eq. (20) for video sequence.

Accuracy =
DF

TF
× 100%, (20)

where, DF is the number of frames in which attentional status was correctly
recognized and TF is the total number of frames in the test sequence.
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4.1 Accuracy of Estimating Attentional Status

We tested the proposed system for four types of attentional status: attentiveness,
drowsiness, fatigue and distraction. We asked 3 drivers [average age = 38 years]
to interact with the system, each of them spent 4 min in front of the system pos-
ing different expressions. Figure 8 shows sample attentional status classification
snapshots. Table 1 shows the accuracy of different attentional status using the
Eq. (20).

Fig. 8: Results of detecting different attentional status

The results shows that the system works quite satisfactory for measuring
attentional status. Its accuracy in determining drowsiness is very good, whereas
while estimating gaze direction some issues such as distance from camera, wear-
ing glasses plays crucial role in decreasing the accuracy level.
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Table 1: Accuracy of different attentional status

Participant No. of frames Accuracy (%)

Drowsiness Fatigue Distraction Attentiveness

1 1280 100 98 92 93

2 1360 100 89 88 89

3 1090 93 92 87 86

Average 97.67 93 89 89.34

4.2 Overall System Accuracy

The overall accuracy for the system was determined using Eq. (20). Proposed sys-
tem was tested in four sequences that contain more than 25000 frames. Sequences
were captured using a video camera placed on the car dashboard at a distance
(0.6 m–0.9 m) from the driver under different daylight conditions ranging from
broad daylight to parking garages with subject wearing glasses and not wear-
ing glasses, talking in the phone in order to test the robustness of the system.
Figure 9 shows the experimental setup. Talking in the phone didn’t affect much in
this case. Table 2 shows the overall accuracy of the proposed system in detecting
attentional status.

Fig. 9: Experimental setup

Table 2: Overall accuracy of the system
in determining attentional status

Sequence DF NF Accuracy(%)

S1 5714 6279 91

S2 5328 7200 74

S3 5740 6450 89

S4 4088 5679 72

Average 81.5

S1: Broad day light and subject not wearing glass;

S2: Broad day light and subject wearing clear glass;

S3: Parking garage and subject not wearing glass;

S4: Parking garage and subject wearing glass

Results indicate that detection accuracy is high in Sequence-1 and 3 than
Sequence-2 and 4, which suggests that our system works well in different lighting
conditions. The detection performance falls when wearing clear glasses due to
reflection, which is the area of our system that needs more work considering the
current state of art.
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5 Conclusion

Driver’s inattention is the most prominent factor for car clashes. A system that
monitors the driver’s attention and alert him/her when level of attention is inad-
equate may reduce car accident rate. The paper proposed a vision-based driver’s
attention monitoring system by classifying the attentional status into atten-
tive and inattentive (fatigue, drowsy and distracted) state which will be helpful
in preventing accident. Attentional status is classified using three parameters-
PERCLOS, yawn frequency and gaze direction. Experimental result reveals that
the system can detect the attentional status with reasonable accuracy. Future
research will involve detection of yawning using facial landmarks to establish
stronger facial geometric constraints. We also plan to include alarming system
to create the awareness of the driver while level of attention is low and car
tracking system.
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Abstract. The advance growth of cybercrime in recent years especially in high
critical networks becomes an urgent issue to the security authorities. They
compromised computer system, targeting especially to government sector,
ecommerce and banking networks rigorously and made it difficult to detect the
perpetrators. Attackers used a powerful technique, by embedding a malicious
code in a normal webpage that resulted harder detection. Early detection and act
on such threats in a timely manners is vital in order to reduce the losses which
have caused billions of dollars every year. Previously, the detection of malicious
is done through the use of blacklisting repository. The repository or database
was compiled over time through crowd sourcing solution (e.g.: PishTank, Zeus
Tracker Blacklist, StopBadWare.. etc.). However, such technique cannot be
exhaustive and unable to detect newly generated malicious URL or zero-day
exploit. Therefore, this paper aims to provide a comprehensive survey and
detailed understanding of malicious code and URL features which have been
extracted from the web content and structures of the websites. We studied the
characteristic of malicious webpage systematically and syntactically and present
the most important features of malicious threats in web pages. Each category
will be presented along with different dimensions (features representation,
algorithm design, etc.).

Keywords: Cybercrime � Malicious website � Malicious features

1 Introduction

Nowadays, the Internet has grown tremendously in communication technologies. The
internet provides an essential infrastructure to the online business users especially
promoting of businesses across online platform, with many applications including
online-banking, e-commerce, and social networking.
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In fact, in today’s digital age, it plays an important role in various domains
including digital economy and IoT devices. As a result, it becomes a demanding trend
in transforming business practices towards the web, and continuously increasing.
However, with the advancement of this technology, crime rate over the Internet has
risen massively, with various sophisticated techniques to attack and stealing users’
personal data.

With this in mind, cybercrime becomes the main threat of this technology. Several
of attacks include rogue websites that sell counterfeit goods, financial fraud by tricking
users into revealing confidential information which finally leads to identity breach or
stealing users’ money, or even installing malware in the users’ system [1].

As reported for the past two years, 2016 will be remembered with numerous
breaches of personal data by largest companies that offer online services. One of the
most remarkable is, Ransomware attack which caused billions of dollar lost. Besides,
variety of techniques are used to implement malicious attack through websites.
Figure 1 below illustrates some examples of attack classification.

These malicious web attacks can be classified into several types such as, cross sites
scripting (XSS), code injection, URL redirection, Drive-by – download, malvertising,
phishing sites, hacking attempts and many more.

With millions of users population having the internet access, malicious content on
the web has become predominant attacking technique. Furthermore, the distribution of
compromised URL is one of the common attack operations by the perpetrator to
compromise any user’s account, using the internet to access and steal personal infor-
mation from other users.

Most of this attacks are related to JavaScript, which is one of the most important
programming language for client-side scripting. This code embedded in HTML pages
runs into webpage locally or can be fetched from the remote server. Besides, it is
generally used in web pages to improve the interactivity and functionality of their
websites [20]. Correspondingly, in this paper we proposed and validate a set of features
extracted from website in order to distinguish between malicious and benign webpage.
In particular, the features considered in the paper aim at characterizing classes of web
pages/content components that are frequently used by malware writers to launch an
attack trough a webpage. The webpage which could contain pieces of malicious
applications or could be a channel to perform redirection to their malicious pages. The
features have been chosen based on various comparisons from different researchers’
point of view.

Fig. 1. Website attack classification
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The chosen features can be used to describe about feature characteristics and cat-
egories which have been used in malicious web detection procedure. The proposed set
of features is expected to correctly classify malicious websites with a high level of
precision rate. The remainder of this paper is organized as follows. In Sect. 2, we
present the related works on previous research in detecting malicious websites.
Section 3 discusses on characteristic representation in identifying malicious website.
The last section concludes the proposed ideas and future work.

2 Related Works

A large number of techniques [2, 3] have been proposed for the purpose of confronting
malicious website. In the last few years, blacklisted URL method has become a pre-
ferred technique in detecting a malicious web. It recorded the list of a web address
which had been declared earlier as a malicious web. The advantages of blacklist-based
technique include easy implementation and low false positive rate [4]. However, this
technique was unable to detect malicious URLs that are not listed in the database and it
was difficult to maintain the URL list, since new URL expands and is generated every
day.

The main focus in this review is to group a set of features from the webpages and
use them to deciding whether a website contains a threat, or not. Meanwhile, most of
these techniques are depending on features extraction. Some methods execute the page
in order to extract the features and due to the time and resource consuming of this
method. As a result, detecting such malicious websites quickly with high precisions is
necessitated.

Garera [5] has proposed the extraction of the features from URLs is only possible to
tell whether or not a URL belongs to a phishing attack without requiring any knowl-
edge of the corresponding page data.

McGrath and Gupta have studied Phishing URLs anatomy and showed that
phishing URLs properties significantly differ from normal distribution and contained a
target brand name. Besides, the length of the domain name also became a strong
indicator of Phishing URL.

While [6, 7] have proposed a usage of several features for host-based category,
such as, IP Address Properties, WHOIS is information, location, Connection speed and
DNS-related properties.

In HTML, [8] has proposed several features categories: (1) length of document,
(2) average length of words, (3) word count, (4) distinct word count, (5) word count in
a line, (6) the number of NULL characters, (7) usage of string concatenation, (8) un-
symmetric HTML tags, (9) the link to remote source of scripts, (10) invisible objects.

While in JavaScript, [9] also used several similar features with other researcher
[10, 11, 14] such as; escape(), eval(), link(), unescape(), exec(), link(), and search()
functions.

Another important criteria in detecting malicious JavaScript is identifying obfus-
cated JavaScript code. Kim et al. [12] has suggested that, the increasing length of string
compared with the normal string is another major criteria in defining Obfuscated
JavaScript.
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3 Characteristic Representation

In this survey, we focus primarily on the static analysis techniques where a web page,
such as its textual content, features of its HTML and JavaScript code, and character-
istics of the associated URL will be considered. We have identified several categories
that we gather for malicious website features based on most related research from
several researches. Figure 2 below depicts our four category of malicious websites
based feature/characteristic analysis which are, URL Based features, Content Based
features, Network protocol and HTTP Response features [2, 3, 7, 13, 14].

3.1 URL Based Features and Classification

A URL is the abbreviation of Uniform Resource Locator, specifically the address of a
resource on the Internet. A URL indicates the location of data and resource on Internet
as well as the protocol which has been used to access the World Wide Web. A URL has
several main components namely: (i) protocol, (ii) subdomain, (iii) domain name,
(iv) top level domain, and (v) path domain. Protocol indicates what protocol to use
between communication devices; HTTP, HTTPS, FTP, etc. Whilst, the primary domain
is the most vital part in URL system, where it provides name given to the Internet
Protocol (IP) through Domain Name System (DNS).

As stated earlier, a URL based features, can be divided into two sub categories in
order to define their characteristic that exist in URL links: Lexical Features and Host
based Features.

Characterizing 
Malicious 
Websites 

URL Based 
Features

Content Based 
Features

Network Protocol 
Features

HTTP Response 
Features

Lexical 
Features

Host Based 
Features

HTML Features

Other Content 
Based Features

JavaScript 
Features

Fig. 2. General classification of malicious web page detection based
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A. Lexical Features

Lexical features are feature elements of the URL name or string. It is defined based
on how the URL “looks” or “differently look” in the eyes of the users. It is also based
on textual properties itself in order to define the URL links of which may look like
benign or malicious URL. Based on [2], this feature classification is used together with
several other features (e.g. host-based features) to improve model performance.

B. Host Based Features

Host based features are associated with the hostname properties of the URL [6].
Malicious URL is normally hosted in trusted hosting providers as it looks like legiti-
mate URL. Besides, it is very common that malicious URL comes with no DNS name
and hosted by well-known Top Level Domain (TLD) [9].

3.1.1 Features/Attributes of URLs
For malicious URL based detection method, we have suggested several features which
can be used to define useful information in deciding whether the website are malicious
or benign.

Features below are associated with suspicious URL patterns and characters. We
have compared from several related researchers who have done thorough research in
characterizing malicious web pages using URL features. They listed characters such as:
(1) length of URL string, (2) length of the host name, (3) number of subdomain,
(4) number of dots (.), (5) number of specific symbol (hypens(-), underscores(_),for-
warded slashes(/) equal sign(=)), (6) Suspicious Port Number, (7) Number of TLD and
out of TLD position, (8) Suspicious words, (9) Domain features, (10) Number of
backslash (/), (11) Country matching, (12) Length of path, (13) DNS record features,
(14) WHOIS record, and (15) Value of TTL. Table 1 below depicts the summary of the
suggested URL properties which can be used as a reference for future proposed
malicious web detection.

3.2 Content Based Features and Classification

Content based features are content which are obtained upon opening or downloading
the website. It can be divided into three sub categories in order to define their malicious
characteristic that exist in website: HTML features, JavaScript Features and other
content categories based features.

A. HTML Features

HTML features are based on information about the whole page content and on
structural information derived from HTML code. It was analyzed based on website
page length, the white spaces percentages and the location of elements in the web pages
[9]. This HTML features, as proposed by [8, 9] used lexical features from HTML of the
websites.
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B. JavaScript Feature

JavaScript is the most popular scripting language which used similar concept based
as HTML (lexical and statistical). The JavaScript analysis features based content type
of text or script in the webpage an inline <script> element.

Other Content Based Features

Other Content based features are content which is obtained from other source such
as based on visual features, action or behavioral analysis of the users. For example,
features based on wall posts, shared linked, multimedia data, chat and message logs etc.
[15, 16].

3.2.1 Features/Attributes of JavaScript and HTML in Webpages

For malicious HTML, and JavaScript features, we have suggested several items which
can be used to define useful information in deciding whether the website are malicious
or benign. As previously defined, HTML are based both on statistical information
about the raw content of structural information. Based on some previous researches
which have been conducted by several researchers [2, 8, 17], agreed that common
features below been used in detecting malicious activity. Table 2 below depicted
proposed usage of features for HTML.

While JavaScript features result from the static analysis of either a JavaScript file
content type of text/javascript of each script included in a web page <script> element.
Common features that similarly defined by other researcher [3, 8, 13, 18] can be
summarized in Table 3 below.

Table 1. Summary of proposed URL features

Features name Description

1 Length of URL Length of the URL
2 Hostname Length of hostname
3 Suspicious strings Whether URL has “@”, “//‘, “?”, “=”,“-”,“_”
4 Number of subdomain Number of dots in domain
6 Suspicious Port Number Whether Well-known port numbers for HTTP or HTTPs
7 Number of TLD and out

of TLD position
More than one TLD in URL, and out of TLD position

8 Suspicious words Whether URL has suspicious terms or words used
9 Domain features Whether primary domain is similar to whitelisted

domains, the length of domain, or IP is used as a domain
10 Number of “/” Number of backslash in URL
11 Country matching TLD country, and country are equal or not
12 Path Length of the file path in the URL
13 DNS record Whether URL has DNS record
14 WHOIS record Domain age in WHOIS record
15 Value of TTL TTL value of domain
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3.3 Network Protocol Features/HTTP Response Features of Suspected
Malicious Performed in Webpages

The Network protocol and HTTP response also can be considered as an important
element in detecting malicious website. This features could indicate the existing of
malicious website. As mentioned by Li Xu [19], these network layer features had
contributed important indication as malicious URLs that caused crawler to send mul-
tiple Domain Name Service (DNS) queries and connect multiple web servers which

Table 2. HTML based features

No HTML-based features
Features name Description

1 Document length The length of document
2 Number of words Words count in a line
3 number of lines Average length with words
4 Blank spaces Number of blank spaces in a line
5 Number of NULL

Char
Number of e escape sequence \0

6 Number of hidden
elements

Number of hidden attribute in webpages

7 Number of iframes Number of <iframe> tag inline frame, used to embed another
document within the current HTML document

8 Unequal HTML
tags

HTML tags appear in an inline frame unsequence

9 String sequence Sequence of string exist in document

Table 3. JavaScript based features

No JavaScript- based features
Features name Description

1 eval() Built-in functions. Function evaluates or executes an argument
2 escape() Function which encode a string, makes a string portable
3 unescape() The dual of escape() which function decodes an encoded string.
4 window.open

()
Method opens a new browser window

5 CharCodeAt() Combination of method and function
6 fromCharCode

()
7 parseInt()
8 Replace() Type of method which replace specific subsequence of characters
9 link() Some of the suspicious Javascript function which could occur

frequently in many different attack10 exec()
11 search()
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cause high volume communication. Proposed features which have been suggested are:
Duration, Source_app_byte, Avg_remote_pkt_rate, Dist_remote_TCP_port.

4 Conclusion

Malicious website has become a critical issue to the web users nowadays. In recent
years, not only the malicious website is on the rise, but also the skill of perpetrator or
attacker has become more sophisticated. There are many existing techniques with
various characteristic of features suggested have been proposed in detecting malicious
website. However, some of the features proposed only focus on certain detection web
threats issues, such as, malicious URL or malicious JavaScript in web pages only.
Therefore, we have proposed several elements in detecting the malicious websites with
combination various features hopefully able to detect the malicious activity or threat in
website accurately and precisely with minimum duration.
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Abstract. The aim of the paper is to develop a deep learning framework for a
model that generates natural descriptions of pictures (data) and their sections so
as to search out a lot of insights. Image recognition is one in all the promising
applications of visual objects. In this study, a small-scale food image data set
consisting of 5115 pictures of fourteen classes and an eight-layer CNN was
made to acknowledge these pictures. CNN performed far better with associate
degree overall accuracy 54%. The approach influences information sets of
images and their patterns bi directional recurrent neural network (BRNN) will
concerning the intern- model correspondences between prediction and visual
information for calorie estimation. Data expansion techniques were applied to
extend the dimensions of trained images, that achieved a considerably improved
accuracy of 74% stop the over fitting issue that occurred to the CNN while not
misclassified.

Keywords: Deep learning � Convolutional Neural Network
Data augmentation � Malaysian food chain

1 Introduction

Digital data, in all shapes and sizes, is growing exponentially. The internet is pro-
cessing 1826 petabytes of data per day [1]. In 2012, digital information grew nine times
in volume in just five years [2]; and by 2020 its amount in the world is expected to
reach 35 trillion gigabytes [3]. The high demand of exploring and analyzing big data
has encouraged the use of data-hungry machine learning algorithms like deep leaning
(DL). DL has gained huge success in a wide range of applications such as computer
games, speech recognition, computer vision, natural language processing, self-driving
cars, among others [4]. It is safe to say now DL is changing our everyday life. In Year
2018, DL represented AI technologies were ranked at the top position [5]. Deep
learning allows computational models that are composed of multiple processing layers
to learn representations of data with multiple levels of abstraction. These approaches
have intensely improved the state-of-the-art in speech recognition, visual object
recognition, object detection and many other domains such as drug discovery and
genomics.
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Conventional machine-learning techniques were limited in their ability to process
natural data in their raw form. For decades, constructing a pattern-recognition or
machine-learning system required careful engineering and considerable domain
expertise to design a feature extractor that transformed the raw data (such as the pixel
values of an image) into a suitable internal representation or feature vector from which
the learning subsystem, often a classifier, could detect or classify patterns in the input.
Representation learning is a set of methods that allows a machine to be fed with raw
data and to automatically discover the representations needed for detection or classi-
fication. For classification tasks, higher layers of representation amplify aspects of the
input that are important for discrimination and suppress irrelevant variations. An image,
for example, comes in the form of an array of pixel values, and the learned features in
the first layer of representation typically represent the presence or absence of edges at
particular orientations and locations in the image. The second layer typically detects
objects by spotting particular arrangements of edges, regardless of small variations in
the edge positions. The third to eighth layer may assemble treatments into larger
combinations that correspond to parts of familiar objects, and subsequent layers would
detect objects as combinations of these parts. To compute an objective function that
measures the error (or distance) between the output scores and the desired pattern of
scores. The machine then modifies its internal adjustable parameters to reduce this
error. These adjustable parameters, often called weights, are real numbers that can be
seen as ‘buttons’ that define the input–output function of the machine. In a typical
deep-learning system, there may be hundreds of millions of these adjustable weights,
and hundreds of millions of labelled examples with which to train the machine. The rest
of the article is organised as sub-sections reflecting the literature review, proposed
algorithmic model, dataset annotation, methodology, Implementation, evaluation and
conclusion.

2 Related Work

2.1 Convolutional Neural Network (CNN)

This project was proposed by [7] under the title “Food Image Recognition by Using
Convolutional Neural Networks (CNN)”. As in the title, the researcher chose Con-
volutional Neural Networks (CNN) deep learning architecture to achieve image
recognition [8]. CNN is a type of deep learning approach that consists of multilayer
neural network [9]. The layers are used to extract information and combine features
from a given two-dimensional data which in this case would be the food image. The
research also stated the reason behind the decision which was due to CNN ability in
learning optimal feature form pictures adaptively. For the image recognition, the sys-
tem utilizes 5822 pictures for ten classifications of food with five layers of Convolu-
tional Neural Networks (CNN) layer in the framework’s machine learning design [8].
Each layer consists of two components which are convolution and max-pooling and
each of them extracts a different number of features maps such as 32, 64 and 128
respectively.
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At the very end of the CNN architecture, a fully connected layer to connect all the
neuron from the first CNN layer is implemented before the actual output stage. In the
output layer, 10 softmax neurons presented which correspond to the ten categories of
food chosen for the image recognition. The initial three layer is aimed to perform a
different number of highlight mapping procedure to pull and pass useful data to the
following layer. For the testing and implementation of CNN, the researcher used
“keras” package, which is a neural network library [10], on top of “theano” python
library using Spyder virtual environment. Another project which uses similar archi-
tecture was from. This system was aimed to achieve fruit classification and grading.
CNN plays its role here by extracting the features for the fruit image after trained on
hundreds of images with associated labels. The CNN architecture here only contains 4
layers which are Convolution, Pooling, Flattening and Full Connection. The CNN
architecture used for this system was created based on Keras on top of the TensorFlow
framework. The convolution layer feature detector in terms of image sharpening, edge
detection and enhancement, median, and emboss were applied to an image to create
feature map. Relu activation function is used here to crack the linearity on the input
image. In the pooling layer, it helps in mapping the correct highlights in a given
picture, which can be utilized to outline the same object in different pictures. In flat-
tening layer, the entire pooled map is converted into a single vector as it will be the
input component for the neural network. Finally, all the neurons are joint in the last
layer. For the CNN model training, the researchers use Central Processing Unit
(CPU) instead of Graphical Processing Unit (GPU) as GPU may require more power to
train the model compared to CPU [11].

2.2 Recurrent Neural Network (RNN)

The first RNN based project considered for this field was from Karol Gregor, Ivo
Danihelka Alex Graves and Daan Wierstra who used RNN for image generation.
The RNN is used in a network called Deep Recurrent Attentive Writer (DRAW).
DRAW is an encoder link that packs the actual pictures given in the training, and a
decoder that rebuilt pictures subsequent to getting codes [12]. The next project which
utilizes RNN was from Bolan Su and Shijian Lu for an “Accurate Scene Text
Recognition” system. In their proposed system the researchers implemented LSTM
architecture as well due to RNN long preparing process as the error course integral rots
exponentially coupled with the sequence [13]. Besides, Histogram of Oriented Gradient
(HOG) was also integrated into to the system for feature extraction process. RNN
nodes were replaced with LSTM internal memory structure to determine the output
activation of the network with the input help at a time to store it in the internal memory
at t-1. LSTM also helped RNN in drawing out errors in the training process as well as
recalling contextual data [13]. RNNLIB was used for the multilayer RNN implemen-
tation and testing. In the RNN output layer, Connectionist temporal classification
(CTC) were adapted for unsegmented data labeling. The RNN architecture for this
system was trained using the back-propagating algorithm. In this work shares the high-
level goal of densely annotating the contents of images with many works before us.
Barnard et al. [14] and Socher et al. [15] studied the multimodal correspondence
between words and images to annotate segments of images. Several works [16–19]
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studied the problem of holistic scene understanding in which the food type, objects and
their spatial support in the image is inferred. However, the focus of these works is on
correctly labeling food types, objects and calorie information with a fixed set of cat-
egories, while our focus is on richer and higher-level descriptions of the food types.
The task of describing images with sentences has also been explored. A number of
approaches pose the task as a retrieval problem, where the most compatible annotation
in the training set is transferred to a test image [20] or where training annotations are
broken up and stitched together [21]. Several approaches generate image captions
based on fixed templates that are filled based on the content of the image [22] or
generative grammars [23, 24], but this approach limits the variety of possible outputs.
Most closely related to us, Kiros et al. [25, 26] developed a log bilinear model that can
generate full sentence descriptions for images, but their model uses a fixed window
context while our Recurrent Neural Network (RNN) model conditions the probability
distribution over the next word in a sentence on all previously generated words.
Convolutional Neural Networks (CNNs) [27] have recently emerged as a powerful
class of models for image classification and object detection [28]. On the sentence side,
our work takes advantage of pertained word vectors [28] to obtain low-dimensional
representations of words. Finally, Recurrent Neural Networks have been previously
used in language modeling [29], but additionally condition these models on images.

2.3 Proposed Model

Image classification is the task of assigning a single label to an image (or rather an array
of pixels that represents an image) from a fixed set of categories. A complete pipeline
for this task is as follows:

• Input: A set of N images, each labeled with one of K different classes. This data is
referred to as the training set.

• Learning (aka Training): Use the training set to learn the characteristics of each
class. The output of this step is a model which will be used for making predictions.

• Evaluation: Evaluate the quality of the model by asking it to make predictions on a
new set of images that it has not seen before (also referred to as the test set). This
evaluation is done by comparing the true labels (aka ground truth) of the test set
with the predicted labels output by the learned model.

The aim of our model is to generate training of image regions. During training, the
input to our model is a set of images and their corresponding sentence descriptions
(Fig. 1). The propose model that aligns sentence snippets to the visual regions that they
describe through a multimodal embedding. Then treat these correspondences as
training data for a second, multimodal Recurrent Neural Network model that learns to
generate the snippets. The formal approach for solving the problem of image classi-
fication can be broken down into several key components which discuss next sub-
sections.

Score Function
The score function maps the raw data to class scores. For a linear classifier, the score
function can be defined as:
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f xi;W; bð Þ ¼ Wxi þ b:

Where xi represents the input image. The matrix W, and the vector b are the
parameters of the function, and represent the weights and bias respectively.

Loss Function
The loss function quantifies the match between the predicted scores and the ground
truth labels in the training data.

The loss function (also referred to as the cost function or objective) can be viewed as
the unhappiness of the predicted scores output by the score function. Intuitively, the
loss would be low if the predicted scores match the training data labels closely.

Fig. 1. Insertion model of multilayer perceptron

Fig. 2. A hybrid network algorithm generative model
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Otherwise the loss would be high. Next section explains the classifiers which is the
most important function.

Classifiers
There exists two common classifiers that are often used in image classification tasks:
the SVM Classifier and the Softmax Classifier.

SVM Classifier
The SVM classifier uses the hinge loss (also referred to as max-margin loss, or SVM
loss). For the i-th example in our data, the hinge loss is given as:

Li ¼
X

j6¼yi

max 0:sj � syi þD
� �

:

where delta is a hyperparameter which represents that the SVM loss function in
equation

Softmax Classifier
The Softmax classifier uses the cross entropy loss (also referred to as softmax loss). For
the i-th example in our data, the cross entropy loss is given as: where fj means the j-th
element of the vector of class scores f. Note that the softmax classifier uses the softmax
function to squash the raw class scores s into normalized positive values that sum to
one, so that the cross entropy loss can be applied.

Li ¼ � log
efyi

P
j e

fj
:

The softmax classifier can be represented as

Fig. 3. Deep leaning neural network tensor flow model of the proposed prototype
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fj zð Þ ¼ ezj
P

k e
zk :

It takes a vector of real-valued scores (in z) and squashes it to a vector of values
between zero and one, which sum to one.

2.4 Annotation of Dataset

Data Collection
The collected our dataset (5115 images as dated 30/4/2018) using the Google Image
Search [30], Bing Image Search API and on the spot image collection at the restaurants,
Hawkers (Street food) stalls and street food. The work has explored the use of Ima-
geNet [31] and Flickr [3] for collecting images. However, the images from Google and
Bing to be much more representative of the classes they belonged to, compared to the
images from ImageNet and Flickr. ImageNet and Flickr seem to have a lot of false
images (images which clearly do not belong to the class). Hence decided to use the
images could collect from Google and Bing.

Preprocessing Techniques
The re-sized all of our images to have height, width and channel dimensions of 32, 32
and 3 (32 � 32 � 3) respectively. This was done primarily for computational effi-
ciency in performing the experiments. The filtered out images which are unable to
resize to our specified height, width and channel requirements. Unfortunately, this
meant losing approximately 10% of the data from our original dataset. Figure 4 shows
an experiment that has been invoked over the 5115 images as part of the image dataset.
In Table 1 has illustrate the class distribution from the dataset which is growing in
number of images. For example, nyonya, pre-packed food (ready-to-eat), street food
are yet to populate the dataset. It is estimated, the dataset will reach the maximum of
5,000 images.

Proposed Greedy Algorithm for Transfer Learning
The idea behind the greedy algorithm is to allow each model in the sequence to receive
a different representation of the data. The model performs a non-linear transformation
on its input vectors and produces as output the vectors that will be used as input for the
next model in the sequence. Figure 2 shows a multilayer generative model in which the
top two layers interact via undirected connections and all of the other connections are
directed. The undirected connections at the top are equivalent to having infinitely many
higher layers with tied weights. There are no intra-layer connections and, to simplify
the analysis, all layers have the same number of units. It is possible to learn sensible
(though not optimal) values for the parameters W0 by assuming that the parameters
between higher layers will be used to construct a complementary prior for W0. This is
equivalent to assuming that all of the weight matrices are constrained to be equal. The
task of learning W0 under this assumption reduces to the task of learning a Restricted
Boltzmann machine (RBM) and although this is still difficult, good approximate
solutions can be found rapidly by minimizing contrastive divergence. Once W0 has
been learned, the data can be mapped through WT0 to create higher-level “data” at the
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first hidden layer. There is a fast, greedy learning algorithm that can find a fairly good
set of parameters quickly, even in deep networks with millions of parameters and many
hidden layers. The learning algorithm is unsupervised but can be applied to labeled data
by learning a model that generates both the label and the data.

Fig. 4. Initial training model with Convolutional Neural Network with tensor flow

Table 1.

Food items Number of images

Ais Kacang 445
Ayam Percik 266
Bak Kut The 216
Banana Fritters 196
Char Kuey Teow 330
Chicken Rice 364
Hokkien Mee 372
Idly 471
Ketupat 297
Laksa 514
Lemang 274
Mee Goreng 589
Nasi Lemak 400
Roti Canai 385
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3 Methodology

A hybrid generative model in Fig. 2 has explained the core implementation method-
ology of the work. The main idea is that there’s much stuff you do every time you start
your tensor flow project, so wrapping all this shared stuff will help you to change just
the core idea every time you start a new tensorflow work. In Fig. 3 the CNN model
framework has invoked with trained model here the image size is of 32 � 32 � 3 input
for with the layer for multiclass classification. In Table 1 has described the 14 classes.
Each layer trends with height and width go down channels up to eight layers. A couple
of convolutional/pool layers followed by the fully connected with approximate
parameters.

The images are trained with three levels of epochs 100, 400, and 600 respectively.
Figure 5(a) has shown the execution of the training models for the above epochs.
Figure 6 has illustrated the SVM classifier with the two layer fully connected classi-
fication accuracy of the food types the learning rate has used the SGM to measure rate
of the score. The multiclass classifiers has run the preliminary epoch 1 and the loss in
entropy Fig. 5(b). TensorFlow framework was chosen to train the food recognition
model due to the available support and documentation for the framework [33]. With the
huge amount of resource, the chances of failing to achieve the feature are very low
compared to a framework that has fewer projects or resources for developers. Besides,
Keras will be used on top of Tensor Flow as an interface since existing food recog-
nition project researchers as well as developers confirm that Keras able to help in
creating layers in CNN architecture with least amount of code and clear-cut imple-
mentation that is easy to understand [34]. Table 1 is the input labelled image data
folders with the number of images to be trained by the CNN.

Fig. 5. (a) Classification accuracy history of fully connected two layers. (b) Reduction in loss in
accuracy first epoch of CNN
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In Fig. 4, the implementation of the framework has invoked with NVIDIA GTX
960 M CPU with i7-6800 GHz with 16 GB of RAM. The initial training has to run for
24 h for 100 epochs. We could improve this by initiating GPU with at least GTX 1070
for better performance on prediction and accuracy of the greedy algorithm performance.

4 Evaluation

The results of the proposed work will analyse the CNN architectures on how accurate
in solving the complete calorie, labelling of images problem which has written in
research statement and objectives section. In this article we have used CNN to clas-
sified and recognize the food images. The initial work of Bidirectional recurrent neural
work (BRNN) are advice in this article. The working nature of hybrid algorithm as
compared with normal execution of training model between the results are evaluated,
the generation of image descriptions are verified with the probability distribution
functions and the accuracy of the training model values are examined.

Using the images features with a linear SVM classifier we were able to get a
validation accuracy of 0.21, using SGD with a learning rate of 1e-03 and regularization
strength of 1e+00. Using the images features with a Two Layer Fully Connected Neural
Network gave much better performance. We got the best validation accuracy of 0.26
while using SGD as our update rule with a learning rate of 0.9, learning rate decay of
0.8 and regularization strength 0. The corresponding test set accuracy was 0.27. After
the five conv layers, we added two fully connected layers with 1024 and 20 neurons
respectively. For the last layer we use softmax with cross entropy Loss. The best
validation accuracy of 0.40 was achieved using the Adam [16] update rule with a
learning rate of 1e-04. The test set accuracy was 0.40.

5 Conclusion

The results observe that convolutional neural networks are quite suitable for the task of
classifying food dishes, and improve traditional machine learning approaches at this
task. The initial work has used CNN and uses transfer learning approach looks most
promising, especially because both the training and validation accuracy are improving
with the number of epochs (i.e. we have not over fit our model). This suggests that
more data (and/or running it for more epochs) could improve the accuracy metric with
multiclass classification using recurrent and bi directional neural networks will be
considered.
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Abstract. The article deals with practical application of photovoltaic cells in a
variety of connecting options. For maximum efficiency of photovoltaic instal-
lations is necessary to take account of all the peculiarities of their work. As the
title implies the article describes the peculiarities of photovoltaic cells in parallel
and mixed commutation in uniform and non-uniform solar radiation, arising as a
result of partial shading or soiling. It is given the theoretical explanation of the
causes of the decrease of energy efficiency photovoltaic cells with the above
commutation. It is represented experimental confirmation of this fact by the
example of industrial plants using photovoltaic panels PS-250 and the single-
crystal transformers produced by company “KVAZAR”. Results of the research
will be useful in the developing and design of photovoltaic installations, espe-
cially those with probable partial shading.

Keywords: Photovoltaic � PV � Parallel � Mixed � Connection
Shading

1 Introduction

Currently, the world’s becoming more common power plants, running on renewable
energy sources, among which, one of the most promising plants using solar energy.
The advantages of this energy source are environmental friendliness, which makes it
possible to use it practically at any scale without causing damage to the environment, as
well as availability in almost every point of our planet, differing by radiation density by
no more than two times [1]. In addition, the modular design of photovoltaic systems
allows them to be designed for almost any power, which makes these installations a
universal and reliable solution that is used both in industrial production of electric
power and in small power supply systems [2].

Despite all the advantages, in solar photovoltaic installations there are several
features of the work that must be considered when designing them for maximum
energy production. One such feature is the non-linear internal resistance of the pho-
toelectric converters (PEC) [3]. This phenomenon manifests itself especially negatively
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in conditions of uneven illumination, shading, or pollution of the PEC. To achieve the
required electrical power in solar power plants are used in series, parallel and mixed
switching PEC. With each version of switching, the decrease in efficiency occurs in
different ways [4]. In this paper, we consider some features of the operation for parallel
and mixed switching of a photomultiplier in conditions of uniform and not uniform
illumination. Investigation of this issue is very important, because at present many
existing solar installations are using such types of switching.

2 Research

Parallel switching of the photovoltaic cell into a solar photoelectric device shown in
Fig. 1.

The current-voltage characteristic of the uniformly illuminated battery in the first
quad-welt, with an accuracy sufficient for engineering calculations described analyti-
cally by the Eq. (1). This equation is derived according to the Kirchhoff law and the
Shockley equation written for a “simplified” equivalent circuit for replacing the PEC,
taking into account that the current at the output of the unit will be equal to the sum of
the currents of each PEC I ¼ Pn

i¼1 Ii
� �

and the voltage will be equal to the voltage at
the output of each PEC U ¼ U1 ¼ U2 ¼ � � � ¼ Un ¼ constð Þ:

I ¼ Iph � Id ¼ np Iph � I0 exp
qðUþ IRs

AkT

� �
� 1

� �� �
; ð1Þ

where np is the number of parallel connected PEC in the installation; I - load current,
(A); Iph- photocurrent, (A); Id - the current flowing through the diode, (A); I0- reverse
saturation current, (A); q - is the electron charge, (1.602 � 10−19 C); U - output voltage,
(V); k - the Boltzmann constant, (1.381 � 10–23 J/K); T - the absolute temperature of
the solar cell, (K); Rs- series resistance of the solar cell, (Ohm); A - coefficient of

Fig. 1. Installation with parallel solar cells in the battery (1 - PEC; 2 - solar photovoltaic
installation; 3 - the device for finding the maximum power point and optimizing the output power
(MPPT)).
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ideality, depending on the thickness of the p-n-junction and the material, takes values
for silicon PEC from 1.2 to 5 (Fig. 2).

The maximum power of such an installation determined by the Eq. (2):

Pmax ¼ UmaxImax ¼ Umax

Xn
i¼1

Ii ¼ Umaxnp Iph � I0 exp
qðUmax þ IRs

AkT

� �
� 1

� �� �
; ð2Þ

where Pmax - maximum power of the photovoltaic installation, (W); Umax - the
installation voltage at the maximum power point, (V); Imax- installation current at
maximum power point (A); Ii - the current of the i-th PEC, (A).

It can be assumed that in case of uneven illumination of the PEC with the same
temperature, the maximum power of the installation will decrease by the amount of
decrease in the maximum power of the individual PECs, due to their shading. How-
ever, this happens somewhat differently because the voltage of the PEC at the points of

Fig. 2. Current-voltage (a) and power (b) characteristics at different illumination PEC

Fig. 3. Functional circuit experimental installation: a - with PEC; b - with photoelectric modules
(1 - PEC (photoelectric panel); 2 – shading)
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maximum power (PMP1 and PMP2) is not the same for different values of the illu-
mination, as shown in Fig. 3.

Due to the different voltage, it is not possible to obtain electrical energy from the
installation at the maximum power point of each PEC. The value of this difference can
be found from Eq. (3), solving it with respect to the voltage for each of the points:

DU ¼ Umax1 � Umax2 ¼
¼ AkT

q ln Iph1
I01

� Imax1
I01

þ 1
� 	

� Imax1Rs � AkT
q ln Iph2

I02
� Imax2

I02
þ 1

� 	
� Imax2Rs �

� AkT
q ln

Iph1�Imax1ð ÞI02
Iph2�Imax2ð ÞI01

� �
� Rs Imax1 þ Imax2ð Þ;

ð3Þ

where Umax1;Umax2 - the voltage at the point of maximum power of PEC1 and PEC2,
(B); Iph1, Iph2 - photocurrent of PEC1 and PEC2, (A); Imax1;Imax2 - load currents PEC1
and PEC2 at the points of maximum power, (A); I01; I02 - reverse saturation currents of
PEC1 and PEC2, (A).

An analysis of the characteristic of such a facility shows that the voltage at the
absolute maximum point (AMP) will with some assumption correspond to the voltage
at the point of maximum power of the shaded PEC in the range of the radiation
intensity divergences from 10 to 100%. From this it follows that in such a case, PEC
having a capacity greater brightness value will be limited to less illuminated PEC
(Fig. 5b). Then the power losses will be:

Pn ¼ Pmax1 � P1 ¼ Imax1Umax1 � I1Umax2 ¼
¼ Iph1 � I01 exp q Umax1 þ Imax1Rsð Þ

AkT

� 	
� 1

h ih i
Umax1�

� Iph1 � I01 exp q ðUmax1�DUð Þþ Imax1RsÞ
AkT

� 	
� 1

h ih i
Umax2

ð4Þ

For experimental confirmation of these events was assembled, functional diagram is
shown in Fig. 3.

As a PEC in the experiment, two silicon single crystal plates produced by the
company “KVAZAR” with the dimensions of 100 � 100 mm, pseudo square filters
and two commercially produced PS-250 photovoltaic panels from Progeny Solar, USA,
were used in the experiment. Their use presupposes a mixed connection of the PEC, but
since in the experiment the panels are evenly illuminated, then their use in the
experiment is permissible and gives an opportunity to obtain results that are more
reliable. The intensity of radiation was PEC IR ¼ 1000BT=M2, and the other -
0; 1. . .1ð ÞIR. The illumination was measured with two luxmeters UT381 and U116.
The experimental results are presented in Fig. 4.

It can be seen from the graphs that in such a case the PEC having normal illu-
mination loses up to 7.4% of the power, depending on the illumination of the shaded
PEC, which can be significant in photovoltaic systems with mixed commutation, as
will be shown below.

With mixed switching of the PEC, the installation current is composed of the cur-
rents of each parallel PEC array I ¼ Pn

i¼1 Ii
� �

, and the voltage is equal to the voltage at
the output of each such array, which in turn will be composed of voltages each PEC
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included in this array U ¼ Pn
i¼1 Ui

� �
. Thus, the current-voltage characteristic, with a

uniform illumination will be described by Eq. (5). The maximum output power of the
plant will be determined according to the first part of Eq. (6).

I ¼ np Iph � I0 exp
q Uþ IRsð Þ
ns AkTð Þ

� �
� 1

� �� �
; ð5Þ

where ns - the number of sequentially connected PEC in a parallel array.
In case of uneven illumination of a photovoltaic plant with a mixed PEC con-

nection, the reduction in energy production occurs for the reasons that arise during
serial and parallel commutation, but with some peculiarities. These features are related
to the fact that when changing the PMP of any of the parallel connected arrays, it
becomes impossible to select the maximum power from each group due to the voltage
difference DUð Þ, which leads to a decrease in the battery power by an amount
exceeding the reduction in the maximum power of individual groups, due to their
shading. At the same time, power reduction occurs in different ways depending on the
nature of the shading - uniform and non-uniform (Fig. 5).

With uniform shading and setting of the PMP to the point of absolute maximum,
the total power loss of the solar installation is characterized by the system of Eq. (8):

Plos ¼ U1maxnp Iph o � I0 exp q U1max þ I1maxRsð Þ
ns AkTð Þ

� �
� 1

� �� �
� U2max np sh Iph sh�





�I0 exp q U2max þ I2maxRsð Þ
ns AkTð Þ

� �
� 1

� �
þ np o Iph il � I0 exp q U1max þ I1maxRsð Þ

ns AkTð Þ
� �

� 1
� �� ��

;

q U1max þ I1maxRsð Þ
ns AkTð Þ � ln I0 þ Iph

I0 1þ q U1max þ I1maxRsð Þ
ns AkTð Þ

� � ¼ 0;

np shIph 3 þ np ilI0 il � exp q U2max þ I1maxRsð Þ
ns AkTð Þ

� 	
�

� q
nd AkTð Þ npshI0sh U2max þ I2maxRdð Þþ npilI0il U2max þ I1maxRdð Þ� �� �

¼ 0;

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

ð6Þ

a b 

Fig. 4. Plots of power loss (a) and voltage difference (b) PEC of radiation intensity
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where Plos- loss of the solar installation, (W); np sh и np il - the quantity of arrays of PEC
that have shading and normal illumination; np- number of parallel connected arrays
PEC; Iph sh и Iph il - photocurrent of the shaded and illuminated array PEC, (A);
U1max;U2max - the values voltage in the PMP of parallel arrays of PEC without shading
and with shading, (V); I1max и I2max - values of currents in PMP without shading and
with shading, (A).

a b 

Fig. 5. Photovoltaic installation mixed switched PEC: a - uniform shading; b - non-uniform
shading (1 - normally illuminated PEC; 2 - array of PEC; 3 - solar installation; 4 - MPPT; 5 -
shaded PEC).

a b 

Fig. 6. Graphs of the dependence of losses of a photoelectric installation with mixed PEC
connection PEC and uniform partial shading on the radiation intensity in the shadow and setting
the PMP to the absolute maximum point for different illumination: a - loss from inconsistency in
voltage, b - value of mismatch voltage
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The results of modeling the losses of a solar installation consisting of three PV-250
photovoltaic modules, with a uniformly shaded one module, are shown in Fig. 6:

When MPPT is installed at the local maximum point, the value of the total losses of
the solar installation will also be characterized by the system of Eq. (10), except that
the value of the output voltage of the solar installation will be determined from the
equation:

q U1max þ I1maxRsð Þ
ns AkTð Þ � ln

I0 þ Iph

I0 1þ q U1max þ I1maxRsð Þ
ns AkTð Þ

� � ¼ 0: ð7Þ

The results of modeling the same SFU for such a case are shown in Fig. 7.

3 Conclusion

It can be seen from the graphs that due to uneven illumination, the solar photoelectric
installation significantly reduces its energy efficiency due to the inconsistency in the
voltage of parallel PEC arrays, even with a uniform shading character. Energy losses
when setting the mode of selection of maximum power to the point of absolute
maximum are up to 6.4%, and when installed at the point of local maximum - up to
18%. This problem can be solved using the method invented by P.N. Kuznetsov and A.
A. Borisov, which allows selecting power from the installation, equal to the sum of the
maximum powers of separate parallel-connected PEC arrays [5]. Experiments carried
out at the Sevastopol solar power plant, at the Sevastopol State University and other
operating facilities confirmed the efficiency of its use, even with this type of shading -
the introduction of a device that implements the method, avoids this component of the
loss of electricity.

a b 

Fig. 7. Graphs of the dependence of losses of a photoelectric installation with mixed PEC
connection PEC and uniform partial shading on the radiation intensity in the shadow and setting
the PMP to the local maximum point for different illumination: a - loss from inconsistency in
voltage, b - value of mismatch voltage
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Abstract. When modeling and performing calculations on heat and moisture-
exchange in a grain layer, it is considered that the drying coefficient remains
constant. However, our observations allowed to put forward the hypothesis that
the value of the drying coefficient varies depending on the parameters of the
drying agent. With the use of variety of electrical effects for intensification of
grain drying, the data was obtained which reveals the change in the rate of
drying. This allows suggesting that drying coefficient depends not only on the
parameters of utilized air but also on parameters of electrophysical effects.
A number of experiments were conducted to get the regression equations
reflecting how drying coefficient depends on these factors. Experimental data
was processes with the use of application software. Obtained regression equa-
tions turned out to adequately describe the relation between drying coefficient
and parameters of the drying agent and electrophysical effects. These depen-
dencies can be used to simulate the process of drying more accurately and to
look for the optimal modes of drying.

Keywords: Grain drying � Drying coefficient � Electrically activated air
Microwave field � Process modelling � Parameters optimization

1 Existing Approaches to Modeling of Grain Drying

Authors of the work use the classical system of equations [1–5] when modelling the
processes of heat and moisture exchange in a grain layer during grain drying. In this
system of equations, grain moisture content at a particular moment of time is deter-
mined with the following equation:

@W=@s ¼ �K W �Wp
� �

; ð1Þ

where W is current grain moisture content, %; K is the drying coefficient, 1/h; Wp is
equilibrium grain moisture content, %; s is time, h.

In some cases [6, 7], equation derived by Okun’ [8, 9] is used to find the value of
the drying coefficient:
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K ¼ 7; 110�2e0;05 T ; ð2Þ
where

T is the temperature of the drying agent, �C.

In this relation, temperature of the dryings agent is the only variable. As in the
existing technological processes of high temperature drying the velocity of the drying
agent remains unchanged, it is understandable why only air temperature was used in the
equation to calculate the value of the drying coefficient. However, in active ventilation
bunkers with radial air distribution, velocity of the drying agent changes when passing
through the layer [10–12]. Which is more, it has been recently studied with computer
simulations how the change of air supply at certain moments during grain drying can
influence intensity and power consumption of the process [5]. Wide range of research is
also conducted on how to apply electrophysical effects to increase efficiency and speed
of grain drying [13–16]. Therefore, the task was set to obtain the regression equations
of how the drying coefficient depends on the parameters of used air and settings of used
electrophysical effects. For this purpose, special experimental setup was developed and
constructed, allowing carrying out studies of the drying process with use of various
electrophysical effects [6].

2 Brief Description of Experimental Studies

Experimental studies were carried out for convective drying, for the temperature range
from 20 to 50 �C. This range is chosen because overall goal of the research is to study
the influence of electrophysical effects on the process of drying carried out with active
ventilation and low-temperature. Grain portions with the initial moisture content of 16,
20 and 24% were used for the experiment. Electrically activated air (air saturated with
negatively charged ions) and electromagnetic field of microwave frequency of
2,45 GHz were used as electrophysical effects. Density of negative air ions at the
entrance to the grain layer was maintained constant by means of the air ions source at
the level of 3,5 � 1010 m−3. Such concentration was set with regard to the required
threshold limit value (TLV) of air ions. Speed of the drying agent during the experi-
ment was maintained in the range between 0.2 and 2 m/s. Drying agent speed was
measured with the use of thermo-anemometer installed at the place where air goes out
from the grain layer. Initial grain moisture content was determined with the moisture
meter Fauna-M, portions of grain were weighted before being placed to the
setup. Grain moisture content in percents was determined during drying with the
following dependency:

W ¼ m1 � m2

m1
100; ð3Þ

where m1 is weight of the portion of grain before drying, kg; m2 – weight of the portion
of grain after drying, kg.
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Volume and thickness of grain layer were kept the same in the experiments. For this,
grain was poured into a tube of dielectric material with the height of 10 cm. In the study of
microwave-convective drying, the microwave field was affecting the grain until tem-
perature at the center of the layer did not reach 55 �C. After that, the magnetrons were
turned off and then turned on again when the temperature dropped to 50 �C. By changing
the distance from the tube with grain to the antenna of the waveguide, energy of the
microwave field was adjusted to be in the range between 1000 and 4000 kJ

m3.
For the research, multi-factorial experiments was planned. During the experiments,

graphs of grain drying were obtained for different parameters of air and various power
densities of the microwave field. With all kinds of drying, value of the drying coeffi-
cient was calculated with the known equation [17, 18]:

K ¼ 2; 3 lg W1 �Wp
� �� lg W2 �Wp

� �� �

s2 � s1
; ð4Þ

where W1 and W2 is moisture content of the drying grain at moments of time s1 and s2
accordingly.

3 Obtaining Regression Equations

With the use of MATLAB, regression analysis was performed on the experimental
data, which allowed to obtain regression equations. All obtained regressions depen-
dencies were checked for adequacy, their usability was confirmed. Thus, for convective
drying the following dependency was obtained:

K ¼ 2; 3 lg W1 �Wp
� �� lg W2 �Wp

� �� �

s2 � s1
: ð5Þ

Obtained three-dimensional dependency graph K ¼ f T;Vð Þ for initial grain
moisture content of 20% is shown in the Fig. 1.

Fig. 1. Graphical illustration of dependency K ¼ f T;Vð Þ of the drying coefficient on the speed
and temperature of drying agent in the process of convective grain drying
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When drying grain with electrically activated air, concentration of air ions was not
used in the regression equation because it remained unchanged throughout the drying
process. As the result, the following regression equation was received:

K ¼ 9; 48T1;31 � V0:029 �W�2;229: ð6Þ

Thegraphs show that the effect of change in the speed of the drying agent onvalue of the
drying coefficient manifests itself in a greater degree when the air is heated. Such situation
makes it possible to optimize the process of convective drying on duration of drying and
energy costs. Three-dimensional graph which illustrates the mentioned dependency for the
initial grain moisture content of 20% and concentration of negative ions in the air entering
the grain layer at the level of 3.5 � 1010 m−3 is shown in in the Fig. 2.

In experiments with microwave convective grain drying, power density of the
microwave field was changed by means of placing the experimental batch of grain at a
certain different distances from the magnetron [19]. The following equation was
obtained as a result of experimental data processing for the grain drying:

Fig. 2. Graphical representation of dependency of the drying coefficient on speed and
temperature of the drying agent in the process of convective grain drying with electrically
activated air

Fig. 3. Graphical representation of dependency K ¼ f T ;Vð Þ of the drying coefficient on the
speed and temperature of the drying agent during microwave-convective grain drying
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K ¼ 0; 606T0;162 þ 1; 155V0;183 � 7; 429W�0;493 þ 1550Q�1
v : ð7Þ

Three-dimensional graph of this dependency for the initial grain moisture content
of 20% and the microwave field power density of 1000 kJ

m3 is shown in Fig. 3.
Graphs presented in the figures allow to perform visual evaluation of how applying

electrical technologies can impact the speed of the process of grain drying.

4 Conclusions

Comparison of obtained regression Eqs. (5), (6) and (7) shows that the use of elec-
trophysical effects changes how grain moisture content affects the drying coefficient.
So, for example, coefficient W illustrating degree of grain moisture content is positive
in Eq. (5) while having negative values in Eqs. (6) and (7). Previous studies [20] allow
to conclude that overall coefficient of moisture diffusion increases when electrophysical
effects are applied. This in turn contributes to improvement in drying efficiency when
speed of the drying agent is increased. However, it should also be considered that the
increase in grain moisture content contributes to greater “shielding” of microwave field
and prevents the field from penetrating into the depth of the grain layer. Air ions are
also more active absorbed by wet grain, which results in the rise of unevenness of grain
layer drying.

Obtained regression dependencies allow to carry out modeling of the processes of
convective drying, microwave – convective drying, drying with electrically activate air.

Consideration of the changes in the value of the drying coefficient will allow, with
the help of modeling of the process, to determine optimal operating modes of electrical
equipment of drying setups.
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Abstract. Cloud storage services allow users to store their data online and
remotely access, maintain, manage, and back up their data from anywhere
through the Internet. Although this storage is helpful, it challenges digital
forensic investigators and practitioners in collecting, identifying, acquiring, and
preserving evidential data. This research proposes an investigation scheme for
analyzing data remnants and determining probative artefacts in a cloud envi-
ronment. Using the Box cloud as a case study, we collect the data remnants
available on end-user device storage following the accessing, uploading, and
storing of data in the cloud storage. The data remnants are collected from several
sources, such as client software files, Prefetch, directory listings, registries,
browsers, network PCAP, and memory and link files. Results indicate that the
collected data remnants are helpful in determining a sufficient number of arte-
facts about investigated cybercrimes.

Keywords: Forensic science � Digital forensic � Cloud storage
Cybercrime investigation � Box cloud � Evidence collection � Data remnants
Artefacts

1 Introduction

Cloud storage can be considered a component of cloud computing. This storage can
also be a model of data storage in which the digital data are stored in logical pools, the
physical storage spans multiple servers (and often locations), and the physical envi-
ronment is typically owned and managed by a hosting company. The providers of
cloud storage are responsible for keeping the data accessible and available and the
physical environment protected and running smoothly.

World Networks [1] stated that “there are questions should be asked from any
business that anticipates using cloud based on services, the question is: What can my
cloud provider do for me and for my data in terms of digital forensics data in the event
of any legal dispute, criminal or civil cases, or data breaches?” Other studies have
compared actual providers. Cloud service providers vary, and this difference
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complicates cloud storage-based forensics because each provider has distinct rules,
requirements, and guidelines. Dropbox, Google Drive, SkyDrive, and Live Drive are
examples of cloud storage services that need to be investigated further.

This research attempts to focus on providing help for investigators in terms of
maintaining the integrity and confidentiality of users’ data as these data are deleted or
moved from one device to another using cloud storage during their investigations. By
increasing the number of crime involving cloud storage, process of acquiring the digital
evidences from cloud storage becomes harder and more difficult. The strength of cloud
storage is allowing users to upload data to the web and to share these data with others
anywhere and anytime as long as they are connected to the Internet. Data can be
uploaded or shared from one computer to another without leaving traceable evidence;
thus, cloud technology is creating considerable challenges for forensic investigation
and the possibility of cybercrime detection and prevention [2–7].

2 Related Work

This Section reviews articles related to this research and discusses the findings,
methodologies, limitations, and conclusions of each article. Quick and Choo identified
means of acquiring files uploaded and accessed using Dropbox [8, 9]. A standard PC
with a virtual machine (VM) was installed with the Windows 7 operating system;
various PCs were used to examine different cases, particularly within the forensic
analysis of the client software Dropbox in numerous browsers, which included
Microsoft Internet Explorer, Google ChromeTM, and Mozilla Firefox. This research
determined the data remnants and artefacts left on a Windows 7 hard drive after using
Dropbox. These data remnants included usernames, passwords, browsers, software
access, data stored in accounts, and time frames found on the file metadata. Data from
Enron Corpus were used to test accounts created through three service suppliers. MD5
values were produced. VMs were created using VMware Player 4.0.1. A VM for every
service supplier was used for testing, and Base-VM files were utilized as the control
media to discover newly created files after each scenario. The contributions and lim-
itations are summarized in Table 1.

Table 1 Contributions and limitations of Quick and Choo’s research

Contributions Limitations

Verified how to obtain files uploaded to and
stored in Dropbox

Timestamps were manipulated by each
service

Revealed the data that remains on a Windows
7 PC that uses a Dropbox application

Only Dropbox was used in the case study,
and the results cannot be proven applicable
to different service providersThese data include usernames, passwords,

browsers, software access, remaining data
stored in the accounts, and the time frame
found on file metadata
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Chung et al. [10], who focused on data stored on servers, stated that finding user
activities upon service subscription is the most difficult aspect of investigating a cloud
storage service [11]. Most cloud companies are unwilling to release the information of
user activities, which may be found in the log files of a cloud server, to protect the
personal data and privacy of their clients. The study aimed to find traces left on PCs
that accessed Amazon S3, Dropbox, Google Docs, and Evernote for cloud storage. The
study also proposed a process for the forensic investigation of cloud storage services
and described important elements of the investigation process. Internet Explorer and
Firefox were used to access cloud services to locate the data left in temporary log files.
Traces of system installation log and database files are left in the registry when an
application is installed on a Windows system. These files are vital because they contain
traces of cloud storage service usage. Forensic investigators can then obtain original
documents and related metadata from client devices, given that certain cloud services
sync the files stored on the cloud server to the clients’ hard drives. The contributions
and limitations are summarized in Table 2.

3 Cybercrime Evidence Collection Model

This section explains the method of collecting cybercrime evidence that may be found
in computer cloud storage. The following statements show the particular software and
hardware that we used in conducting this research. The process that we adopted for
recovering the evidence material involved different methodologies, such as keyword
search across digital media, recovery of deleted files, extraction of registry and log file
information, and tools such as the SQLite Viewer, HxD, AccessData FTK Imager,
AccessData FTK, Wireshark, and Event Viewer.

Implementation, which was the final process of our project, required all the detailed
specifications that we gathered during the system and software design phase. This stage
was performed in the form of a real-time experiment. In the implementation step, the
experiment used 27 VMs to produce results. Three to four VMs were deployed
accordingly to six computers that were used for testing purposes to allow the experi-
ment to be performed within the shortest time possible to avoid resource waste. To
ensure that all the processes could be conducted smoothly, the specific requirements
and design specifications were studied briefly before the real-time experiment. All the

Table 2 Contributions and limitations of Chung et al.’s research

Contributions Limitations

Discovered files retained in PCs and
smartphones after access to cloud services
from Amazon S3, Dropbox, Google Docs,
and Evernote

The research did not compare MD5 values at
each phase to show file integrity
The proposed model should be further
investigated using providers of cloud storage
service other than those used in the researchProposed a process model for the forensic

investigation of cloud storage services and
described important elements of such
investigation
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necessary software and hardware devices were then prepared before the integration and
system testing phase to avoid any unnecessary problem that would disrupt the suc-
ceeding testing process.

After the requirements were determined, all the data analyses were illustrated in the
form of a flowchart. All the analyzed requirements and information that we gathered
during the requirement definition and analysis phase were then implemented in the
system design phase. This stage allowed us to design the overall flow of the process to
be approved in the implementation phase. The flowchart was also used for guidance in
the conduct of the experiments to enable the acquisition of results within the planned
time frame. It provided an overview of the accomplishment of the succeeding research
experiment, thereby preventing waste of time. The collected information enabled the
unification of the specifications that were crucial in implementing our experiment. The
flowchart of the experiment process and the testing parts is shown in Fig. 1.

Fig. 1 Flowchart of cybercrime evidence collection
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4 Experiment Results and Analysis

In this research, forensic image files retrieved from each scenario, memory dump files,
and network PCAP files were copied from hard drives. We examined and analyzed all
the forensic images that were copied using different tools, such as AccessData FTK
Version 5.5, Wireshark Network Analyzer 2.0.5, AccessData FTK Imager Version
3.4.2.6., and HxD Version 1.7.7.1. We conducted analyses to locate the content of data
remnants that were created and left on the PCs’ hard drives. These data remnants that
we found will help forensic investigators visualize the activities and other necessary
information of clients. Users who access https://my.box.com/ through the specified web
browsers will have their accounts’ usernames appear at the top right hand corner of
their browsers. Devices synced to mobiles and PCs with the Box account will be
shown, together with the amount of spaces used and available for each user. Fur-
thermore, the homepages of Box websites will show the details of the stored files and
folders, the last modification date, and the sizes of the files included in these folders.
The information icon provided in each file allows users to view the metadata of their
files.

4.1 Box Cloud Base Images Created by Firefox Browser

For this case, base images were created before each scenario to serve as control. We
completed this step to ensure that no files or related artefacts were present before
browser installation and scenario implementation. We ran keyword searches with
different terms to conduct the image analysis using Firefox. The Box software was
installed on a desktop where the pictures and files were uploaded. The analysis indi-
cated that no data and artefacts were originally present in relation to the browser and
Box client software files before each installation.

Our test displayed that the downloaded Box client software was from www.box.
com for Windows and the downloaded files were stored in “C:\Users\ [username]
\Downloads\” with the name BoxSyncSetup. When we ran the software, a window
appeared that requested the user to agree with the conditions required in installing
Microsoft.NET 4.5.2 to continue the installation process. The same scenario happened
in all of the VMs used for the installation process of the Box client software. After the
installation of Microsoft.NET 4.5.2, the executable file box_Windows.exe was copied
into the hard drive of the VM created previously.

Our analysis showed that the installed Box client software was in the “C:\Program
Files\BoxSync” folder in the six uploaded VMs. The Box sample files and folders also
appeared in the default Box Sync folder, which was at “C:\Users\[username]
\Box Sync”. Meanwhile, a drive called “Box Sync (P:\)” was in My Computer. The
default box drive contained all of the files that the user had saved and synced to their
website account. It also showed all the details of each file in the folder.

The use of Access Data FTK Toolkit to analyze files contained in Box sync folders
allows forensic examiners to easily identify all the files necessary for the investigation
process. Timestamps attached to these files, such as the dates of modification, creation,
and last access, may be valuable to the investigation. Moreover, the synchronization of

250 K. Abdulrahman et al.

https://my.box.com/
http://www.box.com
http://www.box.com


files in BoxSync Drive folders with those in web browsers allows examiners to obtain
crucial data and important evidence regarding their investigations.

4.2 Evidence Directories

The evidence that we collected are explained briefly in the following subsections.

A. Directory Listing of VM Hard Drives

An analysis of link files showed that extension filenames with.lnk associated with
the sample files of the Box cloud, such as picturetesting2.lnk and picturetesting3.lnk,
were placed in “C:\Users\[username]\ AppData\Roaming\Microsoft\Windows\Recent”,
where Upload-VMs, Download-VMs, Copy&Move-VMs, CCleaner-VMs, and Eraser-
VMS were located. However, other link files were not found within the five Access-
VMs. Thus, link files were created only after the files were downloaded and opened.
Forensic investigators can benefit from the Prefetch files of applications running on a
system. Windows normally creates a Prefetch file when an application is run for the
first time from a certain location to speed up the loading time of this application.
Relevant data are shown in these files in the history of users’ applications. Prefetch files
remain on a system (in “C:\Windows\Prefetch”) even after the Box client software and
its files are uninstalled and deleted, respectively.

B. Event Logs Files

Event logs were part of our analysis. These logs were observed and analyzed using
the built-in Windows Event Viewer. The files presented in Event Viewer were shown
in the VMs throughout testing for all the events that occurred. The Windows Firewall
exception list was provided with the rule when the Box client software was installed.
Another rule, called “Windows Communication Foundation Net.TCP Listener Adapter
(TCP-In),” was provided after Microsoft’s installation. NET was necessary for the
Box client software installation. Each software installation process was stored in the
event log file “Microsoft-Windows-Windows Firewall with Advanced Security%
4Firewall.evtx”, which was in the “%SystemRoot%\system32\winevt\logs” folder.

C. VM Cache Files

The test revealed that the VMware is suitable for locating information storages
regarding guest applications in a directory (called “caches”). The .vmdk file of each
VM resided under the directory. Through analyzing cache directories, forensic
examiners can recover useful information, such as shortcuts present in users’ PC,
filenames, timestamps of shortcut creation, shortcut icons, and timestamps of the initial
runs of applications. The ubiquity of virtualization presents opportunities for examiners
to locate artefacts in the cache directories of users’ hard drives. During the installation
of VMware Tools on a guest, <VMHome>s\caches was created on the host. PC
\Documents\VirtualMachines\caches\<VMHome>\Caches\GuestAppsCache\appdata
contained 241 files, each of which was named a long hex value and the extension
appinfo .appicon.

The 241 files contained the path to the Box client application and other information.
The sister file, which opened 7e866a683c41ec902f0fafea6e4f.appinfo in a hex editor,
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showed the installation process of the Box client software into the hard drive. The
presence of this file specified that the user had installed Box previously and important
evidence may be present in the Box account. No changes were observed in any of the .
appinfo or .appicon pair of files. The contents of <VMHome>\caches\GuestAppsCache
remained untouched as a user opened an application within the context of the guest
VM. Content files remain in their location as long as the VMs are in use.

D. RAM Analysis

In this research, memory captured the VMEM files in their locations in all scenarios
before the VMs were shut down. This analysis result was conducted by using
AccessData FTK Imager. The analysis process showed that the terms of Box appeared
in the VMEM files in the seven implemented scenarios, except the first scenario of base
VMs. Thus, the website URL (www.box.com) appeared in all VMEM files except Base
VMs.

Box account information, such as the username, was in the Upload-VMs, Access-
VMs, Copy&Move-VMs, and Download-VMs. The usernames were often around
several texts, including “usernam”, “username[]L”, “username”, and “username&&$”.
The passwords of Box accounts were shown in plaintext around “%s&password”,
“Passwo.rd”, “PASSWRxD_Dc[]@>>&”, and “*eà [password]”. This text can be used
as guide by forensics investigators in running keyword searches to find potential
Box account information of criminals. Furthermore, data carving was retrieved from
thumbnail pictures and the partial picture files recovered from the Box sample files in
the VMEM files for Access-VMs, Upload-VMs, Copy&Move-VMs, and Download-
VMs. A VMEM file is a backup of a virtual machine’s paging file. It appears only
when the virtual machine is running or has crashed.

E. Thumbcache Files

For the seven Base-VMs, a thumbcache file analysis illustrated that no pictures of
the Box sample existed prior to Box client software installation and access. Further-
more, the stored Box sample pictures were not found in the Uninstall-VMs and
CCleaner-VMs or Access-VMs. The databases that keep various content thumbnail
images in systems are called the thumbcache. However, in our study, thumbnail
samples related to the files of the stored Box sample were found in the Upload-VMs,
Download-VMs, Eraser-VMs, Uninstall-VM, and in the other VMs, including
Move&Copy-VMs and Upload-VMs. Therefore, after certain files are accessed,
uploaded, or downloaded into an account, only the thumbnail images will be kept in the
thumbcache files.

F. Network PCAP Files

With the use of Network Miner 2.0 and Wireshark, PCAP files (also known as
Packet Capture data) were created during the live network capture during each
Box access through different browsers. Usually, PCAP files are created to assist
forensic investigators in analyzing the packet sniffing and the characteristics of a data
network. Examiners can extract information regarding file remnants associated to
Box and network activities by analyzing network capture files.
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Port 443 (https) and then Port 80 (http) were used to observe network traffic. Our
analysis illustrated that a session with IP addresses ranging from 107.152.26.0 to
107.152.25.255 was registered under www.box.com when a Box account was accessed
using the client software or a web browser from Fort Lauderdale, Florida, United
States. A different session with IP addresses ranging from 54.192.72.0 to 54.192.72.
255 was then found on Port 80 and then Port 443, which was registered for cloudfront.
net at Woodbridge, New Jersey, United States. In addition, sessions with IP addresses
ranging from 216.58.221.0 to 216.58.221.225 and registered under www.google-
anaytics.com were found from source port TCP 443. We also found evidence indi-
cating the use of certain anti-forensic tools by criminals, as explained in the following.

4.3 Anti-forensic Techniques and Uninstallation of Box Client Software

To delete the downloaded files from the Box account and to uninstall the Box client
software (BoxSyn) as part of the test, Eraser and CCleaner were ran within the com-
puter hard drive. However, Box-related data residue, such as cache files, sync files, and
web browsing history, were still found within the hard drive although the client soft-
ware had been uninstalled. The anti-forensic application toolkit failed to delete all the
files related to Box. Table 3 shows a summary for the findings of Box cloud installation
analysis.

4.4 Comparative Evaluation

As an objective of this research, tests and the implementation process for the deter-
mination of the location and the data remaining on users’ computers prior to the usage
of a cloud storage application for new cloud storage were accomplished. The research

Table 3 Summary of Box cloud installation analysis

Name of files Location of files

Box sample files
deleted

C:\Program Files (x86)\

Box Sync folder C:\ProgramFiles\OpenSSH\home\[username]\AppData\local
\Box Sync

Box Sync folder C:\Program Files\OpenSSH\home\[username]\Box Sync
Boxsync folder C:\Program Files\OpenSSH\home\[username]\AppData\Boxsync
Boxsync C:\Users\[username]\AppData\local\temp\Box Sync
Box Sync folder C:\Users\[username]\AppData\local\Box Sync
data.db C:\Users\ [username]\AppData\Local\box folder
BoxSyncSetup.exe C:\Program Data\Package caches{2812d567-60c1-45ad-a7b0-

9de32e4d94df}
BoxSyncSetup.exe C:\ProgramData\User\[username]\Appdata\Local\Temp\{2812d567-

60c1-45ad-a7b0-9de32e4d94df}\.be
BoxSyncSetup.exe C:\ProgramData\User\[username]\Appdata\Local\Temp\{3012d567-

60c1-45ad-a7b0-9de32e4d94df}\.cr
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Table 4 Summary of analysis findings

Located data remnants
Type of VMs Password Username Software Sample files Keyword

search
term

Base-VMs Nil Nil Nil Nil Nil
Upload-VMs Found in

RAM
Found in
RAM

BoxSync_Windows.
exe was found after
downloading. The
location of client
software installation
and the BoxSync
sample files
uploaded were
found

Prefetch and link
files were found

Multiple
matches
of
keyword
search
obtained

Access-VMs Found in
RAM

Found in
RAM

Nil The information of
BoxSync software
access was found in
cookies, browsing
history, page files,
and unallocated
spaces

Multiple
matches
of
keyword
search
obtained

Move&Copy-
VMs

Found in
RAM

Found in
RAM

Nil The file that we
moved and copied
were found

Multiple
matches
of
keyword
search
obtained

Download-
VMs

Found in
RAM

Found in
RAM

Nil The downloaded files
were stored in the
hard drives of the
VMs

Multiple
matches
of
keyword
search
obtained

Eraser-VMs Nil Nil Nil The information of
BoxSync software
access was found in
cookies, browsing
history, page files,
and unallocated
spaces. The deleted
files were still
available in the
unallocated spaces

Multiple
matches
of
keyword
search
obtained

CCleaner-
VMs

Nil Nil Nil The information of
BoxSync software
access was found in

Multiple
matches
of

(continued)
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conducted by [8, 9], who used Dropbox as their case study, did not include information
regarding the analysis of VM Cache files, which is beneficial for obtaining information
regarding the history of files that were previously ran on a user’s computer.

Box’s cloud directory listing showed that certain synced files were the same as
those found in Box accounts, thereby becoming beneficial for forensics investigators in
obtaining evidence offline. Moreover, the analysis of client software in this research
indicated that unlike “filecache.dbx” and “host.db” files (created by Dropbox), “data.
db” files (created by Box) contained three pieces of information. These files from
Box contained information regarding Box sync, web browsing information used to
access Box, and the number of ports used in accessing Box. By contrast, “filecache.db”
and “host.db” contained only information regarding the history of filenames synchro-
nized with Dropbox. Table 4 summarizes the findings of Box cloud analysis.

5 Conclusion and Future Works

Throughout this research, the hard drives of the VMs were the main location for data
remnants that were left after we accessed or downloaded and stored files in a
Box account. Users leave sufficient evidence that can be used by forensic examiners for
support and guidance through the investigation of related cases. This research helps
forensic investigators find the particular file locations of necessary evidence and
retrieve these data while reducing the time consumed in solving such cases.

Table 4 (continued)

Located data remnants
Type of VMs Password Username Software Sample files Keyword

search
term

cookies, browsing
history, page files,
and unallocated
spaces. The deleted
files were still
available in the
unallocated spaces

keyword
search
obtained

Uninstall-VM Nil Nil Nil The information of
BoxSync software
access was found in
cookies, browsing
history, page files,
and unallocated
spaces. The deleted
files were still
available in the
unallocated spaces

Multiple
matches
of
keyword
search
obtained
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The data obtained by the analysis of the Box client software showed that all
information, such as Box usernames, passwords, network traffic, session IDs, Prefetch
file listings, link files, and browsing history, were regarded as definitive clues in
specifying file content, which is critical in solving such cases. The analysis of volatile
data is efficient and sufficient in identifying Box account access and the networking
devices used in accessing Box accounts. This process results from Box account syn-
chronization and display of all browsers used for client access. Every device used to
access and synchronize with the Box account saves, holds, and identifies all evidence
potentially related to investigated cases.

This research was limited in that only Box cloud was used as a case study. Future
research adopting the same methodology as in the current study must be conducted to
examine other newly developed cloud storage services on the market to test the suit-
ability of this methodology to other cloud service providers.
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Abstract. The purpose of this study is to develop and validate a new expert
system for detecting failure in the web system interaction design. This system
aims at helping the top management and IS developers to justify IT investment
through diagnosing the interaction capabilities of user interface and online
communication tools. The research methodology consists of a five-step process
which facilitates the development of the expert system and, consequently, the
diagnosis of the interactivity features of the Web information system. The five
process components are as follows: reviewing related empirical studies;
extracting the core diagnosis factors; designing and implementing the expert
system; testing the expert system; and deploying the expert system. The vali-
dation achieved by a sample of IS developers and professionals demonstrates the
effectiveness of the proposed detection framework. Based on the feedback
collected from the IS developers who tested the developed expert system, the
proposed framework seems promising, and can be even be applied in other
related area such as human resources management.

Keywords: Artificial intelligence (AI) � Expert system � Information system
Knowledge-based system � Web system diagnosis

1 Introduction

In comparison with traditional systems, the expert system is considered to be one of the
most advanced systems. It is defined as an interactive computer solution, which doc-
uments experience, intuition, judgment and other information in order to provide
knowledgeable advice [1, 2]. The majority of expert systems applications can be cat-
egorized into the following: diagnosis and/or advisory, design, planning or selection,
configuration, data interpretation, scheduling, and training and support [3]. An expert
system is also known as a knowledge-based system. The knowledge based system
consists of four main parts: user interface, inference engine, knowledge base and
knowledge engineering tool [4]. Moreover, professionals in the field state that the
expert system provides valuable feedback and advice to non expert users in different
fields [5].
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In the context of information systems, diagnosing the failure of system in terms of
its features and effectiveness is very important as there is no attempt to use the expert
systems in detecting the system failure. Therefore, this study represents an initiative to
detect the failure of Web information system based on the standards of software
engineering. Based on a literature review of software engineering and human computer
interaction, the interface design and the available communication tools are considered
as the main factors for detecting the problem of users‘interactivity [6–9].

To diagnose the interactivity of the system, this study aims at developing a diag-
nostic expert system in order to detect the failure in the Web system interactivitiy.

2 Theoretical Foundations

As a study that takes the initiative to utilize the expert systems in the field information
system management, it seems appropriate to divide this section into two sub-section,
including key factors of IS evaluation, as well as the background regarding the concept
of expert systems.

2.1 Key Factors of Information System Assessment

At present, the interaction design is not only focused on system development, but also
on product design and development [10]. This is also confirmed by [11] who indicated
that interaction design is considered as one of the main key user-centered design
disciplines.

[12] mentioned that the interaction term was suggested by Bill Moggridge and Bill
Verplank in the mid-1980s. In this respect, Verplank highlighted that the interaction
design is derived from the user interface design which is a computer science.

Moreover, [12] indicted that interaction design focuses on form design as well as
behavioral actions. [13] also pointed out that interaction design is associated with the
industrial design of software products, while the interactivity on the internet is defined
as the extent to which the organizations share the online exchange with others,
regardless of the restrictions relating to distance as well as time [14]. Another important
point in this regard is that communication and collaboration can be considered as the
key dimensions of interaction [15].

Within the context of the current research study, the interaction design is defined as:
the degree to which WPS enable the organization employees to engage in online
exchange with others through the user interface facilities and the quality of the
available communication tools [14, 16], such as profiling, e-mail links, discussion
form, feedback form, FAQ page, group subscription, web layout, and web site structure
[17–19]. Thus, interaction design quality will be measured through two dimensions:
user interface quality and communication tools quality. The measures of these two
dimensions are adapted from several standard scales [17–19]. The following table
expresses the concept and dimensions of the interaction design quality (See Table 1).

Consequently, these two factors are considered as standard factors in the software
engineering and human computer interaction fields for assessing or diagnosing the
software interactivity level [6–9]. Therefore, they can be considered as a base for
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building the expert system rules, and thus, detecting the weaknesses of the software
interactivity.

2.2 Expert System Concepts

In this context, it is important to mention that there are many AI tools that have
numerous applications in different fields. Neural networks, genetic algorithm, Bayesian
network, pattern recognition, and expert system are examples on the AI tools that could
be applied in order to efficiently generate the knowledge need for decision making.
Figure 1 illustrates a sample of AI tools which are developed by an AI-community.

Based on Fig. 1, it can be inferred that expert system is a field of artificial intel-
ligence. Expert System is considered as one AI discipline that has applicability in
several domains and sciences, such as information system, medicine, chemistry,
finance and management. In practical terms, the expert system is a computerized
program that utilizes the knowledge and inference procedures in order to find the
solution for the problems which formerly required a human expertise [20]. An expert
system is a knowledge based systems consisting of a set of components which includes
a user interface, an explanation facility, a knowledge base, an inference engine and a
working memory [21]. Explanation facility is responsible for providing the reasoning
behind a particular conclusion. The Knowledge base stores the knowledge in terms of
rules. Working memory is the database that stores the facts used by the rules [22].

Table 1 The definition of interaction design quality dimensions

User satisfaction
dimensions

Definition Adapted
from

D1: User
interface quality.

The extent to which user interface layout such as profiling
and links enables the employees to properly interact with
the system.

[17–19]

D2:
Communication
quality.

The degree to which the WPS provides online
communication tools such as feedback, discussion forum,
and FAQ in order to allow knowledge sharing among
employees.

[17]

AI Tools

Neural 
Network

Bayesian 
Network

Pattern 
Recognitio

Expert 
System

Fig. 1 Artificial intelligence tools
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While the inference engine is responsible for selecting which rule to fire and with what
priority. With regard to Agenda, it is a prioritized list of rules whose conditions are
fulfilled by facts. Pattern matcher makes comparison between rules and facts [5].
Figure 2 demonstrates the components of an expert system.

As the expert system is a computer program used for extracting knowledge for non-
expert users, it is essential to use some specialized software such as CLIPS in order to
represent and extract the knowledge based solution. Practically, CLIPS stands for “C
Language Integrated Production System”. Due to its low cost and flexibility in
knowledge representation, it is used to implement the proposed expert system model
including facts, rules and advice [2, 5].

3 Methodology

To achieve the main objective of this study, the researchers followed a set of
methodological steps: First, identifying the problem of IS failure which encounters the
interactivity level of the Web system users. Second, collecting the knowledge of the
system from the related literature, as well as articles in the field of information system
evaluation and management. Third, using CLIPS language to implement the rule-based
expert system, which stores the knowledge in terms of rules.

Based on Fig. 3, the methodology of this study mainly consists of three stages. In
the first stage, the problems of interactivity level of information system are divided into
two main types based on literature review. Therefore, the interaction failures can be
classified into user interface and online communication failures.

User Interface

Explanation Facility

Inference Engine

Knowledge Base (Rules)

Working Memory (Facts)

Agenda Pattern 
Matcher

Fig. 2 Expert system components
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4 Design and Implementation of Knowledge

Building the expert system requires five steps: knowledge acquisition, knowledge
representation, design interfacing, knowledge updating, and system evaluation [23].

In the knowledge acquisition stage, the researchers collected the knowledge or
experience in the field of Web information system evaluation (as much as possible)
where the knowledge was surveyed based on the related literature review in the
interaction design area [6, 7, 9, 17].

In the knowledge representation stage, the most suitable approach for representing
data was selected, and a detailed expert layout was designed in order to logically
organize the data and to identify the needed rules. The relationship between the system
rules is illustrated in Fig. 4:

Figure 5 explains the sample code for some of the rules that were implemeneted
using CLIPS. More details regarding the expert system implementation can be found in
Appendix A.

In the design interfacing stage, the user interface was designed in its preliminary
form. It was then modified in response to user feedback. Figure 6 shows the start-up
screen of the program, while Fig. 7 illustrates a sample result of the expert system for
the first choice.

In the knowledge updating stage, the researchers updated the knowledge based on
feedback collected from users (i.e. ten system developers). This was done in order to
improve the accuracy of the expert system results as much as possible.

Finally, in the system evaluation stage, the collected recommendations were
summarized and taken into consideration to produce or deploy the final version of the
expert system. With regard to the implementation, CLIPS was used a programing
language in order to design the diagnostic expert system.

Designing & Implementing the 
Expert System

Review Related 
Empirical Studies 

Extracting the Core 
Diagnosis Factors

Testing Expert 
System

Deploying Expert 
System

Fig. 3 The research methodology
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Interface Design Rules Online Communication Rules

Discussion Forum

Chat Tool

FAQ 

Group Subscription

Communication 
Skills

Email Links

Complexity of access 

Appearance 

Graphs & images

Profiling

Decision Regarding:
• User Interface
• Communica on 

Fig. 4 The relationship between expert system rules

(defrule IQ-1
(ifYesNoSelect yes)  ?retractOpt1 <- (ifYesNoSelect? yes) 
(not (ifYesNoSelect1 ?))  

=>
(retract ? retractOpt1) (printout t crlf crlf  “Does the employee can check 
general information of profile via Web system.” crlf crlf “Answer :  “)

(assert (ifYesNoSelect1 (read))))

Fig. 5 CLIPS code for implementing rule-based expert (Rule 1)
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5 Result and Conclusion

It is vital to address the problem of failure diagnosis of the web IS interaction because
senior management and IS developers need to justify their costly IT investment in
terms of its interactivity level and, ultimately, its ongoing value to the organization. In
light of this, the current study was primarily concerned with the development and
validation of a new expert system for detecting the failure in the web system inter-
action. The interaction quality was assessed in terms of the software design standards of
user interface design and online communication tools. The expert knowledge base
system was implemented using CLIPS expert system language. In the test phase, the
accuracy of system detection was evaluated by ten specialized system developers and
found that this system has a reasonable efficiency to be adopted for diagnosing the Web
systems interaction. As a future work, the authors feel that the existing expert system
should be developed in order to cover all other IS aspects, including information output
and service features.

Fig. 6 The start up menu of the expert system

Fig. 7 Sample questions for detecting user interface design
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Appendix A: CLIPS Code of the Developed Expert System

;;----------------------------------- Main Menu ----------
----------------------
(reset)
(clear)
(defrule start-up  (not (F ?)) 
=>  (printout t   "    Enter the ID of the Information 
System Quality Factor For Check" crlf 
“1- Interface Design  Quality  (IDQ) Check” crlf crlf 
“2- Communication Quality (ComQ) Check ” crlf crlf 
“3- Exit The Program …. ” crlf crlf crlf “ ID of 
Information System Quality is:  “ )

(assert ( F(read))))
;;-------------------------------- Rule IDQ 0 ------------
-------------------
(defrule  IQ-0
(not (ifYesNoSelect ?)) (F 1)
?retractOpt1 <- (F 1)
=>
(retract ?retractOpt1) 
(printout t crlf crlf  “ Do you want to check the quality 
of interface design” crlf crlf “Answer:  “)

(assert (ifYesNoSelect (read))))
;;------------ ------------------ Rule IDQ 1 -------------
--------------------
(defrule IQ-1
(ifYesNoSelect yes)
?retractOpt1 <- (ifYesNoSelect? yes) 
(not (ifYesNoSelect1 ?))
=>
(retract ? retractOpt1) (printout t crlf crlf  “Is the 
employee can check general information of profile and 
organization via the system.”crlf crlf “Answer :  “)

(assert (ifYesNoSelect1 (read))) )
;;----------- ------------------- Rule IDQ 2 -------------
-------------------
(defrule IQ-2
(ifYesNoSelect1 yes)
?retractOpt1 <- (ifYesNoSelect1? yes)
(not (ifYesNoSelect2 ?))
=>
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(assert (ifYesNoSelect2 (read))))
;;------------ ------------------ Rule IDQ 3 -------------
-------------------
(defrule IQ-3   (ifYesNoSelect2 yes)
?retractOpt1 <- (ifYesNoSelect2? yes)
(not (ifYesNoSelect3 ?)) 
=>
(retract ?retractOpt1) (printout t crlf crlf  “Is The 
system’s services are designed to be easily accessed.” 
crlf crlf “Answer:  “)

(assert (ifYesNoSelect3 (read))) )
;;------------ ------------------ Rule IDQ 4 -------------
--------------------  
(defrule IQ-4
(ifYesNoSelect3 yes) 
?retractOpt1 <- (ifYesNoSelect3? yes)
(not (ifYesNoSelect4 ?)) 
=>
(retract ?retractOpt1) (printout t crlf crlf  “Is The 
system's look/appearance is unambiguous.  ” crlf crlf 
“Answer:  “)

(assert (ifYesNoSelect4 (read))) )
;;------------ ------------- Rule IDQ 5 ------------------
-------------------
(defrule IQ-5
(ifYesNoSelect4 yes)
?retractOpt1 <- (ifYesNoSelect4? yes) 
(not (ifYesNoSelect5 ?))
=>
(retract ?retractOpt1) (printout t crlf crlf  “Is There is 
compatibility between graphics (colors, graphs, images)
and content ” crlf crlf “Answer:  “)

(assert (ifYesNoSelect5 (read))) )
;;------------ ------------- Rule IDQ 6 ------------------
------------------  
(defrule IQ-6
(ifYesNoSelect5 yes)
?retractOpt1 <- (ifYesNoSelect5? yes)
=>
(retract ?retractOpt1) (printout t crlf crlf  “The 
Information System suffering has a problem encountered the 
interface design” crlf crlf “ Thank you for using Info. 
Sys. Expert System  …. “ crlf crlf))

(retract ?retractOpt1) (printout t crlf crlf  “Is the 
system presents an organized list of specific e-mail link 
to each employee contact..” crlf crlf “Answer:  “)
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Abstract. Security testing for applications is a critical practice used to protect
data and users. Penetration testing is particularly important, and test case gen-
eration is one of its critical phases. In test case generation, the testers need to
ensure that as many execution paths as possible are covered by using a set of test
cases. Multiple models and techniques have been proposed to generate test cases
for software penetration testing. These techniques include fuzz test case gen-
eration, which has been implemented in multiple forms. This work critically
reviews different models and techniques used for fuzz test case generation and
identifies strengths and limitations associated with each implementation and
proposal. Reviewing results showed that previous test case generation methods
disregard offloading parameters when generating test case sets. This paper
proposes a test case generation technique that uses offloading as a generation
parameter to overcome the lack of such techniques in previous studies. The
proposed technique improves the coverage path on applications that use
offloading, thereby improving the effectiveness and efficiency of penetration
testing.

Keywords: Penetration testing � Software testing � Security testing
Test case generation

1 Introduction

Information technology security is a dominant issue. Most organisations are attempting
to improve their security levels. To achieve this goal, firms attempt to uncover hidden
security vulnerabilities in applications, networks and other devices that they use.
Penetration testing can be used to discover such vulnerabilities. This practice was
defined in a previous work as ‘the art of finding an open door’ [1]. Researchers are
attempting to redefine and improve penetration testing by considering it a post-
deployment vulnerability assessment task that is conducted as an isolated test process
in a manual and even ad-hoc fashion [2–5].
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Penetration testing is flexible and scalable in testing for security vulnerabilities.
Furthermore, this practice can be automated [6, 7]. Therefore, numerous researchers
have proposed penetration testing models for the web and service-oriented applications
[2, 7, 8]. Many have attempted to use penetration testing to test web applications, web
service mobile applications and databases with different models and frameworks to find
hidden vulnerabilities that may be exploited by attackers to harm applications, interrupt
systems and steal data [6, 8–12]. Penetration testing includes certain phases, a main one
of which is test case generation [13]. This phase is an effective means of enhancing the
quality and security of software and systems. Test case generation primarily aims to
find security-relevant weaknesses in implementation that may result in crashes of
systems-under-test (SUTs) or anomalous behaviour [14] or vulnerabilities that can be
exploited to hack the system [15]. Penetration test case generation generates invalid,
random or unexpected input to a program in testing for unseen vulnerabilities [16–18].
The generation can be considered a black box testing technique used to find flaws in
software by feeding random input into applications and monitoring for crashes [16].
According to these definitions, multiple models and techniques are available in the
literature and in practice for penetration test case generation. For example, test case
generation was used in a previous study to generate random input into a command line
that was used to leverage security vulnerabilities [18].

Fuzzing is a negative testing technique that feeds malformed and unexpected input
data to a program to reveal security vulnerabilities [19]. This method is effective in
finding security vulnerabilities in software [20]. Fuzz testing is an interface robustness
testing method that is used to stress the interfaces of SUTs with invalid input data [14].
Therefore, fuzz test case generation techniques need to be studied to ensure support for
new technologies. Offloading is a new method used to provide scalability for over-
coming the limitations of mobile devices, such as limited resources, by delegating
certain tasks to the cloud [21]. The implementation of offloading is complex and affects
the execution path, depending on the device and environmental parameters. Currently,
demand for the implementation of offloading is exponentially growing because most
mobile implementations have shifted to it [22]. Together, the complexity and the
widespread usage of offloading have led to the necessity of the study and comparison of
this technology against the available penetration test case generation techniques.

This work critically studies and analyses the existing models and techniques used
for fuzz test case generation with respect to offloading technology. Furthermore, this
work proposes a test case generation technique for penetration testing that considers the
use of offloading when generating test case sets. This approach improves the efficiency
and effectiveness of penetration testing of applications that use offloading, such as
mobile cloud computing applications.

2 Fuzz Test Case Generation for Penetration Testing:
Related Work

Fuzzing is an important technique for penetration test case generation. This practice is a
form of negative testing that feeds malformed and unexpected input data to a program
to reveal security vulnerabilities [19]. Likewise, fuzz testing is an effective technique

268 A. S. Al-Ahmad and H. Kahtan



for finding vulnerabilities in applications [20] and serves as an interface testing of
robustness by stressing the interface of an application with data input [14, 15]. The
main advantages of fuzz testing are its simplicity and capability to explore a finite state
space [23]. Fuzzing is an effective means of improving the quality and security of
software and systems. However, randomly generated input, which is used for pene-
tration test case generation, is often redundant and frequently misses certain program
behaviour entirely [24].

The adoption of fuzzing has the disadvantages of considerable time and processing
power consumption, thereby making its implementation expensive. This large resource
consumption is related to the massive number of generated test cases, which expo-
nentially increases with application size. In expressing the relationship between the size
of the application and number of generated test cases, Nageswaran [25] found that the
number of generated test cases is equal to the number of function points raised to the
power of 1.2. Therefore, multiple models, techniques and tools have been proposed to
decrease the resource consumption of fuzz testing. In the literature, processes that use
fuzzing for test case generation are called fuzzers [14, 20, 26]. According to published
works, different categories of fuzzers are used [15], including random-based, template-
based, block-based, dynamic-based and smart fuzzers. The only fuzzers that use full
knowledge about the application-under–test are smart fuzzers; this knowledge is
applied to fuzz data only in certain situations that can be reached by the model [14, 15].

The main point of this study is offloading technology, which allows application
tasks to be delegated to the cloud. Offloading is implemented in different ways. For
example, some models suggest offloading all processes to the cloud [27, 28], whereas
other models suggest elastically splitting applications between the cloud and mobile
devices in a dynamic or static manner [29–31]. Therefore, offloading changes the
execution path on the basis of certain parameters related to the cloud, client and
network.

Generating test cases that do not consider offloading may prevent the tester from
testing certain paths and functionalities that may be open to attackers because of hidden
variabilities. For instance, a test case used to test the function ‘A’ may use two
implementations, namely, one in the cloud and another in the client. Testing both needs
to consider offloading to generate test cases for both scenarios and thus run both
function implementations on the cloud and on the client.

The models and techniques for test case generation were selected based on the
methodology described in Fig. 1, which adopts the Systematic Literature Review
(SLR) described in [32, 33]. The SLR began by identifying the nominated records from
the selected databases using the following search strings: (i) ‘penetration testing’ and
‘test case generation’; (ii) ‘test case generation’ and ‘penetration testing’; (iii) ‘pene-
tration testing’ and ‘case generation’ and (iv) ‘penetration testing’ or ‘test case gen-
eration’. Google Scholar (https://scholar.google.com), ACM Digital Library (http://
portal.acm.org), IEEE Xplore (http://ieeexplore.ieee.org), ScienceDirect (http://www.
sciencedirect.com) and SpringerLink (http://linkspringer.com) have been selected as
these are currently the most relevant sources in software and security engineering [34].

Subsequently, these records were screened to remove non-fuzz test case generation
techniques and other records that do not describe such methods. A total of 72 articles
were assessed for eligibility. During the full-text eligibility assessment, the articles that
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did not propose new test case generation methods and used others’ models for pene-
tration testing have been removed. Finally, 13 articles were selected for the study.
Table 1 summarises the selected articles about the models and techniques used in fuzz
test case generation. These models disregard offloading and the device state; moreover,
they generate a large number of test cases, thereby making testing all models expen-
sive. Test cases are randomly generated without targeting the important aspects of the
applications under testing.

The chart shows that the reviewed fuzz test case generation used in penetration
testing can mainly be categorised into code [24, 39, 40], modelling [19, 20, 38],
domain values [9, 18], pattern bases [35, 36] and session-based models and techniques
[17, 23, 37].

3 Discussion and Proposed Technique

Table 1 analyses previous test case generations model and techniques on the basis of
the parameter category used when generating test cases. The table also shows that
previous test case generation models and techniques disregard offloading, which is one
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Fig. 1. Literature review methodology
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Table 1. Models and techniques for penetration test case generation

Ref. Method Strength Limitations

[24] Uses constraint language to
generate test cases, explores
code with an interpreter and
defines paths

Uses runtime values to
analyse dynamic code

Disregards offloading

[9] Determines the values for the
other input vectors using an
alphanumeric value for the
password and setting

Choosing a value on
the basis of the domain.

Disregards offloading

[20] Generates UML state machine
model on the basis of the
manual analysis, static analysis
or dynamic instrumentation

Used with complex
structured inputs

Disregards offloading

[35] Uses protocol builder, diagnoses
and debugs facilities and
compliments a compatibility
layer with a GUI

Allows user to choose
the type of protocol to
use

Disregards offloading

[19] Uses architecture and call graph
model, generates test cases for
each scenario with input that
cover domain values, executes
test cases and monitors results

Automates and uses
domain values to
generate test cases

Disregards offloading

[17] Uses crawled forms on regular
expressions as a validator

Generates test cases
related to web
applications

Can fuzz web forms
only and disregards
offloading

[18] Generates sequences of
characters using fuzzer on the
basis of target component input
type

Automatically interacts
with the UI of a target
application

Generates fuzz test
case with one
variable
Disregards offloading

[23] Uses GUI exploration and
determines the context of the
input by searching for keywords
in the hints and the widget IDs
associated with editable text
boxes and in the visible text
labels next to them through
context determination

Used for mobile GUI
exploration

Disregards offloading

[36] Builds patterns that include test
type, steps and leak type and
uses these patterns to generate
test cases

Reflects real memory
leak issues and causes

Disregards offloading

[37] Uses session tokens to send
SQL injection from admin to
client

Update log status
immediately

Disregards offloading

[38]

(continued)
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of the most important characteristics of the new software development model. Disre-
garding offloading reduces the path coverage, thereby compromising the efficiency of
the penetration testing when testing applications that use offloading, such as those in
mobile cloud computing [41, 42].

The proposed technique, which is shown in Fig. 2, overcomes this lack of fuzz test
case generation techniques that use offloading parameters for penetration testing. This
method proposes to use offloading parameters collected from the application docu-
mentation and developers or obtained from the application source code used in gen-
erating the test cases. In this instance, if the list-sorting function is implemented in the
cloud and on the local device and selecting the function to execute is based on client
status data, then should generate test cases that cover all the applicable client statuses.

This research gap opens a new research direction in the domain of fuzz test case
generation in penetration testing. Future research will attempt to propose a new fuzz
test case generation technique that considers offloading for penetration testing. The
approach proposed in the current study improves the penetration testing coverage path,
thereby enhancing security for applications used in mobile cloud computing and others
that use offloading (Table 2).

4 Conclusion

Penetration testing is an important defence tactic in the domain of digital security
because it is used to reveal hidden vulnerabilities. This work has shown the importance
of test case generation in penetration testing and reviewed the state of art in conducting
fuzz test case generation techniques and models. Certain models for fuzz test case
generation used in penetration testing have been reviewed considering offloading
parameters. Reviewing results showed that previous penetration fuzz test case gener-
ation models and techniques disregard offloading, which is used in advanced tech-
nologies to augment tasks. Additionally, this study has proposed a new fuzz test case
generation technique that uses offloading as a parameter for generation. The proposed
technique improves path coverage when conducting penetration testing over

Table 1. (continued)

Ref. Method Strength Limitations

Create the source code of the
RESTful API and creates test
cases to test the implementation

Generates test cases to
test the source code
and implementation

Resource-intensive
and disregards
offloading

[39] Uses entire source codes files to
locate interface to be used in
generating all test cases

Can reach pages that
are not linked with
URL at the front-end
pages

Requires all code files
to be examined and
disregards offloading

[40] Uses inferential metamorphic
testing to reduce false positives
in SQL injection penetration
tests

Reduces number of
false positive

Disregards offloading
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applications that use offloading, thereby improving the efficacy and effectiveness of
penetration testing. In future, this proposed technique needs to be formulated in
detailed steps for improved ease of use.

Start Test Case Generation 

Generate Test Case 

Offloading 
Parameters List 

Add to List of Test Cases 

Offloading Parameters List 

End 

Fig. 2. Proposed technique for test case generation

Table 2. Analysis of models and techniques for penetration test case generation

Reference Code-
based

Model-
based

Domain
values

Pattern
bases

Session-
based

Offloading

[24] ✓ � � � � �
[9] � � ✓ � � �
[20] � ✓ � � � �
[35] � � � ✓ � �
[19] � ✓ � � � �
[17] � � � � ✓ �
[18] � � ✓ � � �
[23] � � � � ✓ �
[36] � � � ✓ � �
[37] � � � � ✓ �
[38] � ✓ � � � �
[39] ✓ � � � � �
[40] ✓ � � � � �
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Abstract. Kuala Lumpur is a cosmopolitan urban centre of Malaysia and has
received more than 11 million tourists per year. Tourists usually spend a few
days in Kuala Lumpur to visit as many attractions as possible. However,
planning such trips can be challenging for tourists who are unfamiliar with the
city. Moreover, they are restricted by time and budget constraints. One of the
free charter public transports in Kuala Lumpur is the Go KL City Bus. This
study aims to assist tourists or travellers (domestic or international) in opti-
mizing their trip around Kuala Lumpur via the Go KL City Bus. A mathematical
approach called travelling salesman problem is used to identify the shortest
distance between the places of interest. The study proposes a solution on the
basis of a two-day tour route for selected tourist attractions in Kuala Lumpur.
Results show that the shortest distance of routes for the first and second days are
48.64 km and 46.96 km, respectively. This study aims to promote tourism in
Malaysia, thereby contributing to the country’s economic and tourism growth.

Keywords: Tourism route � Shortest distance � Travelling salesman problem
Optimization

1 Introduction

Tourism is an important service industry in Malaysia. A total of 25.9 million visitor
arrivals and RM 82.2 billion tourist receipts were recorded in 2017 [1]. Tourism brings
sustainable impact to Malaysia’s development, economic growth and other related
service industries such as transport, hotels, food and beverages, shopping mall and
entertainment [2]. In 2017, the total shopping receipts increased, with foreign tourists
recording an average stay of six nights. The top ten countries of origin of these tourists
are Singapore, Indonesia, China, Thailand, Brunei, India, South Korea, Japan, the
Philippines and the United Kingdom [1].

© Springer Nature Switzerland AG 2019
P. Vasant et al. (Eds.): ICO 2018, AISC 866, pp. 277–284, 2019.
https://doi.org/10.1007/978-3-030-00979-3_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00979-3_28&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00979-3_28&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00979-3_28&amp;domain=pdf


Kuala Lumpur, the capital city of Malaysia, can be overwhelming for first-time
tourists. It is a self-contained city that offers safety, modern amenities, beautiful
landscapes and numerous attractions [3–5]. Such amenities include affordable
accommodations, public transportation options (i.e. KTM, LRT, Monorail, Rapid KL
bus), shopping centres and many dining spots. Among the top tourist attractions in
Kuala Lumpur are the Petronas Twin Tower, Aquaria KLCC, Chinatown, Jamek
Mosque, Central Market, Merdeka Square, Petaling Street, Bintang Walk and Batu
Caves [1].

Tourists now consider various reasons when visiting a destination, such as recre-
ation, adventure, nature, food and heritage [6–11]. Visiting an unfamiliar city like
Kuala Lumpur requires thorough planning. The following are common questions
tourists ask when planning their trip: (1) What are the places of interest (POIs) to visit
during the trip? (2) Which of these POIs should be visited first? (3) Is there any travel
route suggestion for a two or three-day trip? (4) How to get to each POI?

Tourists wish to visit every attraction during their holiday trip. However, they also
have to deal with limited time and budget [12]. Thus, they need to choose among the
POIs. Accordingly, tourists gather information from different sources about the selected
POIs, identify connecting routes and prepare an itinerary [13]. Preparing an itinerary
requires tourists to consider the opening and closing hours of each POI, duration of
visit to each POI, starting and ending place to visit and available budget.

The Go KL City Bus, which is owned by the Land Public Transport Commissions
of Malaysia, is one of the public transportation options in the central business district
(CBD) of Kuala Lumpur. Go KL offers a free bus service for an all-day ride and stops
at various main attractions and business centres in the city. The buses are disabled- and
eco-friendly. They run every 5 min during peak hours and 15 min during normal
hours. Go KL City Bus operates daily from 6:00 AM to 11:00 PM and offers four
routes, namely, the red, blue, green and purple routes, with a total of 65 stops between
them [14].

This study aims to propose a two-day trip route in Kuala Lumpur via Go KL City
Bus. The travelling salesman problem (TSP) method is used to identify the shortest
distance between ten select tourist attractions. TSP minimises the distance between
places, thereby reducing the travel time of tourists. This paper is organised as follows.
Section 2 describes the background and theory applied in this study. Section 3 presents
the problem description. Section 4 highlights the model formulation. Section 5
describes the findings of this study, and Sect. 6 concludes.

2 Background

The shortest path problem is one of the most fundamental problems in graph theory. It
involves finding a path between two vertices in a given graph such that the sum of the
weights of the constituent’s edges is minimised [15]. The shortest path problem can be
divided into two categories, namely, static shortest path and dynamic shortest path. In
dynamic shortest path network, the travel time (cost) of the link varies with starting
time on the link. On the contrary, static shortest path network has fixed topology and
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link costs [15]. The effectiveness of the shortest path problem is measured via total
distance travelled, cost and time.

TSP is related to the shortest path theory [16]. TSP is a nondeterministic
polynomial-time hard problem in combinatorial optimization and widely studied in
operational research and computer science. TSP is defined in an undirected graph
G ¼ V ;A;Wf g, where V ¼ 1; � � � ;Nf g; is a set of nodes, A ¼ i; jð Þji 6¼ jf g is a set of
edges and W is a symmetrical weight matrix. The objective of a TSP is to find the
shortest Hamilton route on G that visits every node exactly once and then returns to the
starting point [16, 17].

TSP applications have been extended to route planning, logistics, maritime, med-
ical services, manufacturing of microchips, DNA sequencing, vehicle routing, robotics,
airport flight scheduling, time and job scheduling of machines [18–22]. Various
approaches using exact and heuristics techniques have been proposed for solving TSP,
such as branch and bound, branch and cut, dynamic programming and genetic
algorithm [16, 17].

In route planning, TSP can be described as finding the route for the shortest tour
between cities. Each city is visited only once, and the returning and starting point of the
tour is the same. This finding is possible only if N number of cities and M distance path
between the cities are given to perform the shortest path search between the cities
[15–17].

Whilst solving TSP, two approaches can be considered. The first approach is
finding the exact solution, the optimal Hamilton cycle in the graph. The exact solution
can be derived by finding all the Hamilton cycles and choosing which cycle with the
least weight. However, problem arises when the number of vertices is high. The second
approach is identifying the optimal value via an approximate solution, such as the
branch and bound method (BnB) [23]. BnB can be employed when the number of
vertices in the graphs does not exceed 60.

3 Problem Description

Go KL is a public transportation service that offers free charters for commuters within
the CBD of Kuala Lumpur. This bus service first operated in 2012 with two main
routes, the green and purple Lines. In 2014, two additional routes called the red and
blue Lines were introduced. Currently, Go KL City Bus comprises four routes: the
green, purple, red and blue routes which have 14, 15, 19 and 17 stops, respectively.
Go KL City Bus takes a total of 65 stops in between the four routes.

As depicted in Fig. 1, most of the stops of Go KL City Bus are in close proximity to
various tourist attractions. For instance, the National Museum, National Mosque and
Chow Kit Market are among the stops in the red route. Pavilion, Pasar Seni and KL
Tower are the drop points in the purple route. However, passengers are required change
buses from red line to blue line to reach Pavilion. Similarly, an exchange Go KL City
Bus in Bukit Bintang brings passengers to the Kuala Lumpur City Centre (KLCC) in
the green route.

This study proposes a route and visiting places for tourists via the Go KL City Bus.
Ten top attractions were selected for planning a two-day trip, visiting five attractions
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per day. The five attractions for the first day are Central Market, Pavilion, National
Museum, KL Tower and National Mosque. The five attractions for the second day are
Dataran Merdeka, KLCC, Bukit Bintang, Pasar Chow Kit and KL Convention Centre.
TSP is utilised to find the shortest distance between attraction places, thereby reducing
travel time. KL Central has been selected as the starting and ending point for the two-
day trip.

Primary data collection was performed manually. It was conducted by riding a
Go KL City Bus in Kuala Lumpur. It also involved travelling through all 10 places to
identify the distance and travel time in between stations. Details of the time (min) and
distance (km) were listed down. In addition, tourists were interviewed to obtain their
feedback on the service of Go KL City Bus. Secondary data collection was performed
to obtain the exact distance between the attractions. Such information was collected
from Land Public Transport Commission.

4 Model Formulation

We refer to the mathematical model proposed by Jiang and Yang [24] to formulate an
asymmetric TSP. Suppose that the coordinates of vertex set V are known and that a
distance matrix D ¼ dij

� �
is defined by edge set E. Let yij be a decision variable

associated with each edge i; jð Þ; where the decision variable yij ¼ 1. The route from city
indices i to j, represents the path selected by a salesman, whereas yij ¼ 0 represents the
path the salesman did not select. In addition, suppose that S is the proper subset of V,
and Sj j denotes the number of vertices included in the set S. These notations and indices
can be used to formulate the mixed integer programming formulation of TSP as
follows:

Fig. 1. GO KL City Bus route map
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Min Z ¼
Xn

j¼1
yij ¼ 1 ð1Þ

Subject to:

Pn

j¼1
yij ¼ 1; i�V ; ð2Þ

Pn

i¼1
yij ¼ 1; j�V ; ð3Þ

P

i�S

P

j2S
yij � Sj j � 1 8S � V ; Sj j 6¼ ;

yij 2 0; 1f g
ð4Þ

The objective function (1) is used to minimise the total tour distance. Constraints
(2) indicate that the tourist can only travel to the city (attraction place) j once. The
departure constraints (3) indicate that the tourist can only depart from city i once.
Constraints (2) and (3) ensure that the tourist travels to each city (attraction) only once,
without eliminating the possibility of any subtour. However, the elimination constants
(4) prevent the formation of any subtour.

5 Results and Discussion

To obtain the result, TSP Solver was utilised in the model computation to find the
shortest route for the visiting places. The distance between the places was inputted into
the TSP Solver, as shown in Fig. 2. The output shows an order of visiting places with
minimum total distance on the first day of the trip. In addition, the validity and
accuracy of the TSP result were tested via manual calculation using an Excel
Spreadsheet. Five selected places must be visited per day. Thus, the calculation was
performed based on the mathematical logic of five factorial (5!) with 120 possible
routes to be traversed by tourists. Accordingly, the result shows that the minimum
distances calculated by the TSP solver and Excel Spreadsheet are similar in value, as
depicted in Table 1.

Table 1 shows the comparison of results obtained using Excel Spreadsheet and TSP
Solver. The calculation was performed for a two-day trip in Kuala Lumpur. Table 1
shows the two possible routes attained from Excel Spreadsheet. The first route starts at
point A to D, D to F, F to B, B to E, E to C and C to A, whereas the second route begins
at point A to D, D to F, F to C, C to B, B to E and E to A. The total distance of both
routes is 48.64 km.

By contrast, the route provided by TSP Solver is from A to D, D to F, F to C, C to
B, B to E and E to A. Nevertheless, the total distance of both calculations is similar.
The suggested visiting order for the first-day trip via Go KL City Bus is from KL
Central to National Museum, followed by National Mosque to Pavilion, Pavilion to
Central Market and finally back to KL Central as the starting point.
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For the second-day trip, the result of the Excel Spreadsheet shows four possible
routes with minimum distance. The output of TSP Solver provides a route with similar
distance of 48.64 km to the route derived via the Excel Spreadsheet . Therefore, an
identical route from both the Excel Spreadsheet and the TSP Solver was selected as the
suggested route for the second-day trip which is from A to K, K to H, H to I, I to J, J to
G and G to A. The suggested visiting order for the second-day trip by riding Go KL
City Bus is from KL Central to KL Convention Centre, followed by KLCC to Bintang
Walk, Bintang Walk to Jalan Chow Kit, Jalan Chow Kit to Dataran Merdeka and
finally back to KL Central.

Fig. 2. Input data of TSP Solver

Table 1. Results of TSP Solver and Excel Spreadsheet

Day First day Second day

Shortest route (TSP Solver) A – D – F– C – B – E – A A – K – H – I – J – G – A
Shortest path (Excel
Spreadsheet)

A – D – F – B– E– C– A
A– D – F– C– B– E– A

A – G – I – K – H – J – A
A – G – K –H – I – J – A
A – I – K– H – J – G – A
A – K – H – I – J – G – A

Total distance 48.64 km 46.96 km

Note: A = KL Central, B = Central Market, C = Pavilion, D = National Museum, E = KL
Tower, F = National Mosque, G = Dataran Merdeka, H = KLCC, I = Bukit Bintang, J = Pasar
Chow Kit, K = KL Convention Centre, km = kilometer
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6 Conclusion and Recommendations

TSP provides an effective and efficient shortest route approach. It enables tourists to
optimise cost, time and distance of travelling with limited time. In this study, TSP was
utilised to find the shortest distance between tourist attractions in Kuala Lumpur.
A two-day trip that follows an order of visiting places is possible via the free charter
bus service Go KL City Bus. Such a strategy can assist tourists in planning their visit to
Malaysia. Hence, it helps promote Malaysia’s tourism industry.

Go KL is a public transport service in Kuala Lumpur. This service is convenient
because it offers free fare for an all-day ride. The drop points en route consist of several
tourist attractions places. However, this study considered only ten attraction places in
Kuala Lumpur. Such limitation is due to the fact that one day is insufficient for tourists
(local/international) to explore Kuala Lumpur. The selected attraction places are
KLCC, KL Tower, Merdeka Square, Bintang Walk, Merdeka Square, Central Market
and others.

Several aspects can be considered to achieve better results. For instance, the
variables, nodes, alternative methods and tourist opinions can be included for future
study. The number of variables, such as the time, cost and time windows, can be
incorporated as well. The number of nodes which refer to tourist attractions can be
extended to more than 10. Apart from BnB, other optimization methods such as the
Chinese postman problem, Prim’s algorithm and Kruskal’s algorithm can be considered
to solve the problem. In addition, various software, such as Python, MATLAB and
TORA, can be employed for fast computation.
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Abstract. In this paper, the structure of the lithium -silicate melt under different
pressure have been investigated. The structure is analyzed via SC-particle and
SC-cluster. Our simulation reveals the structural heterogeneity in local envi-
ronment and chemical composition. The densification of the melt is accompa-
nied with decreasing the radius of core of SC-particle and number of large
SC-particles.

Keywords: Dynamics � Structure heterogeneity � Lithium silicate melts

1 Introduction

Understanding the structure and dynamics of silicate liquids is important from both
fundamental and practical point of view [1–7]. According to experimental studies, the
silicate liquids suffer from peculiar properties. For instance, silica-rich liquids have
negative pressure dependence of shear viscosity although silica-poor liquids in contrast
have positive pressure dependence [8–11]. The increase in number of high-coordinated
atom [12–14] or decrease in Si–O–Si angle [15–17] are thought to be a cause of
negative pressure dependence. Further, silicate liquids exhibit the dynamics hetero-
geneity (DH). It means that the liquid comprises separate mobile and immobile regions
where the atom mobility is extremely low or high. The heterogeneity in the structure
seems to be responsible for DH. To clarify the diffusion mechanism, the molecular
dynamics (MD) simulation is an appropriate tool. There are many MD simulations on
the negative pressure dependence for silicate liquid [18–21]. The numerical techniques
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such as multi-correlation function, visualization and cluster analysis [22–33] are widely
used to investigate DH. Recently, the simulation of silicates focuses mainly on the
organization of TOx units [34–38]. Here T is the network former or network modifier
element. The TOx are connected to each other through bridging oxygen. The poly-
merization degree calculated by the ratio of non-bridging oxygen per tetrahedron is
used to establish the relationship between dynamics and structure. In this study, an SC-
cluster model will be presented. The proposed model does not require the definition of
connectivity and gives more detail about local environment of ions in network-forming
liquid.

2 Computational Method

MD simulation is carried out for a model consisting of 500 Si, 1250 O and 500 Li. The
pressure varies in the range up to 30 GPa. We employ the Born–Mayer potential. Initial
configuration is generated by randomly placing all atoms in a simulation box and
heating up to 6000 K. Then the obtained sample is cooled down to 2500 K and relaxed
until reach the equilibrium. Firstly, we prepare a sample at ambient pressure and
2500 K. Secondly, the sample at higher pressure is produced by compressing the
equilibrated sample and relaxing for long time. More detail about preparing the LS2
model can be found in [14]. The obtained model reproduces well the structure of the
melt.

A simplex is defined as a sphere passing four oxygen atoms. We find simplexes
which contain one or more cation atoms inside. Then we determine largest sphere
which has the same center as the simplex. In addition, the area between surfaces of
those spheres contains only oxygen atoms. Such micro-region is called SC-particle. It
consists of core and peripheral shell. The core contains cation, while the shell contains
oxygen atoms (see Fig. 1a). The SC-particle is characterized by the radius of the core
RC, length of the shell DS and the (s, c) number. In which, s is the number of oxygen in
the shell and c is the number of the cation in the core, respectively. Two adjacent SC-
particles may have common cation or oxygen (see Fig. 1b, c). The SC-cluster is defined
as a set of SC-particle where each SC-particle and its adjacent SC-particle have at least
one common cation atom (see Fig. 1c, d). The SC-cluster has the following properties.
Firstly, it consists of two separate space regions called the oxygen and cation part. The
cation part contains cation atoms, while the oxygen part contains oxygen atoms.
Secondary, two adjacent SC-clusters do not have any common cation, but they may
have common oxygen. A SC-cluster may comprise one or more SC-particles.
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3 Results and Discussion

In Table 1 we show characteristics of SC-particle for two configurations. For a low-
pressure configuration, the number s varies from 1 to 4. Meanwhile the number c
ranges from 4 to 9. Moreover, the majority of SC-particle is the types with c = 2–4.
The core radius of the type with c = 2, 3, 4 increases with the number s. The length of
shell in contrast is bigger except [4, 7] type. In general, the length of shell complexly
depends on the pressure.

A [s,c] SC-particle in fact is a sphere which has radius of Rc + Dc and contains
s + c atoms inside. Therefore, the average atomic density of SC-particle can be esti-
mated as qSC = (s + c)/[4p(<Rc> + <Ds>)3/3]. Because the melt contains a number of
SC-particle types, the low-density and high-density regions must have different con-
centrations of high-density and low-density SC-particles. As shown from Table 1, the
parameter qSC varies in a wide range depending on the pressure. In particular, at
ambient pressure the high-density SC-particles (qSC > 0.115) except [2, 4] and [4, c]
types. However, in the case of 20 GPa the high-density SC-particles (qSC < 0.810) are
[4, 4], [4, 6] and [4, 7]. The majority of low-density SC-particle are [2, 4] and [2, 5] for
the low-pressure configuration, while those in high-pressure configuration are [2, 5]
and [2, 6].

Figure 2 shows the average radius of core as a function of pressure. One can see
that the radius of core significantly decreases with increasing pressure. In addition, it

Fig. 1. The schematic illustration of SC-cluster. (a) SC-particle; here the black, blue sphere
represents oxygen and cation, respectively; the grey and brown region represents shell and core
of SC-particle, respectively; (b) Two adjacent SC-particles having two common oxygen atoms,
here the sphere with ‘c’ letter represents the common atom for adjacent SC-particles; (c) SC-
cluster with two SC-particles; (d) SC-cluster with three SC-particles, here the grey and brown
region represents cation-part and oxygen-part of SC-cluster, respectively. (Color figure online)
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strongly depends on the number of oxygen in the shell. Thus the densification of the
melt is mainly realized via decreasing the radius of core and number of SC-particles
which have large number s or c (large SC-particle).

In Fig. 3, we show the pressure dependence of number of SC-cluster. Here mCk is
the number of SC-cluster comprising k SC-particle. It can be seen that mCk decreases
with increasing k. The chemical composition of SC-cluster is determined by
CLi/(CLi + CSi) and CO/(CLi + CSi), where CLi, CSi is the number of Li and Si in the
cation-part, respectively; CO is the number of O in the oxygen-part. Figure 4 shows the
pressure dependence of those ratios. For convenience we denote that the small SC-
cluster consists of a SC-particle, while the large SC-cluster comprises more than one
SC-particle. For small SC-clusters the CLi/(CLi + CSi) and CO/(CLi + CSi) is in average
equal to 0.3 and 4.75, respectively. In Table 2 we show characteristics of several large
SC-clusters. From Table 2 one can see that CLi/(CLi + CSi) and CO/(CLi + CSi) for
large SC-cluster is much larger and smaller respectively than one for small SC-cluster.
Therefore, Li atoms tend to reside in large SC-clusters, while Si atoms mainly locate in
small SC-clusters.

SC-clusters can be divided into three groups. First and second group include the
SC-cluster which cation-part contains only Si or Li. The cation-part of SC-cluster of
third group contains both Li and Si. Table 3 shows characteristics of three groups for

Table 1. The characteristics of SC-particle in the configuration at ambient pressure and 20 GPa;
msc, <Rc>, <Ds> is the number of SC-particle, the average radius of core and length of shell,
respectively; qSC is the average atomic density of SC-particle.

[s, c] 0 GPa 20 GPa
msc <Rc> , Å <Ds> , Å qSC, Å

−3 msc <Rc> ,Å <Ds> ,Å qSC, Å
−3

[1, 4] 47 1.92 0.33 0.105 58 1.72 0.26 0.154
[1, 5] 16 1.89 0.59 0.094 39 1.76 0.59 0.110
[1, 6] 3 1.97 0.95 0.067 61 1.73 0.78 0.106
[2, 4] 552 2.11 0.32 0.100 2 1.83 0.83 0.076
[2, 5] 279 2.19 0.48 0.088 461 1.87 0.32 0.159
[2, 6] 76 2.25 0.52 0.090 214 1.95 0.44 0.140
[2, 7] 26 2.39 0.56 0.084 85 2.02 0.53 0.130
[2, 8] 6 2.32 0.76 0.082 11 2.06 0.56 0.133
[2, 9] 1 2.32 0.91 0.078 3 2.10 0.56 0.140
[3, 4] 76 2.30 0.32 0.093 61 1.99 0.30 0.139
[3, 5] 67 2.30 0.52 0.085 56 2.02 0.49 0.121
[3, 6] 40 2.36 0.66 0.078 29 2.10 0.55 0.115
[3, 7] 12 2.33 0.76 0.081 10 2.07 0.65 0.119
[3, 8] 1 2.27 0.79 0.092 1 1.94 0.72 0.140
[4, 4] 6 2.42 0.37 0.088 1 2.01 1.03 0.068
[4, 5] 9 2.46 0.47 0.085 2 2.17 0.81 0.081
[4, 6] 9 2.46 0.57 0.086 58 1.72 0.26 0.308
[4, 7] 1 2.42 1.08 0.061 39 1.76 0.59 0.202
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the configuration at ambient pressure. One can see that about 80% of total Si belongs to
first group, while third group contains 41% of total Li. Because the diffusion of cation
is impeded by oxygen due to chemical T–O bond, hence cation diffuses fast in the
region with lower density of oxygen. This follows that the regions just mentioned
represent the diffusion pathway where Li atoms move fast. Overall the heterogeneity in
local structure includes following issues:

Fig. 2. The average radius of core as a function of number of oxygen in the shell. (a) SC-particle
with c = 1; (b) SC-particle with c = 2.

Fig. 3. The pressure dependence of number of SC-cluster; here k is the number of SC-particles.
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(i) There are two types of SC-cluster. The first type has a spherical form and com-
prises one SC-particle. Second type (large SC-cluster) in contrast comprises more
than one SC-particle. Most Si atoms belong to first type, while second type
contains the majority of Li atoms. The ratio CO/(CLi + CSi) for first type is much
smaller than one for second type.

(ii) Large SC-clusters tend to locate nearby forming large space regions where the
majority of atoms are Li and the oxygen atoms surrounding those regions have the
low density. Such regions represent the diffusion pathway for Al.
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Fig. 4. The pressure dependence of CO/(CLi + CSi) and CLi/(CLi + CSi) for SC-cluster; here k is
the number of SC-particles.

Table 2. The characteristics of three groups for SC-cluster at ambient pressure.

The number of SC-particles 11 12 13 14 18 19

CLi/(CLi + CSi) 0.829 0.838 0.851 0.793 0.896 0.894
CO/(CLi + CSi) 3.006 4.177 3.237 3.579 2.569 3.162

Table 3. The characteristics of three groups for SC-cluster at ambient pressure.

Group Atom in the
cation-part

Number of
SC-cluster

Number of
SC-
particles

Number
of
cations

Averaged number of
cations per SC-cluster

1 Si 774 775 791 1.02
2 Li 389 479 588 1.51
3 Si and Li 167 452 621 3.72
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4 Conclusions

An analysis on structure and dynamics of LS2 melt is carried out. It is shown that the
low-pressure configuration of the melt exhibits the DH. Moreover the liquid comprises
separate regions where the mobility of atom is extremely low or high. The mobile and
immobile O atoms tend to reside in regions which have high and low density of Al,
respectively. The similar trend is observed for Li atoms. The mobile Si atoms in
contrast reside in regions with low density of Si. Our simulation also reveals the
heterogeneity in local environment and chemical composition for the melt.

The structure of the melt is analyzed through SC-particle and SC-cluster. SC-cluster
consists of oxygen-part and cation-part. Adjacent SC-clusters do not have common
cation, but may have common oxygen. It is shown that the densification of the melt is
accompanied with decreasing the radius of core of SC-particle and number of large SC-
particle. Further, we show that the liquid comprises two types of SC-cluster. Most Si
atoms belong to first type, while second type contains the majority of Li atoms. Large
SC-clusters tend to locate nearby forming space regions which represent the diffusion
pathway for Li.
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Abstract. In this paper, a mathematical simulation of the closed-loop control of
a flow-through flow meter-metering device with two installed load cells on the
loading side of the material is presented. The presented model was tested on the
boundary conditions and all the dependencies obtained were checked for ade-
quacy. The obtained data show that the determination of the optimal speed of
conveyor belt allows to increase the accuracy of dosage of bulk material.

Keywords: Loose material � Fuzzy regulator � Batching error
Force-measuring sensor � Simulation

1 Mathematical Description Mass Feeding Feeder Formation
and Weighting Algorithm

For accurate dosing of bulk material, weight batchers are used, which can be contin-
uous or batch-acting [12]. One of the most common continuous weighers is belt
conveyors [1–3]. There are different methods for weight continuous dosing of bulk
material, which, among themselves, have structural differences [4–6]. In this paper, we
will present the results of mathematical modeling of the operation of closed flow
control by a flow meter-metering device with two installed load-measuring sensors on
the bulk material loading side [15, 16], the structural diagram, which is shown in
Fig. 1.

Figure 1 shows the supports (1), the load cells xT and yT (2), the belt conveyor (3),
the feeder (4). To determine the analytical dependence of the readings of load cells
from the incoming mass on the conveyor belt, the characteristics of the readings of the
sensors were measured from the displacement of the mass of a different standard along
the axis of the installed load cells and along the entire length of the conveyor belt. The
results of experiments in a graphic form are shown in Fig. 2.

As can be seen from Fig. 2, the experimental results for each mass standard are the
plane passing through the origin. This indicates that the arithmetic mean of the readings
of the force-measuring sensors for the same mass lying on the axis parallel to the axis
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of the sensors will always be equal. Then, to calculate the newly arrived mass, we use
the formula presented below:

F ¼ xT þ yT
2

�
Xk
i¼0

xi þ yi
2

� �
� L�

Xn
j¼0

tcj
fj

 !" #
: ð1Þ

xT ; yT – current readings of load cells; xi; yi – previous indications of load cells for
each time interval; fj – frequency of interrogation of load cells for each time interval,
Hz; L – length of the conveyor belt, m; tcj – speed of conveyor belt movement for each
time interval, m/s; F – value of newly received mass, kg. The above equation calculates
the value of the newly received mass, minus the mass that fell off the conveyor for a
given period of time.

To minimize the errors in measuring the incoming mass, it is necessary to auto-
matically determine the optimal speed of the conveyor belt in automatic mode [13].
This is due to the fact that the measurement error depends on the speed of the conveyor
belt and the feeder flow, which organizes the flow of loose mixtures onto the conveyor.
To minimize the weighing error, it is necessary to ensure the operation of the unit in the
most loaded mode, in order to avoid the accumulation of an error while idling, while

Fig. 1. Structural diagram of the flow meter-metering device with two installed load cells on the
loading side of bulk material.

Fig. 2. Structural diagram of the flow meter-metering device with two installed load cells on the
loading side of bulk material.
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avoiding the load of the device above its capacity by increasing the speed of the
conveyor belt.

In order to avoid the inertia of the system, as well as the influence of dynamic
effects, it is necessary to determine the average value of the suspended bulk material, in
the analysis of which the dynamic disturbances of the structure and all sorts of short-
term stops (increase) of the flow of loose mixtures will not affect the speed correction
thereby will release the operative space of the computer system.

Fs ¼
Xs
i¼0

F
fj

 !
; s ¼

Xn
j¼0

1
fj
: ð2Þ

Fs – mean value of the received mass for a period of time s, kg; s – time interval, s.
Then the average volume of VS will be:

VS ¼ FS

q
: ð3Þ

q – bulk density, kg/m3. Based on the design data of the mechanism for feeding
bulk material to the conveyor belt, the maximum possible volume of material Vm, that
the installation is capable of adopting is presented below:

Vm ¼
Xn
i¼0

a � b � tci
fi

� �
: ð4Þ

a � b – flow area feeder of the flow meter-metering device, which has rectangular
shapes, width a and height b, kg. Then the deviation from the given loading of the belt
of the flowmeter-dispenser by loose material will be:

DV ¼ K � Vm � Vs: ð5Þ

K – fill factor 0�K � 1ð Þ. As a result, DV takes the form:

DV ¼ K �
Xn
i¼0

a � b � tci
fi

� �
� Fs

q
: ð6Þ

To regulate this indicator, we use an intelligent system, based on fuzzy logic [7, 8].

tT ¼ Fuzzy mc;DVð Þ: ð7Þ

tT – current conveyor belt speed, m/s.
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2 Approbation of the Presented Mathematical Model

The presented mathematical model, designed to determine the optimum speed of the
conveyor belt of a flow meter-metering device, was tested on the boundary conditions
and all the dependences obtained were checked for adequacy [9–11, 14]. Figure 3
presents the results of mathematical modeling with a constant flow of bulk material of
5 kg/s, a constant speed of the conveyor belt of 0.3 m/s, where 1 – transient charac-
teristic of the dependence of the quantity imitating the flow of bulk material from time;
2 – transient characteristic of the dependence of conveyor belt speed on time; 3 –

transient characteristic of the dependence of the arithmetic mean value of load cells xT
and yT on time; 4 – the transient characteristic of the dependence of the amount of
mass, descended from the conveyor on time.

The Fig. 3 shows that the indication of the arithmetic mean of the load cells xT and
yT assumes a constant value at the moment of the appearance of the value of the mass
different from zero, descended from the conveyor, which indicates the adequacy of the
results obtained, provided the feeder is continuously fed and the conveyor belt runs.

Fig. 3. Results of mathematical modeling with a constant supply of the feeder and the speed of
the conveyor belt.
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3 The Results of Mathematical Modeling in Determining
the Optimal Speed of Conveyor Belt

Figure 4 presents the results of mathematical modeling with variable feed of bulk
material and adjustable conveyor belt speed, where 1 – transient characteristic of the
quantity dependence simulating the flow of bulk material from time; 2 – transient
characteristic of the dependence of conveyor belt speed on time; 3 – transient char-
acteristic of the dependence of the arithmetic mean value of load cells xT and yT on
time; 4 – the transient characteristic of the dependence of the amount of mass, des-
cended from the conveyor on time.

In the Fig. 4, it is seen that when the feeder of the bulk material decreases, the
speed of the conveyor belt automatically decreases, which leads to the accumulation of
bulk material on the tape and a reduction in the batching error. Figure 5 shows the
transient characteristics of the calculated amount of weighted weight from the time at
the maximum speed of the conveyor belt tC ¼ 3m=sð Þ, the minimum speed of the

Fig. 4. The results of mathematical modeling with variable feeding feeder and adjustable
conveyor belt speed.
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conveyor belt (based on their geometric design features tC ¼ 0; 45m=s) and during
operation closed loop on the basis of a fuzzy controller.

The dosing error in determining the optimal speed of the conveyor belt by the
Fuzzy regulator was less than 0.5% of the total sum of the weighed mass (Table 1).

4 Conclusions

In conclusion, it should be noted that the authors of the paper proposed a mathematical
model that describes a closed loop control flow meter, built on the basis of a fuzzy
controller. The presented model was tested on the boundary conditions and all the
obtained dependences were checked for adequacy and can be used to find the optimal
control laws for such installations.

Fig. 5. Transient characteristics of the calculated amount of weighted weight from the time at
the maximum, minimum and adjustable speed of the conveyor belt.

Table 1. Dosing error at different conveyor belt speed

Frequency of
information
processing from
sensors, f [Гц]

Weight of
material to be
weighed,

P
m

[kg]

Conveyor
belt speed,
tC [m/s]

Weighted mass
according to the
developed algorithm,
M [kg]

Weighing
error, r
[%]

50 249,1308 0,45 252,3624 −1,30%
50 249,1308 3,00 218,3818 12,34%
50 249,1308 Fuzzy

controller
248,1342 0,40%
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Abstract. Recent online social networks such as Twitter, Facebook, and Lin-
kedIn have hurriedly grown in reputation. The resulting accessibility of a social
network data supplies an unparalleled occasion for data analysis and mining
researchers to resolve useful and semantic information in a broad range of fields
such as social sciences, marketing, management, and security. Still, unprocessed
social network data are enormous, noisy, scattered, and susceptible in nature, in
which some challenges is faced when applying data mining tools and analyzing
tasks in storage, efficiency, accuracy, etc. In addition to that there are many
problems related to the data collection and data conversion steps in social net-
work data preparation. We focused on the endeavor for privacy preserving social
network conversion which provides method for better protection and identifi-
cation of privacy for social network users and to maintain the convenience of
social network data.

Keywords: Social network � Social network analysis � Link mining
Learning model

1 Introduction

The number of social network users around the world rises from 1.47 billion in 2012 to
1.73 billion in 2013, an 18% increase. By 2017, the global social network audience will
reach 2.55 billion [5]. Another study in April 2013 reveals that social networking has
been ranked as the most popular content category in worldwide engagement,
accounting for 27% of all time spent online [6]. The high penetration of Internet-
enabled devices such as personal computers, smart phones, and tablets, online social
networks have become easily accessible platforms for users to communicate and share
information. The primary objectives of social network analysis are to handle large-scale
social network data, extract actionable patterns, and gain insightful knowledge about
dynamic and multifaceted social networks. Therefore, social network analysis is of
significant value for many applications domains such as policy making, advertising,
and homeland security. Social network data available for analysis are usually volu-
minous, structurally complex, heterogeneous, and dynamic in nature, and can be
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broadly classified as content and linkage data [2]. Content data contain texts, images,
and other multimedia data, which are explicitly generated by social network users.
Linkage data are essentially graphs where individual users are represented by vertices,
and relationships or interactions between individuals are represented by edges. On each
type of social network data, a wide range of analysis tasks can be performed to reveal
valuable information.

1.1 Data Preparation: Steps and Challenges

The main objectives of data preparation are to process raw datasets, reduce time and
space costs, enhance data quality with better interpretability and accuracy, and limit
disclosure of sensitive information. The data preparation process can be detailed into
four main steps namely data collection, data cleaning, data reduction, and data con-
version [1]. In the following subsections, we discuss the challenges and issues in each
data preparation step, with a focus on the factors related to social network data. Online
social network data are collected from social network service providers who possess
the overall social network data of their service users. The collection process is normally
performed automatically through programs or scripts [10]. Some social media websites
such as Facebook and Twitter provide APIs for data crawling. The main challenges of
social network data collection are limited processing power and storage space. Online
social networks are usually huge as measured by user population size, user-generated
content volume, and update velocity. Take Twitter, one of the most popular micro
blogging social networks, as an example. The number of registered users on Twitter
reached one billion in 2013, and collectively, Twitter users now send over 500 million
posts every day [3].

Density refers to the “connections” between participants. Density is defined as the
number of connections a participant has, divided by the total possible connections a
participant could have. For example, if there are 20 people participating, each person
could potentially connect to 19 other people. A density of 100% (19/19) is the greatest
density in the system. A density of 5% indicates there is only 1 of 19 possible con-
nections. Centrality focuses on the behavior of individual participants within a network.
It measures the extent to which an individual interacts with other individuals in the
network. The more an individual connects to others in a network, the greater their
centrality in the network.

In-degree and out-degree variables are related to centrality. In-degree centrality
concentrates on a specific individual as the point of focus; centrality of all other
individuals is based on their relation to the focal point of the “in-degree” individual.
Out-degree is a measure of centrality that still focuses on a single individual, but the
analytic is concerned with the out-going interactions of the individual; the measure of
out-degree centrality is how many times the focus point individual interacts with others.

A sociogram is visualization with defined boundaries of connections in the network
[11]. For example, a sociogram which shows out-degree centrality points for Partici-
pant A would illustrate all outgoing connections Participant A made in the studied
network. Social network data contain a lot of informal user-generated content, which is
inevitably accompanied by noise, spam, and inconsistency. The purpose of data
cleaning is to remove noisy and irrelevant data from useful information [4]. It improves
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data quality and then improves the accuracy of analysis results. The typical issues that
data cleaning deals with are listed as follows:

Noise and spam, Data inconsistency and Data incompleteness: The goals of data
reduction are to represent data in a reduced form (with or without information loss)
which has much smaller volume, and to make sure that analysis on the reduced data
produces the same or almost the same outputs as on the original data. The classic
technologies of social network data reduction include feature extraction and data
compression.

2 Related Work

The current development of social network privacy protection techniques and discuss
the weaknesses of existing approaches which our work can improve.

2.1 Organization of Social Networks Integration Using Link Types
Method

The characteristic that is frequently overlooked when classifying in social networks is
the fortune of data in the link set, Consider, for instance, the variety of link types within
only Facebook. An individual can have “regular” friends, “best” friends, siblings,
cousins, co-workers, classmates from high school and college. Previous work has either
ignored these link types or, worse, used them solely on the basis of whether to include
or exclude them from consideration [7]. For instance, Facebook now has over 150
million users. Facebook is only one example of a social network that is for general
connectivity [9].

Some prior work compares the structural properties of samples obtained using
different methods with those of the original graph and discusses the sampling bias of
different methods. For example, Leskovec et al. [8] study sampling methods of the
three strategies and find some sampling by exploration methods (i.e., random walk and
forest fire) outperform vertex selection and edge selection methods in accurately rep-
resenting both the static and evolutionary patterns of the original graph, Gjoka et al.
[13] find the Metropolis-Hashing random walk algorithm and a re-weighted random
walk sampling method can produce approximately uniform user samples on Facebook.
Maiya et al. [10] investigate the bias of different sampling strategies and show that
certain types of bias are beneficial for many applications as they “push” the sampling
process towards inclusion of specific properties of interest (e.g., high-expansion or
high-degree vertices) (Fig. 1).

A lot of differential privacy algorithms on social networks implement edge dif-
ferential privacy. This is because under this definition, many network statistics have
low and bounded sensitivity, and thus the algorithms can generate relatively accurate
outputs with low levels of noise added. For example, Mir et al. [15] propose a method
to generate differentially private Kronecker graph models of an input network, based on
which synthetic networks that mimic important properties of the input network can be
generated.
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The proposition of classification in social network data extends far beyond the
simple case of targeted advertising. This could be used for addressing classification
problems in radical networks. By using the link structure and link types among nodes
in a social network with known radical nodes, we can attempt to classify unknown
nodes as radical or non-radical nodes.

To deal with the above problem, we choose the network-only Naive Bayes classier
method since Naive Bayes classification combined with collective Inference techniques
which provide an efficient solution with acceptable accuracy in practice. We adapt this
relational Naive Bayes classier to incorporate the type of the link between nodes into
the possibility calculations (Fig. 2).

Fig. 1. Average traffic scale for face book

Fig. 2. Unidirectional attributed graph Knows relationship
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Facebook’s privacy issues are more complex than Twitter’s, meaning that a lot of
status messages are harder to obtain than Tweets, requiring ‘open authorization’ status
from users. Facebook currently stores all data as objects and has a series of APIs,
ranging from the Graph and Public Feed APIs to Keyword Insight API [14]. The results
of searching will contain the unique ID for each object. When returning the individual
ID for a particular search result, one can use https://graph.facebook.com/ID to obtain
further page details such as number of ‘likes’. This kind of information is of interest to
companies when it comes to brand awareness and competition monitoring.

3 Relational Methods that Incorporate Link Based Types

The classification algorithms model deals with the social network data as a graph,
where the set of nodes are a specific, homogeneous entity in the representative network.
Edges are added based on specific constraints from the original data set [8]. For
instance, in Facebook data, the edges are added based on the existence of a friendship
link between the nodes. A graph structure is created, a classification algorithm is then
applied that uses the labels of a nodes neighbors to probabilistically apply a label to that
node. One of the problems with even relational classifiers is that if the labels of a large
portion of the network are unknown, then there may be nodes for which we cannot
determine a classification.

3.1 Directed and Undirected Links

Links can be undirected (e.g., “shares information with”) or directed (e.g., “seeks
advice from”). Directed links can be one-way or two-way. Social network analysis
addresses both undirected and directed networks.

3.2 Density and Links Per Node

Density is the number of links that exist in a network divided by the maximum possible
number of links that could exist in the network [12]. All of the social network analysis
metrics assume that the numbers of nodes and links that exist in a network are known;
we use N to refer to the number of nodes and M to refer to the number of links. The
maximum possible number of links in a network depends on N and on whether the
network is undirected or directed. For an undirected network, the maximum possible
number of links is N N� 1ð Þ=2; for a directed network it is N N� 1ð Þ.

3.3 Hubs and in Degree Centrality

Hubs are individuals in a network with the most influence. Whether hubs bridge across
clusters or bond within a cluster (or some combination), they are highly sought-after by
other network members [13]. Hubs of influence in a network are best measured using
directed links.
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Cbi ¼
XN
j

XN
k

gjik
gjk

; i 6¼ k 6¼ j ð1Þ

Where gjik denotes a number of shortest paths linking nodes j and k passing
through the node i, gjk a number of paths not including the node I, N denotes a number
of nodes (Fig. 3).

The classifier to determine the probability that a particular node, xi, is of a par-
ticular class, ci, given the entire set of its character, by the formula.

Prðxi ¼ cijTÞ ¼ PrðT xi ¼ ciÞ Prðxi ¼ ciÞj
PrðTÞ ¼ Prðxi ¼ ciÞ �

Y
tict

Prðti xi ¼ ciÞj
PrðtiÞ ð2Þ

The general nBC assumes that all link types are the same, and that the probability
of a particular nodes class is influenced by the class of its neighbors. Since the details of
a particular node are factored in when we establish these priors, we do not duplicate
this in the nBC calculations (Fig. 4).

Fig. 3. An example of density in an undirected network

Fig. 4. Edge distribution sequences

Framework for Faction of Data in Social Network 305



Prðxi ¼ ci NÞ ¼ PrðN xi ¼ ciÞj
PrðNÞ

���� ¼ Prðxi ¼ ciÞ �
Y
ni2N

Prðni xi ¼ ciÞj
PrðniÞ ð3Þ

Our first experiment was to use only the local Bayes Classifier with Relaxation
Labeling to establish a baseline accuracy of a non-relational classifier on our particular
dataset. We perform analysis on the datasets collected over the one-month period and
also present results on a daily basis (Table 1).

However, after 40% of the nodes are labeled, the gains from additional nodes in the
training set are minimal. This does show that even though we do not consider any
relationships at all, by simply using a method of supervised learning, we can improve
on the naive method of guessing the most populous group. This improvement is evident
even in a situation where most of the class values for the nodes are unlabeled (Fig. 5).

Our second experiment was conducted to establish a performance baseline of an
existing relational classifier on our extended dataset. The experiment was conducted
using only one attribute the production company as the determinant of relationships
between movies, whereas we consider all attributes to be indicative of relationships.
This large number of relationships appears to inject a higher degree of error into our
trials as opposed to simply using a single attribute. These observations tell us that the
sample datasets tend to underestimate the amount of reciprocal relationships (Table 2).

Table 1. Daily sampling ratios for users

Daily
statistic

Complete user # Sample #1 Sample #2
No. of
user

Sample
ratio

No of
user

Sample ratio No of
user

Sample
ratio

Daily avg. 45,416 44.55% 25,625 29.01% 19791 10.58%
Standard.
Dev.

67,776 39.97% 1,21,028 26,05% 17451 9.28%

Fig. 5. Local Bayes method
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Other factors can influence results also. While relational user could not reach an
acceptable level of reidentification in these measurements (resulting recall rates at most
around 20%), the variant produced better rates, though it was also incapable of reaching
recall rate significantly higher than 70%, Again, we find that extending the sampling
period improves the estimation of the proportions of reciprocal and directed relation-
ships. Next, we study how many of the relationships in the complete dataset are
captured by the sample datasets. We calculate the recall of reciprocal, directed, and all
relationships and list the results (Fig. 6).

However, many applications that utilize user interaction information need a com-
plete view of user relationships, for example, analyzing user network properties and
studying network-based information diffusion. For these applications, the sample
datasets do not provide sufficient information. We also notice that the recall of
reciprocal relationships is generally smaller than that of directed relationships, which
indicates that reciprocal relationships are harder to capture from sample data (Fig. 7).

In the final set of analysis, we study the intensity of users being mentioned. This
piece of information is important for studying user roles However, many of the users
mentioned frequently in the complete dataset are not observed in a one-day sample,
Extending the sampling period to one month greatly improves the results.

Table 2. Average daily sampling ratios in relational

Daily
statistic

Complete user # Sample user #1 Sample user #2
Local
user

Relational
user

Local
user

Relational
user

Local
user

Relational
user

Daily avg 84.14% 15.59% 83.23% 15.76% 84.21% 15.79%
Std. dev. 0.56% 0.49% 0.53% 0.51% 0.76% 0.71%

Fig. 6. Average comparison of local vs relational user
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4 Conclusion

We have provide an expressive study of Local data with relational data, few samples
are obtained from the ontology’s stream. These two data streams are data sources for a
variety of research and commercial applications. By comparing the sample data with
the corresponding complete data in different aspects, we explore the nature of the
sample data, their partiality, and how well they represent the complete data stream. Our
results provide insights about the sample data obtained from the data stream. We find
that the data streams with the user point and relational user point access priorities which
provide samples of the entire public tweets with actual sampling ratios of around 0.96%
and 9.6% respectively. The sample datasets truthfully reflect the daily and hourly
activity patterns of the Twitter users in the complete dataset. We find that extending the
sampling period or increasing the sampling rate both help to improve user coverage. By
carefully examining the users that are difficult to sample, we find that the majority of
them are extremely inactive with very low average local accessing data frequency.
Although our results provide new information about the quality of relational data
streams, they are limited by the scope of the datasets, which were collected based on a
set of global users.
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Abstract. A number of computer tools have been applied to solve optimization
issues of the heat pump heating systems with extraction of low grade heat from
surface watercourses are described. Among them: 3D modeling in CAD
KOMPAS-3D, calculations using numerical methods and programming ele-
ments in MathCAD, measurements using a specially designed computer mon-
itoring system. The example of a novel design of the submersible water-brine
heat exchanger is presented.

Keywords: Water-source heat pump � Low-grade heat � Watercourse
Monitoring system

1 Introduction

In many countries heat pump installations (HPI) implemented and actively used in the
heating sector for a long time. Especially they are suitable for heating of private houses
with no connection to the main gas pipeline where the electric grid or deliverable fuel
can be the only power sources. The main obstacles for a more widespread adoption of
such plants are the high cost and, consequently, long payback period of installations
using heat of soil or aquatic environments. On the other hand, more affordable air
source heat pumps are characterized by low efficiency at low temperatures of outdoor
air. The last type is suitable mostly only for regions with relatively mild climates.

A significant share of the total capital expenditure in the construction of HPI is the
cost of the heat-transfer system for the selection of low-grade heat. If you use ground or
groundwater as a heat source significantly reduce installation costs in most cases not
possible due to the need for a huge excavation. However, in the case of the existence of
the open water heat source suitable in parameters there is an opportunity to reduce
installation costs.
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Particularly promising in this respect is the use of the heat of the watercourse.
Analysis of the situation with the practice of creating such HPI shows that, due to the
low experience and lack of research in this area, in many cases not optimal solutions
are used. That leads to increased costs, and sometimes to situations where the char-
acteristics of the installation are much worse than expected. In some cases when you try
to design HPI with the use of classical methods of selection of heat from the water mass
the results of preliminary calculations make this project unattractive to the customer,
and this idea was rejected. In the same time more in-depth approach to the issue and the
use of other technical solutions could make installation much more cost-effective.

It should also be noted that in addition to natural aquatic environments, there are
many relatively warm water bodies and watercourses, bearing the bargain anthro-
pogenic or geothermal heat, which are at HPI is possible to significantly reduce the cost
of heating.

There are several possible methods of selection of heat from a reservoir or
watercourse [1]. The most simple, inexpensive and effective at first glance seems to be
open loop without intermediate heat carrier, that is, with the extraction and subsequent
discharge of water. But this scheme is not possible in all cases and due to significant
drawbacks usually not recommended for use. Thus, in practice mostly applied passive
methods for the selection of heat with circuit of an intermediate heat carrier. The most
widely used method is based on the laying on the bottom of the so-called mats made of
polyethylene pipes. That can be called an analog of the horizontal ground collectors at
HPI, which use the heat of the soil. However, despite the simplicity of design and low
cost of polyethylene pipes, such a scheme of selection of heat from the aquatic envi-
ronment is not always the most rational.

We reviewed ways of enhancing technical and economic characteristics of heat
pump systems using the heat of the water environment, especially the watercourse.

A water stream in full can be called a medium with high heat transfer, and to
achieve the best technical-economic performance of heat pumps, which use the heat of
the watercourse, it is advisable to use this feature. In Fig. 1 is a block-diagram showing
the principal steps to be taken in the design of the heat exchanger and the overall
contour of the selection of low-grade heat from the watercourse to achieve estimated
goals.

As can be seen from the diagram, this way requires a more careful approach to the
calculation and optimization of parameters, but designed according to this manner HPI
with metal immersion heat exchangers in many cases should be more profitable than
HPI with bottom mats, and in some cases this is the only acceptable solution.

2 Practical Solutions

One can offer several different designs of water-brine heat exchangers, designed for
selection heat from the stream corresponding to the above criteria of maximum effi-
ciency. A variant of such heat exchanger basing on use of a flat coil of metal tubing of
circular cross-section is modeled in CAD KOMPAS-3D and shown in Fig. 2 [2].

In this design, enhancing the heat transfer is primarily achieved through the use of
the natural movement of water in the direction of flow in the flow core for heat transfer

Application of Various Computer Tools 311



processes intensification. It is known that the rate of flow of water in an open channel
takes the highest values near the surface, and in the case of the ice-cover area of
greatest flow velocity is shifted inland, closer to the middle of the stream. For installing
the heat exchanger in the zone of greatest velocity it is equipped with floats, which

Fig. 1. Possible ways to improve technical and economic indicators of heat pump based systems
in case of warmth selection from a watercourse.

Fig. 2. Submersible floating water-brine heat exchanger: 1 – frame, 2 – coil-pipe, 3 – floats.
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gives it buoyancy and ropes and anchors so that the heat exchanger can be positioned
and retained in the area of best heat transfer (Figs. 3 and 4).

The improving heat transfer characteristics also occur due to the fact that this
construction and arrangement of the heat exchanger permit to direct the flow of water in
the direction of straight segments of pipe of the coil that intensify the process of heat
transfer.

When using the heat exchanger in the freezing conditions of the watercourse for the
period the ice-cover it is advisable to pull the cables closer to the bottom (Fig. 4b, d),
and the rest of the time to keep the surface of the watercourse (Fig. 4a, b), thus the coil
will be in the areas of highest velocity and will not be frozen in the ice. In the same
time, even a significant decrease in the level of water in the canal will not result in
drying up pipes of the coil, as the heat exchanger will start to drop after the water level.

To test the described method of extraction of heat from the watercourse, as well as
for testing other technical solutions aimed at improving technical and economic indi-
cators of HPI, there was collected the experimental setup, which was a heat pump
heating and air conditioning system of residential house water–to-air type with capacity
up to 7 kW (Fig. 5). The system of selection of low-potential heat based on the floating
heat exchanger was mounted on a specially selected ice-free watercourse (Fig. 6).

3 Calculation Program

For this scheme, the efficiency of the entire system depends on parameters such as the
size and configuration of the submersible heat exchanger, the composition and specific
consumption of heat carrier and others. The total coefficient of performance (COP) of
the whole installation is also affected by the power required for circulation. To determine
the best configuration and optimization of all parameters for the specific initial condi-
tions previously a special calculation program in MathCAD was compiled [3].

The process of heat carrier heating in a coil-pipe, not covered by ice, is described
by the differential equation as below:

Fig. 3. Arrangement of the heat exchanger in a watercourse: 1 – floating heat exchanger, 2 –

anchors, 3 – ropes, 4 – flexible hose.
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dTðxÞ
dx

¼ p � d � K � TR � TðxÞð Þ
G � C ; ð1Þ

where TðxÞ – temperature of heat carrier along the path through the heat exchanger; d –

average pipe diameter; K – coefficient of heat transfer from water to heat carrier; TR –

temperature of river water; G – flow rate of heat carrier; C – specific heat of heat
carrier.

Fig. 4. Examples of arrangement of the heat exchanger in a watercourse depending on
conditions: a – clear channel; b – existence of an ice cover; c – silted channel; d – the presence of
bottom sludge and ice cover.

Fig. 5. Schematic diagram of the experimental installation 1 – outdoor unit; 2 – indoor unit; 3 –

water-brine heat exchanger; 4 – heat-insulated underground pipeline; 5 – caisson; 6 – freon line;
7 – compressor; 8 – brine-freon heat exchanger.
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In cold countries such as Russia, Finland, Sweden, etc. the operation of the
designed system can be associated with a possibility of icing, that is with a formation of
ice layer of different thicknesses on walls of the heat exchanger, which is located in
water [4].

To design heat exchangers taking into account the possibility of forming an ice
layer on the coil-pipe surface, another differential equation was derived:

dTðxÞ
dx

¼ p � dO þ 2 � DI TðxÞð Þð Þ � aI DI TðxÞð Þð Þ � TR � 273:15ð Þ
G � C ; ð2Þ

where TðxÞ – temperature of heat carrier depending on the path traveled through the
heat exchanger; dO – outside pipe diameter; DI TðxÞð Þ – steady-state thickness of the ice
layer on the surface of the pipe, depending on the temperature of heat carrier at a given
point of the coil-pipe; aI DI TðxÞð Þð Þ – coefficient of heat transfer from water to the ice-
covered pipe, depending on the thickness of the ice layer; DI at a given point of the
coil-pipe; TR – temperature of river water; G – flow rate of heat carrier; C – specific
heat of heat carrier.

This equation is obtained at the condition that the temperature of the outer surface
of the ice layer is 0 °C (273.15 K), which means a constant temperature gradient
between river water and the ice surface at a variable coefficient of heat transfer, which
depends on the outer diameter of the ice covered pipe:

aI DIð Þ ¼ 1
2
� kW � Pr0:38

W
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VW

mW � dO þ 2 � DIð Þ

s
; ð3Þ

where kW ; PrW ; mW – thermal conductivity, Prandtl number and kinematical viscosity
of river water, VW – the speed of water in the river, dO – outside pipe diameter.

The dependence of ice layer thickness on heat carrier temperature at a given point
of the coil-pipe DI TðxÞð Þ is in turn calculated out of the constancy of the linear density
of the heat flux through the pipe wall in this section:

Fig. 6. Experimental sample of the floating heat exchanger: a – lifted over water in the summer;
b – in working position in the winter
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dI þ dO þ 2�DI TðxÞð Þ
2

� �
� K � TR � TðxÞð Þ ¼

¼ dO þ 2 � DI TðxÞð Þð Þ � aI DI TðxÞð Þð Þ � TR � 273:15ð Þ
; ð4Þ

where dI ; dO – inside and outside pipe diameter, K – coefficient of heat transfer from
water to heat carrier, aI DI TðxÞð Þð Þ – coefficient of heat transfer from water to ice-
covered pipe, depending on the thickness of the ice layer at a given point of the coil-
pipe.

The differential equation (1) has an analytic solution, which simplifies the
calculations:

TðxÞ ¼ TR � exp ln TR � T0ð Þ � p � d � K � x
G � C

� �
; ð5Þ

where T0 – temperature of heat carrier at the inlet to the coil-pipe.
The differential equation (2) does not have a simple analytical solution, therefore, to

calculate heat carrier temperature in this case numerical methods for solving differential
equations available in the MathCAD environment, such as the “rkadapt” and “rkfixed”
commands, are used.

The algorithm of calculation and optimization of the river heat exchanger includes a
lot of subroutines, conditional operators, cycles and iterations, and the performed
works, thus, demonstrates the wide possibilities of the MathCAD package, which
proved to be indispensable for the solution of the task.

4 Monitoring System

When conducting research of the experimental heat pump system operation, it is
necessary to monitor simultaneously a multitude of operating parameters. One of the
main tasks is to optimize the installation characteristics. Therefore, it is necessary to
monitor in real time the result parameters such as performance and COP of the
installation that can’t be measured directly, but can only be calculated from other data.

In this regard the special system for monitoring the operating parameters of the
installation with the possibility of receiving in nearly real-time mode (with an
insignificant delay compared to the characteristic reaction time of the installation) the
values of performance and efficiency indicators has been developed.

The monitoring system is based on a simple 8-channel analog-to-digital converter
(ADC), however, due to the non-standardity of the task, it is performed according to the
developed novel scheme and assumes a special algorithm for data processing by means
of a specially written plugin for a personal computer. Besides, a method has been
developed that allows one ADC channel to feed a signal from two or more sensors,
which greatly expands the capabilities of ADC.

In system it is used the following sensors: many temperature sensors based on NTC
thermal resistors, electric power meter, heat carrier flow meter, compressor and fan
motor speed sensors. Other indicators are calculated on the basis of data from these
sensors.
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Another feature of the system (to be exact the feature of the plugin) is the function
of automatic detection the steady-state operating modes of the installation with the
calculation and output of their duration and averages for the steady-state indicators.
Heat pump system with a long contour of the intermediate heat carrier and large
volume of liquid in it has significant inertia and any purposeful change during the
experiment of any initial parameter or essential change of conditions, independent of
the operator (for example, changes in air or watercourse temperature) is accompanied
by a prolonged (from several minutes to tens of minutes) transition process which in
most cases isn’t of interest for analysis. To study the influence of various parameters on
the efficiency of the installation, it is required to determine the average performance
and efficiency indicators over long periods of steady operation, accompanied by only a
small fluctuation in values. Due to these it was important to provide that the monitoring
system automatically according to defined criteria detects such established operating
modes and collects data on them in the separate table (file).

The Fig. 7 shows the program window while the system is running, which displays
the current system parameters and the graphs of their changes over time.

Thus, the monitoring system provides the receipt and processing of a large amount
of data in an automatic mode, what is almost impossible to achieve by manual

Fig. 7. The program window of the monitoring system
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measurement of individual parameters due to the large number of simultaneously
changing indicators.

5 Results

Mainly, the mounted experimental setup with the monitoring system was necessary for
check and specification of the calculation program, which further allows to carry out
studies on the mathematical model and to calculate an optimal configuration for any
case. But some visual comparative results can be obtained directly from the experi-
mental setup. For example, Fig. 8 shows dependence between linear heat transfer
coefficient of the coil-pipe and zone of the arrangement of the floating heat exchanger.

As can be seen, the arrangement of the coil-pipe in a flow core greatly intensifies
heat exchange. That explains why it is possible to refuse huge bottom mats in favor of
compact metal heat exchangers.

6 Conclusion

The use of surface water, especially channels, small rivers and other watercourses as
sources of low-grade heat for heat pump systems allows reducing the cost of such
systems. To achieve high technical and economic indicators such HPI new, most

Fig. 8. Experimental results of the comparison of the linear heat transfer coefficient of the coil-
pipe for various conditions of an arrangement
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optimal in each case technical solutions are required and nowadays computer tools are
very useful in solving these problems.

As one of these solutions can serve the proposed submersible floating water-brine
heat exchanger. Introduction to the practice of this and other solutions that can reduce
the cost of heat pump installations and payback period would promote wider dis-
semination of such systems. A particularly promising application of systems such as
described above appear to be in areas where widely used irrigation system for watering
and irrigation of agricultural structures. Such areas include some territories of southern
Russia, southern Kazakhstan, almost all territory of Uzbekistan, and so on.
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Abstract. In the field of medical science, one of the major recent researches is
the diagnosis of the abnormalities in brain. Electroencephalogram (EEG) is a
record of neuro signals that occur due the different electrical activities in the
brain. These signals can be captured and processed to get the useful information
that can be used in early detection of some mental and brain diseases. Suitable
analysis is essential for EEG to differentiate between normal and abnormal
signals in order to detect epilepsy which is one of the most common neuro-
logical disorders. Epilepsy is a recurrent seizure disorder caused by abnormal
electrical discharges from the brain cells, often in the cerebral cortex. This
research focuses on the usefulness of EGG signal in detecting seizure activities
in brainwaves. Artificial Neural Network (ANN) is used to train the data set.
Then tests are conducted on the test data of EEG signals to identify normal (non-
seizure) and abnormal (seizure) states of the brain. Finally, accuracy is com-
puted to evaluate the performance of ANN. The experiments are carried out on
CHB-MIT Scalp EEG Database. The experiments show plausible results from
the proposed approach in terms of accuracy.

Keywords: Electroencephalogram � Artificial neural networks
Discrete wavelet transform

1 Introduction

A disease causes an abnormal condition to the body, often affecting organs. Any
change from the normal condition of a body or an organ is exhibited by a characteristic
set of symptoms and signs. Epilepsy is one of the world’s most common neurological
diseases and approximately 50 million people of the world’s population currently
suffers from epilepsy according to the World Health Organization factsheet (2018) [1].
Temporary electrical disturbance of the brain causes epileptic seizures. Sometimes
seizures may go unnoticed depending on their occurrence, and sometimes may be
confused with other events. Antiepileptic drugs have helped treat millions of patients.
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Analysis of brain signals using Electroencephalogram (EEG) is used for detecting
the brain diseases. EEG is the recording of electrical activity of the brain from scalp. It
measures the voltage fluctuations resulting from ionic current flows within the neurons
of the brain. EEG procedure is non-invasive, painless and harmless. EEG recording of
patients suffering from epilepsy shows two categories of abnormal activity: interictal-
abnormal signal recorded between epileptic seizures; and ictal-the activity recorded
during an epileptic seizure. EEG signals can be decomposed into five EEG sub-bands:
delta, theta, alpha, beta and gamma [2].

Delta waves are slow and its frequency range is less than 4 Hz. Theta frequency
ranges from 4 to 8 Hz. The amplitude of the delta wave is high. The frequency of alpha
waves is from 8 to 12 Hz while beta waves are of the range from 12 to 30 Hz. Gamma
waves are the highest brainwave frequency and its frequency range is from 30 to 60 [3].

Several works have been done on identification of epilepsy from EEG signals using
different techniques. Shoeb [2] used a Machine-Learning approach to detect epileptic
seizure. Mirowski et al. [4] classified different patterns of EEG synchronization to
predict a seizure. Orhan et al. [5] developed a model based on multilayer neural
network to classify normal and epileptic behavior from EEG signals. Salem et al. [6]
used Discrete Wavelet Transform (DWT) and Ant Colony algorithm to detect epileptic
seizure from EEG Signals. Li e al. [7] proposed a method for detecting normal,
interictal and epileptic signals using wavelet-based envelope analysis (EA) combined
with DWT, and neural network ensemble (NNE). Gupta et al. [8] proposed a technique
based on an autoregressive moving average (ARVA), a self-similar Gaussian random
process and a 10-fold support vector machine to classify EEG signals as pre-ictal,
interictal, and ictal states using the features: parameters involved in ARVA and Hurst
values in Gaussian random process. Acharya et al. [9] used a thirteen-layer deep
convolutional neural network for detecting the epileptic abnormalities from EEG
signals.

In the proposed work, the dataset is divided into two groups – training and testing
sets. First, EEG signals are decomposed into five sub-band signals using Discrete
Wavelet Transformation (DWT). Then, artificial neural network (ANN) is used to train
the data. Finally, the tests are conducted on the testing sets to identify the given EEG
signal as normal or abnormal (epileptic). We used EEG signals obtained from CHB-
MIT Scalp EEG Database [10] to conduct the experiments.

The rest of the paper is organized as follows. Section 2 provides the methodology
of the work. Section 3 presents the test results and finally, Sect. 4 concludes the paper.

2 Methodology

EEG signal classification with ANN is illustrated by Figs. 1 and 2. Figure 1 shows how
the signal segments are trained with the known output or target values, in which ANN
neuron weights are computed. At the beginning, signal segments go through DWT
filterbank process to be transformed into the five frequency ranges. Then the frequency
spectrum in Decibel at different frequency ranges are calculated and averaged.
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In Fig. 2, testing procedure of EEG signal segments is presented. Similar to training
process, signals first undergo DWT filterbank process to split different frequency
ranges, followed by computation of frequency spectrum which is then averaged over
each range. This results in five values of frequency spectrum in Decibel, providing the
inputs of ANN. Next, the results are computed using the same weights as obtained in
training stage. Finally, the output is classified as seizure or non-seizure.

Figure 3 demonstrates how DWT filterbank splits the EEG signals into five fre-
quency ranges - gamma, beta, alpha, theta and delta. Discrete Cosine Transform,
Discrete Wavelet Transform are widely used in frequency-domain transformation [11,
12]. Figure 4 presents the ANN design performed in Matlab. As mentioned before, the
five averaged frequency-spectrum values in Decibel are used as inputs for ANN. Ten
hidden neurons are used in the hidden layer of the design and the number of outputs is
kept as five. There are two possible outputs - seizure represented as [1, 1, 1, 1, 1] and
non-seizure as [−1, −1, −1, −1, −1].

Fig. 1. Training process of EEG signal segments

Fig. 2. Testing process of EEG signal segments

Fig. 3. DWT Filterbank to split EEG signal
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During the training phase, the neural weights in ANN are calculated and they are
used in testing phase. The output from the testing phase is obtained as T = [T1, T2, T3,
T4, T5]. Using the output, we find T− using

T� ¼
X5
i¼1

minð0; TiÞ ð1Þ

and T+ by the form:

T þ ¼
X5
i¼1

maxð0; TiÞ ð2Þ

Finally, the decision parameter D is computed by

D ¼ �1; if T� [ T þ

1; otherwise:

�
ð3Þ

The decision parameter determines whether the EEG signal segment is with seizure
and non-seizure. Specifically, if D = −1, the signal segment is non-epileptic, and if
D = 1 indicates the segment is epileptic. After testing with different sample sets, the
accuracy A of the proposed method is computed using the formula:

A ¼ TPþ TN
TPþ TNþFPþFN

� 100% ð4Þ

where TP is the number of sets which are true-positive (i.e., seizure identified as
seizure); TN, true-negative (i.e., non-seizure identified as non-seizure); FP, false-
positive (i.e., seizure identified as non-seizure) and FN, false-negative (i.e., non-seizure
identified as seizure).

Fig. 4. ANN diagram for EEG signal segments in Matlab.
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3 Test Results

In the tests, we use an EEG epilepsy dataset from (CHB-MIT Scalp EEG Database) to
verify our method. The dataset contains normal and abnormal (epileptic) cases. We
trained the dataset with two or more seizures per patient and tested on 916 h of
continuous scalp EEG sampled at 256 Hz from 24 patients. The EEG samples are split
into sets of 100-seconds recording. We conducted three experiments namely, E1, E2
and E3 and the experimental setup and the overall results are shown in Table 1. In the
columns two and three, the training sets for normal case and abnormal case are given.
Finally, the accuracy obtained from each experiment is presented.

The detailed results are given in Table 2. The first column provides the sample
name where the first two characters imply the experiment number; the second two
characters denote the sample identification number. For example, E2S2 implies the
sample is from experiment E2 with the sample identification number S2. Columns two
to six present the values of the output T. Then values of T+ and T− are computed and
the decision D is made. The last column provides the original result O from the
database for a comparison of our method. Note that the value of D or O as −1 indicates
a normal case and 1 denotes an abnormal case.

In experiment E1 where the network was trained with 100 normal and 100
abnormal cases, the result from the training phase is illustrated in Fig. 5. The Perfor-
mance is shown over epochs (iterations) by computing Mean Square Error (MSE) that
represents the deviation between network output and the target. The percentage of
similarity between network output and network target is computed by the value of
Regression R .

Experiment E2 that considered 200 normal and 200 abnormal cases as training sets
exhibits better accuracy; however, the network performance is lower with more
regression value R as shown in Fig. 6. Training results in experiment E3 with 1000
normal and 1000 abnormal sets provide the highest accuracy as demonstrated in
Table 1 are the worst in terms of performance and regression as presented in Fig. 7
since more data are involved during training phase.

Table 1. Accuracy of the test results.

Experiment Number of training sets Number of testing sets Accuracy
Normal
cases

Abnormal
cases

Normal
cases

Abnormal
cases

Normal
case

Abnormal
case

E1 100 100 1000 1000 83% 78%
E2 200 200 1000 1000 91% 88%
E3 1000 1000 1000 1000 94% 93%
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Table 2. Decision from experimental results and the actual results from some samples.

Sample
(Feature) T1 T2 T3 T4 T5 T+ T - D O

E1S1 -0.872 -0.981 -0.873 -0.989 -0.976 0 -4.692 -1
-1E1S2 -1 -0.923 -0.927 -0.919 -0.889 0 -4.658 -1

E1S3 -0.995 -0.981 -0.952 -0.93 -0.920 0 -4.779 -1
E2S1 -0.894 -0.774 -0.772 -0.816 -0.646 0 -3.902 -1

-1E2S2 -0.677 -0.286 -0.287 -0.209 -0.38 0 -1.839 -1
E2S3 -0.998 -0.994 -0.999 -0.952 -0.953 0 -4.896 -1
E3S1 -0.214 -0.196 -0.289 -0.215 -0.300 0 -1.214 -1

-1E3S2 -0.244 -0.202 -0.245 -0.133 -0.203 0 -1.027 -1
E3S3 -0.130 -0.240 -0.441 -0.308 -0.461 0 -1.580 -1
E1S4 0.905 0.925 0.930 0.909 0.899 4.570 0 1

1E1S5 -0.999 0.930 0.890 0.935 0.921 3.767 -0.999 1
E1S6 0.913 0.925 0.922 0.929 0.987 4.676 0 1
E2S4 0.902 0.783 0.711 0.748 0.812 3.956 0 1

1E2S5 0.707 0.899 0.890 0.895 0.859 4.250 0 1
E2S6 0.940 0.928 0.947 0.879 0.933 4.627 0 1
E3S4 0.501 0.320 0.538 0.500 0.534 2.393 0 1

1E3S5 0.250 0.288 0.473 0.521 0.390 1.922 0 1
E3S6 0.236 0.261 0.383 0.535 0.426 1.841 0 1

Highest values for both normal and abnormal Second highest values for normal cases

Lowest values for both normal and abnormal Second highest values for abnormal cases

Fig. 5. Training performance and regression results for experiment E1.
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4 Conclusion

In this research, we propose an ANN based approach to detect epileptic seizures using
EEG signals. The signals are divided into two groups, namely, training and testing sets.
EEG signals are decomposed into five sub-band signals using Discrete Wavelet
Transformation (DWT). Then, ANN is used to train the data to compute the weights
associated with the neurons. Finally, the tests are conducted on the testing sets to
identify the given EEG signal as seizure or seizure-free. We used CHB-MIT Scalp EEG
Database [10] to conduct the experiments. The experiments show plausible results from
the proposed approach. Thus, the approach can be used to detect the epileptic state
using EEG signals, facilitating early measures and precautions during a seizure state.
However, more study is needed for better understanding of the mechanisms of the
epileptic disorders. Further research can be conducted on improving the accuracy of
seizure detection from EEG records with some other technique that can provide better
insights of this widespread brain disorder.

Fig. 6. Training performance and regression results for experiment E2.

Fig. 7. Training performance and regression results for experiment E3.
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Abstract. For estimation and prediction of PV solar cell parameters there was
suggested and developed the methodology based on acceptance for considera-
tion the important peculiarity internal photoeffect which mind-set in the fact that
photon of sunlight can form only one electron-hole pair despite of its energy
level and that the solar radiation is characterized by spectral distribution of
photons of various length of a wave. The main point of the methodology is
consideration the process of electron-hole pairs formation under influence of
photons of given site of solar spectrum with semiconductor (silicon) used as
solar cell substrate. Some results of this kind calculation are represented in the
paper.

Keywords: Semiconductor � Solar cells � Sunlight � Photons � Solar irradiation

1 Introduction

Solar energy is increasingly used in all spheres of human activity. With her help it is
possible to obtain electricity in photovoltaic solar cells or heat in the form of hot water
in solar water heaters. More and more widely devices combining both types of above
mentioned instruments, so-called PV Thermal modules are using Kharchenko et al.
(2018). In solar cells and in combined PV Thermal modules, the efficiency of solar
cells, as well as a number of other parameters, is of great importance. In some cases it is
highly desirable to be able to determine these parameters well in advance of the
application.

Possibility to predict and evaluate parameters of PV solar cells and modules with
high degree of accuracy on the all steps of their fabrication and practical use is the
essential factor for development of works on perfection of parameters of solar power
systems. In connection with this it is necessary to develop new technical means. Well
proved methodology, based on theoretical calculations can be very useful for this. The
approach based on the analysis of interaction of an solar cells initial material with
photons, amount and energy of which is determined by their position in the spectrum of
solar radiation looks to be perspective. The amount of photons and their energies for
each line of spectrum can be obtained from the standard solar radiation of 1000 W/m2,
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suggested and accepted by the International Electrotechnical Committee and corre-
sponding table of the standard solar radiation spectral structure (Bird et al. 1983). The
sunlight spectrum especially at the earth surface is complicated enough and depends on
a number of factors, such as a thickness of a layer of air at sunlight passage to a surface
of the atmosphere mass (AM), content of gaseous impurity etc. In Poulek and Libra
(2006) a number of the factors influencing a spectrum of sunlight are consistently
considered. These results were be used when considering processes of sunlight photons
and semiconductor interaction.

2 Results of Investigations

At the beginning the above mentioned standard table was supplemented with obtained
by calculations values connected to photons energy of respective wavelengths such as
spectral photon density of a standard solar radiation, a derivative of energy spectral
density and photons energy, and also the density of photon flows in each wavelengths
sub-diapason of the considered table. Photons energy was represented as in joule as
well in electron-volt equivalent that is very convenient for further investigations.
Tables obtained required a lot of space. That’s why they were not included in the paper
in original form and represented as graphs. Figure 1 shows graph of the energy density
distribution for the above mentioned standard solar radiation vs wavelength.

Figure 2 illustrates the results of calculation for spectral photon density distribution
of the solar radiation flow 1000 W/m2. Some solar cell parameters calculated in view of
solar radiation spectral structure are described below.

Studies in which purposefully processes in solar cells are considered in a context of
the above mentioned factors especially concerning to the given photons position in the
solar irradiation spectrum, acting in a working zone, and the mechanism of their
interaction with component of solar cells (especially directly in the p-n junction area, in

Fig. 1. Energy density of solar irradiation vs wave length
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the base, doped layer and on contacts) were described earlier (Kharchenko et al. 2009).
Unlike mechanism of the interaction of the high energy quantum of the electromagnetic
irradiation with electron (Kompton-effect), when energy of the photon could be
transmitted to electron partly, at the photo effect photon is absorbed completely. The
part of the photon energy spends for breakup chemical link of valence electron in
semiconductor (for silicon Ecl = 1,1 eV), the remain part of energy disperses in the
volume and transfer to increase of electrons kinetic energy. Even photons with highest
energy (part of spectrum with wavelength about 0,3 µm) are not capable to form more
than one electron-hole pair since specific consumption of energy for creation one
electron-hole pair in silicon makes the value 3,55 eV (Poulek and Libra 2006).

On the basis of these data there were obtained a number of interesting results.
Particularly the diagram of the spectral dependence of a silicon layer thickness in which
the radiation flow of the given wavelength diminishes in e time was constructed. There
was shown that the share of absorbed photons, for instance, in silicon layer are defined
by the layer thickness and absorption coefficient corresponding to length of the waves
of the standard spectrum of the solar radiation.

There was calculated solar irradiation absorption coefficient a in silicon vs wave-
length (Fig. 3). It was shown that the absorption coefficient in silicon with wavelength
increasing falls and becomes lower (a = 10 µmˉ1).

In the range of wave’s lengths about 1 µm silicon becomes more transparent for
long wave photon. However, for lengths of the waves about 0,3 µm coefficient of the
absorption is enough high (a = 104 µmˉ1), that explains high absorbing ability of
heavy doped layer of the solar cell in this area of the spectrum.

Physically this parameter shows on what thickness silicon layer weakens light flow
of given wavelength in e times. Analysis of this curve shows that for left part of the
standard solar spectrum i.e. for photon with wavelength k about 0,3 µm this value is
evaluated as 0,2 µm, but for lengths of the waves around 1 µm this value makes 100 µ.

Fig. 2. Photon density for different wave length of standard solar radiation, µm.
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Analytical expression for absorption coefficient in silicon according (Kharchenko
et al. 2009) looks like below.

a ¼ 0; 526367� 1; 4425k�1 þ 0; 585368k�2 þ 0; 0399; ð1Þ

where: k – wavelength (µm).
Value of inverse absorption coefficient (namely layer thickness) vs wavelength is

presented at Fig. 4.

Fig. 3. Absorption coefficient of a solar irradiation a in silicon vs wave length.

Fig. 4. Layer thickness decreasing in e time vs wave length.
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This result enables to value the transmission factor for light flows of different
wave’s lengths and silicon layers of different thicknesses. The graphs illustrating results
of these kind calculations have shown that transmission of the irradiation through
silicon layers increases with increase of wavelength and approaches to 1 at the wave
length around 1 µm. The transmission factor also increases at reduction of the layers
thickness. Theoretical estimations show that at the thickness of silicon layer equal zero
dependency is transformed in vertical direct line that is in good correspondence with
requirements of the optimum silicon photoelectric converters operation (Vasiliev and
Landsman 1971).

These results give an opportunity to realize method of nondestructive control of the
“dead” layer thickness in already fabricated wafers after diffusion, i.e. during techno-
logic processes of solar cells fabrication. For this objective it is intended to use results
of short circuit current measurements under laser irradiation. The integrated depen-
dence of the predicted value of the solar cell photocurrent on the thickness of highly
doped (“dead”) layer was constructed on the basis of the analysis of spectral depen-
dence of the solar radiation transmission through silicon layers of different thickness
(Fig. 5).

Among the parameters representing the greatest interest could be emphasized the
efficiency coefficient. However, at work on improvement of this parameter it is very
important to imagine clearly and take into consideration those restrictions, which are
caused by the nature of an initial semi-conductor material and the nature of the sunlight
itself. The approach specified above has been used for a theoretical estimation of
extremely possible effectiveness ratio of PV solar cells depending on width of the
forbidden gap of an initial semiconductor material.

Fig. 5. Short circuit current density vs doped layer thickness at 1000 W/m2 and AM 1.5.
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Expression for efficiency coefficient of a solar cell looks like below (Vasiliev and
Landsman 1971):

g ¼ isc � Uoc � FF
R

; ð2Þ

where isc – density of a short circuit current, Uoc – open circuit voltage of solar cell, FF
– fill-factor of I-U curve as a factor of filling of area Uoc�isc by Uopt�iopt, R – level of
light exposure of the photo converter, including standard level of solar radiation AM
1,5 (1000 W/m2).

The parity isc and R is any constant k and thus expression (2) takes a form:

g ¼ k � Uoc � FF ð3Þ

The estimation of efficiency of solar cells is made on the basis of theoretical
(idealized) I-V curve under which it is stipulated such interrelation of a current and
voltage at which consecutive resistance of a solar cell is equal zero, and its shunting
resistance is equal to infinity. The algorithm of an estimation of the efficiency coeffi-
cient of a solar cell with given value of forbidden gap width of the semiconductor is
reduced to sequence of calculations in each range Dk of the solar irradiation spectrum.

Figure 6 represent results of calculations of theoretical (utmost) efficiency of solar
cell vs. width of the forbidden gap of an initial semiconductor (Arbusov and
Evdokimov 2007).

In addition the similar curves were obtained for different temperatures of solar cells
operation. These results, submitted at Fig. 7 (Kharchenko et al. 2010), show that
temperature of operation is a very important parameter which should be taken under
strong control to provide more efficient mode of operation of solar power plants.

Fig. 6. Theoretical (utmost) efficiency of solar cell vs width of the forbidden gap of an initial
semiconductor for standard terrestrial (A) and space (B) spectrum of solar radiation
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This approach gives an opportunity to estimate an influence of concentrated solar
radiation on the efficiency of solar cells. The FF value for this case could be expressed
as below (Arbusov and Evdokimov 2007):

FF ¼ Uxxð0Þ
UxxðRmaxÞ

¼ 1

2� e�
Rmax
k0R0

ð4Þ

Figure 8 represents results of fill-factor (FF) calculations for low levels of solar
radiation (Calculations have been performed for k0 = 6). As follows from Fig. 8, for
such converters FF parameter with solar radiation growth smoothly decreases from
limiting meaning 1 (corresponding to zero level of illumination) to the minimum value
0,616 at 6000 W/m2. In this range of radiation for photo converters of similar quality
the theoretical efficiency should not change, as with growth of level of solar radiation
the increase of Uoc will be compensated by adequate decrease in FF factor.

Fig. 7. Solar cell efficiency coefficient vs width of forbidden zone of semiconductor for different
temperature of operation.

Fig. 8. Calculated FF values for low solar radiation levels, Rx � 103 W/m2
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Results of FF calculations for more wide range of solar irradiance could be seen in
Fig. 9.

At higher levels of solar radiations such converters should have FF meanings like it
is shown in Fig. 9. After passage of some minimum (around radiation level about 10
Suns) FF value starts to increase and at ultrahigh levels of incident radiation come
nearer to the limit, namely to 1.

Last years a wide circulation has received so-called PVThermal systems. PVT
system is a device, transforming a solar energy in electricity by means of PV cells and
in thermal by means of a thermal absorbing element (absorber).

Fig. 9. FF values for wide range of solar radiation levels, Rx � 103 W/m2

Fig. 10. Distributions of solar radiation energy in PVT system on heat and electricity: 1 – share
of energy absorbed in PV cell; 2 – share of absorbed energy transformed into heat in the solar cell
volume; 3 – long wave part of spectrum passed through silicon and transformed into heat behind
cell structure.
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It is important to realize what part of solar radiation could be used for heat and
electricity production in such kind of devices. Suggested approach gives an opportunity
to identify these shares, which can be found from result of calculations represented at
Fig. 10.

3 Conclusion

The presented results are interesting both from a practical and scientific point of view,
since they not only help to solve practical problems in the design of solar modules and
batteries, but also allow for a deeper review of the processes occurring in the solar cell
during the conversion of solar radiation into electrical energy. In spite of the fact that
some of the results obtained are based on both theoretical calculations and experimental
data, in general, it is desirable to conduct special experiments to verify the theoretical
predicted data.
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Abstract. Concentration of a large number of animals in the same building, as
foreseen by standard projects of large livestock complexes. These places high
demands on micro-climate parameters, even a short-term change. It can lead to
large economic and economic losses.
Investigating energy-saving methods of forming microclimate parameters, we

summarized the disparate data of scientific research of various scientists in the
field of veterinary hygiene and veterinary medicine. According to these infor-
mation, we see to obtain the minimum cost of livestock products, we must
control and manage the parameters of the microclimate and maintain them at the
optimum level. One of the main directions in energy saving is the development
of models of microclimate systems. It saves time and money when we have
chose effective solutions of microclimate systems at the stage of their justifi-
cation and development. Summarizing energy-saving measures in one project is
not a guarantee of the most effective solution. Each of the solutions can be
economically profitable in itself, but their combination in one project can give
the opposite result. We have been selecting the optimal set of microclimate
systems from a number of possible, it is necessary to use the scientific method of
system analysis, which you allow to estimate the consequences of each solution
in advance. The theoretical principles of the formation of heat and mass
exchange processes are described in the article: in machines with animals that
determine the analytical dependences of the influence of various microclimate
parameters on the productivity of animals, the feed consumption; in the
microclimate system of livestock buildings. Account the results of the theoret-
ical and experimental studies have carried out, a mathematical model of the
microclimate system of the cattle-breeding premises was developed, which it is
determined by a system of three equations. In the basis of this mathematical
model, an algorithm and a computer program for calculation have been devel-
oping that it allows to optimize the main design, technological and energy
parameters of the system.
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1 Introduction

Intensification of livestock, as a basis for the implementation of Russia’s food program,
requires the development and introduction of new technologies for keeping livestock,
are ensuring the creation of healthy herds and increasing their productivity. It is the
realization of hereditary qualities of animals [1, 2].

The formation of a regulatory microclimate on farms requires a large amount of
energy. The cost of the microclimate is close to the cost of feeding animals [3–5].

Nowadays a significant number of studies have been carried out in our country and
abroad. They related to the development, comparative evaluation of efficiency and the
introduction of various systems and facilities for normalizing the microclimate on
farms [6–12].

Accordingly, the research related to the development of energy-efficient microcli-
mate systems in livestock buildings. Especially at a high cost of energy resources are
topical. The solution of this problem is associated with a great economic effect.

Therefore, the aim of our work optimizes the parameters of the microclimate of the
cattle-breeding premises, in which the creation and maintenance will require the least
amount of energy in obtaining the greatest productivity of animals.

2 Materials and Methods

Taking into account the results of the theoretical and experimental studies performed, a
mathematical model of the microclimate system was developed, which is determined
by a system of three Eqs. (1, 2, 3).

Equations of motion  of air through the installation

N = f1 (L29, ΔР{L29, ρ29, F, ξ, h18}) (1)

Heat transfer equation
L29 → max

tК(29) = f2 (G29, G18, tН(29), tН(18), Е) → (2)
Q → min

The equation of mass transfer

GК(29) = f3 (G29, G18, h18, μНi, ηi) (3)

where N – driving power, W; f1, f2, f3 – functional; L29 – volume air flow through
the installation, m3/s; DP – differential pressure at the inlet and outlet of the instalation,
Pa; q29 – the air density, kg/m

3; F –cross-sectional area of the installation, m2; n – local
coefficient of resistance; h18 – depth immersion of hoses in the water, m; tК(29) – final
temperature of air at the outlet of the installation, °C; G29 – mass air flow through the
installation, kg/s; G18 – mass flow of water through the installation, kg/s; tH(29) – initial
air temperature at the inlet to the installation, °C; tH(18) – initial water temperature at the
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input to the installation, °C; E – is the coefficient of heat exchange efficiency; GК(29) –

the final mass air flow at the output of the installation, kg/s; lHi – is initial concen-
tration of ammonia, oxygen, hydrogen sulphide, carbon dioxide and dust in the air,
respectively, kg/m3; ηi – is coefficient of efficiency of air purification from harmful
gases and dust; Q – the energy consumption, J.

In order to optimize the microclimate parameters in the cattle-breeding premises, in
which the least amount of energy is required to produce and maintain them. The
mathematical model of the microclimate system is developed, which for clarity is
presented in a general graphical form in the Fig. 1.

I quadrant. It shows the dependence of the productivity of animals (milk yield,
average daily weight gain, egg production of a bird, etc.) on various parameters of the
microclimate of the cattle-breeding premises. The parabolic dependence (see Fig. 1) is
observed at such parameters of microclimate, such as temperature and relative
humidity, velocity of air inside the livestock building. To achieve this goal, we study,
generalize and establish the patterns of action on animals of the above factors, propose
and develop low energy-consuming methods and ways of eliminating negative actions,

Fig. 1. Optimization of the parameters of the microclimate inside livestock buildings.
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seek positive technological influences of factors on productivity, product quality and
the ethology (behavior) of animals [5].

Based on these dependencies, regression equations (Table 1) were obtained for the
influence of microclimate parameters on the weight of pigs and feed consumption.

II quadrant. This sector of the coordinate system reflects the value of production per
time unit. (s, min).

III quadrant. The energy requirements for creation and maintenance of the specified
value of the microclimate parameter are displayed.

IV quadrant. In this sector of the coordinate system displays the cost of energy.

Table 1. The influence of microclimate parameters on the body weight gain of pigs and feed
consumption.

Type of animals,
indicator

The regression equation Limits

1 2 3
Taking into account the ambient temperature, tB, °C:
weight gain of pigs KP, % KP = −0,19329 � (tB)2 + 5,8148 �

(tB) + 57,1175
−20 � tB � +40

feed consumption КК, % КК = 0,063808 � (tB)2−4,7716 � (tB) + 170,58 −20 � tB � +40
Taking into account the speed of air movement V in terms of temperature tB, °C:
weight gain of pigs KP, % KP = −0,15985 � (tB)2+ 3,9766 � (tB) + 79,8362 +5 � tB � +50

winter– 0,2 м/s
summer– 0,6 м/s

Taking into account the relative humidity of the ambient air, uB, %:
weight gain of pig, KP, % KP = −0,011 � (uB)

2+ 1,22504 � (uB) + 66,404 50 � uB � 100
feed consumption, КК, % КК = 0,021492 � (uB)

2−2,3674 � (uB) + 164,2 50 � uB � 100
Taking into account the concentration of carbon dioxide in the indoor air, l44 (CO2), %:
weight gain of pig, KP, % KP = 1,9268 � (l44)2−27,4072 � (l44) +

+ 97,3947
0 � l44 � 6

Taking into account the concentration of ammonia in the indoor air, l17 (NH3), lkg/m
3:

weight gain of pig, KP, % KP = −9,7 � 10−6 � (l17)3+ 0,00284 � (l17)2 −
− 0,88675 � (l17) + 101,4292

0 � l17 � 150

feed consumption, КК, % КК = 0,56 (l17) + 100,2 0 � l17 � 20
Taking into account the concentration of hydrogen sulphide in the internal air, l34 (H2S),
lkg/m3:
weight gain of pig KP, % KP = −0,1 � (l34) + 100 0 � l34 � 1000
Taking into account the illumination of the room, EO, lx:
weight gain of pig, KP, % KP = 0,000101 � (EO)

3 − 0,01304 � (EO)
2 +

+ 0,60949 � (EO) + 90,214
0 � EO � 80

feed consumption, КК, % КК = 0,001753 � (EO)
2 − 0,2836 � (EO) +

+ 111,0387
0 � EO � 80

Taking into account the production of noise (sound pressure), Zd, Pa:
weight gain of pig, KP, % KP = −0,00254 � (Zd)2+ 0,051 � (Zd) + 99,994 0 � Zd � 80
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After the formation of all four sectors in the coordinate system, you can determine:
by setting the value of the microclimate parameter (point A) and moving along the
arrows - the energy costs, production efficiency.

After the formation of all four sectors of the coordinate system, you can determine:
by setting the value of the microclimate parameter (point A) and moving in the
directions indicated by the arrows - the energy expenditure, profit.

As a criterion for optimization, the objective function is adopted-the energy value.
The product obtained from the animal (productive energy), taking into account the
energy balance of the organism [13–15]

QP = ∑QК + ∑QВ ± ∑QОВС – ∑QG → max, ð4Þ

where
P

QК – energy received by animals with food, J;

∑QК = QJPК⋅ ∏
=

n

i
ÊiÊ

1

⋅ КН,  at КН ≥ [КН],      ð5Þ

where QJPК – energy feed nutrition в, J/kg;
Qn

i¼1
ÊÊi – the product of the coefficients, taking into account the effect of micro-

climate parameters on the fuel feed (Table 1); КH – normative balanced feed con-
sumption for the period of operation of the microclimate system, J; [КH] – minimum
permissible normative balanced feed consumption for the period of operation in the
microclimate system, J [4];

P
QB – the energyis received by animals with water, J;P

QOBC – the energy is received from the environment/given to the environment, J;P
QG – energy released by animals, J;
The task of optimizing the economic parameters of the microclimate system in the

mathematical plan is reduced to finding the minimum value of the adopted objective
function [16–23]. The specific reduced costs for creating and maintaining the optimal
microclimate CS′

CS′ = DC + ЕН ⋅ КВ → min, ð6Þ

where DC – specific direct costs of creation and maintenance of an optimal micro-
climate, rub./kg;

ð7Þ

where CК – costs for animal feed for the period of receipt of gross production (CO),
rub.; CZP – salaries of maintenance personnel of the microclimate system for the period
of receipt of CO, rub.; CA – deductions for depreciation of technological equipment of
the microclimate system for the period of obtaining CO, rub.; CTO – deductions for
maintenance of technological equipment of the microclimate system for the period of
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obtaining CO, rub.; CTE – the cost of fuel and electricity during the operation of the
microclimate system for the period of obtaining CO, rub.; CXB – costs for chemicals in
the operation of the microclimate system for the period of obtaining CO, rub.; CO – he
gross production obtained during the period of operation of the system of microclimate,
kg;

CO = ∏
=

n

i
ÌiÊ

1

⋅ ММ, ð8Þ

where ∏
=

n

i
ÌiÊ

1
– product of coefficients, taking into account the effect of microclimate

parameters planned productivity of the animal (Table 1); MM – the planned produc-
tivity of the animal, taking into account the genetic potential for the period of operation
of the microclimate system, kg; EH – normative coefficient of capital investments

EH = 0,15 [16]; КB =
Pn

i¼1
ÊÂi – total specific investment in the technological process,

rub./kg.
On the basis of the mathematical model, a calculation algorithm and a computer

program for calculation have been developed, which it makes possible to optimize the
technological, energy and economic indices of various microclimate formation tech-
nologies in the livestock buildings by the method of sequential analysis of options.

The application program is implemented in the form of an imitation system that it
allows specialists in the mode of direct dialogue with the computer. It calculates the
possible consequences of the decisions, analyzes the results and produces the best
version of the projected object.

3 Results

The developed programs are carried out for a pigsty - a fattener for 500 animals at the
age of 6 months. the following calculations: calculation of air exchange and heat
balance of the premises for the winter and summer periods in the year at outdoor
temperatures from –30 °C to +35 °C; calculation of technological modes of air
purification from harmful gases (ammonia, hydrogen sulphide, carbon dioxide and
dust) by various sorbents; calculation of the temperature of the internal air depending
on the temperature of the outside air for different types of operation of ventilation and
heating (cooling) of the farm; in total, 13 of the most common variants were considered
(see Table 2) – We have 7 options for the winter period of the year and 6 options for
the summer (option 4 – air conditioning system (SCR) without an air dryer, option 5 -
hard to fully complete); All the below listed calculations are performed for 13 options;
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• The calculation of animal’s weight gain and feed (energy) consumption during the
standing time of the internal air temperature, taking into account the relative
humidity of the indoor air, the concentrations of carbon dioxide and ammonia in the
air inside the farm during the winter and summer periods of the year;

• the calculation of average specific indicators for the winter and summer periods of
the year is invariant: weight gain (M, kg/s/goal); feed consumption (K, kg/s/goal);
energy consumption of feed and additional energy for equipment (Q, J/s/goal);
reduced costs (CS, rub./kg) and comparison of options.

Table 2. The Variants of the microclimate in the farms in winter and summer

№
variant

Technological process.
Winter season

№
variant

Technological process.
Winter season

B0 Planned B0 Planned
B1 Heating (Ot) – biological (feed);

ventilation (PV) – infiltration
B2 Ot – biological (feed); PV –

infiltration; exhaust ventilation
(VV) – natural

B2L Colding (Ohl) – no; PV – natural; VV
– natural

B3 Ot – biological (feed), water heating
(boiler); PV – infiltration; VV –

natural
B4 Ot – biological (feed), electric heater;

PV – infiltration, mechanical –
cleaning of air from gases; air ducts;
VV – natural

B4L Ohl – irrigation chamber (water-
chemical solution); PV – infiltration,
mechanical - cleaning of air from
gases; air ducts; VV – natural

B5 Ot – biological, electric heater; PV–
infiltration, mechanical - air is drying,
purification air from gases, air ducts;
VV – natural

B5L Ohl – irrigation chamber (water-
chemical solution); PV – infiltration,
mechanical - air drying, purification
air from gases, air ducts; VV – natural

B6 Ot – biological, electric heater; PV–
infiltration, mechanical - type CFO,
air ducts; VV – natural

B6L Ohl – no; PV – infiltration,
mechanical - type CFO, air ducts;
VV– natural

B7 Ot – biological, electric heater; PV–
infiltr., Mechanical. - type PVU; VV
– mechanical - type PVU

B7L Ohl – no; PV – infiltr., Mechanical.-
type PVU; VV – mechanical - type
PVU

Table 3. Total average specific energy consumption for pigs up to 6 months. at various variants
of microclimate systems

Index Variants of microclimate systems
B.2 + 2L B.3 + 2L B.4 + 4L B.5 + 5L B.6 + 6L B.7 + 7L

Total average specific
energy consumption of pigs
up to 6 months,
J/(kg weight gain)

153,41 117,86 51,85 45,34 109,50 108,68
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Based on the results of the calculations in the Table 3, we can see how the feed
consumption varies by a variant.

4 Discussion

Analyzing the data of Table 3, we can see that the minimum specific energy con-
sumption has the following microclimate systems: when pigs are raised to 6 months -
options 5 (45.34 J/(kg weight gain)) and 4 (51.85 J/(kg weight gain)).

5 Conclusions

The mathematical models developed of these dependencies it made possible to obtain a
mathematical model of the microclimate formation system for livestock premises. An
algorithm and a computer program for calculation that it allows selecting and then
optimizing, by the method of sequential analysis, the technological and energy indi-
cators of selected microclimate technologies in livestock buildings.
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Abstract. The main and challenging evolutionary process that leads towards
the so-called Smarter City is still represented by the optimization of the Intel-
ligent Systems for the Quality of Life (QoL) and the Quality of Services (QoS),
and by the integration of heterogeneous IT services and different networks. The
scientific interest in this field consists of promoting innovative solutions by use
of Information and Communication Technology (ICT) able to collect, analyse
and obtain value added from a large amount of data generated by several
sources: IoT devices, sensor networks, wearable devices as well as sensor grids,
widespread within the urban environment. Furthermore, creating synergies and
integrating different enabling technologies and informative platforms, remains
the most challenge to overcome in order to obtain the optimization of the
services and the quality of life. The Smart City involves the implementation of
digital strategies that are necessary people-centred and lead into high
technology-based innovations to build more capacities and opportunities. In this
context, this paper intends to investigate the possibility to integrate the inno-
vative and multi-purpose Blockchain Technology in the smart city evolutionary
process, and in particular in the Smart Environment and Smart Mobility by
allowing renewable energy sources traceability and by providing information
about the kind of energy used to refuel, for example, the selected vehicle. The
expected result consists of more user awareness regarding the environmental and
energy sustainability.
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1 Introduction and Related Works

The definition of Smart City is still an ambiguous concept. Indeed, a Smart City is
described as an idealistic city, where the quality of life and the quality of services for
citizens are improved by combining ICT, innovative technologies and new urban
infrastructures [1], as seen in Fig. 1. The main goal of the Smart City evolutionary
process consists of considering a user-centric vision, and accounting urban issues from
the perspective of the citizen’s needs, that involves the engaging of the citizens in the
city management. In other words, the Smart City may be defined as a complex system
where human and social capital heavily interact, supported by innovative technology-
based solutions. In this scenario, the Internet of Things (IoT) represents the main
enabling-technology for the smart city evolutionary process [2–5].

One of the main goal that a smart city evolutionary process should address consists
in obtaining a better use of renewable resources, reducing wastes by safeguarding the
environment and improving the citizens quality of life. Thus, an eco-sustainable
prospective has to be at the base of any city transformation approach. This vision
consists of promoting a respectful urban and industrial development, able to address
current needs without compromising the capacity of future generations.

A smart city, on the other hand, may be considered being built on six fundamental
pillars: Smart Economy (competitiveness), Smart People (Social and Human Capital),
Smart Governance (Participation), Smart Mobility (Transport and ICT), Smart Envi-
ronment (Natural resources) and Smart Living (Quality of Life), as shown in Fig. 2. An
eco-sustainable approach should be applied in several layers, such as mobility, envi-
ronment, social services and urban requalification [6, 7].

In this scenario, the integration of different technologies and different ICT systems,
seems to be the most challenge to overcome. This paper intends to propose an inno-
vative solution that foreseen the use of Blockchain technology to allow the citizen to
carry out the join to the so-called Intelligent Energy Systems, in the smart city envi-
ronment. Furthermore, the proposed approach aims to improve the smart city sus-
tainable mobility, by allowing the citizens to choose not only the nearest charging
points for the electric vehicle but also the ones that is served by sustainable and

Fig. 1. Smart city vision
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renewable energy or which offer the possibility of bi-directional exchange of electricity
with the grid [8–11].

In the discussed context, the Blockchain may be considered as an emerging ICT
technology that offers new opportunities and provides the transparent and user-friendly
applications needed for realizing the process of energy consumption [12, 13]. Indeed, a
Blockchain consists of a digital contract that allows a partner to conduct, and invoice, a
transaction (e.g. a sale of electricity) directly (in a peer-to-peer way) with another
partner. On the other hand, the peer-to-peer concept requires that all transactions must
be stored on a computer that is part of a network composed by suppliers and customers
who participate in transactions.

In the following sections, the proposed approach that foreseen the integration of
Blockchain technology in the Smart Environment (one of the main pillars of the Smart
City context) will be illustrated and in particular a description of the advantages that
could be reached by using Blockchain technology in the sustainable mobility will be
discussed (Sect. 2); in Sect. 3 the use of the Blockchain in the Smart Mobility context
will be investigated. Finally, conclusion and final remarks will be given in Sect. 4.

Fig. 2. Smart city main pillars
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2 Blockchain and Smart Environment: Energy
Infrastructures

The European modern system of energy production aims, as medium-term, differen-
tiating sources with respect to the final use and, furthermore, being able to guarantee as
much as possible the “self-sustainability” of energy by means of renewable resources,
while limiting and gradually reducing the consumption of non-renewable natural
resources with particular reference to the fossil ones.

The above-mentioned goal has to be combined with the planetary issue of resources
exhaustion, the main topics of “Global Warming”, and the emissions in the atmosphere
of climate-altering substances, which should be contained within a certain threshold in
order to minimize the ecological impact on the planet (carbon footprint).

As said above, it is increasingly important having the possibility to choose energy
sources with respect to the end-use, having the feasibility, at the same time, to select the
correct “energy mix” locally available (also an integrated domestic photovoltaic sys-
tem) in order to minimize consumption and provide a limited production of climate-
altering substances [14]. The aim of this work consists of using Blockchain technology
to accessing, visualizing and activating the energy management systems with respect to
the sources available on predefined geo-spatial coordinates, in selected time intervals.

Concerning the sustainable mobility, the possibility for the user to select renewable
sources by means of Blockchain technology, should provide a reduction of the eco-
logical impact on the whole system.

The possibility to trace precisely the amount of energy that has been used for
specific needs, furthermore, represents an essential instrument to understand the “trend”
of consumption over the years (both from the qualitative and the quantitative point of
view) and to be able to rationally act on energy production infrastructures in order to
guarantee the necessary energy balancing in relation to the resources locally available.

2.1 The Advantages of Using Blockchain Technology in the Sustainable
Urban Mobility

In this section, the advantages of introducing the Blockchain technology in the urban
sustainable mobility will be discussed.

Million users daily use decentralized IT systems for communication and business
exchanges, and this trend is in direct contradiction with the IT centralized systems that
are used to secure them. Assumed that the decentralization trend is fed by the Internet
distributed communications system, where no central node acts as information gate-
keeper, it seems mandatory having a new approach to security based on a distributed
network architecture. This new distributed approach is called Blockchain. The
Blockchain is an emerging technology, originated from a small community of cryp-
tographers but actually is predicted to have wide impacts on many sectors in society. In
particular, the Blockchain has transformed the well-known third paradigm warranty
and provide a way in which the transactions take place in a peer-to-peer network, by
means of a distributed database (ledger) in which all the involved nodes belonging to
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the Blockchain network not only act as “witnesses” of transaction but also guarantee its
integrity.

As said above, this paper introduces an innovative use of the Blockchain Tech-
nology applied in the sustainable urban mobility systems. The advantages of this
approach consist of providing the system with the resilience and the security charac-
teristics that the Blockchain is able to offer by design.

In other worlds, the use of this emerging technology will allow several improve-
ments, such as:

Maximizing the use of “value chains” in order to track energy transactions for
loans, realizing in real time the rates of the various types of energy resources available,
notifying their origin;

Adopting the “Distributed Chain” of Blockchain Technology for the replication and
sharing of data between the various nodes and blocks of the network in order to
differentiate their uses and to minimize attempts at potential “tampering” and/or “at-
tack” of the network;

Having a network that offers the widest guarantees and certifications of con-
sumption and emissions data through the system invariability characteristic, aiming and
ensuring reliability and traceability of data over time [15];

Offering the possibility to access in real time to an “un-encrypted” and “shared”
network with continuous access to energy data by the entire network in order to allow
the use and management in real time of the various trends in energy consumption and
the various options of energy mix available locally providing the user with a range of
hypotheses for choosing the energy mix that can be used in a given time interval;

Proposing the possibility to access to tracking systems, by locating and by iden-
tifying “in real time” the charging points suitable for the type of energy performance (in
terms of mileage or recharge times, for example), starting from those closest to the user.

Managing the possibility of carrying out energy “trading” with a view to making
available to the grid any energy produced from renewable sources in public or private
places with the aim of managing and optimizing the available energy resources in
relation to uses in the defined period of time (hour, day, week, month, etc.).

3 Blockchain and Smart Mobility

Concerning the use of Blockchain technology in sustainable mobility context, several
applications may be identified that are characterized by the specific purpose they are
designed to. First of all, the newest developments in the mobility concept (Smart
Mobility) foreseen a historical shift from the concept of “ownership” to the concept of
“use” of the vehicle. For this reason, various digital platforms are increasingly wide-
spread, offering intermodal mobility and integrated logistics services “customized” to
join users’ needs.

3.1 Car Sharing

One of the most widespread forms of integrated sustainable mobility is the car sharing
one, which always includes a shared IT platform that allows users access for managing
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vehicle information (e.g.: vehicle localization). The user joins the IT digital platform to
collect information about, for example, the closest vehicle, according to precise
requirements, such as:

• The battery state of charge for Battery Electric Vehicles (BEVs);
• The battery autonomy, according to travel needs;
• The vehicle size and performance, according to the required transport typology

(number of users or products to be carried).

The use of Blockchain technology in car sharing applications may allow to collect
and share the above-mentioned information across the network. In particular, the
Blockchain nodes are composed by the vehicle final user (that join the network) and by
each vehicle that automatically shares the information regarding the status of the
vehicle (battery status, performance, equipment, etc.) and its spatial position.

3.2 IoT and Smart Mobility

The concept of Smart Mobility together with the different possible Blockchain appli-
cations allow the development of specific solutions that are characterized by data
validation and disambiguation, and by their security and reliability over the time. These
features are obtainable by implemented the communication and validation instruments
that are granted in the Blockchain networks and by collecting and managing the great
amount of data gathered by IoT devices spread across the smart urban environment and
inside the vehicle.

In this context, an important Blockchain contribution in the Smart Mobility field
can be provided in different applications, such as: Electric Vehicle Charging Points,
Fleet Management, Autonomous Drive, V2I and V2V.

3.2.1 Electric Vehicle Charging Points
In this specific application use case, it may be assumed that the Smart Mobility user
could choose the energy mix of vehicle refuelling (for example 100% from Renew-
ables). In this case, the Blockchain would guarantee the compliance of the supply with
the choice made by certifying the supplied data [15].

The opportunity for the final user to choose the type of energy with which the
vehicle to be use should has been refuelled will generate an inducted market that would
increase the diffusion of the use of renewable sources in transportation field, that is a
fundamental sustainability factor [16].

3.2.2 Fleet Management
Many Fleet Management systems are based on real-time remote monitoring of vehicles.
The use of Blockchain network in this context would guarantee data reliability and
would therefore allow immediate reactions in case of alarms, especially in case of
considerable first level signals, such as “Crash” or “Failure” (with these signals they are
indicated a dangerous impact on the safety of the driver or deep damages of the
vehicle).
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3.2.3 Autonomous Drive
The data reliability and safety for anAutonomousDrive [17] has to be considered essential,
otherwise conflicts could arise that could compromise passengers’ safety. Blockchain
technology could guarantee reliability and trustworthiness accordingly by design.

3.2.4 V2I e V2V – Interconnected Vehicles
The technological and infrastructural development in Mobility is evolving towards
integrated IT systems that allow data and information exchange and remote controls,
between vehicles and infrastructures [17].

In this context, it is essential to create information chains, linked to each other,
supported by reliable, resistant and shared protocols being also accessible in “real
time”.

These information chains can be managed, regulated and implemented through
certified data transaction systems, such as the Blockchain Technology that allows the
validation of integrated mobility processes within ICT integrated framework able to
process and manage Big Data with the increasing performance requirements that such
systems involve.

Specifically, a powerful data management network could easily allow:

• The exchanging and the processing of data by integrating Blockchains between
multiple interconnected networks in order to validate and register the connection
between vehicles and infrastructure (V2I), and provide vehicles with reliable
information such as: road signs, potential hazards, any unforeseen events (traffic,
accidents, queues, weather conditions, etc.).

• The interaction between vehicles (V2V) in order to actively exchange information
useful for vehicle management in terms of assisted driving and autonomous driving
(ADAS systems, LIDAR, RADAR, on-board sensors, accelerometers, gyroscopes,
etc.).

• Use of digital technology of “Self Learning” for vehicles and their components,
such as to create an adaptive vehicle “Set Up” according to the drive “routines”, i.e.:
vehicle routes processed through the “hasc” (pre-established algorithms) self-
learning of the vehicle while driving (distances, speed, optimization of energy use,
driving styles, etc.).

4 Conclusions

The main challenge in the Smart City context remains the optimization of the Intelli-
gent Systems and the IT Complex Systems (that are involved in the citizens Quality of
Life (QoL) and the Quality of Services (QoS)). Furthermore, the scientific interest in
this field consists of integrating heterogeneous IT services, different networks and IT
Platforms. This scenario should involve the promotion of innovative solutions by use
of Information and Communication Technology (ICT) able to collect, analyse and
obtain value added from a large amount of data generated by several sources: IoT
devices, sensor networks, wearable devices as well as sensor grids, widespread within
the urban environment.
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In this context, this paper has presented an innovative approach to investigate the
possibility to integrate the innovative and multi-purpose Blockchain Technology in the
smart city evolutionary process, and in particular in the Smart Environment and Smart
Mobility by allowing renewable energy sources traceability and by providing infor-
mation about the kind of energy used to refuel, for example, the selected vehicle.

In particular, a detailed description of the main advantages that could be reached by
using Blockchain technology in the sustainable mobility have been presented, in par-
ticular in the Smart Environment and Smart Mobility by allowing renewable energy
sources traceability and by providing information about the kind of energy used to
refuel, for example, the selected vehicle. The main expected result of the proposed
approach consists of more user awareness regarding the environmental and energy
sustainability, so providing a reduction of the ecological impact on the whole system.
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Abstract. Climate change is certain. Significant warming in 20th century’s
second half, emanated into extreme shift in hydrology of India. Evaluation of
precipitation trends is critically crucial for a country such as India, whose
economy and food security are based on timely water availability. Long time
period instrumental rainfall series is important for climate studies. Therefore, in
the present work, trend analyses of longest instrumental rainfall series of whole
India is performed for annual, monthly and seasonal temporal scales for the
period 1950–2006. Dependency of data is assessed by application of autocor-
relation plot or correlogram. MK test or MK-CF2 test is applied for evaluation of
trend significance for independent or dependent data, respectively. SS test is
applied for evaluation of trend magnitude. Also, ITA plot and SC are used to aid
the results of trend analyses. The results showed existence of significant
increasing trend in April month rainfall series.

Keywords: Whole India � Trend detection � Non-parametric tests

1 Introduction

Warming of climate system is without any ambiguity and from 1950s numerous of the
observed alterations are unusual over decennium to millennia. The ocean and atmo-
sphere have warmed, the quantities of ice and snow have reduced, sea level has
increased and green house gases concentrations have increased [4]. In most contem-
porary studies, it was observed that, significant warming in the 20th century’s second
half, emanated into a extreme shift in the hydrology of an agrarian based country such
as India [13]. Assessment of precipitation trends is critically crucial for a country such
as India, whose economy and food security are relied on timely water availability [8].
Long-term instrumental rainfall series is important for climate studies [20]. Sontakke
et al. [17] has carried out trend analyses of longest instrumental rainfall series of all
India by application of 9 point Gaussian low pass filter along with truncated end points.
Sontakke et al. [17] has not performed trend analyses by simultaneous assessment of
statistical significance, magnitude and monotonic or non-monotonic pattern of data, as
performed in the present work. Therefore, in the present work, trend analyses of longest
instrumental rainfall series of whole India is carried out for annual, monthly and
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seasonal (winter, pre-monsoon, monsoon and post-monsoon) temporal scales for the
time period 1950–2006.

2 Data

The longest instrumental area-averaged rainfall of annual, monthly and seasonal
temporal scales of whole India for duration 1813–2006 is downloaded from the ‘Indian
Institute of Tropical Methodology (IITM), Pune’ website (ftp://www.tropmet.res.in/
pub/data/rain-series/8-all_ind.txt “last accessed on June 18, 2018”) [3, 11, 12, 14–17].
Longest possible instrumental area-averaged annual, seasonal and monthly rainfall
series of whole India and seven homogeneous zones have been prepared from highly
quality-controlled rainfall data obtained from well distributed network of 316 raingauge
stations [20]. Four seasons considered in the trend analyses are: winter (January–
February), pre-monsoon (March–May), monsoon (June–September) and post-monsoon
(October–December) as given in the data and adopted in Kale and Nagesh Kumar [6].

3 Time Period Selected for Trend Analyses (1950–2006)

Since 1950s many of the observed alterations are unprecedented over the time scales of
decades to millennia [4]. Therefore, in the present work, starting year of analysis period
is 1950. Burn and Elnur [1] have proposed that, minimum 25 years of data is needed
for ensuring statistical variability of the trend detection results. Therefore, in the present
work, data of 57 years (1950–2006) is used for trend analyses, which is greater than 25
years, which assures the statistical validness of results of trend analyses.

4 Methodology

In the present work, 5% significance level is considered for evaluation of trend sig-
nificance. In the present work, the assumption of data independency is evaluated by
application of correlogram or autocorrelation plot. Non-parametric Mann-Kendall
(MK) test [6, 7] or MK test with correction factor 2 (MK-CF2 test) [18, 19] is applied
for evaluation of trend significance for independent or dependent data respectively.
Sen’s Slope (SS) test [2, 5, 6] is applied for evaluation of trend magnitude.
A smoothing curve (SC) can assist inference by accentuating the general association
between the variables [9]. Therefore, in the present work, SC is used for inferring about
relationship between the variables. Innovative trend analysis (ITA) plot is used for
identification of monotonic trend, otherwise a combination of various trends or exis-
tence of trend free portions [10]. Therefore, in the present work also, ITA plot is used
for evaluation of monotonic trend or non-monotonic trend or presence of trend free
portions (nature of trend). So, in the present work, SC with ITA plot are applied to aid
the results of trend analyses.
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5 Results

In the present work, trend analyses of longest instrumental rainfall series of whole India
is carried out for annual, monthly and seasonal temporal scales for 57 years (1950–
2006). Correlogram or autocorrelation plot, ITA plot and SC are presented only for
significant trend due to space restrictions.

5.1 Trend Analysis of Annual Rainfall Series of Whole India

Trend analysis results of annual rainfall series are given in Table 1. Significant trend is
not found in annual rainfall series of whole India for the period 1950–2006.

5.2 Trend Analyses of Seasonal Rainfall Data of Whole India

The results of trend analyses of seasonal rainfall data of whole India are given in
Table 2. Significant trend is not detected in any of the seasonal rainfall series of whole
India for the time period 1950–2006.

5.3 Trend Analyses of Monthly Rainfall Data of Whole India

The results of trend analyses of monthly rainfall data are given in Table 3. In April
month rainfall series, significant increasing trend is detected by application of MK-CF2
test while magnitude of trend as evaluated by SS test is 0.135 mm/year. The April
month rainfall series is non-monotonous in nature. Significant trend is not detected in
any other monthly rainfall series (other than April month rainfall series) of whole India
for the time period 1950–2006.

Table 1. Trend analysis results of annual rainfall series of whole India (1950–2006)

Time
series

SS value
(mm/year)

Nature of trend Statistical
test

Trend is significant or
not

Annual −0.258 Non-monotonous MK-CF2 Not-significant

Table 2. Trend analyses results of seasonal rainfall series of whole India (1950–2006)

Time series SS value
(mm/year)

Nature of trend Statistical
test

Trend is
significant
or not

Winter 0.069 Non-monotonous MK-CF2 Not-significant
Pre-monsoon 0.243 Non-monotonous MK Not-significant
Monsoon −1.083 Non-monotonous MK Not-significant
Post-monsoon 0.177 Non-monotonous MK-CF2 Not-significant
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Autocorrelation plot of April month rainfall series for the time period 1950–2006 is
shown in Fig. 1. Figure 1 shows that, corresponding data is dependent and so MK-CF2
is applied to April month rainfall series.

For analyzing the nature of the trend, ITA plot of April month rainfall time series
(1950–2006) is used and it is shown in Fig. 2. From Fig. 2, it is found that nature of
trend is non-monotonic.

Table 3. Trend analysis results of monthly rainfall data of whole India (1950–2006)

Time series SS value
(mm/year)

Nature of trend Statistical
test

Trend is significant
or not

January month −0.038 Non-monotonous MK-CF2 Not-significant
February month 0.132 Monotonous MK-CF2 Not-significant
March month −0.001 Non-monotonous MK-CF2 Not-significant
April month 0.135 Non-monotonous MK-CF2 Significant
May month 0.045 Non-monotonous MK Not-significant
June month 0.362 Non-monotonous MK Not-significant
July month −0.586 Non-monotonous MK Not-significant
August month −0.349 Non-monotonous MK-CF2 Not-significant
September
month

−0.328 Non-monotonous MK Not-significant

October month 0.065 Non-monotonous MK Not-significant
November
month

0.069 Non-monotonous MK Not-significant

December
month

0.010 Non-monotonous MK Not-significant

Fig. 1. Correlogram of April month rainfall time series (1950–2006)
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SC of April month rainfall time series (1950–2006) is shown in Fig. 3.
The April month rainfall time series (1950–2006) has shown significant positive

trend which is aided by increasing pattern present in the data series as observed in
corresponding ITA plot (as shown in Fig. 2) and increasing pattern present in data
series as observed in the corresponding SC (as shown in Fig. 3) respectively.

Fig. 2. ITA plot of April month rainfall time series (1950–2006)

Fig. 3. SC of April month rainfall time series (1950–2006)
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6 Conclusion

Significant increasing trend is detected in April month rainfall time series of whole
India for the period 1950–2006, if the same trend persist in the future, it may result into
the flooding in April month. The attribution of significant trend detected in April month
rainfall time series can be carried out in future by using appropriate attribution method.
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Multi-criteria Decision Making Problems
in Hierarchical Technology of Electric Power
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Abstract. This paper deals with expansion planning problem of large electric
power systems. The initial complicate multi-criteria problem is presented as
hierarchical set of step-by-step solved sub-problems. Each sub-problem is
characterized its own number of criteria which usually is only the part of initial
set of criteria. Qualitative illustration of relations between criteria of initial
problem and sub-problems is presented. Some generalization of results is given.

Keywords: Electric power system � Expansion planning
Multi-criteria problem

1 Introduction

Expansion planning of large electric power systems (EPS) embracing vast territories is
very difficult problem due to great number of significant factors. Current technology for
large EPS expansion planning includes several groups of sub-problems which specify
the structure and operation of EPS stage by stage. For example, the first stage deals
with determination of the necessary number and types of generation units and their
locations, the second is selection of new transmission lines of the main grid, the third
stage deals with the study the reliability and operating conditions of EPS variants, the
last is determination of the principles and structure of EPS control [1, 2, etc.]. The
paper [3] suggests the overview of current state of the problem of EPS expansion
planning. Liberalization and deregulation conditions, and market specifics in the EPS
expansion planning process are discussed. Modern models and methods for generation
and transmission expansion planning are analysed. Holistic planning which is based on
system ideology for market environment is discussed.

Taking into account above mentioned multi-stage process of EPS expansion
planning, the paper [4] presents formalized interpretation of a hierarchical technology
for planning of large EPS expansion. The stages of this hierarchical technology are
interrelated by transformation procedures of EPS variants, system models, their
parameters and chosen criteria. Suggested hierarchical technology considers general
formalized approaches to hierarchical design schemes and numerical decomposition
methods [5–8, etc.].
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This paper deals with new aspects of interrelations between the hierarchical tech-
nology of large EPS expansion planning and structure of sets of criteria on each stage
of hierarchical process of decision making. Chapter 2 presents main ideas of hierar-
chical technology following [4]. Chapter 3 suggests possible significant criteria for
each subject of relations (stakeholder), which is involved into decision making process
by EPS expansion planning. Chapter 4 includes the discussion about structures of
criteria on each stage of hierarchical expansion planning technology and interrelations
between sets of criteria. This discussion is based on consideration real criteria, which
are used usually by expansion planning of large EPS. Chapter 5 deals with some
generalization of presented results. And Chap. 6 has concluding remarks.

2 Main Ideas of Hierarchical Technology

Usually EPS expansion planning problem consists in choice of the most preferable
system variant (scenario of expansion) from a set of alternatives with respect to dif-
ferent criteria and in determining the most preferable values of system parameters for
the chosen variant.

Thus, let X = {X1, X2, …} be a set of alternatives (system variants); x2X,
Xi ¼ xi1; xi2. . .f g – a set of system parameters; Ф ={Ф1, Ф2, …} – a set of pref-

erence relations when making choice, which are determined by the problem content,
composition and essence of criteria. Then the problem of choice can be formulated in
sufficiently general form as

Xo ¼ optðX;UÞ; xo ¼ optðx;X;UÞ; ð1Þ

where opt means the preference mentioned before, rationality or optimality of choice
though it can be any other kind of choice procedure.

The required scale of detailed mathematical description of large EPS often is
extremely high and initial problem of choice in form (1) appears to be practically
unsolvable.

Introduce m + 1 levels of initial problem description. To determine these levels let
us first of all determine sets of preference relations at each level as

Um ! Um�1 ¼ um�1 Umð Þ ! � � � ! U0 ¼ u0 U1� �
: ð2Þ

Arrows in (2) point refinement of preference relations from the upper level of
description to the lower one, their itemization with respect to composition and content
of sub-problems, criteria, key (optimized) parameters, etc. Practically the chain (2) of
the sets of preference relations is formulated on the basis of researcher’s knowledge
and experience in the considered area.

Let us introduce an interrelated aggregate of the system models which present the
system structures and states:
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x0 ! x1 ¼ opt f1 x0U1� �� � ! � � � ! xm ¼ opt fm xm�1;Um
� �� �

: ð3Þ

The arrow motion in (3) means a sequential stepwise aggregation of the system
model which can be made optimally in a general case. It is understood that the system
model at some description level i and a set of preference relations at the same level
should correspond to each other.

Introduce a sequential disaggregation of the system model taking into account (3)
and on its basis:

xm ! xm�1 ¼ opt f
0
m�1 xm;Um�1� �� �

! � � � ! x0 ¼ opt f
0
0 x1;U0� �� �

: ð4Þ

The conceptual sense of (4) is similar to (3).
Now let us solve the sequence of choice sub-problems:

xmo ¼ optðf 0m xm;Umð Þ;FmðX;UmÞÞ
#

xm�1
o ¼ opt f

0
m�1 xmo ;U

m�1
� �

;Fm�1 Xm;Um�1
� �� �

;

#
..
.

#
x0o ¼ opt f

0
0; ðx1o;U0

� �
;F0 X1;U0

� �

ð5Þ

In (5) F means transformation of a set of alternatives, whose composition can
change from the upper level to the lower one, both by eliminating some of them and by
considering possible additional alternatives at the intermediate levels. Thus, transfor-
mation of alternatives can be written in the form:

Xm
o ¼ Fm Xð Þ ! Xm�1

o ¼ Fm�1 Xm
o

� � ! � � � ! X0
o ¼ F0 X1

o

� �
: ð6Þ

As the result, we determined the best alternative X0
o and its the best parameters x0o.

3 Different Criteria of Choice

We deal with an analysis of different possible variants in organizational structure of
power industry [9]. These variants include: a regulated monopoly at all levels; inter-
action of vertically integrated EPS at an open access to the main grid; a single buyer-
seller of electricity (an electric network company) with competition of generating
companies; competition of generating companies and free choice of electricity supplier
by selling companies or/and consumers, when the main grid renders only transportation
services; in addition to conditions of two previous cases – competition of selling
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companies in electricity supply to concrete consumers; intermediate and mixed variants
based on considered ones.

In decision making process on EPS expansion different groups of subjects of
relations have own, largely non-coincident, interests, that are expressed by the corre-
sponding criteria [10]:

(1) Electricity producers or/and sellers (vertically integrated, generating or selling
companies, an electric network company as the single buyer-seller of electricity)
and also subjects of power industry rendering electric power services in the elec-
tricity market (maintenance of active and reactive power reserves, provision of
system reliability, etc.) are interested in own profit maximization as a result of their
business.

(2) Electricity consumers (selling companies of different levels, concrete consumers)
are interested in minimization of the price for electricity bought (in the wholesale
or/and retail markets), provision of electricity quality and power supply reliability.

(3) Interests of authorities (federal and regional) are related with maximization of
payments into budgets of the corresponding levels, minimization of the environ-
mental impact of electric power facilities, provision of the energy security of the
country and regions, etc.

(4) External investors (banks, juridical and natural subjects) are interested in mini-
mization of the period for return of their investments in electric power installations,
maximization of dividends, etc.

Above mentioned criteria we will use in the following analysis.

4 Qualitative Case Study

The general problem of EPS expansion planning can be divided into three following
groups of problem [10]:

• The state strategies and programs for development of electric power industry and
EPS (the federal, interregional or regional levels);

• Strategic plans for development of power supply companies (vertically integrated,
generating or network, etc.);

• Investment programs and projects of electric power installations (power plants,
substations, transmission and distribution lines.

Let us take into consideration the state strategy for development of the Unified
Energy System (UES) of Russia as electric power infrastructure of federal level. The
state strategy determines the sets of new power plants and transmission lines, which are
necessary to build for expansion of the UES. The strategy gives also the state policy for
expansion of such an important infrastructural system and mechanisms of realization
for this policy.

The state strategy has to take into account all significant interests and corresponding
criteria for each subject of relations in the process of this complicate system expansion
planning. Let us consider the following criteria for initial statement of the UES
expansion planning problem in general form (1):
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1. Investment costs;
2. Current costs;
3. Budget taxes;
4. Ecology penalties;
5. Electricity price;
6. Reliability of power supply;
7. Stability and survivability of the UES.

The UES expansion planning problem is examined usually as following hierarchy
of sub-problems [10]:
(A) Determination of optimal volume of new power plant installations and their

locations on different parts of territory;
(B) Determination of optimal development of main electrical grid;
(C) Study and ensuring of power supply reliability for consumers;
(D) Operating conditions study of future UES (system stability, transfer capability

margins of ties, requirements to emergency control system development, etc.);
(E) Comprehensive analysis of recommended decisions for UES expansion.

As for main subjects of relations, taking into account current organizational
structure of Russian electric power industry, we will consider:

I. Generating companies;
II. Main network company;
III. Consumers;
IV. State government.

Generating companies have the interest in realization of sub-problem (A) by
minimization of following criteria: investment costs (1.) into new generating units,
current costs (2.) because operation of all generating units in expanded UES, budget
taxes (3.) from new generating installations and ecology penalties (4.) due to operation
of expanded set of generating units. Main network company is interested in mini-
mization of investment costs (1.) for new transmission lines, current costs (2.) which
deals with operation of expanded main network and budget taxes (3.), by optimization
of main network development (sub-problem B). As for consumers, these subjects of
relations are interested in maximization of power supply reliability (criterion 6.) by
solving sub-problem (C) and in minimization of electricity price (criterion 5.) which is
estimated during realization of sub-problem E). And last but not least, governmental
bodies are interested in maximization of budget taxes (criterion 3.) by solving sub-
problems (A), (B), (C), stability and survivability of the UES (criterion 7.) by real-
ization of sub-problem D).

We can see, that the initial problem in general form (1) has 7 criteria, but each sub-
problem includes reduced set of criteria: sub-problem (A) – 4, sub-problem (B) – 3,
sub-problem (C) – 2, sub-problem (D) – 1, sub-problem (E) – 1. As the result, each
sub-problem is more simply for decision making then initial problem. Next step of sub-
problem simplification can be in transformation of some criteria into equivalent con-
straints. Such a transformation is possible, for example, for criteria 6 and 7. One more
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positive result of this initial problem decomposition consists in separation of different
kinds of models on different sub-problems which relate each other by aggregation-
disaggregation procedures (3) and (4) – see Chap. 2.

5 Generalization of Results

In more general case, the need can be to introduce new criteria (which are not required
so far or can hardly be taking into account at the upper level), solve new additional sub-
problems, separate new optimized parameters, etc., i.e. the need is to extend the initial
set of preference relations, can arise at the intermediate levels of the problem
description. For instance, sometimes the strategy of EPS expansion does not include
above mentioned sub-problem (D), which we considered for UES expansion strategy.
The inclusion of this sub-problem into consideration relates to sense of suggested
discussion.

On the other hand, it appears to be unnecessary to consider all criteria and sub-
systems of the initial set of preference relations U at the upper level m. At the same
time, the relation Um�1 ¼ um�1 Umð Þ in (2) means that at level m� 1 in description of
the set of preference relations Um�1, account is taken of the fact that the corresponding
set Um has been already determined at level m and, hence, the description of Um�1 can
be simplified. Thus, each set of preference relations Ui turns out to be simpler than the
initial set. At the same time, the composition and content of sets Ui at all levels of the
problem description become richer than the initial set U.

As the result, in discussed sense the considered hierarchical scheme of choice turns
out to be richer than the direct solution of initial problem (1). The final alternative X0

o

by (6) and its parameters x0o by (5), in principle, are differ from Xo and xo in (1) (if
problem (1) could be solved). Since at the intermediate levels of the problem
description composition and content of preference relations were specified, a set of the
considered alternatives can be extended. On the whole, integral description (model) of
the system turns out to be richer than at the direct problem statement in form (1).

The presented hierarchical scheme of choice can be modified, for instance, in case
of a hierarchical structure of the planned system, when it consists of some relatively
independent sub-systems, and the problem of choice first is solved for the system as a
whole as a coordination one and then each sub-system specifies its choice based on its
own criteria as well. Passing from the upper level to the lower one the problems (5) and
(6) are parallelized at some level among independent partners (sub-systems) and are
solved by them independently. Then auxiliary operations (2–4) require the corre-
sponding parallelizing.

6 Conclusions

Representation of technology for electric power system expansion planning as a
hierarchical multi-level procedure allows the system variants under development with
their parameters to be connected in a single logical sequence from level to level, and
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also transformations of EPS models to be represented as sequences of aggregation and
disaggregation.

This enables one to structurize and put in order a set of problems being solved at
electric power system expansion planning, and formulate quite clearly the requirements
to the system of methods realizing such a hierarchical technology of EPS expansion
planning.

Several objective advantages of discussed hierarchical technology are:

– In many cases this technology is constructive way to solve initial complicate
problem in the comparison with practically unsolvable initial statement;

– Hierarchical technology has the possibility to consider many significant factors
more detaily then by initial statement;

– Each level of hierarchical technology includes reduced sub-set of criteria based on
general set of them, what is more realistic for solving considered sub-problem;

– As the result, the decision which we have after hierarchical technology application
is more deeper and richer than the direct solution of initial complicate problem.

Acknowledgement. This study was performed for the project III.17.4.2 in the program of basic
researches of Siberian Branch of the Russian Academy of Sciences #AAAA-A17-
117030310438-1.
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Abstract. In this study, the analysis on structure has been performed for lead
silicate (PbSiO3) melt. The structural heterogeneity of the melt was analyzed via
the void-simplex, cation-simplex and oxygen-simplex. The densification of the
melt is obtained by decreasing the radius and changing the number of void-
simplex. We show that a number of large interstitial site for oxygen and cation
present in the liquid.

Keywords: Molecular dynamics � Structure heterogeneity � Lead silicate melts

1 Introduction

Lead silicate glass PbSiO3 are widely used in a variety of applications such as pho-
tonics and the electronic industry, low-melting glassy materials, and radiation shielding
materials [1–5]. This type of glass, thus, has been the subject for numerous theoretical
and experimental studies in the recent decades. The structure of lead silicate glass has
been investigated by NMR [6–10], x-ray and infrared (IR) spectroscopy [11–21], and
molecular dynamics simulation [22–26]. Although many efforts have been made to
clarify the local environment of the Pb+2 ion, the role of Pb+2 in a silicate network, the
structural characteristics, the polymorphism and dynamics in PbSiO3 has still been in
debate. Imaoka et al. [14] proposed a model consisting of chains or ribbons of PbO3

trigonal pyramids. Wang and Zang [15] suggested that in the structure where PbO
content was up to 40 mol%, SiO2 is the main glass former, and polymeric chains of
PbO4 pyramids are connected through silicate tetrahedra in the glass. In addition,
Fayon et al. [6] reported that Pb atoms form covalent PbO4 and PbO3 pyramids over a
large compositional range. Meanwhile, Rybicki et al. [21] suggested that the PbO4

groups are the dominant structural units for any concentration of PbO, and at low
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concentrations, co-existence of the PbO4 and PbO3 units is possible. They also stated
that the connectivity of the silicate network is broken at around 45% of PbO content,
and, finally, they reported that the PbOn pyramids form a continuous network, mainly
edge-sharing, even at relatively low PbO concentrations (below 20%).

In this study, the numerical analysis of the melted lead silicate has been performed
in order to characterize the structural heterogeneity of the melt. The validity of the
analytical model has been judged by comparing the obtained results with previous
works.

2 Computational Method

Molecular dynamic (MD) simulation has been carried out for lead silicates systems
(5000 atoms) at temperature of 3200 K and pressure in the range of 0–35 GPa. In this
simulation, the Born—Mayer potential has been used [23, 24]. The software used for
calculation, analysis, and visualization was developed by the authors. It was written in
C language and run on Linux platform. We use the Verlet algorithm to integrate the
equations of motion with an MD step of 1.6 fs. This value assures the requirement for
accurately integrating the Newtonian equations of motion in order to track atomic
trajectories, and keeping the computational cost reasonable. The initial configuration
has been obtained by randomly placing all atoms in a simulation box. This sample is
equilibrated at a temperature of 6000 K for about 105 MD steps, and then it is com-
pressed to the pressure ranging from 0 to 35 GPa and relaxed for about 106 MD steps.
After that the models at different pressures are cooled down to the temperature of
3200 K with the rate of 1013 Ks−1. A consequent long relaxation (about 107 MD
steps) has been done in the NPT ensemble (constant temperature and pressure) to
obtain the equilibrium state. To calculate dynamical properties, we use an NVE
ensemble. In order to improve the statistics, the measured quantities such as the
coordination number and partial radial distribution function are computed by averaging
over 1000 configurations separated by 10 MD steps.

Micro-heterogeneity of silicate liquid can be clarified through overcoordinated TOx

or On unit. The result obtained by this way provides useful and interesting information
about the network structure. For instance, many works [27–31] establish the rela-
tionship between dynamics and degree of polymerization. However the structural
heterogeneity is not only described by over-coordinated unit, but also concerns the
fluctuation in free volume and chemical composition. To calculate the simplex all sets
of four atoms are taken and a circum-sphere (CSP) of the tetrahedron forming by those
atoms has been drawn. Let RCSP be the radius of CSP. Then we test the condition that
the CSP does not contain any atom. Next we calculate the number of atoms NCSP which
are determined as a number of atoms located from the center of CSP at distance of
RCSP ± 0.1 Å. Such, a set of the NCSP-simplexes is found in the constructed model. To
clarify those issues we conduct the analysis on void-simplex, oxygen-simplex and
cation-simplex as shown in Fig. 1. The void-simplexes provide the spatial distribution
of void for the liquid. Two other simplexes give the space regions where only oxygen
or cation atoms present.
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3 Results and Discussion

To assure the reliability of MD models of liquid PbSiO3, we have investigated pair
radial distribution functions gPb-Pb(r), gPb-O(r) and gO-O(r). As shown in Table 1, the
simulation result is in good agreement with experimental data [13, 21, 24] in terms of
the position of the first peak of PRDF.

The characteristics of void-simplex detected in two configurations are presented in
Table 2. The 130 type which consists of one oxygen, three silicon and zero lead, has a
largest mVS corresponding to the radii of 2.48 Å. The radius of 112 and 040 void-
simplex are decreased by 18.78–29.92%. From Table 1 it can be seen that the densi-
fication of melt is caused by decreasing the radius of void-simplex. This result is
consistent with the distribution of simplex radius shown in Fig. 2.

As depicted in Fig. 2, the graph shifts to the left for high-pressure configuration.
Moreover, the low-pressure configuration contains a number of large void-simplex with
radius bigger than 2.5 Å. In contrast, the amount of these void-simplexes in high-
pressure configuration is almost equal to zero. The densification also leads to the
increase of mVS for 022, 031, 121 and 220 void-simplex. However, the mVS for 040,

Fig. 1 The schematic illustration of simplex: The void-simplex (a); the oxygen-simplex (b); the
cation-simplex (c). The black, blue sphere represents the oxygen and cation, respectively; the
black circle represents the simplex.

Table 1 The structure characteristics of lead silicate. rPb-Pb, rPb-O, rO–O
is the position of the first peak in PRDF.

Bond-length This work Experimental works
[13] [21] [24]

rPb-Pb, Å 3.64 3.86 - 3.82
rPb-O, Å 2.26 2.73 2.30 2.27
rO-O, Å 2.64 - 2.62 -
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Table 2. The characteristics of void-simplex; mVS is the average number of void-simplex per
atom; RVS is the mean radius of void-simplex. a, b and c is the number of oxygen, silicon and
lead, respectively.

abc Low-pressure
configuration

High-pressure
configuration

mVS RVS, Å mVS RVS, Å

022 0.029 2.160 0.063 1.650
031 1.375 2.250 1.658 1.680
040 0.776 2.640 0.332 1.850
112 - - 0.002 2.000
121 0.989 2.170 1.228 1.700
130 2.360 2.480 1.806 1.830
211 0.020 2.450 0.016 1.990
220 1.290 2.370 1.403 1.830
310 0.061 2.540 0.049 1.960

The bold number indicates the void-simplex which has large number mVS
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Fig. 2 The radius distribution of void-simplex, oxygen-simplex and cation-simplex.
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130 and 310 type is decreased. Thus the major contribution to the densification is due
to the decrease in the radius of 022, 031, 121, 220 and in the number of those void-
simplex. Moreover, the number of large void-simplex significantly decreases upon
compression.

The characteristics of atom-simplex are presented in Table 3. The number of atom
varies from 2 to 9 for oxygen-simplex, and from 1 to 4 for cation-simplex. The radius
of atom-simplex also reduces upon compression. In particular, the radius of 002, 003,
011, 300 and 400 types is decreased by 15.87–26.43%. As shown in Fig. 2, the

densification of the melt leads to disappearing the atom-simplex with the radius bigger
than 2.5 Å.

Atom-simplex is the interstitial site for oxygen and cation. We regard the large site
to atom-simplex which consists of more 6 oxygen or 3 cation atoms. For the low-
pressure configuration the average number of large site per atom for oxygen and cation
is 0.003 and 0.215, respectively. Because the cation has positive charge, hence if cation
simplexes locate nearby, then a positive-charged cluster is formed.

The negative-charged cluster is a set of large site for oxygen where two adjacent
sites have at least a common oxygen atom. By analogy the positive-charged cluster is
formed by cation-simplexes.

4 Conclusions

An analysis on structure and dynamics of melted LS2 is carried out. The structure of
the melt is analyzed through SC-particle and SC-cluster which consists of oxygen-part
and cation-part. Adjacent SC-clusters do not have common cation, but may have
common oxygen. It is shown that the densification of the melt is accompanied with
decreasing the radius of core of SC-particle and number of large SC-particle.

Table 3. The characteristics of atom-simplex; mVS is the average number of atom-simplex per
atom; RVS is the mean radius of void-simplex. a1, b1 and c1 is the number of oxygen, silicon and
lead, respectively.

a1b1c1 0 GPa 35 GPa a1b1c1 0 GPa 35 GPa
mVS RVS, Å mVS RVS, Å mVS RVS, Å mVS RVS, Å

200 0.125 2.470 0.240 2.000 011 0.533 2.280 0.561 1.790
300 0.711 2.560 0.995 2.000 010 0.002 2.310 0.002 2.020
400 0.759 2.740 0.731 2.090 012 0.001 2.800 0.002 2.060
500 0.480 2.940 0.180 2.220 021 0.032 2.570 0.019 2.060
600 0.215 3.120 0.030 2.310 020 0.607 2.330 0.684 1.870
700 0.061 3.250 0.003 2.400 030 0.080 2.670 0.057 2.080
800 0.011 3.410 - - 040 0.003 2.710 0.002 2.280
900 0.003 3.720 - - 002 0.011 2.330 0.014 1.870
- - - - - 001 0.122 2.230 0.132 1.720
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Further, we show that the liquid comprises two types of SC-cluster. Most Si atoms
belong to first type, while second type contains the majority of Pb atoms. Large SC-
clusters tend to locate nearby forming space regions which represent the diffusion
pathway for Pb.
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References

1. Ross, M., Stana, M., Leitner, M., Sepiol, B.: N. J. Phys. 16, 093042 (2014)
2. Sundara Rao, M., Sanyal, B., Bhargavi, K., Vijay, R., Kityk, I.V.: J. Mol. Str. 1073, 174–

180 (2014)
3. Kopyto, M., Przybylo, W., Onderka, B., Fitzner, K.: Arch. Metall. Mater. 54, 811–822

(2009)
4. Kharita, M.H., Jabra, R., Yousef, S., Samaan, T.: Radiat. Phys. Chem. 81, 1568–1571

(2012)
5. Dalby Kim, N., et al.: Geochim. Cosmochim. Acta 71, 4297–4313 (2007)
6. Fayon, F., Bessada, C., Massiot, D., Farnan, I., Coutures, J.P.: J. Non-Cryst. Solids 232–234,

403 (1998)
7. Shrikhande, V.K., Sudarsan, V., Kothiyal, G.P., Kulshreshtha, S.K.: J. Non-Cryst. Solids

283, 18 (2001)
8. Sudarsan, V., Shrikhande, V.K., Kothiyal, G.P., Kulshreshtha, S.K.: J. Phys. Condens.

Matter 14, 6553 (2002)
9. Fayon, F., Landron, C., Sakurai, K., Bessada, C., Massiot, D.: J. Non-Cryst. Solids 243, 39

(1999)
10. Feller, S., et al.: J. Non-Cryst. Solids 356, 304–313 (2010)
11. De Sousa, Meneses D., Malki, M., Echegut, P.: J. Non-Cryst. Solids 352, 769–776 (2006)
12. Bhargavi, K., et al.: Opt. Mater. 36, 1189–1196 (2014)
13. Takaishi, T., Takahashi, M., Jin, J., Uchino, T., Yoko, T.: J. Am. Ceram. Soc. 88, 1591

(2005)
14. Imaoka, M., Hasegawa, H., Yasui, I.: J. Non-Cryst. Solids 85, 393 (1986)
15. Wang, P.W., Zhang, L.: J. Non-Cryst. Solids 194, 129 (1996)
16. Manceau, A., et al.: Environ. Sci. Technol. 30, 1540 (1996)
17. Choi, Y.G., Kim, K.H., Chernov, V.A., Heo, J.: J. Non-Cryst. Solids 246, 128 (1999)
18. Witkowska, A., Rybicki, J., Trzebiatowski, K., Di Cicco, A., Minicucci, M.: J. Non-Cryst.

Solids 276, 19 (2000)
19. Hoppe, U., Kranold, R., Ghosh, A., Landron, C., Neuefeind, J., Jovari, P.: J. Non-Cryst.

Solids 328, 146 (2003)
20. Mastelaro, V.R., Zanotto, E.D., Lequeux, N., Cortes, R.: J. Non-Cryst. Solids 262, 191

(2000)
21. Rybicki, J., et al.: J. Phys. Condens. Matter 13, 9781 (2001)
22. Rybicki, J., Ala, W., Rybicka, A., Feliziani, S.: Comput. Phys. Commun. 97, 191 (1996)
23. Rybicka, A., Rybicki, J., Witkowska, A., Feliziani, S., Mancini, G.: Comput. Methods Sci.

Technol. 5, 67 (1999)
24. Witkowska, A., et al.: J. Non-Cryst. Solids 351, 380–393 (2005)
25. Hemesath, E., Corrales, L.R.: J. Non-Cryst. Solids 351, 1522–31 (2005)
26. Chomenko, K., et al.: Comput. Method Sci. Technol. 10, 21–38 (2004)

374 T.-N. Tran et al.



27. Narayanan, B., Reimanis, I.E., Ciobanu, C.V.: Atomic-scale mechanism for pressure-
induced amorphization of b-eucryptite. J. Appl. Phys. 114, 083520 (2013)

28. Okuno, M., Zotov, N., Schmucker, M., Schneider, H.: Structure of SiO2–Al2O3 glasses:
combined X-ray diffraction, IR and Raman studies. J. Non-Cryst. Solids 351, 1032–1038
(2005)

29. Poe, B.T., Mcmillan, P.F., Angell, C.A., Sato, R.K.: Al and Si coordination in SiO2–Al2O3

glasses and liquids: a study by NMR and IR spectroscopy and MD simulations. Chem. Geol.
96, 333–349 (1992)

30. Zhang, Z., Zheng, K., Yang, F., Sridhar, S.: Molecular dynamics study of the structural
properties of calcium aluminosilicate slags with varying Al2O3/SiO2 ratios. ISIJ Int. 52, 342–
349 (2012)

31. Takei, T., Kameshima, Y., Yasumori, A., Okada, K.: Calculation of metastable immiscibility
region in the SiO2– Al2O3 system using molecular dynamics simulation. J. Mater. Res. 15,
186–193 (2000)

Insight into Microstructure of Lead Silicate Melts 375



A Strategy for Minimum Time Equilibrium
Targetting in Epidemic Diseases

Manuel De la Sen1(&), Asier Ibeas2, Santiago Alonso-Quesada1,
and Raul Nistal1

1 Faculty of Science and Technology, Department of Electricity and Electronics,
University of the Basque Country, Campus of Leioa, Bizkaia, Spain

{manuel.delasen,santiago.alonso}@ehu.eus,

raul.nistal@gmail.com
2 Department of Telecommunications and Systems Engineering,
Universitàt Autònoma de Barcelona, UAB, Barcelona, Spain

Asier.Ibeas@uab.cat

Abstract. This paper relies on a minimum-time vaccination control strategy for
a class of epidemic models. A targeted state final value is defined as a certain
accuracy closed ball around some point being a reasonable approximate measure
of both disease- free equilibrium points associated with the two vaccination
levels used for the optimal- time control.

Keywords: Vaccination control � Bang-bang time-optimal control
Hamiltonian

1 Introduction

Biological models have received an important attention in the last years because of
their importance in modeling real life problems of interest. For instance, the so-called
Beverton-Holt Equation, describing the growth rates of some species which reproduce
by eggs has been studied from a control theory point of view in [1, 2, 4]. Other
biological models of interest are the epidemic models which describe the evolution of
infectious diseases in humans, animals and plants. See, for instance, [5, 6] and refer-
ences therein. Due to the nature of the biological systems, the property of positivity of
the solutions under non-negative initial conditions is a requirement to be satisfied so
that the model be efficient to describe a real disease. On the other hand, it is well-
known that optimization techniques are important tools in the sense that the associated
optimal controls minimize a suitable loss function compared to alternative choices of
the controls or suboptimal controls. See, for instance, [6–9]. Typical optimal controls
are the optimal regulation control, which optimizes a predesigned trade-off between the
weighted states or outputs and the weighted controls, the optimal fuel consumption and
the optimal time control which minimizes the necessary time to reach a targeted final
state. In the case of analytical or computational difficulties for solving the optimization
problems because of computational difficulties or a lack of information of the real
problem to derive a sufficiently accurate model, suboptimization techniques can be
pursued to search for near-optimal control solutions. Time-optimal controls are
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associated with bang- bang control laws implying control switches at appropriate time
instants, [7]. In fact a minimum-time control is always of a bang-bang nature. One of
the typical optimization objectives is the design of optimal-time controls to reach a
targeted final state, usually, an equilibrium point. The main purpose of this research is
focused to the time optimal controls of an SEIR (susceptible/exposed/infectious and
recovered sub-populations) epidemic model to reach certain region surrounding
eventual equilibrium points. This strategy might guarantee prescribed small levels of
infection in a reasonably small finite time.

2 Epidemic Model

Consider the SEIR epidemic model:

_S tð Þ ¼ l� lS tð Þ � bI tð ÞS tð Þ � V tð Þ; S 0ð Þ ¼ S0 ð1Þ
_E tð Þ ¼ � lþ rð ÞE tð Þþ bI tð ÞS tð Þ; E 0ð Þ ¼ E0 ð2Þ

_I tð Þ ¼ � lþ cð ÞI tð Þþ rE tð Þ; I 0ð Þ ¼ I0 ð3Þ
_R tð Þ ¼ cI tð Þ � lR tð ÞþV tð Þ; R 0ð Þ ¼ R0 ð4Þ

where S;E; I and R, denote respectively, the susceptible, exposed, infectious and
recovered subpopulations, V is the vaccination effort and the admissible initial con-
ditions satisfy min S0;E0; I0;R0ð Þ� 0. The parameters are:

– l is the natural mortality rate. Its inverse is the natural host lifespan,

– b is the disease transmission rate,

– r is the disease latency rate. Its inverse is the average latent period,

– c is the removal or recovery rate. Its inverse is the average infectious period.

By summing-up both sides of the above equation, one gets that the total population
N tð Þ ¼ S tð ÞþE tð Þþ I tð ÞþR tð Þ; 8t 2 R0þ satisfies the differential equation:

_N tð Þ ¼ l� lN tð Þ;N 0ð Þ ¼ N0 ¼ S0 þE0 þ I0 þR0: ð5Þ

As a result of the subsequent discussion, it turns out that the above model describes
the evolution of normalized subpopulations provided that N0 ¼ 1. The disease- free
equilibrium point and the endemic equilibrium one are now specified and discussed:

Proposition 1. Assume that

(1) V : R0þ ! 0; l½ �,
(2) V tð Þ ! V� as t ! 1.
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Then, there the solution trajectory has non-negative subpopulation solutions for all
time under any non-negative initial conditions and there exists a unique disease- free
equilibrium defined by

x� ¼ S�; E�; I�; R�ð ÞT¼ l� V�

l
; 0; 0;

V�

l

� �T

ð6Þ

and the associated disease-free total population is N� ¼ 1.
If the limit vaccination is zeroed then N� ¼ S� ¼ 1 and, if N0 ¼ 1, then N tð Þ ¼ 1

for t� 0.
If V� ¼ K�

VS
� þV0 then the susceptible and the recovered subpopulations are,

respectively, l�V0
l þ K�

V
and K�

V þV0.

Note from Proposition 1 that the vaccination action decreases the equilibrium
susceptible subpopulation. The proof of Proposition 1 is direct by zeroing the time-
derivatives in (1)–(4) with zero equilibrium values of the exposed and infectious
subpopulations. Proceeding in a similar reasoning way for nonzero exposed and
infectious subpopulations, the following result is obtained concerned with the endemic
equilibrium point, [10].

Theorem 2. The following properties hold:

(i) Assume that V� ¼ K�
VS

�
e � K�

V 2 0 l½ �. Then, the endemic equilibrium point is
given by the steady-state subpopulations:

S�e ¼
lþ cð Þ lþ rð Þ
b r� K�

Vð Þ ¼ 1
R0

; E�
e ¼

lþK�
V

� �
lþ cð Þ

b r� K�
Vð Þ R0 � 1ð Þ ð7Þ

I�e ¼ lþK�
V

� �
b

R0 � 1ð Þ; R�
e ¼

c� K�
V

� �
b

R0 � 1ð Þ ð8Þ

and it exists and it is unique if and only if the reproduction number R0 [ 1 or,
equivalently, that the disease transmission rate is larger than a critical value
accordingly to the constraint:

b[ bc ¼
lþ cð Þ lþ rð Þ

r
: ð9Þ

(ii) Assume that V0 ¼ �K�
V so that V� ¼ K�

V � 1
� �

S�e 2 0; l½ �. If b� bc then the
disease-free equilibrium point is the unique equilibrium point which is, further-
more, globally asymptotically stable.

Note that Theorem 2(i) is a necessary and sufficient condition for the existence of
the endemic equilibrium point since if R0\1 there are negative components of the
endemic equilibrium, so that it does not exist, and if R0 ¼ 1 then it coincides with the
disease- free equilibrium point.
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3 Targetting the Equilibrium with Accurate Margin
in Optimal Time

Now, we rewrite (1) in a compact way as a fourth order dynamic system _x tð Þ ¼ f x tð Þð Þ
subject to x 0ð Þ ¼ x0. The minimum time loss function J ¼ R T

0 dt is extremal under the
optimal vaccination control and has an associated Hamiltonian H ¼ 1þ pT tð Þf x tð Þð Þ
where p tð Þ is the costate which is a dynamic Lagrange multiplier function which takes
into account through time keeping the dynamic constraint _x tð Þ � f x tð Þð Þ ¼ 0, t� 0 for
the optimal trajectory solution. The optimal time trajectory solution satisfies the
equations:

_x tð Þ ¼ @H
@p

; _p tð Þ ¼ � @H
@p

;H Tð Þ ¼ 0 ð10Þ

subject to x 0ð Þ ¼ x0 and pT Tð Þx Tð Þ ¼ �1. In view of (1)–(4), we can rewrite the
vaccination effort as a fourth dimensional real vector

Vu tð Þ ¼ b Vc þ u tð Þð Þ ð11Þ

where b ¼ �1; 0; 0; 1ð ÞT¼ e4 � e1, where ei is the i� th unity vector of the canonic
basis of R4, u tð Þ is an incremental scalar control and Vc 2 0; l½ � is a constant vacci-
nation scalar. Note that Vc þ u tð Þ is guaranteed to be in kl; ql½ �� 0; l½ � for all time if
u tð Þ 2 kl� Vc; ql� Vc½ � for t� 0 and some given design parameters
k; q [ kð Þ 2 0; 1½ �. Thus, the optimal incremental and vaccination controls and optimal
vector vaccination effort are calculated as bang-bang controls based on the solution of
the optimal costate as follows:

uopt tð Þ ¼ uopt t; k; q;V0ð Þ ¼ kl� Vc if pTopt tð Þb[ 0
ql� Vc if pTopt tð Þb\0

�
ð12Þ

Vopt tð Þ ¼ Vopt t; k; q;V0ð Þ ¼ kl if pTopt tð Þb[ 0
ql if pTopt tð Þb\0

�
ð13Þ

Vuopt tð Þ ¼ Vuopt t; k; q;V0ð Þ ¼ klb if pTopt tð Þb[ 0
qlb if pTopt tð Þb\0

�
ð14Þ

The final targeted state x Tð Þ ¼ xf is fixed within a prescribed closed ball �B x�; rð Þ of
radius r[ 0 defining the prescribed accuracy degree and center x� surrounding the
disease-free equilibrium points being obtained for both constant controls saturating the
bang-bang optimal one, namely, x�i ¼ hix�i1 þ 1� hið Þx�i2 with some hi 2 0; 1½ � for all
i 2 1; 2; 3; 4f g and x�1;2 of components x�ij for i 2 1; 2; 3; 4f g. j 2 1; 2f g being the
disease- free equilibrium points for respective constant vaccination controls V�

1 ¼
Vmin ¼ kl and V�

2 ¼ Vmax ¼ ql. The minimal time T is that necessary for the trajectory
solution to enter the ball �B x�; rð Þ from the given initial conditions.

A Strategy for Minimum Time Equilibrium 379



4 Example

Consider the uncertainty-free SEIR model described by the following parameters
l�1 ¼ 20 days�1, r�1 ¼ 21 days�1, r ¼ c and b ¼ 0:1826 days. Define a ball
involving all the subpopulations as follows:

Sa; Sb½ � 	 Ea;Eb½ � 	 Ia; Ib½ � 	 Ra;Rb½ � ¼ 0:22; 0:35½ � 	 0; 0:03½ � 	 0; 0:03½ �
	 0:67; 0:75½ �

so that the minimum time will be attained when all the subpopulations lie within their
corresponding intervals. In this case, the time needed to make all the subpopulations
reach the defined ball is given by the immune, R, as Fig. 1 depicts, which is of 42.58 days.

Also, we consider the case when the model suffers from parametric uncertainty. In
this way, the actual parameters of the model are given as above but we perform the
calculation of the control law as if they were 10% higher. The following Fig. 2 displays
the optimal control law obtained in this case while Fig. 3 shows the evolution of the
system’s trajectories. The time needed to steer the susceptible to the ball given by
Sa; Sb½ � ¼ 0:22; 0:35½ � is again of 37.42 days. It can be observed that the proposed
optimal control law behaves robustly with respect to (relatively) small parametric
uncertainties.
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Fig. 1. Time needed to reach the defined ball for the susceptible and immune subpopulations.
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Fig. 2. Vaccination control law in the presence of uncertainties.
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Fig. 3. Evolution of the system’s trajectories in the presence of uncertainties.
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Abstract. The modes of reasoning which are used in the context of safety
analysis and the very nature of knowledge about safety mean that a conventional
computing solution is unsuitable and the utilization of artificial intelligence
techniques would seem to be more appropriate. Our research has involved three
specific aspects of artificial intelligence: knowledge acquisition, machine
learning and knowledge based systems (KBS). Development of the knowledge
base in a KBS requires the use of knowledge acquisition techniques in order to
collect, structure and formalizes knowledge. It has not been possible with
knowledge acquisition to extract effectively some types of expert knowledge.
Therefore, the use of knowledge acquisition in combination with machine
learning appears to be a very promising solution. This paper presents the result
of these two research activities which are involved in the methodology of safety
analysis of guided rail transport systems.

Keywords: Rail transport � Safety � Accident scenarios
Knowledge acquisition � Machine learning � Expert system

1 Introduction

One of the research activities which is currently in progress at the French institute
lFSTTAR relates to the certification of automated public transport systems and the
safety of digital control systems. Independently of the manufacturer, the experts of
IFSTTAR carry out complementary analyses of safety. They are brought to imagine
new scenarios of potential accidents to perfect the exhaustiveness of the safety studies.
In this process, one of the difficulties then consists in finding the abnormal scenarios
being able to lead to a particular potential accident. It is the fundamental point which
justified this work. Our study took place within this context and aimed to design and
create a software tool to aid safety analysis for automated people movers in order to
appraise the suitability of proposed protection equipment. The purpose of this tool is to
evaluate the completeness and consistency of the accident scenarios which have been
put forward by the manufacturers and to play a role in generating new scenarios which
could be of assistance to experts who have to reach a conclusion.
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This article describes a contribution to improving the usual safety analysis methods
used in the certification of railway transport systems. The methodology is based on the
complementary and simultaneous use of knowledge acquisition and machine learning.
We used the ACASYA software environment to support the safety analysis aid
methodology. ACASYA aims to provide experts with suggestions of potential failures
which have not been considered by the manufacturer and which are capable of jeop-
ardizing the safety of a new rail transport system. In more formal terms, the method-
ology of safety analysis aid is based on two models: a generic accident scenario
representation model, which is based on a static and a dynamic description of a sce-
nario and a model of the implicit reasoning of the expert which involves three major
activities, namely the classification, evaluation and generation of scenarios:

• The first level (CLASCA) relates to finding the class to which a new scenario which
has been suggested by the manufacturer belongs. The purpose behind this is to
provide the expert with historical scenarios which are partially or completely similar
to the new scenario.

• The second level (EVALSCA) of processing considers the class which CLASCA
has deduced that the scenario belongs in order to evaluate the consistency of the
manufacturer’s scenario. The purpose of the EVALSCA module is to compare the
list of summarized failures (SFs) which are suggested in a manufacturer scenario to
the list of stored historical SF in order to stimulate the formulation of hazardous
situations which have not been anticipated by the manufacturer. This evaluation
task draws the attention of the expert to any failures which have not been considered
by the manufacturer and which might jeopardize the safety of the transport system.
It may thus promote the generation of new accident scenarios.

• The two levels are supplemented by a third level (GENESCA) which makes use of
the static description and the dynamic description of the scenario (the Petri model)
and three reasoning mechanisms, namely, induction, deduction and abduction.
Generation of a new scenario is based on injecting an SF which the previous level
has defined as being plausible into a specific sequencing of the change in marking
of the Petri net.

In view of the scale of the problem the design and construction of the demon-
stration model of the ACASYA system concentrated on the first two levels of pro-
cessing (classification and evaluation of scenarios).

2 Contribution of Artificial Intelligence to the Acquisition
of Railway Safety Knowledge

As part of its missions of expertise and technical assistance, IFSTTAR evaluates the
files of safety of guided transportation systems. These files include several hierarchical
analysis of safety such as the preliminary hazard analysis (PHA), the functional safety
analysis (FSA), the analysis of failure modes, their effects and of their criticality
(AFMEC) or analysis of the impact of the software errors. These analyses are carried
out by the manufacturers. It is advisable to examine these analyses with the greatest
care, so much the quality of those conditions, in fine, the safety of the users of the
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transport systems. Independently of the manufacturer, the experts of IFSTTAR carry
out complementary analyses of safety. They are brought to imagine new scenarios of
potential accidents to perfect the exhaustiveness of the safety studies. In this process,
one of the difficulties then consists in finding the abnormal scenarios being able to lead
to a particular potential accident. It is the fundamental point which justified this work.
Our study took place within this context and aimed to design and create a software tool
to aid safety analysis for automated people movers in order to appraise the suitability of
proposed protection equipment. The purpose of this tool is to evaluate the completeness
and consistency of the accident scenarios which have been put forward by the man-
ufacturers and to play a role in generating new scenarios which could be of assistance
to experts who have to reach a conclusion. Experts may find it very difficult to describe
in clear terms the stages of reasoning which they go through in order to make decisions.
Such a description requires experts to undertake a long process of thought which will
enable them to explain the unconscious aspect of their activities. The success of a
knowledge based systems (KBS) project depends on this difficult and sometimes
painful task. In view of the complexity of the knowledge of experts and the difficulty
which they have in explaining their mental processes there is a danger that the extracted
knowledge will be either incorrect, incomplete or even inconsistent. A variety of
research in Artificial Intelligence (AI) is in progress in an attempt to understand this
problem of the transfer of expertise. Research is currently taking place in two major
independent areas:

• Knowledge acquisition, which aims to define methods for achieving a better grasp
of the transfer of expertise. These methods chiefly involve software engineering and
cognitive psychology [1, 2],

• Machine learning, which involves the use of inductive, deductive, abductive or
analogical techniques in order to provide the KBS with learning capacities [3, 4, 5, 6].

3 Expert System Based on Machine Learning to Assist
in the Analysis and Evaluation of Railway Safety

In order to develop a KBS which aids in safety analysis we combined these two
approaches and used them in a complementary way. The modes of reasoning which are
used in the context of safety analysis (inductive, deductive, analogical, etc.) and the
very nature of knowledge about safety (incomplete, evolving, empirical, qualitative,
etc.) mean that a conventional computing solution is unsuitable and the utilization of
artificial intelligence techniques would seem to be more appropriate. The aim of arti-
ficial intelligence is to study and simulate human intellectual activities. It attempts to
create machines which are capable of performing intellectual tasks and has the ambition
of giving computers some of the functions of the human mind - learning, recognition,
reasoning or linguistic expression. Our research has involved three specific aspects of
artificial intelligence: knowledge acquisition, machine learning and knowledge based
systems. Development of the knowledge base in a KBS requires the use of knowledge
acquisition techniques in order to collect, structure and formalizes knowledge. It has
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not been possible with knowledge acquisition to extract effectively some types of
expert knowledge. Therefore, the use of knowledge acquisition in combination with
machine learning appears to be a very promising solution. The approach which was
adopted in order to design and implement an assistance tool for safety analysis
involved the following two main activities:

• Extracting, formalizing and storing hazardous situations to produce a library of
standard cases which covers the entire problem. This is called a historical scenario
knowledge base (HSKB). This process entailed the use of knowledge acquisition
techniques,

• Exploiting the stored historical knowledge in order to develop safety analysis know-
how which can assist experts to judge the thoroughness of the manufacturer’s
suggested safety analysis. This second activity involves the use of machine learning
techniques.

4 Acquisition and Formalization of Accident Scenarios

Examination of the concept of scenario revealed two fundamental aspects. The first is
static and characterizes the context (Figs. 1 and 2). The second is dynamic and shows
the possibilities of change within this context, while stressing the process which leads
to an unsafe situation. Very schematically, guide way transit systems are considered as
being an assembly of basic bricks and a new system possesses certain bricks which are
shared by systems which are already known. In the context of this study the basic
bricks which have currently been identified have been grouped together and the
ACASYA tool finds and then exploits shared bricks in order to deduce the class to
which a new scenario belongs or evaluate its completeness.

5 “ACASYA”: Tool to Aid in the Safety Assessment

This article describes a contribution to improving the usual safety analysis methods
used in the certification of railway transport systems. The methodology is based on the
complementary and simultaneous use of knowledge acquisition and machine learning.
We used the ACASYA software environment to support the safety analysis aid
methodology. ACASYA aims to provide experts with suggestions of potential failures
which have not been considered by the manufacturer and which are capable of jeop-
ardizing the safety of a new rail transport system. The organization of ACASYA [7]
(Fig. 3) is such that it reproduces as much as possible the strategy which is adopted by
experts. Summarized briefly, safety analysis involves an initial recognition phase
during which the scenario in question is assimilated to a family of scenarios which is
known to the expert. This phase requires classes of scenarios to be defined. In a second
phase the expert evaluates the scenario in an attempt to evolve unsafe situations which
have not been considered by the manufacturer. These situations provide a stimulus to
the expert in formulating new accident scenarios.
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As is shown in Fig. 3 this organization consists of four main modules. The for-
malization module deals with the acquisition and representation of a scenario and is
part of the knowledge acquisition phase. The three other modules, CLASCA,
EVALSCA and GENESCA, in accordance with the general principle which has been
laid down above, deal with the problems associated scenario classification, evaluation
and generation. In more formal terms, the methodology of safety analysis aid is based
on two models: a generic accident scenario representation model, which is based on a
static and a dynamic description of a scenario and a model of the implicit reasoning of
the expert which involves three major activities, namely the classification, evaluation
and generation of scenarios. The main purpose of the study is to combine these two
models and make use of learning techniques in order to make the expert model as
explicit as possible so that the expert process can be reproduced.

5.1 General Description of the Learning System by Classification:
“Clasca”

The first level CLASCA [8] (Fig. 4) relates to finding the class to which a new scenario
which has been suggested by the manufacturer belongs. The purpose behind this is to
provide the expert with historical scenarios which are partially or completely similar to
the new scenario. This mode of reasoning is analogous to that which experts use when
they attempt to find similarities between the situations which have been described by
the manufacturer’s scenarios and certain experienced or envisaged situations involving
equipment which has already been certified and approved.

Fig. 1. Parameters which describe an accident scenario
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Fig. 2. List of the parameters which relate to an example of a scenario.
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Classification of a new scenario involves the two following stages:

• A characterization (or generalization) stage for constructing a description for each
class of scenarios. This stage operates by detecting similarities within a set of
historical scenarios in the HSKB which have been pre-classified by the expert in the
domain,

Fig. 3. Functional organization of the “ACASYA” system.

Fig. 4. General architecture of “Clasca” module
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• A deduction (or classification) stage to find the class to which a new scenario
belongs by evaluating a similarity criterion. The descriptors of the new scenario
(static description) are compared with the descriptions of the classes which were
generated previously.

This initial level of processing not only provides assistance to the expert by sug-
gesting scenarios which are similar to the scenario which is to be dealt with but also
reduces the space required for evaluating and generating new scenarios by focusing on
a single class of scenarios Ck. The purpose this is to provide the expert with historical
scenarios which are partially or completely similar to the new scenario. This mode of
reasoning is analogous to that which experts use when they attempt to find similarities
between the situations which have been described by the manufacturer’s scenarios and
certain experienced or envisaged situations involving equipment which has already
been certified and approved.

5.2 General Description of the Expert System to Aid in the Evaluation
of Safety Based on the Learning of the Rules: “Evalsca”

The second level EVALSCA (Fig. 5) of processing considers the class which
CLASCA has deduced that the scenario belongs in order to evaluate the consistency of
the manufacturer’s scenario. The evaluation approach is centered on the summarized
failures (SFs) which are involved in the manufacturer’s scenario.

The evaluation of a scenario of this type involves the two modules below:

Knowledge-based system

Knowledge base

Base of
facts

Base of historical
scenarios 

Comparison

Failures
considered
in the scenario

Base of
rules

Automatic
generation

of rules
(CHARADE)

Inference engine
Failures
suggested
by the system

Failures not
considered
in the scenario

Description
of scenario

(without failures)

Scenario
for evaluation

Fig. 5. General architecture of “Evalsca” module
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• A mechanism for learning rules CHARADE which makes it possible to deduce SF
recognition functions and thus generate a base of evaluation rules,

• An inference engine which exploits the above base of rules in order to deduce
which SFs are to be considered in the manufacturer’s scenario.

This phase of learning attempts, using the base of sixty examples which was formed
previously, to generate a system of rules. The purpose of this stage is to generate a
recognition function for each SF associated with a given class. The SF recognition
function is a production rule which establishes a link between a set of facts (parameters
which describe a scenario or descriptors) and the SF fact (Fig. 6). What is involved
here is logical dependence, which can be expressed in the following form:

A base of evaluation rules can be generated for each class of scenarios. The
conclusion of each rule which is generated should contain the SF descriptor or fact. It
has proved to be inevitable to use a learning method which allows production rules to
be generated from a set of historical examples (or scenarios). The specification of the
properties required by the learning system and a review of the literature has led us to
choose the CHARADE mechanism [4]. CHARADE ability to generate automatically a
system of rules, rather than isolated rules, and its ability to produce rules in order to
develop SF recognition functions make it of undeniable interest. CHARADE [4] is a
learning system whose purpose is to construct knowledge based systems on the basis of
examples. It makes it possible to generate a system of rules with specific properties.
Rule generation within charade is based on looking for and discovering empirical
regularities which are present in the entire learning sample. Regularity is a correlation
which is observed between descriptors in the base of learning examples. If all the
examples in the learning base which possess the descriptor d1 also possess the
descriptor d2 it can be inferred that d1 ➔ d2 in the entire learning set. In order to
illustrate this rule generation principle let us assume that there is a learning set which
consists of three examples E1, E2, and E3.

– E1 = d1 & d2 & d3 & d4
– E2 = d1 & d2 & d4 & d5
– E3 = d1 & d2 & d3 & d4 & d6

IF Type of block (TB) 
And Hazard (H) 
And Hazard related functions (HRF) 
And Geographical zones (GZ) 
And Elements involved (EI) 
And Incident functions (IF) 

THEN Summarized Failures (SF)

Fig. 6. Form of SF recognition rules
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CHARADE can in this case detect an empirical regularity between the combination
of descriptors (d1 & d2) and the descriptor d4. All those examples which are described
by d1 & d2 are also described by d4. The rule d1 & d2 ➔ d4 is obtained (Fig. 7).

The purpose of the EVALSCA module is to compare the list of SFs which are
suggested in a manufacturer scenario to the list of stored historical SF (Fig. 8) in order
to stimulate the formulation of hazardous situations which have not been anticipated by
the manufacturer. This evaluation task draws the attention of the expert to any failures
which have not been considered by the manufacturer and which might jeopardize the
safety of the transport system. It may thus promote the generation of new accident
scenarios.

5.3 General Description of the Learning System by Classification:
“Genesca”

The two levels of processing which have been described above make use of the static
description of the scenario (descriptive parameters). They are supplemented by a third
level GENESCA (Fig. 9) which makes use of the static description and the dynamic
description of the scenario (the Petri model) and three reasoning mechanisms, namely,
induction, deduction and abduction. Generation of a new scenario is based on injecting

If elements_involved = mobile_operator, 
 incident_functions = instructions 
 elements-involved = operator_in_CC. 
Then sumarized failures = SF11: invisible element on the zone of completely automatic driving, 
 elements_involved = AD_with_redundancy, 
 hazard_related_functions =train localization, 
 geographical_zones = terminus. 

Fig. 7. A sample of some rules generated by CHARADE

@@ 18/06/2018 
 moving_block 
 collision 
 management_of_automatic_driving 
 train_monitoring 
 initialization 
 terminus 
 operator_at_CC 
 ad_without_redundancy 
 instructions 
DEDUCTION: 

Summarized failure = SF19: Silent train 

Fig. 8. Example result of deduction by the expert system
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an SF which the previous level has defined as being plausible into a specific sequencing
of the change in marking of the Petri net.

In view of the scale of the problem the design and construction of the demon-
stration model of the ACASYA system concentrated on the first two levels of pro-
cessing (classification and evaluation of scenarios).

6 Conclusion

This paper has presented our contribution to the improvement of the methods which are
normally used to analyze and assess the safety of automatic devices in guided transport
systems. This contribution is based on the use of artificial intelligence techniques and
has involved the development of several approaches and tools which assist in the
modeling, storage and assessment of knowledge about safety. The software tools have
two main purposes, firstly to record and store experience concerning safety analyses,
and secondly to assist those involved in the development and assessment of the systems
in the demanding task of evaluating safety studies. Currently, these tools are at the
mock-up stage. Initial validation has demonstrated the interest of the suggested
approaches, but improvements and extensions are required before they could be used in
an industrial environment or adapted to other areas where the problem of investigating
safety arises.

Fig. 9. General architecture of “Genesca” module
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Abstract. University Examination Timetabling Problem (UETP) is a compu-
tationally complex scheduling problem. Visual Analytics (VA) is a modern
visualization supported with automated processing method. The major impulse
of the method lies in its ability to integrate the key component of scientific
visualization and search based heuristics in the same optimization model. This
paper presents a visual analytics process (VAP) adapted for UETP. The adaption
involves the human context of visual analytics on timetabling data, which are
typically processed computationally with local search algorithm and then
visualized and interpreted by the user in order to perform problem solving with
direct interactions between the primary data, processing and visualization. The
three processing phases are invoked with user-driven and algorithmic-driven
steering that analyses the combined effect with automatic tuning of algorithmic
parameters based on constraints and the criticality of the application for the
simulations is proposed. The optimal solution for the small datasets and best
overall results for the medium and large datasets are experimented.

Keywords: Examination timetabling � Interactive visualization
User-driven � Algorithm driven steering

1 Introduction

In general, examination-timetabling problem has a set of exams that must be scheduled
to a set of time slots such that every exam is located in exactly one timetable, subject to
certain constraints. Due to NP-hard nature, specifically, that NP-completeness arises
whenever students have a wide subject choice, or examination vary in duration, or
simple conditions are imposed on the choice of times for examinations or even spread
through the week. It is the process of assigning exams to rooms and timeslots. The
constraints are related to the preferences of lecturers and students. Although suitable
time slot may be assigned to all the examinations involving one student group simul-
taneously, the corresponding problem for two student groups is NP-complete. There are
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essential semi-automated techniques that work in the solution of exam timetables with
an initial solution that can be either feasible or infeasible. Graphical representation of a
departmental examination has designed [1] in there a single department showing the
exam nodes the same department highlighting exams that clash with a number of other
exams. The same department showing the clashes between exams. This work presents a
visualization framework embedded with evolutionary algorithm to tackle complex
examination timetabling problem. Initial proposed articles [2–4] are provided signifi-
cantly basic contribution related to this work. The paper has organized in related work is
in Sect. 2, Methodology, problem definition, are in Sect. 3. Combining visual interac-
tion framework with evolutionary algorithm are in Sect. 4 evaluation procedure,
experimental results are in Sect. 5 followed by conclusion in Sect. 6.

2 Related Work

The conventional approach on solving the examination-timetabling problem has
tackled by implementing local search algorithms then evaluate its performance on
using textual or statistical representation. The unconventional approach on solving
examination-timetabling problem in this work has handled by implementing visual
design with local search algorithms to evaluate its performance through using visual
diagnosis of the results. If the results are good, enough then activate the stop condition.
If the results need to be improved then use the visual cues procedures systematically to
perform the local search to obtain good solution. In a recent complete survey for
examination timetabling, [5] conclude. In [6] have remarkably included visualization to
highlight the violations and penalties in solution with visualization methods are better
in identifying proficient violations in the search space and understand the complex data
generated solutions. In A-Plan [7], assignments of service technicians to customers are
displayed visually and may be modified by direct manipulation. Smooth cooperative
work is possible and an optimization algorithm has been integrated that facilitates semi-
automatic planning. Computational steering is an investigative paradigm whereby the
parameters of a running program may be altered according to what is seen in the
currently visualized results of the simulation. Further exploring the solution by means
of interactive visual cues and then dynamically steering the computational process
helps to improve the solutions. Visualization techniques [8] and proposed an interactive
optimization system to solve the course timetabling problem. Areas such as resource
management, planning, scheduling, data mining, information retrieval, graph drawing
and many others can be described as optimization problems. All these problems have in
common the quality criterion of the optimization process, which can hardly be for-
malized since the problem involves a large number of user- and task-dependent con-
straints. Reference visualization [9] in the semi-automated analytical process, where
humans and machines cooperate using their distinct complementary capabilities to
obtain the most effective results. Visualize the metaheuristic algorithms [10] to solve
bin packing problem has identified in literature graphically generate hybrid solution to
solve 17 benchmarking instances. Another work has used modeling [11] genetic
algorithm simulation, modeling of aerodynamic stall control using jet actuator to
visualize the inner operations.
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3 Methodology

The primary pace of applying visualization to solve an optimization problem is to
model the problem in terms of scientific pipeline, which includes modelling, simula-
tion, and visualization. The secondary pace is to specify the interactive visualization
techniques of the optimization problem. In this way, an optimization with user-
intervention which could change optimization goals if possible.

The first step includes modelling and simulating the UETP while the second
engages in adapting VAP to UETP from visual analytics (VA). Three processing phase
mechanisms are conducted in the integrated PSE which are designed to exemplify
(i) the Preprocessing phase (Pre-P); (ii) during the processing phase (Due-P); and
(iii) Post Processing phase (Pos-P). Every processing computationally steers each other
to enhance the convergence of the solutions. The visual cues designed and developed
(i.e. MCLH, LCLH, NAVTS, AVTS, and PYVAL) in each processing phases trigger
the human timetabler to interact with the solutions. The results of the proposed inte-
grated visual analytics processes (i.e. Pre-P, Due-P and Pos-P) have been compared
with user-driven steering and algorithmic –driven steering. They have also been
compared with [14].

3.1 Modelling and Formalization UETP Description

An uncapaciated UETP version considered in this work consists of given events
assigned to given course to rooms and to timeslots according to the hard and soft
constraints. The problem defines four hard constraints (HDCT1, HDCT2, HDCT3 and
HDCT4) which must be satisfied for a feasible timetable; and a combination of three
soft constraints (STCT1, STCT2, STCT3). The basic intention is to minimize the soft
constraint violations in a feasible timetable.
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3.2 Problem Formulation

The examination timetabling problem involves scheduling of a set of exams, each taken
by a set of students, to a set of timeslots (periods) subject to hard and soft constraints.
The main objective is to obtain a timetable that satisfies the hard constraints with the
minimum penalty of the soft constraint violation. A detailed description of the problem
is summarized by [5]. A timetabling solution is represented by vector x = (x1, x2, ….,

xM) of exams, where the value of xi is the timeslot for exam i.

Definitions for Hard and Soft Constraints. The hard constraints and soft constraint
are as follows:
Definition
HDCT1: Exam-clashing: Every exam must be assigned to exactly one timeslot of the
timetable; formulated using matrix Q, where x(ei,tj) = 0 if

PN2
j¼1 qij ¼ 1, and 1

otherwise.
Conflict matrix for exams clashes with timeslots is represented as follows:

XN1

i¼1
xðei; tjÞ ¼ 0: ð1Þ

HDCT2: Student-clashing: No student should be scheduled in two different places at
once, i.e. any two which have students in common must not be scheduled in the same
timeslot; formulated using C and Q, where Ci,j is the number of students taking both
exams ei and ej.

No exams with common resources are assigned simultaneously. This is represented
as follows:

XN2

k¼1

XN1�1

i¼1

XN1

j¼iþ 1
cij:qik:qjk ¼ 0 ð2Þ

HDCT3: Timeslot-clashing: Certain exams must be grouped and scheduled together in
the same timeslot. For instance, if exams ei and ej have same group, then both must be
assigned in the same timeslot. This could be formulated using the matrix Q where x(ei,
ej) = 0 if gi,k = gjk and 1 otherwise.

Each examination must be assigned to timeslot only once. This is represented as
follows:

XN2

k¼1
x ei;ej
� � ¼ 0: ð3Þ

HDCT4: Timeslot-capacity: The total number of students in all exams in the same
timeslot must be less than the total capacity for that timeslot; formulated using the
matrices E and Q, where xc(ei,tj) = 0 if

Pn1
j¼1 ns eið Þ:qij� nc tj

� �
, and 1 otherwise.

Total number of students in the same room must be less than the capacity of the
room. This is represented as follows:
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XN2

i¼1
xðei; tjÞ ¼ 0: ð4Þ

STCT1: Exam-proximity1 & 2: No student should have two exams in adjacent
timeslots on the same day, formulated using the matrices C and Q.

Fð
XN1�1

i¼1

Xn1

j¼jþ 1
ci;j:proxðt eið Þ; t ej

� �ÞÞÞ ð5Þ

where proxðt eið Þ; t ej
� �Þ ¼ x if ðt eið Þ; t ej

� �Þ�
�

�
� ¼ 1, 0 otherwise; t eið Þ specifies the

assigned timeslot for exam ej, x is a weight that reflects the penalty of violating this
constraint for each student, and the function f(x) is a penalty function based on the total
weights of students having two exams in adjacent timeslots.

• Objective Function

The objective function to evaluate a timetabling solution x for UETP can be formally
defined. The objective function f(x) is in Eq. (6). The value of f(x) is the total number of
soft constraints which are not met in a feasible timetable:

f xð Þ ¼
X

s�S
ðf1 x; sð Þþ f2ðx; sÞþ f3 x; sð ÞÞ ð6Þ

The value of f (x) is referred to as the Penalty Value (PV) of a feasible timetable.

4 Visual Interaction with Evolutionary Algorithm

This section summarizes the visual analytics processes proposed for UETP. The
visualization optimization methods are proposed based on the Visual analytics process:
(i) a visual analytics framework (VAF) adapted from visual analytic process (VAP) for

Table 1. The UETP and optimization terms in the visualization perspective

Visualization process Optimization UETP

Data transformation Generation Scheduling
Preprocessing insight Solution vector Timetable solution
During produced visualization Decision variable Event
Preprocessing data Hypotheses Value Feasible room to timeslot

pair
Hypotheses Value range Available room to timeslot

pairs
User phenomena during processing
Hypotheses

Objective function Objective function
formalized in Eq. 6

Interactive visual computing Iteration Iteration
Scientific discovery process Optimal solution Feasible timetable
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UETP, to explore visual simulation on the data (ii) an integrated problem solving
environment (PSE) Visualisation is developed to understand and interact with the
timetabling construction processes (Pre-P, Due-P and Pos-P) to improve the solutions.

In order to bridge between the UETP and a visualization context, the relationships
and correspondence are shown in Table 1. In principle, each data transformation
process corresponds to an initial process where the raw data are fed into the visual-
ization pipeline and an initial solution is generated. Likewise, in the scheduling pro-
cess, a set of events is assigned with values (exams-timeslots), iteration by iteration,
searching for a feasible timetable with the least number of constraint violations as
determined by the objective function formalized in Eq. (6).

4.1 Visual Analytics Process Supported with Evolutionary Algorithm

Most scheduling problem including the UETP are highly constrained combinatorial
optimization problem which makes it hard to tackle using a classical method [14]. The
adaption of visual analytics process with the integrated problem-solving environment is
proposed. The three processing phases tailored with evolutionary algorithms proposed
in this work are introduced visually; each phase computationally steers and overcomes
the weakness by turning the parameters and thus obtaining a good-quality solution to
UETP. Adapting VA to UETP for the first time was an attempt that brought forth some
success in solving small and medium timetabling instances but not for large instances.
The method, called Pre-Processing Phase (Pre-P) had four visual cues indicators:
(i) MCLH most crucial clash, (ii) LCLH least crucial clash, (iii) AVTS available time
slots, (iv) NAVTS not available time slots, and (v) PRYVAL priority values obtained by
visually adjusting procedures. Accordingly, the During the Processing Phase (Due-P)
has visualized the execution initial population of the evolutionary algorithm with the
genetic operators tuning the parameters of the crossover and mutation operation together
with the visual cues to obtain better solution. In the process, multiple visual interaction
procedures are used and both user and algorithm have to steer the parameters to improve
the results substantially leading to the best solutions for the larger timetabling instances.
The new eight visually guided procedures are carefully designed based on the neigh-
bourhood structures. Post Processing Phase (Pos-P), nonetheless needs to be connected
to the UETP search space more closely and overwrites the results and fine-tunes the
visual solution to find a local optimal solution.

5 Evaluation Procedure, Experiment and Results

The experiments were designed for User-driven steering is a computational process by
which the user can interactively explore a simulation during execution based on the
visualization of the current results. A well-studied approach allows the user to give
feedback to the simulation based on the visualization. Algorithmic-driven steering uses
the evolutionary algorithm to decide application parameters to improve system and
application performance. Steering enables the human timetabler to refine the ongoing
simulation and see the effects of refinement immediately. The development of an
integrated user-driven and automated (algorithmic) steering problem solving
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environment Visualisation for simulations, visualization, and analysis for conflicts can
happen upon generation of solutions. Visualisation provides the user control over
various visual cues, application parameters including the constraints of data for visu-
alization. Visualisation reconciles between the parameters decided by the algorithm and
the input parameters of the human timetabler. In the scenario, the visual analytic
processing framework can give options to the user or override some of the user inputs
in order to get the better solution. Most crucially, the evaluation of the PSE is analyzed
in order to value the visualization for the university examination-timetabling problem
(UETP). To emphasize on the PSE’s effectiveness in terms of UETP, experimentation
with Carter’s dataset is conducted during Pre-P and Due-P phases. There are five
visual parameters namely, MCLH, LCLH, AVTS, NAVTS, PRYVAL (see Algorithm 4.1)
to evaluate the effectiveness between user-driven steering with algorithmic-driven
steering incorporating the computational steering in each of the processing phases
based on reducing the hard constraint violations or reconciliation of clashes between
course to room to timeslot. For all sizes of problem instances (small, medium, large),
adjusting the rooms and timeslots is made for seven individual cases, and the conflict
matrix density is calculated based on the course allocated to the rooms multiplied by
the available timeslots. The experimental results are in Sect. 5.2. The subsequent
experiments have drawn attention to how the visual analytics process fits for the
scheduling problem, which in this case is UETP. The implication of the experiment is
to exemplify that the proposed visual analytics process (VAP) would guarantee that the
human timetabler is able to improve the solution during the construction of exami-
nation timetable phases (Pre-P, Due-P, and Pos-P).

5.1 Data Processing Phases of VAP for UETP

Pre-P featured with interactive computational processes whereby researchers and
scientists communicate with the data constraints by manipulating its visual represen-
tation. This sophisticated process of navigation allows researchers to computationally
steer, or dynamically modify the exam period, timeslot computations until the hard
constraint on clashes resolved or reduced. For every interaction applied on the
conflicting data, the computational parameter are analyzed and tuned as a new input to
the next processing stages. Figure 1(a) illustrates the MCLH from a group of students
to course, room and timeslot. Figure 1(b) continuously indicates to the human time-
tabler on the next most crucial clash that has happened between course to rooms and
timeslot. These visual cues will continue until the most crucial clash hard constraint
violations have been reduced and after which the process will proceed to the next
process which will be explained in the next section. To look at the line a little closer or
to increase the thickness of the clashed lines for more effective visual interaction, the
interface has a provided a slider and the most crucial clashed (MCLH) lines are colour
coded. The following section will explain the least crucial clash lines (LCLH) from the
populated initial solution.
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The “Red” line indicates the least crucial clashes. The lines exemplify the number
of students affected, course id, room id, and the slot. In Fig. 2, each “Red” line signifies
the least crucial clash violation of the hard constraint in the initial solution. Each
clashed lines has been symbolized with the tool-tip information. The human timetabler
needs to drag the mouse cursor over the “Red” least crucial clashed lines (LCLH) to
update the tool-tip with the violation of constraints with the total number of students
affected, course, room and the timeslot. The process will be extended based on the
exams and timeslot that the human timetabler has configured while creating the initial
solution.

Let us suppose the problem shown in Fig. 3 is the target problem from the dataset.
This is classified as one of the least crucial clash. Two clashes are considered to be the

Fig. 1. (a) Most Crucial Clashes in a solution (b) Next Most crucial Clash in a different solution
in the initial population (Pre-P) & (Due-P)

Fig. 2. Least Crucial Clash lines from the initial solution with tool-tip visual cues
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most similar to the target problem. The structures of the two cases as shown in Fig. 1(a
and b) are more isometric and modified, although they may not be the “good” solution
for the target problem. When we look at the visualization, it can be seen that there are 2
violations of hard constraints in the solution. (1) Students cannot be in two exams at
once, (2) Two exams cannot be in same room and same timeslot. In this scenario, each
room has at least one exams and the exam will be assigned to a timeslot. Suppose in
Room no. 10 has two least clashed lines, it violates the second hard constraint. Using
the graph heuristic method, alteration is made to initial solution to minimize the clashes
and this could reduce the hard constraint violation. The simple instance has confirmed
that only a few alterations are needed to get solutions for the target problem on the
basis of the solutions in LCLH similar instances. Instances can explore deeper
knowledge in examination timetabling problem by the visual representation. Interaction
that targets the alterations of every pair of events between the target problem and the
altered instance(s) finds the least crucial clashes for the target problem, thus a matching
relation between the events and alteration requirements is developed. The alteration
requirement in the LCLH of the similarity between every event pair gives a more
elaborate description with visual cues for the similarity of clashes. Thus the knowledge
and experiences the human timetablers has on the clashes solutions can be exploited for

Fig. 3. hec-s-92 dataset 81 exams, 2823 students, 10632 courses mapped to 18 timeslots with
the density of 0.42 constraint violations
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re-use for all the [14] problems. It is noted that the LCLH can use the NAVTS and
AVTS features previously solved problems within a manner similar to that of experts in
timetabling.

In Due-P, two modifications have been proposed: (i) the evolutionary optimizer is
incorporated with Due-P to extend the search space to find the local optimal solution
from Pre-P, and (ii) the visual priority values in consideration is used as a selection
mechanism which selects the values and events from the best solution. This scenario
(Due-P) is organized as follows firstly, the priority values is of integer values (Fig. 4)
whereby the user moves the conflicted line to the highest -ve (negative) values that
weighted values of constraints are reduced and if they move conflicted line to the
lowest +ve (positive) the conflicts has increased. In other words, as to why highest -ve
(negative) values are presumed as the most favourable is simply because the result of
the interaction will reduce the overall clashes significantly! These steering mechanisms
are controlled by the framework and it assists the user. Secondly, all the visual cues are
invoked while the evolutionary algorithm progresses. I.e. User-driven and Algorithmic-
driven steering with all visual cues able to performed.

Figure 5 shows the output of the post processing phase. It can be observed that the
Gaussian clustering pictorially exemplified minimization of the clashes. The textual
generation from the Visualisation has shown the clashes from 493 have reduced to 280
with the generation of 3386 before the stopping criterion is invoked. Figure 5 shows
the result of a configuration used for the visualization of the result of an optimizations
run. For example, the dataset hec-S-92 involves techniques for visualizing the state of
the population or the algorithm has shown a sequence of respective output which can
be highlighted in the diagram as an excel output. The exports are allowed during the

Fig. 4. Algorithmic steering on the Most Crucial Clashes (MCLH) with Priority Values
(PRYVAL)
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optimization run and can be used to access the performance of the algorithm in various
strategies of the visual cues used. i.e. the output has been updated whenever an export
happened in the post processing phase.

5.2 Experimental Results

The proposed method is programmed in Java technology. For better UI experience, the
system has been implemented with JavaFX 2.0 which is combined with conventional
Java1.6.0_18 under Windows- XP. The experiments presented here render differently
depending on the size of the dataset. The performance of adapting visual analytics with
steering visual representations is experimentally studied using benchmarking dataset
[14] available from the link: “http://www.asap.cs.nott.ac.uk/resources/data.shtml. Each
data instance is executed 7 times as maximum iteration 1000–5000 depend on the
dataset. In the parameter setting, the pre-visualization constant value used in the Pre-P
while b, Bmin, Bmax, were used in the Genetic operators assignment in Due-P, d are used
in user-driven steering interactions in Pre-P and Due-P.

The Boxplots in Fig. 6 show the distribution of results between the iterations. There
are exceptions in larger datasets where almost all the solutions indicate the absence of
distribution. The Boxplot distributions show that average values of the median values
rather than mean values. Notably, for the small dataset and medium datasets the range
of results are much better than median values. Note that the number of iterations used is
600–5000.

Fig. 5. Post processing phase: Tabular view, exported excel an assigned feasible solution
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6 Conclusion

In this study, visual analytics process tangled with genetic algorithm to provide UTEP
solution here, each scheduling processing phases are visually represented with intel-
ligent visual-cues to guide the human timetabler to interact with clashes. The clashes
are activated through violated hard constraints and soft constraints, which we presented
in this work. The User-driven steering and Algorithmic-driven steering used to speed
up the convergence and has improved GA operation in finding the optimal solution.
The framework has been tested with benchmark [14] dataset and the performance are
discussed. This work lead as combining Visualisation with scheduling problems, which
is available for further research.
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Abstract. Product reviews from customers are plays vital role for the cus-
tomers who want to buy the product through online. To get the knowledge of
customer emotions on particular item and its features given by the owner of the
product required efficient sentiments investigation. Investigating emotions of
customers from huge and complex unstructured reviews is big challenge. There
are lot of text mining approaches have been proposed by many researchers for
understanding the different characteristics of the customer connectedness on
items based on reviews. Still need a better approach for investigation of emo-
tions which can help to improve the business. Major risks in text mining are,
find out the spelling problems, links, special symbols and irrelevant phases. In
this paper main objective is to framing the relationship between different
emotions. For this purpose machine learning techniques are applied and
evaluated

Keywords: Item reviews � Data pre-processing � Machine learning
Emotion analysis

1 Introduction

There is a huge demand for the E-commerce in the current scenario. To buy any item
people will prefer online shopping and they do online search for items. Item reviews
are the major factors to influence the people for buying the item. These item reviews
given on the web makes major influence on customers to make decision to purchase the
item. All the major E-commerce websites like Amazon, flip kart etc. given facilities to
provide rating, feedbacks on purchased items. Feedback given by customers will give a
major influence on other people who wants to buy the item. Customers may give
positive or negative feedback depends on their perception of the item quality and
service given by the providers. To identify positive, negative emotion of the customer
from the given textual data in item reviews is a tough task.
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Every day item reviews are given by the customers, so need to classify the reviews
based on the emotion of the customer into positive or negative. Emotions of users are in
most of the web applications such as blogs [5], health related applications [4], summary
of reviews [3], features of item evaluation [2], investigation

Of items from reviews like e-commerce applications [1].
This manuscript is defined as follows: first section gives the work done on tweets

emotion analysis, second section is about methodology, third section is about detailed
description of classification techniques which adapted here, fourth section is about
result discussion and last conclusion and further enhancement.

2 Earlier Work

Information of the products and large set of item reviews are available in e-commerce
application. All are unstructured form. Useful information can extract by applying
filtering technique. In prior research, in the field of phrases and expression handling
with positive and negative feedback can be found in [10]. Here rule mining for getting
relevant polarity have been developed. Required polarity for the sentences was
developed with better techniques [9].

To set up right polarity of expressions by subjective recognition [8]. Analysis of
emotion is also explored to the different languages other than English with various
techniques of feature selection techniques. Different classifiers for classification of text
on polarity of text are KNN, SVM, Naïve bayes etc. [7]. Compare to Naïve bayes,
SVM and N-gram approaches are giving better performance [6].

Univariate approaches have been implemented for feature extraction based on
information gain [15]. Researcher gives new term, maximum discrimination [MD]
[14], which is selection of feature implementation using a statistical method. Multi-
variate methods are used for feature selection in a decision tree model [13]. Binary
classification has been developed in [12]. Method for elimination of feature recursively
has been implemented in [11]. Genetic algorithm for selection of features in [20]. The
limitations of multivariate strategies are computationally costly. Using PMI for include
extraction. Analysis of emotions is not limited to twitter information, at the same time
use it for stock exchange [16], news articles [15], and political discussions [25].

3 Proposed Work

Here, new approach is by joining the NLP and machine learning model. The proposed
technique contains acquiring the date, selection of features, cleaning the data etc. Need
to build ML model and predict the emotions of product reviews (Fig. 1).
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4 Acquisition of Data and Selection of Feature

Original data used here is collected from Amazon web resource. Which is available
openly [22]. It consists of different features as shown in Table 1. Identified few features
such as review_rating, review_text, review_title, review_Uname.

Acquisition of data

Selection of feature

Cleaning the data

Bag of words Generation

Develop & train the ML Models

Evaluation of ML Model

Prediction

Positive emotion Negative emotion

Item Review 
Data 

Fig. 1. Proposed work

Table 1. Features of Amazon item review data

ID Keys

Asins Manufacturer
Brand Name
Categories Prices
Color Review_date
Date added Review_rating
Date updated Review_text
Dimensions Rcview_source URL
Review_title City
Review_Uname Review_userProvince

Investigation of Emotions on Purchased Item Reviews 411



5 Preparation of Data

Here original data id transformed to cleaned data. Following actions will be taken to
prepare the cleaned data from the original data (Table 2).

6 Generating the Words

Cleaned Item reviews are used for extraction of features using N-gram method. Used
three grams method to bag of words extraction.

Example

“The Cheetah jumps above the moon”

If x = 3, the n-grams will be:

• the Cheetah jumps
• Cheetah jumps above
• jumps above the
• above the moon

7 Develop the ML Model

After extracting the bag of words next need to develop a ML Model for positive
negative emotion prediction. In proposed work, Bernoulli Naïve bays, Random forest
ML approaches have been used.

To get the optimal solution, divided the proposed work in to two parts such as
coaching phase and anticipating phase.

Table 2. Action against irrelevant content

Irrelevant content Action taken

Numbers Removed
Special symbols Removed
Upper case letters Converted to lower case
Stop words Removed
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Algorithm – Coaching phase

Input: Item reviews
Output: Reviews with Sentiments and training ML Model
Method: 
1. Read the reviews.csv file for coaching phase
2. Eliminate the irrelevant content (Numerals, special symbols, converting to lower case, Elimination of stop 

words) clean data 
3. Save the data obtained from previous step into python data store
4. Finding the sentiment for reviews which don’t have ratings
for each rating of item reviews do

if rating >= 4  then
assign it to positive emotion

else
assign it to negative emotion

done
after classifying the sentiments, need to train and develop the machine learning(ML) models such as bernoulli 
navie bayes, decision tree and mutated random forest
for each review which is missed ratings of item reviews do

Use the developed ML model to predict the sentiments based on
item reviews.

done
5. From Stored data repository extract the bag of words using TF and its IDF
6. Divide the preprocessed data for training (Ratio 20 : 80)  
7. Develop a ML models for investigating item reviews namely positive and negative emotions 
8. Apply Different classifiers to train the machine learning model. 
9. Evaluate the ML models to get the performance in terms of precision recal, accuracy and F1-score. 
Algorithm: Coaching Phase Ends 

7.1 Implementation and Results

ML models are developed in python. Original data taken from web [21, 22]. In this
item reviews data contains one thousand five hindered ninety five reviews on products
of Amazon. Out of all those reviews four hundred twenty reviews are no ratings. This is
tough task to find out emotions of customer where no ratings. Figure 2. Shows the
example review obtained from web resource [21, 22]. After data cleaning, top twenty
words from those reviews are shown in Fig. 3. And Fig. 4.

Fig. 2. Sample item review
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Results if various ML algorithms are shown in Table 3. Figure 6. Displays the
graphical representation of accuracy which is obtained from proposed ML algorithm.
Table 4 gives the missed rating on the item. Numbers of positive negative sentiments
are shown in Fig. 5.

Fig. 3. Top most frequently words

Fig. 4. Top most frequently words in item review data

Fig. 5. Total count of positive and negative sentiments
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8 Conclusion

Analysis of the consumer emotions based on reviews on the particular item makes more
influence on business. It is important to concentrate on the quality of the service given
for the item such as useness, helpfulness, utilization of the each feature of the item. In
the previous work many complex approaches have been defined for sentiment analysis
with different aspects of the items. Online item reviews are kind of a platform for
customer to purchase any item. In this aspect there is a need of implementing new
methods to manage huge volume of item reviews. These reviews are not structured and
need to be pre-process. Irrelevant contents like numerals, special symbols, and stop
words are eliminated from original item review data. In this research work the end users
sentiment analysis of item is conducted by combining NLP and ML models. Different
classifiers such as Bernoulli naive bayes and random forest have been used and mutated

Table 3. Accuracy of different ML techniques

Bernoulli NB Decision tree Mutated random forest

Precision 0.84 0.88 0.88
Recall 0.85 0.86 0.89
Fl-score 0.81 0.82 0.87

Fig. 6. Comparison of results

Table 4. Missed ratings in item review data

review_rating review_text

1 NaN My previous kindle was a DX: this is my second…
2 NaN Allow me to preface tills with a Me history…
3 NaN Just got mine right now. Looks the s.ame as the…
4 NaN I initially had trouble deciding between the P…
5 NaN I am enjoying it so far. Great for reading. Ha…
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random forest found to be best in terms of accuracy. Further, this can be improved for
find the sentiments of consumers on other items on specific feature of the item based on
item reviews. More ML techniques and lexicon based approaches can be combined.
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Abstract. A bit-vector encoding is a well known method for represent-
ing hierarchies (i.e. partially ordered sets). This encoding corresponds to
an embedding of a given hierarchy into a Boolean lattice whose dimen-
sion is the encoding’s size. Computing an optimal bit-vector encoding,
which size is called the 2-dimension, is an NP-hard problem. Hence,
many algorithms were designed to provide good bit-vector encoding. In
this paper, we study tree hierarchies. We analyse previous algorithms for
their bit-vector encoding then we point out their common strategy that
led us to design a new algorithm improving all the previous ones.

Keywords: Partially ordered set · Tree · Bit-vector encoding
2-dimension · Algorithms

1 Introduction

A hierarchy can be viewed as a partially ordered set P = (X, ≤), or a poset
for short, where X is a set of elements and ≤ is an order relation (transitive,
reflexive and anti-symmetric relation). A poset is often represented by a Hasse
Diagram (cf Fig. 1), with an implied upward orientation, where two elements x
and y from X are connected, with x drawn below y in the Hasse Diagram, if x
is covered by y (x ≺ y), which means x ≤ y and there is no element in between.
In this case, y is called an immediate successor of x.

The main issue when handling hierarchies is storing and comparing their
elements efficiently, especially when dealing with big data. For these purposes,
we need to provide a compact representation of posets. In this paper, we are
concerned with the bit-vector encoding technique, also known as a hierarchical
encoding of posets [1,2,4,7,8].

Let P = (X, ≤) be a poset and Bn = (2[n],⊆) be the Boolean lattice of
size n.

The poset P has a bit-vector encoding of size n if it can be embedded
into Bn. In other words, if there exists a mapping φ between the elements of
P and the elements of Bn, such that for any two elements x and y from X,
x ≤ y if and only if φ(x) ⊆ φ(y).
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Fig. 1. (i) A Hasse Diagram of a poset P , (ii) An embedding of P into B5, (iii) A
bit-vector encoding of P of size 5.

This encoding will assign, to each element x of P , a bit-vector Vx of size
n, where its ith bit is set to one if i belongs to φ(x), and zero otherwise. So,
x ≤ y if and only if Vx ≤lexico Vy. For each element x of P , Vx (also φ(x))
designates the code of x.

Computing an optimal bit-vector encoding of a post P , i.e. the smallest
positive integer n such that P can be embedded as a subposet of Bn, which is
called the 2-dimension of P [11] and denoted dim2(P ), is an NP-hard problem
[6]. Thereby, there is a motivation to provide algorithms that give a good bit-
vector encoding for general and particular cases.

The bit-vector encoding of tree hierarchies have been the subject of several
studies [1–3,5,8,9]. In this paper, we first present some results about the 2-
dimension of trees (Sect. 2), then we expose the chronological improvement of
the three last algorithms for trees bit-vector encoding (Dichotomic, Polychotomic
and Generalized Polychotomic encodings) and point out their common process-
ing strategy (Sect. 3). Finally, we design a new algorithm for trees bit-vector
encoding and measure its performance (Sect. 4).

Note that all variables used throughout this paper are non-negative integers.

2 Trees Hierarchies

Hierarchical data having a parent-child relationship are called directed trees or
simply trees. Formally, a tree T = (X,≤) is a poset where each element y, except
the root, covers only one other element x (x < y). When each element in a tree
is covered by only one other element, then the tree is called a chain.

The problem of computing the 2-dimension of trees is still an open prob-
lem. However, it is approximable for any tree (Proposition 1) and computed in
polynomial time for some special tree cases (Proposition 2).

Proposition 1 There is a polynomial-time algorithm which gives a 4-
approximation of the 2-dimension when restricted to trees [6].

Proposition 2 Let T be a tree with n elements.

– If T is a chain, then dim2(T ) = n − 1 (Folklore).
– If T is an antichain (or a tree of height 1), then dim2(T ) = sp(n) where sp(n)

is equal to min{k|( k
� k

2 �
) ≥ n} [10].
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Until now, there is no polynomial-time algorithm that computes the 2-
dimension of any tree. Despite this, there exist several algorithms for a good
bit-vector encoding of trees. These algorithms provide upper bounds for the
2-dimension of trees (see Proposition 3 for trivial known bounds).

Proposition 3 (Folklore) Let T be a tree of height h, with n elements and l
leaves. Then, max(h, sp(l)) ≤ dim2(T ) ≤ n.

3 Analysis of Previous Algorithms for a Bit-Vector
Encoding of Trees

Bit-vector encoding of trees has been first studied by Caseau in 1993, who devel-
oped the Cmax encoding then improved it with Habib et al. in 1999 by the CHNR
encoding. In 2001, Raynaud and Thierry proposed the Dichotomic encoding
improving the earlier ones. Algorithms of these encodings are given in [6].

For a Dichotomic encoding of trees, the authors designed the Dicho algorithm
based on embedding a given tree into a binary one through the process described
in [6]. This process consists in associating a weight to each element of the tree
following a top-down topological order of the tree’s elements. The computation
of the weight of an element requires computing the weights of all its children first.
If the element has no children, then it is a leaf and it weights zero. An element
with only one child gets the weight of its child plus one. When it has exactly two
children, it gets the maximum weight of its children plus two. Otherwise, the
element has at least 3 children, let a and b be its children with smallest weights.
In this case, we add a new element to the tree as a child of the current element
and a parent of a and b, omit the transitive relationships, then iterate on the new
tree. Finally, the size of a bit-vector encoding of the tree, computed by the Dicho
algorithm, corresponds to the weight assigned to its root and it is the smallest
weight computed by a Dichotomic encoding (Theorem 4). We mention that the
weight assigned to each element of the tree is the size of a bit-vector encoding
of the subtree rooted at this element, computed by the Dicho algorithm.

Theorem 4. The Dicho algorithm generates a Dichotomic encoding of mini-
mum size [6].

In 2002, Filman formulated the behaviour of the Dicho algorithm by the
function D, defined in Formula 1, that computes the weight of an element from
an increasing sequence of integers referring to the weights of its children. Let
S = [s1, . . . , sn] be this sequence, with s1 ≤ s2 ≤ · · · ≤ sn. Then,

D(S) =

⎧
⎪⎪⎨

⎪⎪⎩

0 |S| = 0
s1 + 1 |S| = 1
s2 + 2 |S| = 2
D([s3, . . . , s2 + 2, . . . , sn]) otherwise

(1)

The process of the Dicho algorithm is then briefly described by the com-
putation of the weight of each element of a given tree using the function D
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and following a top-down topological order of the elements of the tree. Thanks
to this formulation, we give a formal description of a Dichotomic encoding in
Definition 1.

Definition 1. Let A be a function from increasing integer sequences to integers,
and let S be an increasing sequence of integers [s1, . . . , sn]. The function A is a
Dichotomic encoding of S if

A(S) =
{D(S) |S| ≤ 2

A(S\{si, sj} ∪ [sj + 2]) ∀i, j ∈ �1, n� with si ≤ sj otherwise (2)

According to Formula 1 and the following Proposition 5, we can say that
the Dicho algorithm assigns optimum weights for leaves and elements with one
child. Thus, going forward, we deal with the weight of elements with at least two
children.

Proposition 5 Let T be a tree rooted at r.

– If T is reduced to r, then dim2(T ) = 0.
– If r has a unique immediate successor, then dim2(T ) = dim2(T\{r}) + 1.

In [5], Filman introduces the notion of a flat sequence as a sequence of integers
[s1, . . . , sn] in which sn−s2 < 2. We extend this definition, then we show that the
Dicho algorithm always generates a flat-sequence when computing the weight of
an element.

Definition 2 (flat-sequence). A sequence [s1, . . . , sn] is called a k-flat-
sequence –or simply a flat-sequence– if one of these three cases occur:

– sn − s2 < 2 and sn = k.
– sn = s2 = k − 1.
– n = 1 and s1 ≤ k.

Definition 3 (k-Flat partitioning). A partition of a sequence of integers S
into subsequences X1, . . . , Xm is called a k-flat partitioning of S by some
function p if the sequence [p(Xi)|Xi 	= [k]and1 ≤ i ≤ m] is a k-flat-sequence.

Let S be an increasing sequence of integers [s1, . . . , sn]. We observe that for
any integer i with 1 ≤ i ≤ n, D(S) = D(Xi ∪ [si+1, . . . , sn]) such that Xi is a
si-flat-sequence. We justify this observation as follows:

We already have S = [s1] ∪ [s2, . . . , sn] = [s1, s2] ∪ [s3, . . . , sn], with [s1] a
s1-flat-sequence and [s1, s2] a s2-flat-sequence by Definition 2. We assume that
D(S) = D(Xi ∪ [si+1, . . . , sn]), for some integer i, and Xi is a si-flat-sequence. If
Xi ∪ [si+1] is a si+1-flat-sequence, then D(S) = D(Xi+1 ∪ [si+2, . . . , sn]). Other-
wise, to compute D(Xi∪[si+1, . . . , sn]), the Dicho algorithm replaces the smallest
values a ≤ b of the sequence Xi ∪ [si+1, . . . , sn] by b + 2, then iterates on the
resulting sequence and repeats the same process until getting some sequence of
integers [c1, . . . , ck, si+1, . . . , sn] in which c1 and si+1 − 1 or si+1 are the small-
est elements, which means si+1 − c2 < 2. In this case, Xi+1 = [c1, . . . , ck, si+1]
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is a si+1-flat-sequence, and D(S) = D(Xi+1 ∪ [si+2, . . . , sn]). We conclude the
correctness of our observation. By taking i = n, we confirm the existence of a
sn-flat-sequence, Xn, such that D(S) = D(Xn). We claim that the Dicho algo-
rithm generates a max(S)-flat-sequence from any sequence of integers S (for
S = [s1, . . . , sn], we have max(S) is sn). We let FS

d denote this flat-sequence and
let fd(S) denote its size.

The process of generating a max(S)-flat-sequence from a sequence S by the
Dicho algorithm, can be also viewed as a max(S)-flat partitioning of S by D of
size fd(S), as illustrated in Fig. 2.

Fig. 2. A flat-partitioning generated by the Dicho algorithm

In general, for any integer k ≥ max(S), the Dicho algorithm produces a k-
flat-sequence from S, when computing D(S). Let FSk

d denote this sequence and
let fk

d (S) denote its size.
According to the previous observation, we can reformulate the Dicho algo-

rithm’s behaviour (Function 1) as follows:

D(S) = D(F [s1,...,si]
d ∪ [si+1, . . . , sn]) = D(FS

d ) = D(FSk

d ) −
⌊

1
|FSk

d |

⌋

. (3)

In [5, Lemma 3], Filman defines an upper bound and a lower bound of D(S),
for S a flat-sequence, by

max(S) + 2
log2(|S|)� − 1 ≤ D(S) ≤ max(S) + 2
log2(|S|)�. (4)

The upper bound is reached when S is a flat-sequence with all elements,
except at most one element, equal to max(S) (Proposition 6).

Proposition 6 Let S be an increasing sequence of integers [s1, . . . , sn] such that
s2 = sn and n > 1. Then D(S) = sn + 2
log2(n)�.

We deduce from Eq. 3 and Inequality (4) that, for any sequence of integers S,
D(S) is either equal to max(S)+2
log2(fd(S))�−1 or max(S)+2
log2(fd(S))�.
As well, minimizing the value of D(S) can be ensured through an efficient encod-
ing of flat-sequences. Actually, that was the idea of Filman when he proposed
the Polychotomic encoding [5] formulated as follows.

P(S) =
{

sn + sp(n) Sis a flat-sequence
P([s3, . . . , s2 + 2, . . . , sn]) otherwise (5)
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Remark that the Polychotomic encoding works similarly to the Dicho encod-
ing until getting a max(S)-flat-sequence, then it returns

P(S) = max(S) + sp(fd(S)). (6)

Filman has proved that P(S) ≤ D(S) for any sequence of integers S [5,
Theorem 1]. This result can be also proved by checking that 1) for any integer
n > 4, sp(n) ≤ 2
log2(n)� − 1 (see Inequality (4) and Eq. 6), with

�log2(n) +
log2(log2(n))

2
+ 1
 ≤ sp(n) ≤ �log2(n) +

log2(log2(n))
2

+ 2
, (7)

(see [6] for a proof of (7)) and 2) P(S) ≤ D(S) for n ≤ 4.
In accordance to Eq. 6 and knowing that sp is an increasing function, one

can ask if there exists a Dichotomic encoding that provides, from a sequence of
integers S, a max(S)-flat-sequence with size less than fd(S), in order to improve
P(S). In Theorem 7, we prove that fd(S) is the minimal value computed by a
Dichotomic encoding (Definition 1).

Theorem 7. Let S be an increasing sequence of integers and k be an integer
greater or equal to max(S). Then, fk

d (S) is the smallest size of a k-flat-sequence
generated from S by a Dichotomic encoding.

The Polychotomic encoding was improved by Colomb et al. in 2008 [3], who
proposed the Generalized Polychotomic encoding formulated as follows:

G(S) =

⎧
⎪⎪⎨

⎪⎪⎩

sn + sp(n) S is a flat-sequence
G([sk + sp(k), sk+1, . . . , sn]) ∃k ≤ n − 1with

sk − s2 < 2 and sk + sp(k) ≤ sk+1

G([s3, . . . , s2 + 2, . . . , sn]) in other cases
(8)

The Generalized Polychotomic encoding is based on the same idea as the
Polychotomic encoding, which is applying the steps of the Dicho algorithm until
a new heaviest element would be created, i.e. a max(S)-flat-sequence would be
produced. Let FS

g denote this flat-sequence and let fg(S) denote its size. Then,
it returns

G(S) = max(S) + sp(fg(S)). (9)

However, it differs from the Polychotomic encoding in the fact that it checks,
before merging the two elements with minimum weights (i.e. run a one-step of
the Dicho algorithm), if it is possible to merge the k smallest elements (the k
first ones), when G([s1, . . . , sk]) ≤ sk+1.

By taking the greatest integer k such that G([s1, . . . , sk]) ≤ sk+1, we can
reformulate the Generalized Polychotomic encoding as follows:

G(S) =

⎧
⎨

⎩

P([G([s1, . . . , sk]), sk+1, . . . , sn]) with k > 1 is the greatest integer s.t.
G([s1, . . . , sk]) ≤ sk+1

P(S) otherwise

(10)
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The authors in [3] proved that G(S) ≤ P(S). So, the main reason why the
Generalized Polychotomic is more efficient, is the fact that it produces a flat-
sequence with smaller size (see Eqs. 6 and 9). We evaluate the difference between
fg(S) and fd(S) in Theorem 8.

Theorem 8. Let S be an increasing sequence of integers. Then, fd(S) − 1 ≤
fg(S) ≤ fd(S).

We conclude that the common strategy used by algorithms discussed in this
section consists in:

– Producing a max(S)-flat-sequence (or a max(S)-flat partitioning) from S.
– Encoding this flat-sequence.

In this paper, we focus on algorithms that provide a max(S)-flat-sequence,
or a max(S)-flat partitioning of S, with smaller size. The next section presents
the Generalized Contiguous Partitioning encoding designed for this purpose.

4 A New Algorithm for a Bit-Vector Encoding of Trees

4.1 Generalized Contiguous Partitioning Encoding

Let S be an increasing sequence of integers [s1, . . . , sn] and let P = {X1, . . . , Xk}
be a partitioning of S. The partitioning P is contiguous if for every i and j such
that 1 ≤ i ≤ j ≤ k, we have max(Xi) ≤ min(Xj). Recall that n ≥ 2.

The algorithm described by the function C (Function 11) produces a sn-flat-
sequence from a partitioning of S which is contiguous and minimal since each
subsequence is maximal with respect to be encoded by at most sn bits. Let fc(S)
be the size of this partitioning.

C(S) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

sn + sp(n) S is a flat-sequence
C([sk+1, ..,max{C([s1, .., sk]), sn}, .., sn]) ∃k such that k < n − 1

and C([s1, . . . , sk]) ≤ sn
and C([s1, . . . , sk, sk+1]) > sn

sn + 2 in other cases

(11)

Proposition 9 The function C is not monotonous, also, it does not always
improve the result returned by the function G.

In order to improve the Generalized Polychotomic encoding, we propose the
Generalized Contiguous Partitioning, as an efficient bit-vector encoding of trees,
based on the weight function GC, by:

GC(S) =

⎧
⎨

⎩

C([G([s1, . . . , sk]), sk+1, . . . , sn]) with k > 1 the greatest integer s.t.
G([s1, . . . , sk]) ≤ sk+1.

C([s1, . . . , sn]) otherwise

(12)
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The function GC produces a max(S)-flat-sequence from S, let fgc(S) be its
size. Then,

GC(S) = max(S) + sp(fgc(S)). (13)

The Generalized Contiguous Partitioning encoding principle is to associate
a weight for each element of a tree, computed by the function GC with S the
sequence referring to the weights of the element’s children. When computing
the weight of an element, this encoding embeds the given tree into another one,
exactly as the Dicho algorithm does (merging a set of integers s1, . . . , sk into
one integer t, means the adding of a new element with weight t as a parent of
elements of weights s1, . . . sk respectively and as a child of their former parent in
the tree). Then, it encodes the resulting tree by the CHNR [2] algorithm in order
to provide a bit-vector encoding of the initial tree. The following two lemmas
are required to prove that the Generalized Contiguous Partitioning algorithm
for trees bit-vector encoding improves all previous ones.

Lemma 10 Let S be an increasing sequence of integers [s1, . . . , sn]. Then, for
a given positive integer k, we have

fc(S) ≤ fc([s1, . . . , sk, sn]) − 1 + fc([sk+1, . . . , sn]).

Lemma 11 Let S be an increasing sequence of integers [s1, . . . , sn].
If there exists an integer k such that D([s1, . . . , sk, sk+1]) > sn, then

1 + fd([sk+1, . . . , sn]) ≤ fd(S).

4.2 Theoretical Result

In this subsection, we prove that the size of a Generalized Contiguous Parti-
tioning encoding is less than the size of a Generalized Polychotomic encoding
(Theorem 12). Recall that this size corresponds to the weight computed by the
function GC (resp. G) for the root of some given tree.

Theorem 12. Let S be an increasing sequence of integers. Then,

fgc(S) ≤ fg(S) implies GC(S) ≤ G(S).

4.3 Experimental Results

The Generalized Contiguous Partitioning encoding improves all previous algo-
rithms for trees encoding (Theorem 12). However, to evaluate the rate of this
improvement, we need to examine results of our encoding on some hierarchies,
preferably natural ones. Benchmarks used for our test are hierarchies of pro-
gramming languages published by Krall1.

1 http://www.complang.tuwien.ac.at/andi/typecheck/

http://www.complang.tuwien.ac.at/andi/typecheck/
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The Table 1 lists some characteristics of these hierarchies. The size of a hier-
archy (a poset) corresponds to the number of its elements while MaxChildren
refers to the maximum number of the children of an element of this hierarchy. In
the second table, we present, from the left to the right, the size of a bit-vector
encoding of each data from the benchmarks using the Dichotomic, Polychotomic,
Generalized Polychotomic and the Generalized Contiguous Partitioning encod-
ings (Table 2).

Table 1. Hierarchies characteristics

Data Size Height Max children

VisualWorks2 1957 15 181

Digitalk3 1357 14 141

NeXTStep 311 8 142

ET++ 371 9 87

Table 2. Experimental results

Data D P G GC
VisualWorks2 32 30 29 27

Digitalk3 29 28 28 27

NeXTStep 20 19 17 17

ET++ 20 20 19 18

Results show a slight improvement on the encoding size for hierarchies. How-
ever, this improvement provides a significant gain in term of the memory space
needed to store these hierarchies. For instance, while we decrease the size of
a bit-vector encoding of VisualWorks2 hierarchy by only 2 bits, we reduce the
memory space needed to store this hierarchy by around 4000 bits.

5 Discussion

The computation of an optimal bit-vector encoding of posets, i.e. the 2-
dimension, is an NP-hard problem. However, for the class of trees, the complex-
ity is unknown; it is conjectured to be polynomial [6, Conjecture 37]. Actually,
the problem is solved for only a few very simple cases of trees (chains, antichains,
comb trees, etc.). Thereby, previous works have been focused on approximating
the 2-dimension of trees or improving their encoding.

Habib et al. [6] proved that the Dicho algorithm is a 4-approximation of the
2-dimension of trees. In the same paper, they also conjectured that this algorithm
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is a 2-approximation of the 2-dimension of trees and settled the case for 4-ary
trees. Several algorithms were proposed in the literature to improve the Dicho
algorithm. In this paper, we present a general framework that allows a better
understanding of these algorithms and we propose a new algorithm improving
all the previous ones.
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Abstract. Automated Telling Machine (ATM) replenishment is a well-
known problem in banking industry. Banks aim to improve customer
satisfaction by reducing the number of out-of-cash ATMs and duration
of out-of-cash status. On the other hand, they want to reduce the cost
of cash replenishment, also. The problem conventionally has two com-
ponents: forecasting ATM cash withdrawals, and then cash replenish-
ment optimization on the basis of the forecast. In this work, for the first
component, it is assumed that reliable forecasts are already obtained
for the amount of cash needed in ATMs. We focus on the ATM cash
replenishment component, and propose a dynamic programming based
solution. Experiments conducted on real data reveal that the solutions
of the baseline approaches have high cost, and the proposed algorithm
can find optimized solutions under the given forecasts.

1 Introduction

According to World Bank reports1, the number of Automated Teller Machines
(ATMs) all over the world increased by about 2.5 times within the last ten years.
The increase in the use of ATMs facilitates banking services for both customer
and banks, especially for simple and standard services such as cash withdrawal.
On the other hand, additional ATM management costs arise for banks. One of
the well-known ATM management problems is cash replenishment optimization,
which mainly focuses on how often and how much cash to be loaded to an
ATM in each cash replenishment period. The problem contains two optimization
criteria. First of all, banks aim to reduce the amount of idle cash (i.e. cash that
was loaded and was not withdrawn from ATM for a period of time), since this
amount of cash can not be utilized in a profitable way, thus it is considered as a
loss. Therefore, it is aimed to avoid loading more amount of cash than needed.
This cost is calculated as an interest lost in terms of the number of days cash
stays in ATM idle. We call this cost as interest cost. On the other hand, loading

1 https://data.worldbank.org/indicator/FB.ATM.TOTL.P5?view=chart.
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small amount of cash causes out-of-cash ATMs, and this is an important problem
that affects customer satisfaction considerably. Additionally, cash replenishment
incurs a cost involving cash transportation and loading process to an ATM. We
call this cost as loading cost. Hence, it is important to reduce the frequency of
replenishment where possible. We call the total cost generated by interest and
loading costs as replenishment cost. ATM replenishment optimization is based
on keeping these factors balanced.

This problem can be divided into two steps: forecasting how much cash to
be withdrawn each day, and finding an optimization algorithm for cash replen-
ishment schedule. For the first step, we assume that a reliable forecast for the
amount of cash to be withdrawn each day for a period of time (typically for
a week) is available. There are several works focused on this first phase of the
problem [1,6,7,9,10].

The focus of this work is on the second step. Given the reliable forecast, we
propose a dynamic programming based solution for ATM cash replenishment,
such that ATM is never out-of-cash, and the cost of replenishment and cash
utilization is optimized. Assuming that maximum replenishment frequency is
daily, loading only the required amount of daily cash does not create any interest
cost while maximizing the loading cost. On the other hand, for the lowest cash
loading frequency, such as weekly, the loading cost is minimized, but, the interest
cost is maximized.

In the literature, there is a limited set of studies that are related to the ATM
replenishment problem that we have introduced in this paper. In [2], linear pro-
gramming approach is used for solving optimum cash replenishment routing
problem of an ATM network. In [5], mixed integer programming based approach
is developed to solve the cash replenishment problem for a set of ATMs where
cash is supplied from another set of cash centers. In [3], ATM withdrawal fore-
casts are used and a simulation based optimization solution is developed for the
cash replenishment decision. [4] also focuses on solving both the routing and
optimum replenishment of a set of ATMs, None of these studies are the same as
our problem, and, to the best of our knowledge this is the first introduction of
the ATM cash replenishment optimization problem which tries to determine the
optimum loading times for a given period for the given interest cost (obtained
from the interest rate) and the fixed cash loading cost for each replenishment
operation.

We modeled the ATM cash replenishment problem similar to the matrix chain
multiplication problem, such that n consecutive days ATM replenishment is mod-
eled similar to the multiplication of a sequence of n matrices. Thus, we develop
a dynamic programming solution to this problem. We also present dynamic pro-
gramming based optimized replenishment on a set of cases in comparison to
baseline approaches.

The paper is organized as follows. In Sect. 2, we present the proposed opti-
mization method. In Sect. 3, the details of the method is illustrated on an exam-
ple. In Sect. 4, experiments conducted on a real world data set in comparison
to baseline approaches are presented. The paper is concluded with an overview
and future work in Sect. 5.
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2 Solving ATM Cash Replenishment Optimization
Problem with Dynamic Programming

Banks need to find out a way to optimize how much cash and how frequent to load
cash into each ATM machine. Loading cash to an ATM has a cost independent
from the amount loaded. We can reduce this cost by trying to reduce the number
of replenishments. However, that means loading larger amounts each time an
ATM is loaded, which generates an interestcost for each day that cash stays
in the ATM. Therefore, an optimized solution tries to reduce the number of
replenishment to decrease the loading cost and reduce the amount loaded into
an ATM to reduce the interest cost. These two objectives are contradictory and
therefore the optimum solution should do these decisions to minimize the overall
cost.

Many optimization problems are solved efficiently by using dynamic program-
ming approach. In dynamic programming, the problem is divided into subprob-
lems and the results of these subproblems are combined to generate the results
of the larger problem instance. There are several well-known problems solved
with different dynamic programming algorithms. Matrix chain product is one of
the most well-known problems solved with dynamic programming method. Its
solution approach has been applied to variety of other optimization problems,
such as query optimization [8].

Matrix chain multiplication problem - as the name implies - basically aims
to find out the most efficient way of multiplying a sequence of matrices. In order
to find the most efficient way of doing this operation, the order of the multi-
plications should be determined. Since, the matrix multiplication operation is
associative the aim of the matrix chain product problem is to determine how
to put parenthesis around the matrixpairs (input matrices or the ones obtained
from previous multiplications) to execute the whole sequence of multiplication
operation. Due to the associativity of the matrix multiplication operation, this
parenthesization operations does not effect the result, but it effects the multi-
plication cost (i.e., the number of individual multiplications). Hence, we have to
find out how to place parenthesis in order to keep the multiplication cost at the
minimum.

Consider an instance of matrix chain product problem where each matrix i
has dimensions pi and pi+1. Assume that, we want to determine the minimum
cost paranthesization of a sequence of matrices i, i + 1, . . . , j to be multiplied
whose cost is represented as m[i, j]. The recurrence relation of this matrix chain
product problem is defined as follows:

m[i, j] = min

{
mini≤k<j(m[i, k] + m[k + 1, j] + pi−1pkpj) if i < j

0 if i = j
(1)

Matrix chain multiplication problem can be adopted to ATM replenishment
optimization problem easily. Matrix chain multiplication aims to find how to
locate parenthesis to have the lowest matrix multiplication cost. On the other
hand, this problem aims to find out when and how much cash to load to ATM
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in order to have the lowest cost. There are more parameters in our problem such
as interest rate, and also the cost calculation is a bit different, but matrix chain
multiplication problem can be thought as a base for this problem and thus, the
same approach can be used for our problem with minor changes.

ATM replenishment optimization problem and matrix chain product opti-
mization problem are very similar to each other. Both optimization problems
between i to j (matrices from i to j or days from i to j) can be solved by explor-
ing all pairs of smaller instances already solved optimally between i and j (that
is by considering all instance pairs as i to k and k+1 to j for all k values between
i and j). However, they also have some differences:

– In the matrix chain product problem an instance with a single matrix has no
(multiplication) cost. However, in the ATM cash replenishment problem an
instance of a single day has a loading cost.

– In the matrix chain product problem, there is a cost to combine two solved
instances, which corresponds to the cost of multiplying two matrices. On the
other hand, in the ATM replenishment problem the cost of combining two
smaller solutions to generate the solution of larger problem has no associated
cost. That is, if we want to determine the cost of the solution from day i to
day j, and, if we already have the solutions for day i to k and day k + 1 to j’
we can just add these two solutions.

– In the matrix chain product problem only the solutions generated previously
for smaller instances are needed to choose the minimum cost multiplication of
matrices. However, in the ATM cash replenishment problem, for the solution
of larger problem instance, in addition to the already solved smaller problem
instances, we also have to consider the single loading solution of the large
problem instance as well.

Let I be the accumulated interest cost matrix for keeping the cash in ATM
for days from i to j and α be the loading cost, then, the recurrence relation of the
ATM cash replenishment problem where c[i, j] is the minimized replenishment
cost for an ATM from day i to j (including j) can be defined as follows:

c[i, j] = min

{
mini≤k<j(c[i, k] + c[k + 1, j])∑j

r=i I [i, j] + α
(2)

3 Solution Details

The recurrence relation given in the previous section defines the way the ATM
replenishment optimization problem is solved. Moreover, there are some other
details that need to be defined on this solution. In this section, we will describe
these details and the whole solution process with a simple example. Consider a
simple instance of ATM Replenishment Problem for 5 days with the following
inputs:

Before calculating the values of the recurrence relation c we have to calculate
the values of Interest cost matrix firstly. In order to calculate the interest costs
(I values) the following process is applied:
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Step 1: Calculate the total amount of money for days from 1 to n under
the given interest rate r. In Table 1 the rows correspond to the days from 2 to
5, and the columns corresponds to the days from 0 to 5 where interest can be
applied. An entry at row i and column j corresponds to the amount the money
of day i will become with the given interest rate r in j days. The entries that
are not calculated left empty. For example, for the day 2, the cash can be in the
ATM at most for 1 day, if it is loaded at day 1. Thus, its interest applies for only
1 day. The calculations are performed by using Eq. 3.

amount with interest = amount ∗ (1 + r)(number of days) (3)

Table 1. Accumulated interests

Amount with interest Day 0 Day 1 Day 2 Day 3 Day 4

Day 2 (200) 200 202

Day 3 (100) 100 101 102.01

Day 4 (300) 300 303 306.03 309.0903

Day 5 (100) 100 101 102.01 103.0301 104.0604

Number of days: n = 5
Amount per days: [100, 200, 100, 300, 100]
Interest rate: r=0.01 (i.e., 1% per day)
Loading cost: α = 5

Step 2: Calculate the interest cost. If we extract the amount, then we
will find the actual interest cost. Calculations are done based on Eq. 4. Table 2
contains the interest cost for the amount of each day for the required days.

interest cost = amount with interest − amount (4)

Table 2. Interest costs

Interest cost Day 0 Day 1 Day 2 Day 3 Day 4

Day 2 (200) 0 2

Day 3 (100) 0 1 2.01

Day 4 (300) 0 3 6.03 9.09

Day 5 (100) 0 1 2.01 3.03 4.06

Step 3: Calculate the accumulated interest cost. When we load the cash
at day 1 and then the next loading is at day 4, that means we need to load
3 days required cash at day 1 (i.e., for days 1, 2 and 3). Thus, for day 2 we
will pay an interest cost for 1 day and for day 3 we will pay interest cost for 2
days, That is why we need to calculate the accumulated interest costs for loading
the cash at day i until to day j. That means the next loading is on day j + 1.
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The calculation is done by Eq. 5. In Table 3 the rows correspond to loading days,
and the columns correspond to the day until which the loading is done.

I [i, j] =
j−1∑
k=1

{IF (i + k − 1 ≤ n) THEN interest cost[i + k − 1, k] ELSE 0} (5)

Table 3. Accumulated interest costs

I Day 1 Day 2 Day 3 Day 4 Day 5

Day 1 2 4.1 13.19 17.25

Day 2 1 7.03 10.06

Day 3 3 5.01

Day 4 1

After the matrix I is generated we can use it to solve our main optimization
problem. Table 4 shows the calculation of the optimized values for the recurrence
relation c defined in the previous section for the same example.

Table 4. Optimized costs

c Day 1 Day 2 Day 3 Day 4 Day 5

Day 1 5 7 9.1 14.1 ?

Day 2 5 6 11 12

Day 3 5 8 10.01

Day 4 5 6

Day 5 5

Similar to the matrix chain product problem, the cell at row 1 and column 5
(i.e. marked with “?”) is the one that we are trying to find out. Notice that the
entry c[i, j] has a value corresponding to the optimum solution of the problem
from day i to day j. The main difference in our optimization problem is the
accumulated interest cost and the loading cost that needs to be considered in
the calculation. The rest is the same as the matrix chain product problem.

In the cost matrix, c[1, 2] shows the minimum cost of cash replenishment
from the beginning of first day until the end of the second day. While finding
the minimum cost, there are two options to be compared: loading cash day by
day or at once. To calculate day by day replenishment cost, sum of c[1, 1] and
c[2, 2] can be used as shown in Eq. 6.

day by day[1, 2] = cost[1, 1] + cost[2, 2] (6)
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To calculate the replenishment cost for loading cash at once, sum of corre-
sponding cell of accumulated interest cost matrix and loading cost is needed. So,
day by day calculation gives total cost as 10 (=5+5) as given in Eq. 7:

at once[1, 2] = α + I [1, 2] (7)

At once calculation gives 7 (=5+2) as a total cost, which is smaller. Therefore,
the value of c[1, 2] is 7. The calculations of the values of other entries of c matrix
is done in the same way as the matrix chain product. That is, the order of
calculations are done in terms of diagonals.

The last entry to be calculated is c[1, 5], which is the result of this problem
instance. Calculations for c[1, 5] requires choosing the minimum of the results
of Eqs. 8–12.

(12345) = α + I [1, 5] = 5 + 17.25 = 22.25 (8)

(1)(2345) = c[1, 1] + c[2, 5] = 5 + 12 = 17 (9)

(12)(345) = c[1, 2] + c[3, 5] = 7 + 10.01 = 17.01 (10)

(123)(45) = c[1, 3] + c[4, 5] = 9.1 + 6 = 15.1 (11)

(1234)(5) = c[1, 4] + c[5, 5] = 14.1 + 5 = 19.1 (12)

(123)(45) is the optimum solution for c[1, 5] and also the value of “?” is found
as 15.1 according to calculations.

4 Experiments

In this section, we present the optimized cash replenishment costs by the pro-
posed method on four real ATMs. As the cash withdrawal prediction, we use
the real withdrawal amounts. The data set contains the withdrawal amounts
for about one year. We construct weekly cash replenishment plans and report
the average weekly costs together with minimum and maximum weekly costs
obtained. Weekly average cash replenishment costs for the baselines of daily
replenishment and weekly replenishments are reported as well. All the results
are presented in Tables 5, 6, 7, and 8 where costs are calculated under the interest
rate of 0.01 and loading cost of 5.

Table 5. Cash replenishment costs for ATM 1

Method Avg cost Min Max

Proposed method 32.89 26.2 35.0

Daily replenishment 35.0 35.0 35.0

Weekly replenishment 652.89 154.3 2086.35
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Table 6. Cash replenishment costs for ATM 2

Method Avg cost Min Max

Proposed method 30.52 5.0 35.0

Daily replenishment 35.0 35.0 35.0

Weekly replenishment 1463.48 5.0 2889.60

Table 7. Cash replenishment costs for ATM 3

Method Avg cost Min Max

Proposed method 34.35 15.0 35.0

Daily replenishment 35.0 35.0 35.0

Weekly replenishment 5355.05 187.8 13704.0

Table 8. Cash replenishment costs for ATM 4

Method Avg cost Min Max

Proposed method 32.73 15.0 35.0

Daily replenishment 35.0 35.0 35.0

Weekly replenishment 1472.53 316.5 4403.09

Fig. 1. Cash replenishment cost difference versus interest rate

As seen in the tables, the proposed method generates schedules with much
lower costs especially with respect to weekly replenishment. Daily replenishment
schedule generates the same cost due to transportation on each day. On the
other hand, weekly replenishment cost varies depending on the amount of money
required for the whole week (Fig. 1).

Another analysis that we conducted is on the amount of the difference
between the optimized cost by the proposed method and the costs by the base-
line approaches under varying interest rate. As expected, the difference increases
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Fig. 2. Cash replenishment cost difference versus loading cost

for weekly replenishment as the interest rate increases, whereas it approaches to
0 for daily replenishment. We can expect a contrary behavior for varying loading
cost (Fig. 2).

5 Conclusions and Future Work

In this work, we present a dynamic programming based approach for optimizing
the ATM cash replenishment problem. We assume that the withdrawal amount
predictions are available, and focus on scheduling the cash replenishment in
order to optimize the cost. The proposed approach is based on well-known matrix
chain multiplication solution through defining a mapping between matrices to be
multiplied and daily ATM cash requirements. The proposed solution guarantees
that the ATM is never out-of-cash, and the cost due to transportation and idle
cash is minimized. Note that there is a trade-off between transportation cost
and idle cash cost and the solution has to find a balance between these two cost
factors.

The proposed solution is applied on a set of real world ATM data in com-
parison to baselines of daily and weekly replenishments. The results reveal that
the straightforward strategies can not find optimized cost, furthermore the cost
of the replenishment plan is much higher than the optimized cost, especially
for weekly replenishment. This work can be further extended by including daily
withdrawal predictions. Another line of research direction can be considering
ATM groups as in [6].
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Abstract. Predicting the effects of climate change on crop yields requires a
model and its parameters, how crops respond to weather. Predictions from
different models often disagree with the climatic variables and its impact.
A common approach is to use statistical models trained on historical yields and
some simplified measurements of weather, such as growing season average
temperature and precipitation. Climate change is really concern to the entire
world. Its direct impact on the crop growth and yield is very important to
understand. In the present study Fuzzy logic crop yield model was developed by
considering different climate change variables. Temperature, Rainfall, evapo-
ration, humidity parameters are considered for the crop yield model. Model is
being developed by considering the 15-year crop yield data and same period for
the climatic variables. Triangular membership function is being adopted in the
fuzzy model. In this study a fuzzy rule-based system (FRBS) using the Takagi
Sugeno-Kang approach has been used for the developing the crop yield model.
Model is validated by coefficient of correlation, and found that, there is more
than 0.9 coefficient of correlation between observed and evaluated yield.

Keywords: Takagi Sugeno-Kang approach � Crop yield � Climate change
Fuzzy logic

1 Introduction

Agriculture is one of the main sectors to be impacted by different sources like climatic
changes, soil attributes, seasonal changes etc., Crop yield prediction is based on various
kinds of data collected and extracted by using data mining techniques different sources
which are useful for growth of the crop. It is an art of forecasting crop and the quantity
of yield in advance i.e., before the harvest actually takes place. Predicting the crop yield
can be extremely useful for farmers. They can contract their crop prior to harvest, if
they have an idea of the amount of yield they can expect which gives often securing a
more competitive price than if they were to wait until after harvest. The involvement of
experts in prediction of crop yield leads to issues like lack of knowledge about natural
events, negation of personal perception and fatigue etc. such issues can be to overcome
by using the models and decision tools for crop yield prediction. Likewise, industry can
do better planning the logistics of their business as the benefit from yield predictions.
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In India it is possible to cultivate large number of crops due to diverse climatic
conditions. Among these crops Rice (Oryza sativa L.) is important food crops of the
country. The total area under cultivation of Rice 43.6 (22.6% of gross cropped area)
and the total production of Rice is 94.1 million tonnes during the year 2014–15
constituting about 42.9% of total food production (Economic Survey 2014–2015).
Crop failure on account of drought or flood will have a severe repercussion not only on
the country’s economy but also on food security.

The forecasting of crop yield may be done by using three major objective methods
(i) biometrical characteristics (ii) weather variables and (iii) agricultural inputs [1].
These approaches can be used individually or in combination to give a composite
model. Forecasting is a significant aid in effective and efficient planning and is more
important aspect for a developing economy such as ours so that adequate planning
exercise is undertaken for sustainable growth, overall development and poverty alle-
viation. In management and administrative situations, the need for planning is great
because the lead time for decision making ranges from several years (for capital
investments) to a few days or hours (for transportation or production schedules) to a
few seconds (for telecommunication routing or electrical utility loading). Forecast of
crop yield is of immense utility to the government and planners in formulation and
implementation of various policies relating to food procurement, storage, distribution,
price, import-export etc.

Several studies have been carried out to forecast crop yield using weather param-
eters [2, 3]. However, such forecast studies based on statistical models need to be done
on continuing basis and for different agro-climatic zones, due to visible effects of
changing environmental conditions and weather shifts at different locations and areas.
Therefore, there is a need to developed area specific forecasting models based on time
series data to help the policy makers for taking effective decisions to counter adverse
situations in food production.

In recent years soft computing techniques like, artificial neural network (ANN),
fuzzy logic, genetic algorithm and chaos theory have been widely applied in the sphere
of prediction and time series modelling. Adaptive neuro-fuzzy inference system
(ANFIS) which is integration of neural networks and fuzzy logic has the potential to
capture the benefits of both these fields in a single framework. ANFIS utilizes linguistic
information from the fuzzy logic as well learning capability of an ANN.

This study was carried out to develop ANFIS based crop yield model based on the
climatic parameters. ANFIS model was developed by considering different combina-
tion of climatic parameters. Detail explanation was given in the methodology section
below.

2 Materials and Methods

2.1 Study Area

The present study was carried out to develop forecasting models for predicting the yield
of Kharif rice at Nashik taluka of Nashik district of Maharashtra state in India. It is
bounded on the north by the Mahadeo Hills, the Satmala Hills, on the north-west by the
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Ajanta Range, on the west by the North Sahyadri range of the Western Ghats, on the
east and south-east by the Eastern Ghats and on the south by the Balaghat Range. It is
located at 20.33°N latitude and 73.25°E longitudes. It has a dry season from early
October to mid-June and a wet season from June to early October. The annual average
rainfall of this region is about 713.50 mm, which is subjected to large variation. Yearly
yield data of rice (kg/ha) for 27 years (w.e.f. 1987–88 to 2014–15) was collected from
the Department of Agriculture, Maharashtra State. The Fig. 1 shows the location map
of the study area.

The time series daily weather data of 27 years (from 1987–88 to 2014–15) were
collected from WRDHP, Nashik (M. S). Five weather parameters were included in this
study; namely average daily temperature (T °C), average daily relative humidity (Rh
%), average daily total rainfall (P), average weekly number of rainfall days (n) and
average daily pan evaporation (E). However, daily weather data related to kharif (the
autumn harvest also known as the summer or monsoon crop in India) crop seasons
starting from a fortnight before sowing up to one month before harvest were utilized for
the development of models in the present study therefore, the weather data for rice crop
(Kharif season), from May 21 (about a fortnight before sowing) to October 22 (one
month before harvest) in each year were employed.

Fig. 1. Location map of Nashik taluka
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3 Adaptive Neuro-Fuzzy Inference Systems (ANFIS)

ANFIS is a fuzzy algorithm that is based on Sugeno-Kang (TSK) fuzzy inference
system [4, 5]. ANFIS is the powerful soft computing technique works based on the
principle of two powerful computing techniques that is Artificial Neural Network.
ANFIS utilizes linguistic information from the fuzzy logic as well learning capability of
an ANN for automatic fuzzy if-then rule generation and parameter optimization.
An ANFIS input interference panel in MATLAB is shown in Fig. 2.

ANFIS has the lot of advantages over the individual computing tool such as
FUZZY system and artificial neural network. In the FUZZY system making rules is
very important, complete predictions are based on the how one makes the rules. If the
parameters are involved more it will become more completed to make all such rule.
ANFIS solves this issue by taking the help of ANN, ANN optimizes the parameters and
makes the rules. These rules are fetch into the FUZZY inference system. Due to
overhead effect ANFIS costs high computing cost. ANFIS presents some linearity with
respect to some of its parameters, hence it increases the overhead of computation
process without increasing the efficiency. Optimization of fuzzy rules are also not so
efficient as compared to manual rules making hence predictions are subjected to more
uncertainty. Structure of ANFIS is as shown in the Fig. 3.

From the figure it can be seen that, there are four Inputs. All the four inputs are
divided into three membership function each. And there is only single output. In the
present study out is Yield and inputs are different combination of parameters.

Fig. 2. ANFIS input panel
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4 Methodology

Climatological data was first statistically checked for the outliers and missing data
analysis. Outliers are checked at the 95% significance level and outliers are removed.
After removing outliers, missing data analysis was carried out for the all the clima-
tological data using inverse distance weightage method.

4.1 Missing Data Analysis

Data for the period of missing rainfall data could be filled using estimation technique.
The length of period up to which the data could be filled is dependent on individual
judgment. Generally, rainfall for the missing period is estimated either by using the
normal ratio method or the distance power method.

Distance power method:

The rainfall at a station is estimated as a weighted average of the observed rainfall at the
neighbouring stations. The weights are equal to the reciprocal of the distance or some
power of the reciprocal of the distance of the estimator stations from the estimated
stations. Let Di be the distance of the estimator station from the estimated station. If the
weights are an inverse square of distance, the estimated rainfall at station A is:

PA ¼
Pn

i�s Pt=D2
iPn

t�1 1=D
2
i

ð1Þ

Note that the weights go on reducing with distance and approach zero at large
distances. A major shortcoming of this method is that the orographic features and

Fig. 3. Fuzzy rules
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spatial distribution of the variables are not considered. The extra information, if stations
are close to each other, is not properly used. The procedure for estimating the rainfall
data by this technique is illustrated through an example. If A, B, C, D are the location
of stations discussed in the example of the normal ratio method, the distance of each
estimator station (B, C, and D) from station (A) whose data is to be estimated is
computed with the help of the coordinates using the formula:

Di2 ¼ x� xið Þ2 þ y� yið Þ2
h i

ð2Þ

Where x and y are the coordinates of the station whose data is estimated and xi and
yi are the coordinates of stations whose data are used in estimation. In the present study
Distance power method is adopted as it is most recommended by many researchers.

4.2 Model Input

Models parameters are selected based on the parameters which affects the crop growth.
For the present study parameters are purely climatic. Many researchers have considered
the parameters other than the climatic but the problem with the other parameters not
easily available or very long experimentations are required. This study demonstrates
the developing the crop yield model based purely based on the climatic parameters
such as: Average rainfall (mm), Maximum Rainfall (mm), Total Rainfall (mm), Min-
imum Avg. Temperature (°C), Maximum Avg. Temperature (°C), Average Tempera-
ture (°C), Average Evaporation (mm), Relative humidity (%) are studied and
combination was tried to formulate the best model.

Amongst all the listed parameters, different combinations are tried to predict the
crop yield and most effective parameters are selected for the prediction of crop yield.
Variation of crop yield over the period of time are as shown in the Fig. 4.
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Fig. 4. Rice yield over the period of time.
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5 Result and Discussions

Amongst the 8 available Fuzzy membership function, Product of two sigmoidal
function (psigmf) was used and hybrid optimization was applied while training the
variables. Two different cases are considered based on the types of the variables are
considered for the training and best fit parameter selection. All two cases are explained
in the subsequent section.

5.1 Model Training

Case 1:

First Model was formulated by considering the Average rainfall, Maximum avg.
Temperature, average evaporation and relative humidity found that, after 1000 epoch
the error in the model was 0.012173 as shown in the Fig. 5 and model was optimized at
the epoch 2.

Case 2:

The second model was developed based on the Maximum Rainfall (mm), Minimum
Avg. Temperature (°C), Maximum Avg. Temperature (°C), Average Evaporation
(mm), Relative humidity (%). the designated error was zero while developing the
model and reached to zero at epoch 2. as shown in the Fig. 6. From the model. Model
characteristics were as shown in the fig. model is very efficient as compared to case 1.
Because it has the lesser error 0.00995 from the same number of epochs.

Fig. 5. Model 1. optimised results
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From all above discussion it has been concluded that model two of the case 2 is the
best performing model for predicting the yield in the present study area.

5.2 Model Validation

By selecting the independent set of data of the parameters mentioned in the case 2,
predicted the crop yield and results are as shown in the fig below (Fig. 7).

Fig. 6. Model 2. optimized results
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Figure 8 shows the coefficient of correlation between observed and predicted yield
it can be seen that r2 is greater than the 0.8. and hence model 2 of the case 2 is the final
model and respective parameters are best fit parameters for the yield prediction.

6 Conclusion

In the present study two ANFIS models were developed for the crop yield prediction
based on climatological parameters such as Average rainfall (mm), Maximum Rainfall
(mm), Total Rainfall (mm), Minimum Avg. Temperature (°C), Maximum Avg. Tem-
perature (°C), Average Temperature (°C), Average Evaporation (mm), Relative
humidity (%) are studied and combination was tried to formulate the best model.
Amongst all the parameter combination such as Maximum Rainfall (mm), Minimum
Avg. Temperature (°C), Maximum Avg. Temperature (°C), Average Evaporation
(mm), Relative humidity (%) are performing to the greater accuracy. The second Model
was performing at the accuracy of 0.0099 kg/hectare accuracy. Hence model number
two was recommended for the prediction of yield in the present study. Coefficient of
correlation between observed and predicted yield it can be seen that r2 is greater than
the 0.8. And hence model 2 of the case 2 is the final model and respective parameters
are best fit parameters for the yield prediction.
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Abstract. India has two important resources, cultivable land and fresh water.
Land use and land cover constitutes key ecological data for many scientific,
exploratory resource management and policy purposes, as well as for a range of
human activities. The land use type has considerable impact on the nature of
runoff and related hydrological characteristics. In this paper, attempt was made
to know land cover and land use (LULC) by analyzing Satellite images. Agri-
culture, Built up, Dense Forest, Sparse Forest and Water Body are different
categories of Land Use and Land Cover found out from satellite image of 2018,
2009 and 1997. From satellite image analysis of 2018 and 1997, it is found that
Agriculture area increase by 21%. Dense Forest decrease continuously but
Sparse forest increase steadily. Ground Truth has been verified for Agriculture
and Dense Forest using GPS instrument.

Keywords: Land use land cover (LULC) � Landset-8 � Landset-5
QGIS � GPS

1 Introduction

Hydrology is essentially a science based on imperfect observations in a complex and
sometime discontinuous domain. The range of hydrologic information is tremendous.
The upper range includes the vast scale of the meteorological phenomena, where
information is based on sampling at relatively few points in a great range of space and
time. One of major requirement of human being is water and prosperity of any region
will be measured using availability of water. For development of any area, water
availability is considered as one of the prime need.

River basin considered as the basic hydrological unit for planning and development
of water resources. There are 12 major river basins with catchment area of 20000 km2

and more comprising total 25.3 lakh km2 in India. There are 46 medium river basin with
catchment area between 2000 and 20000 km2 comprising total of 2.5 lakh km2 [8].

The change in land use type has considerable impact on the nature of runoff and
related hydrological characteristics[1].Satellite images are used to quantify the various
parameters of land use by applying various image-processing techniques [2]. Decadal
land-cover changes using satellite data may be measured [4].
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Land use and land cover is a key factor in understanding the relations of human
activities with the environment [5]. Land cover maps represent earth cover reality due
to natural or political changes. Satellite images are utilized to analyze land cover and
land use (LULC) maps to understand changes in hydrologic response of an area. LULC
may be extracted through the process of classification which is categorization of all
pixels in a digital image into one of various land cover classes [6].

The Dang district in Gujarat state gets rainfall of around 2400 mm per year, but still
it suffer acute drinking water problem in few months of the year. The Dang district
receives most of the rainfall from the South West monsoon from June to September.

In this paper, Land Use and Land Cover of Khapri watershed has been analyzed
using satellite image of three time scale namely 2018, 2009 and 1997. There are five
classes identified in the watershed mainly, Agriculture, Built up, Dense Forest, Sparse
Forest and Water Body.

2 Study Area

The important tributaries of the Ambica river are Kapri, Kaveri and Kharera rivers. The
Kapri river rises at an altitude of 1030 m in Sahyadri hill range in Ahwa taluka of Dang
district in the state of Gujarat and joins the river Ambica near village Milan at an
elevation of 100 m. The length of river Kapri is about 80 km. The Kapri catchment up
to its confluence with Ambica river is spread over an area of 537 km2 which is about
19% of the total catchment of the Ambica basin. The river Khapri river lies between
20°37′34″ and 20°49′1″ North latitude and 73°28′1″ and 73°49′44″ East longitude
(Fig. 1).

The river Ambica basin lies between 20°31′ and 20°57′ North latitude and 72°48′
and 73°52′ East longitude with a drainage area of 2830 km2. The Valsad, Dangs and
Surat Districts of Gujarat and a small portion of the Nasik district of Maharashtra falls
in the basin. The basin extends over an area of 2830 km2 out of which 102 km2 lies in
Maharashtra while 2728 km2 is in Gujarat. The effective drainage area of the river is
2685 km2 since 145 km2 area near the mouth is low-lying, marshy and cannot be
beneficially utilized.

The climate of the basin is characterized by a hot summer and in general dry except
during the Southwest monsoon season. The maximum, minimum temperatures
observed vary from 32 to 40 °C and 25 to 8 °C respectively. The forest area in the
basin is 87006 ha. Soil of Ambica basin can be broadly classified into three groups i.e.
Laterite soil, deep black soil and alluvial soil. The basin can be divided into two
prominent physiographic zones. The eastern part comes under rugged mountain chains
of the Saputara Hills and descends on the western side to the edge of the uplands of
Surat district. This region is placed at a general elevation of 1050 to 100 m. The
western part, barring the coastal plain, is essentially in the sub sahyadrin zone of hills
and valleys generally below 100 m elevation. Deccan traps and intermediate
amphitheatres have developed out of the alluvial debris washed from the hills. The
lower reaches of the basin up to the coastal margins are mainly alluvial plains [10].

Total geographical area of the district is about 1.7 lakhs hectares. It is noteworthy to
find that only 33% of the geographical area is under cultivation in the district [7].
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3 Methodology

In this study, https://earthexplorer.usgs.gov, United State Geological Survey, Earth
Explorer web site is used for satellite data from 1997 to 2018. [9] The collected data
were compiled and analyzed systematically by keeping in view of the objectives of the
study. GIS and Remote Sensing techniques are used for the visual analysis and
interpretation of the images. Landsat-8 and Landset-5 data was used and downloaded
from website for analysis. For Landset-8, Band combination 5-4-3 used and for
Landset-5, 4-3-2 was used respectively in Fig. 2.

Shape file of Khapri watershed has been uploaded which was prepared from
Bhuvan online portal. On the basis of my interest area satellite data short listed as per
availability of path and without cloud cover. Three decade interval data selected for
analysis of land use and Land cover. Year selected are 2018–2009 and 1997.

Three satellite images on 31-3-2018, 22-3-2009 and 17-2-1997 are selected for
Land Use Land Cover analysis. Work has been done in QGIS environment.

Land Cover: Surface covered naturally. Water, Grass land, Deciduous Forest,
impervious surfaces, bare soil comes under Land Cover.

Land Use: How the land is utilized? It is a process of development and conser-
vation practices in the area. Agriculture land, Urban and recreation area comes under
Land Use (Fig. 3).

Fig. 1. Index map of Khapri Watershed [3]
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Fig. 2. Land use & land cover for satellite image 31-3-2018

Fig. 3. Land use & land cover for satellite image 22-3-2009
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Ground control point in terms of GPS (Global Positioning System) points collected
during visit of Dang on 18-10-2016. In this hand held GPS instrument used. This
instrument is taken on site and by entering proper details; it will give latitude and
longitude of that location. This instrument can be connected to computer using USB
cable. These points are superimposed on satellite image or Khapri watershed map
prepared in QGIS. Dense forest and river identified with GPS locations 3.

LULC analysis for Satellite image on 22-3-2009 has been carried out. Now as the
image for 2018 and 2009 are from different satellite namely Landsat-8 and Landsat-5
respectively. The FCC (False Colour Combination) has been modified and image
verified with ground control points collected on 29th and 30th October, 2017.
This GPS points include Soil sample points and Check dams. Soil Sample points
indirectly show agricultural land in the area. So, for LULC analysis five categories
used. After completion of analysis of LULC, Map showing LULC with Legend has
been prepared by using proper colour combination. Using this LULC, curve number
should be derived for estimating runoff. This curve number is based on weighted area
of respective Land use and Land cover. For doing LULC, visual interpretation on
screen digitization technique along with field data in form of. GPS points are super-
impose on satellite image for accurate identification of Land Use/Land Cover class [3]
(Fig. 4).

Fig. 4. Land use & land cover for satellite image 17-2-1997
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4 Results and Discussion

Following table depict the result for Land Use and Land Cover in Khapri watershed for
year 2018, 2009 and 1997 (Table 1).

From satellite image analysis of 2018 and 1997, it is found that Agriculture area
increase by 21%. Built up Area increase gradually from 1997, 2009 and 2018. With
respect to 1997, Built up area increase by 25.4% and 46.5% respectively. Dense Forest
decrease continuously but Sparse forest increase steadily. Agriculture and Dense Forest
has been checked by using GPS instrument for their location.

Land Use and Land Cover of watershed will help in generating Curve Number in
SCS (Soil Conservation Service) method.
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Abstract. Facing the new challenges that arise in supply chains (SC) such as
globalization itself, implies not only managing a geographical expansion across
the planet, but also depending on third parties, whether these suppliers, partners,
members, distributors or customers themselves, whether they are just around the
corner or on the other side of the planet, managing a network dependent on third
parties becomes increasingly complex and vulnerable to a ripple effect (RE) in
the event of disruption, ensure good performance will depend on everyone
working collaboratively. Therefore, it is important to look for methods or tools
that reduce the vulnerability of the RE into a SC and, in turn, promote collab-
oration and visibility. Methodologies such as Supply Chain Event Management
(SCEM) include processes and systems that alert to unplanned changes, also
called disruptive events (DE), in supply lines or other processes in order to
respond with alternatives, through its five functionalities: monitoring, notifica-
tion, simulation, control and measurement of SC activities. This helps to ensure
the good performance of a company, of its entire SC and to diminish the RE of
global networks.

Keywords: Supply chain � Collaboration � Ripple effect � Simulation

1 Introduction

Successful and correct supply chain management (SCM) is not only about planning,
process management and business linkages, it also means continuously seeking
improvements to meet new challenges. Among these challenges are: globalization,
competition in the market fiercer and the forefront of Industry 4.0, where the flow of
information and data produced by companies must be broken down into useful and
valuable information, with the contribution that simulation provides when evaluating
the effectiveness of the decisions that are proposed to execute without affecting the real
system. Likewise, SCM, like any other process, requires plans to achieve its objectives.
However, during the implementation of the plan, unforeseen deviations usually occur.
These deviations, also called disruptive events (DE), can affect compliance times,
jeopardize customer satisfaction and generate high damage repair costs. The creation of
information and communication technologies (ICTs) applied to the SC is a resource
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that we must take full advantage of, because through them we can have accurate and
timely information about what is happening at the SC, in other words, have visibility,
react in time with immediate corrective actions and ensure not only the good perfor-
mance of a company, but also that of all members of the network collaboratively.

In recent years we have seen intense changes in the way we manage a network with
a globalized SC, where geographical boundaries have succumbed, but which, in turn,
requires intermediaries within it; this dependence on third parties makes management
increasingly complex and vulnerable, justified by the need to reduce costs in the face of
the great competition in the market and to question the validity of non-core process
administrations. All the above makes a ripple effect (RE) disruption more latent with an
impact on the economic performance of a global SC more latent.

Finally, to bridge the gap that still exists between Supply Chain Integration (SCI) and SCM that
is still far from being proactive, analyze, collaborate and resolve deviations that can be tran-
scendental and of great effect, which requires tools or methodologies that serve as drivers to the
application of these philosophies.

1.1 Current Issues in Logistics and SC

Concepts such as SCM and SCI have become increasingly important, as classic
approaches to business management focus especially on intra-organizational opti-
mization measures that only improve the performance of a company, while SCM and
SCI break the perspective of divided improvement and try to reduce inefficiencies with
inter-organizational measures throughout the value chain, in other words, one concept
is focused on the coordination of logistics processes and the other is aimed at inte-
grating these processes among network members in order to overcome the challenges
that arise.

Globalization does not necessarily mean that a company spreads geographically
across the planet, it also means dependence on third parties (call these third parties):
suppliers, partners, logistic operators and even customers) that may be close or far from
each other, the above, due to more fierce competition in the market, such dependence
on third parties makes management more complex, less controllable and more vul-
nerable, however, this is justified by the need to reduce costs and increase profits, since
these do not occur exclusively in production savings or increased sales respectively, the
SC is formed by, among others, costs of supply, distribution, transport, storage and
recovery; any break in any of these links or mismanagement generates costs that have a
negative impact and must be considered.

Another aspect that leads to dependence on third parties is the questioning of the
validity of non-core business process administrations, which refers to the management
of processes that are not the main business line or activity of a company on which its
vital income resides, but which are essential to give added value to the SC and which
necessarily fall to third parties. All the above makes a Ripple Effect (RE) disruption
with potential impact on the economic performance of a global SC more latent, since
such a disruption would affect other levels of the chain itself. It is here where we must
take maximum advantage of the tools at the forefront of Industry 4.0, where a flow of
information and data produced by companies makes it difficult to process and analyze,
then all this information should be broken down into useful and valuable information,
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where tools such as Data mining that with the contribution that simulation provides an
effective evaluation of the decisions that are executed without affecting the real system.

1.2 Ripple Effect on the SC

Just as there are many types of disruptions in the SC, there are also many publications
on its management, mostly with the generalization of the disruptive impact on oper-
ational and strategic economic performance, as well as on recovery, in the face of the
latter there is a spread throughout the SC, whose literature proposes such a spread as:
Ripple Effect on SC [1].

The RE manifests itself when a DE occurs but with two explicit particularities:
(1) DE do not remain localized in a single process or content in one part of the SC, they
spread to other levels or nodes of the SC; (2) disruption impacts the performance of the
overall SC; (3) the occurrence of this type of DE is very low, hence its low pre-
dictability and expected contingency actions (Fig. 1 shows these characteristics);
therefore, their risk and stabilization should be assessed at an early stage after DE is
proactively presented and further, if possible, at the design and planning stages. Such
an impact could include late deliveries of orders and even failure to deliver them; loss
of market share and reputation; loss of some revenue, profits and even decline in stock
performance, the latter a devastating cost to many companies [1], which can often lead
to bankruptcy.

In this RE theme, the pioneers in examining the term in depth were Ivanov,
Sokolov and Dolgui, who defined it as: the result of the disruptive propagation of an
initial interruption to other stages of the global SC, in the production and distribution
networks [2].

If not controlled, the RE tends to spread to other levels of the chain, thus, the
consequences worsen and the cost of repairing damage increases (Fig. 2).

Fig. 1. Ripple effect.
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2 Disruption Management

As mentioned above, at the time of becoming a more complex SC, the likelihood of not
achieving the planned performance objectives increases. Therefore, it is essential that
organizations look for methods or tools that reduce the vulnerability of SC, if possible,
to take these steps from design and planning or, in their redesign. Organizations are
also required to understand the dependency among SC members, identify risks, con-
sequences and their impact.

Supply chain risk management (SCRM) is the identification, assessment and pri-
oritization of risks followed by the synchronized and cost-effective application of
resources to reduce, control and control the likelihood and/or impact of unfortunate
events [3]. A typical SCRM includes four components: identification, response,
monitoring and evaluation [4]. Supply chain event management (SCEM) has been
implemented as a disruption management tool. The SCEM consists of timely identi-
fication of SC disruptions; analysis of these and alerts on what interruptions have
occurred or may occur; notification of decision makers; evaluation of possible con-
tingency and correction actions; and, finally, development of control actions to restore
the operability of the SC.

2.1 Supply Chain Event Management

The involvement of relationships with other companies around the world in the SC, as
well as the dependence on third parties, suggests integrating all members of the SC
collaboratively for proper management.

SCEM is defined as: processes and systems that alert companies to any unplanned
changes in supply lines or other events so that they can respond with alternatives [5].

Additionally, a DE is defined as: those non-deterministic events that trigger
problems and state transitions of some type of object. Disturbances, interruptions,

Fig. 2. DE’s cost.
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malfunctions and other concepts to describe a negative impact are referred to this
concept [6]. These, in addition, can be propagated through many levels of a system.

The SCEM methodology is composed of 5 functions: monitoring, reporting, sim-
ulation, control and measurement.

Monitoring: Is a continuous activity, which involves detecting relevant DEs; in this
function, unplanned changes are observed in the execution of a plan: these changes
may be: resource availability; order progress; order specification changes, i.e. original
modifications to the original order specification such as start time, quantity or com-
pletion time, not because of adjusting the order in response to another DE [7]. There are
two types of monitoring: reactive and preventive.

Monitoring in the SC starts in a variety of circumstances. Four categories of rel-
evant situations are described [6], which are:

• Alert trigger: when an alert is received for the occurrence of a DS from a CS
member who identifies it.

• Status request: an explicit request is made for information on the status of an order,
an ED is identified.

• Random trigger: A random selection of orders is made. These are then monitored,
and a disturbance is identified.

• Probabilistic trigger: when knowledge of a certain order is available, there is suf-
ficient information to predict a high probability that this order will be affected by a
disruption.

Notification: This function refers to timely informing the relevant decision-makers
when an ED [8] is detected. This allows process managers to intervene immediately
and directly to contain risk and to contain major disruptions in SC performance, which
means reducing the RE; otherwise, the passage of time without acting represents the
increased cost of repairing the damage to a DE, also intended to provide relevant
information through a level of care that is both time-sensitive (priority level) and cost-
sensitive (severity level). Then with the support of Fuzzy Logic methodology we obtain
the index alert. Fuzzy Logic is a tool eficaz to address the problem of knowledge
representation in an environment of uncertainty, vagueness and imprecision, this is
based on the semantics of a membership value. In this semantics, a proposition is
interpreted as a system of elastic restrictions, and the reasoning is seen as a propagation
of restrictions [9]. (Figures 1 and 2 the index alert and the rules for obtaining it with
Fuzzy Logic).

Simulation: Refers to evaluating the consequences of DE by modeling specific man-
agement actions and analyzing trends [6]. The simulation allows to estimate
improvement tactics without disturbing the functioning of the real system; to create
hypotheses about certain actions and validate them; to analyze the impact and under-
stand the holistic system. Simulation is an alternative to optimization for SC analysis.
The simulation models in this topic are not restricted by rigid mathematical structures.
Almost any SC problem can be coded as a simulation object with a set of parameterized
behaviors.
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Control: Once the hypotheses have been evaluated as alternative solutions supported
by the simulation, corrective actions are implemented to reduce or eliminate the RE. In
this phase it is necessary to validate that the implemented actions obtained according to
the simulation and the planned result is the desired result [10].

Measurement: The most convenient way to comply with the last of the five func-
tionalities is to apply a continuous and updated storage of event data based on specific
data from the DE presented and the necessity of adequate IT support for performance
measurement in inter-organizational cooperation [11], for which the performance
indicators are required, adjusted and updated or, if new indicators are required, the
SCEM methodology cycle continues as shown in Fig. 3 (Figs. 4, 5 and 6).

The perspective of this methodology focuses on the visibility and collaboration of
logistics processes between the different companies that make up the CS, which should
allow early recognition of disruptions or ED in the flow of material, goods and
information, so that control measures can be taken proactively before risking com-
pliance with the plan and therefore SC performance.

3 Recovery Method of Supply Chain Under Ripple Effect:
Case Study

For the realization of a recovery method of SC under RE, we will rely on SCEM
methodology, described by Knickle & Kemmeter [8], and Zimmerman [6].

One sector that has stood out for remaining at the forefront of technology and
operational methods is the automotive sector. This is a sector that contributes great
profits to the GNP in those countries where the different assembly plants are located,
but it is also the one with the greatest losses due to a disruption since they work under
just-in-time (JIT) and just-in-sequence (JIS) manufacturing schemes, where a disrup-
tion can have great consequences and transcendence in the different levels of the SC, a
characteristic of the RE.

The case study focuses on a manufacturing company that assembles vehicles, with
an investment of nearly 3.5 billion dollars and a production capacity of approximately
250,000 units annually. The distribution of finished units is destined for the American
continent and the rest of the world, as well as national destinations, being the multi-
modal form the means of transport for international destinations and land for domestic
destinations. The distribution begins in a logistics yard, where the shipment of finished

Fig. 3. Category for alert index.
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units is planned and executed under 3 scenarios, via rail for the United States (west)
and Canada destinations; via land for domestic destinations; and via land to a port that
in turn distributes to the rest of the world and the United States (east). Only for national
distribution is direct delivery to the dealers, for the rest the shipments arrive at another
logistics yards.

Two approaches to action are established: a reactive and a proactive approach. The
reactive approach aims to adjust the SC processes in the presence of unexpected events
for which there is no similar or reference historical event. The proactive approach
considers possible DE that have already occurred for which there are action or con-
tingency plans, the basis of the proposed methodology is that in the SCEM control

Fig. 4. Set of rules for fuzzy logic alert index.

Fig. 5. Functions of Supply Chain Event Management.

Fig. 6. Fuzzy logic process for index alert.
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function, it feeds new reference parameters to perform predictive monitoring, so that in
the future the DEs can be avoided. In the simulation function this is done with the help
of Anylogic® software simulation which allows not only to visualize the SC processes,
but also to observe the impact of disruptions and recovery times in different scenarios.

The problem arises from the damage and total loss of some units finished in an
assembly plant, as a result of intense rain that caused a flood, it is worth mentioning
that this is not a common case in the region. Another antecedent is that the assembly
process had a good production rate, but the over-inventory was stored in places not
suitable for it, since the next process, which is the final inspection of the finished units
did not materialize, the correct thing would have been to inspect all the units and move
them to a logistic yard where they would remain safe until their shipment.

3.1 Monitoring

The type of monitoring carried out for this case is reactive, of the situation category
“alert trigger”, since the DE are identified by a SC member.

3.2 Notification

The type of monitoring carried out for this case is reactive, of the situation category
“alert trigger”, since the DE are identified by a SC member.

Based on the fuzzy logic, we determine the priority and severity of the DE, taking
as input variables the circumstances of a DE with a RE and the indicators of the
affected logistics process(es). By default, the indicators according to the characteristics
of the latter, frequency of ED, affected levels of SC and the effect on SC performance
are also considered.

Then, through a set of rules like:

IF < <alert �
THEN < <distribution list alert �
THEN < <send notification �
END.

The recipients will receive the notification with the level of < �alert �.
The purpose of notification is to inform decision makers and corrective action

makers, to give a sense of urgency to the disruption, and to ensure that it reaches those
to whom it is addressed with the appropriate gift of command to take timely action.

3.3 Simulation

A simulation model is made under system dynamics paradigm, from the OEM
inspection yard to the carrier and dealers, with the respective flow parameters through
the SC links (in this case the distribution process). There are several controls such as:
timetables, loading rate for each destination, where the optimum should be selected to
maximize a general performance indicator KP (Performance) taking into account the
priority coefficients k of the key performance indicators K1,…, Kj (e.g., service level,
logistics costs, penalties for delays, empty unused equipment, among others).
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Next, the disruption in the inventory of finished units available to be transferred to
the logistics yard for later shipment is added to the simulation model z(t), so that the
impact of the DE in question can be observed and the recovery times to take immediate
and accurate corrective actions can be observed.

The simulation is carried out with the help of AnyLogic software, from which three
action scenarios are derived, this without considering the recovery of production that is
not within the scope of the case study.

• Scenario 1: recovery actions taken involve operating with costly additional emer-
gency transport without priority to any destination.

• Scenario 2: recovery actions taken involve operating with costly additional emer-
gency transport giving priority to the most lost-lose destination in the event of
failure.

• Scenario 3: recovery actions taken involve operating with normal transport costs
giving priority to the destination with the greatest loss in case of failure.

As can be seen in the analysis, the scenario 2 is the most promising according to the
simulation as shown in Fig. 7, where additional expensive emergency transport is used
instead of the normal costs and with the best stabilization time of the processes. In this
case, the total gain in all three is obviously reduced with respect to undisturbed
operation of a DE, but it is also the one with the best total gain (Figs. 8 and 9).

3.4 Control

In this function, corrective actions are implemented that result from the best alternative
proposed by the simulation, it is important that through a method of monitoring the
implementation of these actions, validate that what was desired to obtain according to
the simulation and what was planned is the result obtained in an effective and efficient
manner, in which case it is also important to standardize the actions taken. Otherwise,
the process parameters are recalibrated at this stage in order not to affect the perfor-
mance of the SC.

3.5 Measurement

From this last stage, the necessary changes or adjustments are obtained for the KPI’s,
these will feed an information’s repository of the indicators for a new monitoring with

Fig. 7. Index alert for priority = high and severity = very high.
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sufficient information that allows to predict or recognize a possible disturbance early
on, thus continuing with the SCEM cycle.

4 Conclusions

The simulation aims to provide SC executors and planners with new tools to support
their decision making without putting the real system at risk, estimating the impact of
DE on the total economic performance of the SC and suggesting corrective measures
for stabilization and recovery, seeking to make them efficient and effective. The results
of this work can be used in the future to establish preventive measures. Also, proactive
and reactive approaches to attack the RE can be compared with a perspective of
flexibility by considering in the future to what extent the disruption of the DE may
occur without affecting the implementation of the initial plan.

Fig. 8. Simulation model.

Fig. 9. Scenario assessment.
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formance Index (EPI) 2006 is investigated. Initially, the most accurate means of
deriving the Pilot EPI 2006 scores and rankings of the countries which partic-
ipated in the creation of the index from the various constructs of the Pilot EPI
2006 dataset is identified using a variety of traditional and computational
intelligence tools. Use-all and leave-one-out cross-validation are subsequently
employed for recreating the index values of the participating countries from the
entire, as well as from parts only of the, dataset; parametric as well as non-
parametric methodologies are used to this end, consequently establishing the
accuracy with which the Pilot EPI 2006 scores and rankings of participating
countries can be predicted from these relationships. The optimal means (com-
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mating the Pilot ESI 2006 scores and rankings of the participating countries is
tested and verified; the results raise some questions concerning the repro-
ducibility and generality of the Pilot EPI 2006.

Keywords: Environmental sustainability � Participating country
Country of interest � Environmental performance index � Construction
Consistency � Reproducibility � Generality � Polynomial approximation
Computational intelligence � General regression artificial neural networks

List of Acronyms

(ANN) Artificial neural network
(BO) Broad objective
(COI) Country of interest
(CV) Cross-validation
(EPI) Environmental performance index
(ES) Environmental sustainability

© Springer Nature Switzerland AG 2019
P. Vasant et al. (Eds.): ICO 2018, AISC 866, pp. 466–475, 2019.
https://doi.org/10.1007/978-3-030-00979-3_49

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00979-3_49&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00979-3_49&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00979-3_49&amp;domain=pdf
https://doi.org/10.1007/978-3-030-00979-3_49


(GRNN) General regression artificial neural network
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(RD) Raw data

1 Introduction

The interest in environmental sustainability (ES) has risen considerably since the late
1990’s, with a number of international organisations assembling and processing sets of
pertinent ES-related parameters which collectively express “how the environment is
fairing” [1] at the country level. These parameters are collected in as consistent a
manner as possible over all the interested (“participating”) countries and, subsequently,
combined into a uniformly created cumulative (singleton) index value which expresses
the level of ES attained by each participating country. The gradual – and ultimately
maximal - hierarchical compression of the collected data allows direct ES-based cross-
country comparisons to be made between the participating countries, while it further
facilitates the improvement of the ES level of any country of interest (COI) via the
adoption of ES-based policies of other participating countries which demonstrate
(a) similar sets of values with the COI for a number of pertinent parameters, yet
(b) higher ES levels.

In this piece of research, the consistency of the Pilot Environmental Performance
Index (EPI) 2006 [2] is investigated in terms of the accuracy with which the ES levels
(expressed via the reported Pilot EPI 2006 scores) and rankings can be reproduced as
well as predicted. Cross-validation (CV) [3] is implemented to this end, concurrently
establishing (a) whether the Pilot EPI 2006 scores and rankings of the 133 countries
which participated in the creation of the Pilot EPI 2006 can be faithfully reproduced
from the original data, and (b) how accurately the Pilot EPI 2006 scores of non-
participating countries of interest can be predicted from the same relationship. Mathe-
matical and computational intelligence-based methodologies are compared and com-
bined for selecting the most accurate unified approximation methodology that is – at
the same time - capable of successfully generalising to novel (yet with compatible data)
countries.

This contribution is organised as follows: Sect. 2 describes the structure of the
Pilot EPI 2006 in terms of participating countries, constructs, transitions between
constructs [2] and scores/rankings; Sect. 3 establishes the optimal combination of
methodologies and constructs for reproducing the Pilot EPI 2006 scores and rankings
of the participating countries as well as for predicting those of novel countries with data
that is compatible to that of the participating countries according to the Pilot EPI 2006
hierarchy; the set of optimal methodologies (one for each approximation) is used in a
concerted manner in Sect. 4 for verifying the Pilot EPI 2006 and for, subsequently,
pinpointing some weaknesses in index construction which lead to inconsistencies in the
duplication of the scores and rankings of the participating countries; finally, Sect. 5
summarises the findings and points towards some additional questions that it will be of
interest to answer in ensuing research.
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2 The Pilot EPI 2006

Launched in 2006, the Pilot EPI 2006 constitutes the first outcome of the collaboration
between (a) the Yale Center for Environmental Law and Policy, (b) the Columbia
Center for International Earth Science Information Network, and (c) the World Eco-
nomic Forum, towards the construction of a universal index that communicates ES at
the country level in a maximally comprehensive and transparent manner. The pertinent
characteristic of the Pilot EPI 2006 (attested by its continued publication every other
year to this day and the influence it still exerts globally in ES-related matters) stems
from the fact that - unlike most ES indices which are based on inter-country com-
parisons - the particular index independently measures the distance of each partici-
pating country from a common target that represents absolute ES, thereby constituting
a transparent and objective supportive tool for setting the optimal environmental
policies of not only each participating country, but also at a more global level.

The Pilot EPI 2006 is based on the data of the 133 countries appearing in [2, p. 27]
and is built according to the five-construct/three-level hierarchy detailed below.

2.1 Constructs

The five Pilot EPI 2006 constructs involve:

– The Raw Data (RD), namely 16 parameters which have been derived according to
the “Millenium Development Goals” [4], and whose ranges and target values have
been set in a uniform manner over all the participating countries.

– The Proximity-to-Target Data (PTD), with each PTD derived by processing the
corresponding RD via (i) independent scaling in the [0 100] range; (ii) value
reversal for rendering all the PTDs unidirectional and with lower/higher values
denoting lower/higher ES, respectively; (iii) 5% cut-off of the extreme, trimming the
lowest and highest values of each PTD (including the values that are below the
minimum and those that exceed the target maximum) to the minimum and maxi-
mum set values, respectively; (iv) Box-Cox transformations [4] for independently
pseudo-normalising each PTD.

– Six Policy Categories (PCs), derived from (I) principal component analysis (PCA
[5]) for producing the Environmental Health, Biodiversity & Habitat, and Sus-
tainable Energy PCs; (II) expert judgment for producing the Air Quality, Water
Resources, and Productive Natural Resources PCs.

– Two Broad Objectives (BOs), each compiled from the set of co-relevant PCs, with
all PCs which are used in the creation of a BO being assigned the same importance.1

– The Pilot EPI 2006 value, which constitutes the sum of the two BOs or - equiva-
lently - the sum of the six PCs2.

1 As the BOs do not constitute a functional part of the Pilot EPI 2006 hierarchy [2], but are rather
conceptual, they are not considered further in this investigation.

2 The use of weights between PCs and BOs as well as between BOs and the Pilot EPI 2006 (as shown
in Table 2), denotes that the relationship between PCs and the Pilot EPI 2006 is linear.
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2.2 Transitions

The three transitions of the Pilot EPI 2006 hierarchy involve [2]:

(a) A one-to-one relationship between each RD and the corresponding PTD, with
some of the underlying relationships being non-linear.

(b) A linear combination of the 16 PTDs for producing the six PCs, where some
PTDs contribute to more than one PC.

(c) A linear relationship between the PCs for producing the Pilot EPI 2006.

3 Verifying the EPI Hierarchy of the Pilot EPI 2006

The Pilot EPI 2006 hierarchy of Fig. 1 is systematically investigated for establishing
whether the Pilot EPI 2006 values of the 133 participating countries (listed in [2]) can
be reproduced, thus assessing the consistency of the index. Subsequently, 10-fold CV
is performed for testing the accuracy of evaluating the Pilot EPI 2006 value of a novel
(non-participating) country through (a) its RD values (provided that these are com-
patible with those of the participating countries) and (b) the optimal relationships
between constructs. For the purposes of generality and homogeneity in handling the
problem space, the countries are sorted in ascending order of their EPI values and each,
namely the ith (i = 1, 2, …, 10) fold is created using the ith, i + 10th, … sorted
countries.

3.1 Test Paths

All possible means of deriving the Pilot EPI 2006 are explored, with the four complete
paths of Fig. 1 being of primary interest. For completeness of the investigation, and in
order to independently evaluate the reproduction accuracy of every transition, each
partial path is also exhaustively investigated.

Fig. 1. The four complete paths between RD and the Pilot EPI 2006, marked by a yellow circles
(three elementary transitions replicating [2]), b red triangles (two transitions, one elementary, one
compound), c green squares (two transitions, one of them compound and the other one
elementary), and d blue diamonds (a single compound transition, composed of the three
elementary transitions).
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3.2 Methodologies

Whenever available (either in the form of “weights”, or via some other explicit qual-
itative expression/description), the methodology of [2] used for deriving the relation-
ship between each pair of neighbouring constructs has been replicated (marked as “[2]”
in the corresponding fields of Table 1). Complementary to replication, the relationships
between all possible pairs of constructs have also been reproduced via (a) parametric
approaches in the form of polynomial approximation [6] of 1st through to 5th degrees3

and (b) non-parametric approaches in the form of general regression artificial neural
networks (GRNNs) [7]). The most accurate methodology (marked as “best” in the
corresponding fields of Table 1) is subsequently employed for reproducing the rela-
tionships between constructs.

Table 1. The 13/eight combinations of transitions and methodologies implementing the four
complete/seven partial paths between constructs of the Pilot EPI 2006, as these are shown in Fig. 1.
The complete/partial paths are marked as dark/light entries, respectively. Both the duplication of
the evaluation procedure described in [2] and the optimal (parametric or non-parametric)
approximation of each relationship appear in the Table as “[2]” and “best”, respectively.

RD0 Best PTD1 Partial

RD0 best PC1 Partial
RD0 best EPI2 (complete)

PTD0 [2] PC2 Partial
PTD0 best PC3 Partial
PTD0 best EPI3
PTD1 [2] PC4 Partial
PTD1 best PC5 Partial

RD0 best PTD1 best EPI4 (complete)
PC0 [2] EPI5
PC0 best EPI6

RD0 best PC1 [2] EPI7 (complete)
RD0 best PC1 best EPI8 (complete)

PC2 [2] Partial
PC2 best Partial
PC3 [2] Partial
PC3 best Partial

RD0 best PTD1 [2] PC4 [2] EPI12 (complete)
RD0 best PTD1 [2] PC4 best EPI13 (complete)
RD0 best PTD1 best PC5 [2] EPI14 (complete)
RD0 best PTD1 best PC5 best EPI15 (complete)

3 The extensive range of polynomial degrees employed amply accommodates for any rounding errors
and/or non-linearities of each relationship.
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The GRNN model is of particular interest for reproducing these relationships as -
complementary to polynomial approximation - it provides:

• Simple and computationally efficient training, which is completed after a single
presentation of the training data. The non-parametrically produced regression sur-
face is capable of approximating the Bayes optimal for an appropriately chosen
value (or range thereof) of the single GRNN tunable “spread” parameter (rЄ[0 1]),
which regulates the influence that the output of each training pattern has on the test
inputs based on the distance between the test input and each training pattern.

• Universal function approximation potential; given a sufficiently representative (of
the problem space) set of training patterns - and a (range of appropriate) r value(s) -,
the created GRNN output surface is capable of practically perfect approximation/
generalisation, i.e. of accurately reproducing the input-output hypersurface that
represents the problem space. This is expected to hold under the 10-fold cross-
validation scheme implemented next since: (a) the available data constitute the
universe of the problem (pattern space created by the 133 countries participating in
the Pilot EPI 2006), and (b) the EPI EPI 2006 construct values and scores have been
derived in a uniform manner over the entire set of countries [2]. For more details on
GRNN construction and operation, the interested reader is referred to [7].

4 Results

The findings derived from replicating/approximating the relationships between pairs of
constructs are detailed next; each construct is used - in turn - as the output of the
respective transitions, with each of the preceding constructs being independently used
as input.

4.1 PTD from RD

In agreement with the generally non-linear nature of the transformations described in
[2, 8] for deriving the PDTs from the corresponding RDs, the GRNN proves to be a
strong approximation tool, constituting the best and second-best methodology in 8 and
3 (out of the 16) predictions, respectively; the 5th degree polynomial is found best four
times, and the 1st and 4th degree polynomials twice each.

In terms of prediction accuracy (under 10-fold CV), the INDOOR and
OVRFSH RD to PTD relationships are perfectly recreated via 1st and 5th degree
polynomials, respectively; the same applies to the OZONE, PWI, and PACOV rela-
tionships via 5th, 1st and 5th polynomials, respectively, and the NLOAD relationship
via a 5th degree polynomial. The remaining relationships involve significant approx-
imation errors, i.e. the PTDs cannot be reproduced in a satisfactory manner from the
corresponding RDs by either parametric or non-parametric means. In most of these
cases, the GRNN significantly outperforms the alternative methodologies.
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4.2 PC from RD

The GRNN constitutes the most appropriate methodology for recreating the non-linear
relationships4 between RD and PCs; it is found best in approximating three out of the
six PCs, with the third-degree polynomial being found best in the remaining cases. This
result is in agreement with the non-linear nature of the transformations described in [2]
for implementing the first leg of the relationship, as also mentioned above. However,
none of the approximations is found sufficiently accurate under 10-fold CV.

4.3 Pilot EPI 2006 from RD

This relationship is confirmed to be linear5; the fact that the GRNN is second-best
serves to confirm the universal approximation capabilities of this ANN paradigm.
However, the clearly non-linear nature of the PTD from RD relationship is incom-
patible with the linear nature of the RD/EPI relationship.

4.4 PC from PTD

The relationship that holds between PTDs and related PCs is found mostly linear,
which is in general agreement with the linear nature of the transformations between the

Table 2. The performance of the best and second-best methodologies for approximating the
pairwise relationships between EPI construct RD.

relationship best methodology second-best methodology
RD - > PTD [8] (case III)
RD - > PC
ENV_HEALTH 3rd degree polynomial 2nd degree polynomial
AIR 5th degree polynomial 3rd degree polynomial
WATER 3rd degree polynomial 2nd degree polynomial
BIODIVERSITY GRNN 2nd degree polynomial
RESOURCE_MGT GRNN 2nd degree polynomial
ENERGY 3rd degree polynomial 2nd degree polynomial
RD - > TO EPI 1st degree polynomial GRNN
PTD - > PC [8] (case II)
PTD - > TO EPI best methodology second best methodology

Yale Method GRNN
PC - > TO EPI best methodology second best methodology

Yale method 1st degree polynomial

4 According to [2], the relationship results from a non-linear and a linear relationship between the RD
and PTD and between PTD and PC, respectively.

5 This is expected as the relationship constitutes the combination of two linear relationships.
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two constructs described in [2]; the weights appearing in [8, 9] optimally as well as
accurately approximate the values of four (AIR, WATER, BIODIVERSITY and
ENERGY) out of the six PCs. For the remaining two PCs: the 1st degree polynomial
outperforms the Yale weights for ENV_HEALTH, with both approximations - how-
ever - being highly accurate; the GRNN is also found more accurate than the Yale
method for RESOURCE_MGT, even though neither methodology is capable of
approximating the underlying relationship to a satisfactory degree.

4.5 Pilot EPI 2006 from PTD

Linearity also holds for this relationship.

4.6 Pilot EPI 2006 from PC

This relationship is linear, with the linear approximation verifying the weights reported
in [2].

4.7 General Comments

It can be concluded that - as also supported in [2] and shown in Fig. 1 - the rela-
tionships between PTD and PC, as well as between PC and Pilot EPI 2006 scores, are
both linear; as expected, the relationship between PTD and Pilot EPI scores is also
confirmed to be linear. Conversely, the relationship between RD and PTD is non-linear
for 14 out of the 16 approximations, as is - with no exception - the relationship between
RD and PC. It is, thus, not clear how the observed non-linearities are reduced to such
an extent as to render the relationship between RD and Pilot EPI 2006 scores a clearly
linear one.

In terms of comparisons between the 15 EPI approximations shown collectively in
Table 3, EPI2 proves to be the most consistent in duplicating the Pilot EPI 2006 scores,
being in fact an order of magnitude more accurate than the next-best approximations

Table 3. The accuracy of the various Pilot EPI 2006 full reconstructions in terms of errors in
scores and rankings.

Errors
EPI

Mean Min Max Std Max rank

2 0.032 0.000 0.082 0.020 8
4 0.857 0.005 6.590 1.121 26
7 0.694 0.002 2.620 0.565 8
8 0.711 0.001 4.580 1.081 13
12 0.788 0.005 2.718 0.607 8
13 1.099 0.009 5.705 1.180 22
14 1.132 0.021 6.170 1.181 2
15 1.998 0.005 12.462 1.988 26
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(EPI7 and EPI12). In terms of ranking accuracy, EPI14 is clearly superior, managing to
retain the ranking order despite its relatively reduced accuracy in EPI 2006 score
prediction, with EPI2, EPI7 and EPI12 being jointly second best.

5 Conclusions

The reproducibility and generality of the Pilot Environmental Performance Index
(EPI) 2006 has been investigated. The most accurate means of duplicating the Pilot EPI
2006 scores and rankings of the participating countries from the various constructs of
the Pilot EPI 2006 dataset have been identified from an assortment of combinations of
traditional (parametric) and computational intelligence-based (GRNN) methodologies.
The index has been duplicated via an exhaustive set of partial and complete paths
between the various Pilot EPI 2006 constructs and the corresponding scores. The
optimal means (combinations of the optimal methodologies per transition between
constructs) of estimating the Pilot EPI 2006 scores and rankings have been tested and
verified, with the results raising some questions concerning the reproducibility and
generality of the Pilot EPI 2006. It is clear that further investigation is needed for
implementing a unified methodology that can duplicate the step-by-step transition from
one the level of the Pilot EPI 2006 hierarchy to the next. However, some light has been
shed to the strengths and weaknesses of index as well as of the alternative prediction
methodologies.
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Abstract. Currently, energy consumption in the planet is high, public aware-
ness of energy consumption, environmental protection and steady progress in
the deregulation of conventional energy, distributed generation systems (based
on hydrogen) have attracted increased interest. Fuel cell (FC) base and high-
temperature systems also have great potential in future single-source or multi-
source (hybrid- HSE) applications due to their rapid technological development
and numerous benefits such as well, as the appreciable efficiency, low emission
(greenhouse gases) and flexible modular technology. Dynamic models for the
main components of the system, namely the photovoltaic (PV) energy conver-
sion system, fuel cells, electrolysers, electric power interconnection circuits,
protective battery, storage tank of hydrogen, the gas compressors are developed.
Two renewable energy modes, a photovoltaic field and a solid oxide fuel cell
(SOFC) or Dynamics of proton exchange membrane fuel cells (PEMFC) with
hydrogen storage system for generating part of system electrical energy is
presented. Feasibility of using fuel cell (FC) for this system is evaluated by
means of simulations. The electrical dynamic model, temperature change and
dual layer capacity effect are considered in all simulations. Photovoltaic system
(PV) output current is connected to the bus. Using a MPPT (maximum power
point tracker) which is an electronic DC to DC converter that optimizes the
match between the solar array and utility grid. The proposed system utilizes an
electrolyser (EL) to generate hydrogen and a tank for storage. Therefore, there is
no need for batteries. Moreover, the generated oxygen could be used in FC’s
system and other applications. Moreover, such as the photovoltaic system, it is
possible to connect fuel cell (FC) output voltage to DC bus alternatively.
A controller model is presented to control flow of energy of system, hydrogen
and oxygen to FC and improve transient and steady state responses of the output
voltage to load disturbances. Simulations are carried out via
MATLAB/SIMULINK and results show that the load tracking and output
voltage are acceptable.
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1 Introduction

Energy is a vital issue for social and economic development of any country. According
to Renewables 2015 Global Status Report, 81% of worldwide energy demand is
supplied by conventional energy sources like coal, natural gas, crude oil, etc. The
conventional fossil fuel energy sources such as petroleum, natural gas, and coal which
meet most of the world’s energy demand today are being depleted rapidly. Also, their
combustion products are causing global problems such as the greenhouse effect and
pollution which are posing great danger for our environment and eventually for the
entire life on our planet [1]. Many alternative energy sources including photovoltaic,
thermal solar, wind, diesel system, fuel cell, micro turbine and gas turbine can be used
to construct a hybrid energy system. There are many applications in the world, powered
by autonomous systems of electricity generation. These generators use local renewable
sources. There are photovoltaic panels, wind turbines and microturbines. Electricity
from renewable sources is intermittent, dependent on climatic conditions. These
renewable generators are coupled to a storage system ensuring continuous energy
availability. The photovoltaic generator is the main source of our application. Gener-
ally, energy storage is provided by batteries. The batteries have very good yields, of the
order of 80–85%, and a very competitive price, if one considers the lead technology.
But their disadvantages are multiple (Self-discharge, Lifetime, maintenance and
safety). The operating constraints described above require that the size of the batteries
be compared with the power of the photovoltaic generator as a function of the
autonomy of the storage system. To improve the photovoltaic systems, while main-
taining their quality of respect for the environment, we decided to integrate a hydrogen
system to store energy in the long term. Indeed, the gas can be produced by an
electrolyser, stored without significant loss whatever the duration of the storage, and
then converted into electricity in a fuel cell. In this paper, a stand-alone hybrid
renewable energy system comprising of photovoltaic (PV), fuel cell (FC) and elec-
trolyzer (EL) is projected. PV is the prime energy source of the system to take complete
benefit of renewable energy, and the FC electrolyzer combination is used as a long-
term storage system and a backup unit. The particulars of the system configuration and
the features of the major system components are also deliberated in the paper.
A complete power management strategy is planned for the system to synchronize the
power flows among the different power sources. Simulation studies have been carried
out to validate the system performance under different situations using practical load
profile and real weather data. The paper is systematized as follows. The system con-
figuration is conferred and the inclusive power management strategy for the hybrid
system in Sect. 2. Section 3 gives the system component characteristics via mod-
elization. Section 4 gives the simulation results. Conclusion of the paper is given in
Sect. 5.
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2 Hybrid Renewable Energy Systems HRES: PV-EL-FUEL
CELL

Hybrid renewable energy systems (HRES) are becoming popular as stand-alone power
systems for providing electricity in remote areas due to advances in renewable energy
technologies and subsequent rise in prices of petroleum products. A hybrid energy
system, or hybrid power, usually consists of two or more renewable energy sources
used together to provide increased system efficiency as well as greater balance in
energy supply [2, 3].

Addit Fig. 1 shows the system configuration for the proposed stand-alone hybrid
energy system, photovoltaic - fuel cell. The renewable PV power is taken as the
primary source while the FC via electrolyzer combination is used as a backup and a
long-term storage system.

All the energy systems are connected in parallel to a common DC bus line through
appropriate power electronic interfacing circuits. When there is excess solar generation
available, the electrolyzer is activated to initiate hydrogen production, which is
delivered to hydrogen storage tanks at low pressures. When there is deficit in power
generation, the FC will start to produce energy using hydrogen from the reservoir
tanks. In order to compensate for the electrical response time and to attenuate the power
fluctuations in the DC bus, a safety battery bank has been integrated. Figure 1 shows a
Hybrid power systems in our case are designed to generate electrical power by using
two power generating devices such as photovoltaic and fuel cell (high temperature and
temperature base). Such systems may range from the small system capable of sup-
plying power to a large system that can power a system. Hybrid feed systems provide
energy to remote communities, particularly in developing countries, where the national
grid is not economically and technically viable. The first hybrid energy systems,

Short-term 

Long-term

DC AC Bus

LAOD

Battery
Security 

Fuel cell   FC

ElectrolyzerTank  H2

DC/DC
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DC/DCPhotovoltaic 

field PV
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Fig. 1. Concept of an autonomous energy system based on hydrogen technology PV-FC.
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consisting of photovoltaic generators and fuel cells, were installed in the 1990s in
Germany and the United States [4–6]. The combination of PV and FC benefits from
reduced battery capacity among other benefits. However, for better performance of the
PV-FC hybrid system, good solar irradiation potential must be on the site. Influencing
factors, photovoltaic generator capacity, fuel cell capacity, capacity of storage device
(number of security batteries), hydrogen storage device capacity and safety, storage site
Generation (distance between the plant and the consumer), etc. An important role in the
operation, maintenance and cost of the PV/FC hybrid system.

3 Power Management Strategy

The main requirements of the proposed power management strategy for the stand-alone
hybrid power system are to satisfy the load demand under varying weather conditions
and to manage the power flow while ensuring efficient operation of the various energy
systems time. The variability inherent in the solar generation produces variability in the
operation of the fuel cell, the electrolyser and the battery. Since the stable operation of
these energy systems is vital for efficiency, service life and cost, the management
strategy should mitigate the effects of power fluctuations on their mode of operation. In
this implementation, a simple hysteresis control is used for this purpose. The key
decision parameters for the proposed hysteresis control are shown in Fig. 2. The
management strategy should primarily use the power generated by the photovoltaic
system as a priority to satisfy the load demand. Any excess power should be used to
produce hydrogen by electrolysis of the water and the fuel cell and/or the battery must
satisfy any shortage of energy. In the case of a power generation deficit (PSystem < 0),
the deficit is covered by the fuel cell [7].

If VBus � VFC_start and VH2 > VH2_min, the fuel cell is selected to provide the
energy required to meet the load demand. If VFC_start < VBus < VFC_end and in the
previous step, the fuel cell was still running and there is a power shortage (PSystem < 0),
the FC will not stop and continue to operate until the VBus reaches Limit VFC_end.

In the range VFC_start < VBus < VFC_end and provided neither the electrolyzer nor the
fuel cell are operating, the battery is charged (PSystem > 0) or discharged (PSystem < 0)
according to the net power level. Figure 3 shows the detailed logic diagram of the
proposed energy management strategy.

4 System Modeling

The HRES examined in this study includes fuel cells and solar panels on the supply
side and a hydrogen storage system with a bank of security storage bays. The integrated
main controller decides to store excess power by electrolysis or to provide deficient
power with the fuel cell plant according to the supply-demand scenario. The standard
models available in the literature for fuel cell subsystems, photovoltaic, electrolyser and
gas production model (hydrogen and oxygen) and hydrogen storage are used. These
simple models have been chosen because they are sufficiently accurate to provide an
estimate of average power on an hourly basis without having to deal with the
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complexities associated with other more complex physical models. System components
must be dimensioned. The following parameters must be defined, the peak power of the
photovoltaic field, rated power components, electrolyser and fuel cell, rated capacity
storage batteries and storage volume of gas. Assumptions and criteria will be detailed in
the following paragraphs. The nominal power of the fuel cell system is set so that it can
in any case ensure the supply of power to the load:

Photovoltaic system : PPV ¼ PLAOD PPV ¼ PLAOD ¼ 5kW

The electrolyzer system : PnomEL ¼ PcretePV

The Fuel Cell System : PnomFC ¼ PMaxLAOD

N 

N 

Y

Y 

Y

Y

N

PSys >= 0

VFC-End <VBus <=VFC-Start  

N
Y

PSys= PPV- PLaod

Ppv,Pel, Psofc,PLaod, Pbattery, Pminele, t

H2 Storage Empty

Run Fuel Cell

H2 Storage Full

Stop ElectrolyzerRun Electrolyzer

Charge Batteries

VBat-End <VBus <=VBat-Start

Stop Charge Batteries

VEL-End <VBus <=VEL-

START

Stop Fuel Cell

Fig. 2. Logical block diagram for the power management strategy.
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To optimize system performance, simple rules of operation can be issued; PV
provides the maximum power available. PV power is favored over that of the fuel cell
that serves as extra the electrolyzer cell and must never operate simultaneously. Many
electrical configurations are available: the DC bus, AC bus and all intermediate con-
figurations. The AC bus provides modularity important but the overall performance of
the system may be low. The only way to control the power supplied by each of the two
generators, the PV and the fuel cell, is to integrate the two power converters feeding a
continuous floor. In addition, the floor must be continuously high voltage to reduce
ohmic losses. The architecture is one selected electrical high voltage DC bus phases to
which are connected components via voltage converters [8]. To obtain the maximum
power of the PV array, it simply sets the voltage of the solar field avoiding imple-
menting a complex control strategy (MPPT) [9]. The input voltage is the nominal
voltage of the solar field. The following table explains the instruments used:

Designation Power (W) Instrument

Photovoltaic field 6 KWp 20 � 300 Wp
Fuel cell SOFC 5 KW 1 Stack – 5 kW
Fuel cell PEMFC 5 KW 10 Stack � 500 W
Electrolyser 5 KW 1 Stack – 5 KW

5 Analysis of HRES: PV-H2-PAC Dynamic Behavior

In this section, we will analyze the dynamic behavior of HRES under climatic varia-
tions (illumination) in order to study the effectiveness of control strategies enabling
renewable energy sources to optimize energy efficiency. The inputs of the model are
the climatic conditions and the load demanded as a function of time. All instrument
models, photovoltaic, fuel cell, electrolyser and voltage converter, are detailed in the
paper [10]. The complete system allows to calculate the operating points of each
component during a full year. This model consists of many algebraic loops. The battery
and the electrolyser are powered. Since the electrical model is the voltage as a function

Fig. 3. Evolution of the powers exchanged on the DC bus for a particular day of operation of the
HRES-PV-PAC system.
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of the current, the operating point must be searched for the required power. The other
algebraic loop is that of the PMU. Indeed, at time t, the power of the PV, its voltage and
the power demanded by the load are known. Simulink is the ideal tool to solve this type
of problem.

5.1 Simulation Outputs

Once the parameters in the component parameter tables are entered and configured and
the input profiles are defined, the simulation of one day or one year of operation can be
started. The output variables of the simulator are numerous. For each component, the
input and output powers are recorded over the entire simulation period. It is therefore
possible to monitor the evolution of the energy efficiency of each component and
evaluate the various energy losses in the system. Figure 3 shows the evolution of the
powers involved in the PV–H2–PAC, DC bus over a simulation day.

Around 18 h, the production of the PV field is no longer surplus (the sunlight is no
longer sufficient), the supply of the electrolyser system and consequently the produc-
tion of hydrogen stop. But it still allows the user to feed until it no longer even suffices.
The fuel cell system (PEMFC or SOFC) then starts (around 19 h) to supply the
complement and finally the total demand when the sunshine is zero. Figure 4 shows the
evolution of the quantities of hydrogen and oxygen consumed in the fuel cell (Fig. 5).

From 0 to 8 h, the fuel cell system (PEMFC or SOFC) starts (around 19 h). The
hydrogen consumed by the fuel cell system is appreciable. Figure 4 shows the com-
parison of the evolution of the voltages exchanged at the DC bus of the PEMFC and
SOFC system from 0 to about 8 h. The PEMFC voltage is higher than the SOFC voltage
at the start 0–1 h), then the SOFC voltage is higher or nearer to the PEMFC voltage (from
1 to 6 h), then the PEMFC voltage is increased and exceeds the SOFC voltage.

5.2 Analysis of the PV-EL-PAC System

We will evaluate the influence of the various parameters of the system in order to
determine the performance of the current system. The influence of the load profile is

Fig. 4. Evolution of the quantities of hydrogen and oxygen consumed in the fuel cell.
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also studied. The selected location: ORAN-Algeria. Average sunlight is 5.2 kWh/m2

per day in a 45° inclined plane (inclination of photovoltaic panels). Figure 6 describes
the evolution of the sunshine during the year [11]. The operating efficiency of the
system is the ratio of the annual energy consumed by the load to the energy produced
by the solar panels. Since the solar surface (30 m2) is not modified in any system
studied, the photovoltaic energy produced during a year of operation in Oran is con-
stant, equal to 10248.8846 kWh.

The difference between the photovoltaic energy and the energy consumed by the
user corresponds to the losses in the system. Intrinsic consumption could not be taken
into account for lack of empirical models. Indeed, the central energy conversion and
management apparatus, the electrochemical components and the PMU, should have a
significant intrinsic consumption. Several loads were tested (PLAOD = 1200 W and
PLAOD = 1400 W) to evaluate the behavior of the system (Figs. 7 and 10). The key
decision parameters for the proposed hysteresis control are shown in Fig. 11. The
second part passes through the hydrogen storage system and is reduced by losses in
electrochemical cells related to energy and faradic (PELi-Losses). The sum of these two
energies is further diminished by the loss in the converters (PLAODc-Losses) and the loss
due to the intrinsic consumption (electrochemical components). The overall efficiency
of the system is thus 0.68. Half of the energy produced by the PV field (PmpptPV) is
supplied to the end user, the rest is lost (Figs. 8 and 9).

Over a year of operation, only 51.04% of the electricity produced by the PV field is
directly supplied to the user. This quantity of electricity has little loss and must

Fig. 5. Evolution of the voltages exchanged on the DC bus operating the PEMFC system and
SOFC.

Fig. 6. Average daytime sun exposure in Oran (inclination 45°) as a function of the month.
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therefore be maximized in order to increase the overall efficiency of the system. The
energy passing through the storage components suffers significant losses due to the
conversion efficiency of the batteries, the electrolyser and the fuel cell. The intrinsic
consumption of electrochemical components is very important in a hybrid energy system
(PFCi-Losses, PELi-Losses, PPVi-Losses). In our study, it will be conceded that the
intrinsic consumption is constant, because we do not have a model that expresses the
intrinsic consumption of the electrochemical components in value; we consider that the
power consumed by the auxiliary components varies between 5 and 15% of the Overall
system power. In our system, the generation of thermal energy is periodic; it depends on

Fig. 7. Evolution of the power exchanged at the DC bus for one year of operation
(PLAOD = 1200 W.

Fig. 8. Evolution of the quantities of hydrogen and oxygen produced by an electrolyser.

Fig. 9. Evolution of the quantities of hydrogen and oxygen consumed by the PAC for one year
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the profile of the load and the meteorological conditions. In addition the thermal gen-
eration is linked to the use of the SOFC fuel cell and the electrolyser during the hours of
daily operation, generally unfavorable, this case is obtained for example during the
month of December and January. The SOFC fuel cell used has a low thermal capacity
(740 J Kg−1 K−1). The maximum temperature reached 1220 °C (the operating temper-
ature is about 1173 °C) corresponds to the maximum energy demanded by the load, i.e.
5 kW. Simulation point of view, compared with other fuel cell systems, e.g. PEMFC. In
our case, the thermal capacity of a tubular SOFC is important. For the electrolyser, the
maximum temperature reached 60 °C, the average annual heat output of the system is
404.5 W. The annual heat output of the system is 13,440 kWh. The efficiency of the
system is increased by 14.2% thanks to the thermal production. The generation of
hydrogen by our system depends on the profile of the load and the meteorological

Fig. 10. Evolution of the power exchanged at the DC bus for one year of operation
(PLAOD = 1400 W).
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Fig. 11. Representation of the operation of the stand-alone hybrid power system.
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conditions. The average daily value of hydrogen consumed by the fuel cell during the
year is of the order of 0.0776 Nm3. On the other hand, the averaged quantity generated by
the electrolyser is of the order of 0.315 Nm3.

6 Conclusion

The simulations carried out using the developed tool allow an analysis of the PV-PAC
system operation and the influence of its parameters. The trends in this paper can be
summarized as follows; The realization of a hybrid system of energy generation based
on solar and electrochemical energy without storage of the battery is possible in Oran,
the theoretical yield reached is appreciable because the solar seasonal is important. The
improvement of the storage system, notably through the use of electrochemical com-
ponents, the case of the SOFC high-temperature fuel cell, makes it possible to obtain
performances comparable to the conventional systems based on PEMFCs used. The
thermal energy in our case allows an additional average gain of 10–20% on the overall
performance of the system, depending on the load and weather conditions. Heat
generation, advantages of the hydrogen storage system. However, the lifespan of fuel
cells is currently the technical and economic constraint of the PV-PAC system.
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Abstract. Content Based Image Retrieval (CBIR) is an important area in the
field of image processing and analysis. A novel method is proposed in this paper
in order to retrieve visually similar images. The method uses the visual attention
model to extract the saliency map of a given image with the help of SalNet
algorithm. It is based on deep learning methods which have shown that many
difficult computer vision problems can be solved by machine learning algo-
rithms and more specifically by Deep Convolution Neural Networks (DCNNs).
Using this model, first the saliency region or segment is detected from the
images and then the traditional visual features such as color histogram, texture,
Histograms of Oriented Gradients (HOG), etc. are computed and are stored in
the feature database. Using saliency detection will make our retrieval process
easier and accurate as the salient regions in the image is automatically detected.
Hence, we can retrieve the most visually similar images with respect to a given
query image, because saliency regions exactly map what humans visually per-
ceive. The experimental dataset contains 1000 images including horses, ele-
phants, food, African people, etc. from WANG database. Our results show that
the proposed method is efficient and accurate compared to other previously
existed models.

Keywords: CBIR � DCNN � SalNet � Deep learning � Saliency

1 Introduction

Image retrieval from large image databases has been the prime research area since
many years. However, most of the research in this area was towards traditional feature
extraction (color, texture, etc.) especially image global features [13]. The large-scale
DCNNs can effectively learn end-to-end from a large amount of labelled images in a
supervised learning mode [6, 8]. The increasing amount of digitally produced images,
for example Facebook, WhatsApp, Instagram, etc., requires new methods to archive
and access this data. Conventional databases allow for textual searches on meta data
only. Content Based Image Retrieval (CBIR) [14] is a technique which uses visual
contents, normally called as features, to search images from large scale image databases
according to users’ requests in the form of a query image.
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The main challenge in CBIR systems is the ambiguity in the high-level (semantic)
concepts extracted from the low-level (pixels) features of the image [2]. Approaches
based on one specific algorithm (e.g., color, texture or shape) can work effectively only
on specific types of images. When different types of images are input to these systems
their performance is degraded. For example, approaches based on color histogram take
into account only the visual contents relating to colors and ignore shape and texture
[10]. Hence, in our approach we integrate all dominant features that are common across
a variety of datasets.

In this paper, we propose a novel method of introducing saliency map as one of the
features to reduce the semantic gap. Given an input query image, visually similar
images are retrieved from a large image database by extracting new feature(s) and
computing the Euclidean distance. Our approach introduces new architectures and
improvements in salient object detection with deep convolution network algorithm,
SalNet, executed through “Algorithmia” which provides machine intelligence to build
smarter applications.

The paper is structures as follows. Section 2 presents the previous and recent works
using convolutional networks for saliency prediction and detection in the area of image
retrieval. Section 3 introduces the proposed architecture for image retrieval. This
section further explains the visual attention method of saliency detection from a given
natural image, extraction of other features – color, texture, etc., - image ranking based
on the distance calculation, etc. Experimental results are provided in Sect. 4 where we
prove that our method outperforms other techniques that exists. Sections 5 and 6 are
dedicated for conclusion and references respectively.

2 Related Work

Extensive research work has already been done on CBIR and still new methods are
being explored. However, little work is done on image retrieval using visual attention
techniques. Alex Papushoy and Adrian G. Bors have developed a new method by
finding saliency for each image region of an image, as it would be perceived by a
human observer, and this in turn is used for image retrieval [2]. The authors have
applied Graph Based Visual Saliency (GBVS) method to estimate the saliency in image
regions.

Junting Pan et al., proposed a novel method for finding the saliency by addressing
the problem with a completely data-driven approach by training a convolutional neural
network (convnet) [9]. Deep learning is used in videos as well for saliency determi-
nation. Souad Chaabouni et al., developed algorithms for the detection of salient areas
in natural video by using the new deep learning techniques [4]. Hollywood dataset was
used for experimental purposes. A combination of saliency and SIFT algorithms were
used by D. R. Dhotre et al., in their work on CBIR. The proposed approach in this
paper was to combine the feature extraction algorithm; SIFT with the Saliency
Detection technique in order to provide relevant image output [5].

In [6, 7], authors have applied successfully visual attention model to solve the
CBIR problem. Again Coral and GHIM datasets were used for ranking the image
similarity.
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3 Feature Extraction Methods

In this section we describe the various feature descriptors that are used in building the
image retrieval system. With these feature extraction methods, the CBIR architecture
can be built based on the pipes-and-filter design pattern. The filters are various image
manipulation task and the pipes are the collaborators of these tasks. Here, data source is
the original input image database and the data sink is the feature database. In order to
implement our proposed system, Python and OpenCV tools were used under Visual
Studio 2017 framework. For saliency detection, deep learning algorithms of Algo-
rithmia have been employed.

Here, a brief note on various image descriptors and saliency are presented in the
following sub-sections. Basically our work focusses on saliency map, color, texture,
HOG, and daisy feature descriptors for image similarity and ranking.

3.1 Deep Learning Algorithm for Saliency Detection

Deep learning has emerged as a new field of research in machine learning, providing
learning at multiple levels of abstraction for mining the data such as images, sound and
text. Although, it is hierarchically created usually on the basis of neural networks, deep
learning presents a philosophy to model the complex relationships between data. Since
recently, deep learning has become the most exciting field which attracts many
researchers [4]. The predictive power of Deep Convolutional Neural Networks
(DCNN) is interesting for the use in the problem of prediction of visual attention in
visual content, i.e. saliency of the latter.

The salience (also called saliency) of an item – be it an object, a person, a pixel, etc.
– is the state or quality by which it stands out relative to its neighbors. Saliency
detection is considered to be a key attentional mechanism that facilitates learning and
survival by enabling organisms to focus their limited perceptual and cognitive
resources on the most pertinent subset of the available sensory data. This deep learning
algorithm automatically detects salients for any given image. Take a look at the picture
shown in Fig. 1.

For any human eye, the following objects may be seen in Fig. 1a: lighthouse,
house, and rocks. So the eye-fixation map or saliency map of this image may look like
the one shown in Fig. 1b. There are two commonly used convolution networks namely
shallow and deep [9].

Fig. 1. a Sample image b Saliency map of (a)
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In our work, the SalNet API of Algorithmia is called by storing the input image in
the cloud directory data://.my after creating an account. The saliency image of the input
image is saved in the SalNetTest folder. The API is called through the Python function
and is given below:

Note that “image”: is the input image file location, “location”: is the output file
location, and “saliencyLocation”: is the jason output file location.

3.2 Color Feature

In image retrieval systems color histogram is the most commonly used feature. The
main reason is that it is independent of image size and orientation. Also it is one of the
most straight-forward features utilized by humans for visual recognition and discrim-
ination. Statistically, it denotes the joint probability of the intensities of the three color
channels [14]. Since, these features are not sensitive to rotation, translation and scale
changes, they could be applicable for CBIR systems [1].

After finding the saliency region/segmented object from the input image, we invoke
OpenCV function cv2.calcHist() to extract color histogram of all channels. That is, for
each color component R, G, and B, the frequency of each color index from 0 to 255 is
calculated and raised in the form of histogram value for each color component, and is
written as a vector.

hist = cv2.calcHist([img], [0, 1, 2], None,

[8, 8, 8], [0, 256, 0, 256, 0, 256])

The histogram above shows the number of pixels for every pixel value, from 0 to
255. In fact, we used 8 values (bins) to show the above histogram. It could be 8, 16, 32,
256, etc. and OpenCV uses histSize to refer to bins.

3.3 GLCM Texture Feature

Texture analysis is the mostly used method in image processing. It is possible to get
knowledge about segmentation and classification of spatial parameters in images by
texture analysis. Texture analysis is frequently utilized in medical image processing,
remote sensing, and control systems. Features of texture can be extracted with variety
of methods such as statistics, geometry, model-based, and signal processing etc.

490 S. Nandagopalan and P. K. Kumar



In this section, we illustrate texture features being calculated using grey level co-
occurrence matrices (GLCMs) with the help of Scikit-image which is an image processing
toolbox for SciPy. A GLCM is a histogram of co-occurring greyscale values at a given
offset over an image. First the input color image is transformed into a grayscale image, and
its gray-level co-occurrence matrix is computed. A grey level co-occurrence matrix is a
histogram of co-occurring greyscale values at a given offset over an image. The output of
this glcm is fed to another function greycoprops(glcm, “contrast”) to calculate the contrast
feature. Similarly, all the other texture features can be calculated as shown below:

def texture(gray):
# Texture features
glcm = feature.greycomatrix(gray, [1, 2], 

[0,np.pi/2],normed=True, symmetric=True)
contrast = feature.greycoprops(glcm, 'contrast')
homo = feature.greycoprops(glcm, 'homogeneity')
diss = feature.greycoprops(glcm, 'dissimilarity')
eng  = feature.greycoprops(glcm, 'energy')
corr = feature.greycoprops(glcm, 'correlation') 
ASM  = feature.greycoprops(glcm, 'ASM')
ent  = entropy(gray)

All these features are concatenated to form a single feature vector for the input
image gray.

3.4 Histogram of Gradients (HOG) Feature

To compute the HOG, we adopt the following steps: (a) global image normalization
(b) computing the gradient image in x and y (c) computing gradient histograms
(d) normalizing across blocks (e) flattening into a feature vector.

Now finding HOG features from skimage package of Python is shown below:

hog_data, hog_image = feature.hog(gray, orientations=8, 
pixels_per_cell=(32, 32), cells_per_block=(1, 1), 
visualise=True)

In Fig. 2, the input color image, its grayscale, and the oriented gradients are shown.
The hog function also gives hog_data as given above code which is stored as part of
the feature vector.

Fig. 2. Input color image, grayscale, and HOG image.
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3.5 Daisy Feature

In this section we shall show how to extract DAISY feature descriptors densely for the
given image. DAISY is a feature descriptor similar to SIFT (Scale-Invariant Feature
Transform) formulated in a way that allows for fast dense extraction. Typically, this is
practical for bag-of-features image representations.

Using this algorithm, it is possible to get much reduced error rates compared to the
SIFT algorithm and also to reduce computational cost and descriptor storage require-
ments. The DAISY algorithm consists of the five building blocks: Feature Detector,
Summation, Robust normalize, PCA, quantize and compress. Only the first three steps
are required for all applications.

Typically, the input is a square monochrome image patch and the output is a vector
of bytes. This feature is extracted from the skimage package of Python as given below:

daisy_data, daisy_img = feature.daisy(img, step=180, 
radius=58, rings=2, histograms=6,orientations=8,
visualize=True) 

After execution of this function, we get two daisy descriptors as shown in Fig. 3.
The daisy_data is a vector of real values, 0.00628139, 0.00757163, 0.0074997,
0.0061575, 0.0058985.

4 Proposed Architecture

To accomplish the solution for the problem of retrieving similar images from a data-
base of images efficiently and accurately, a novel architecture is proposed and is shown
in Fig. 4.

We have two separate set of tasks called “offline” and “online”.
During the offline phase (shown in blue color shaded boxes), the images from the

database are taken for preprocessing and feature extraction which yields to a vector.
Then all these vectors are stored in the feature database. Similarly, when a query image
(online phase – shown as red shaded boxes) is given as input where images similar to
this are to be retrieved, same steps are carried out and the distance is calculated using
Euclidean distance formula. If the distance, d is less than a fixed threshold value, all
such images are ranked accordingly and outputted. Various features of the images are
extracted and stored in the database as explained in the previous section.

Fig. 3. DAISY descriptors for the input image of Fig. 2.
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When the above steps are applied on WANG database and Holiday dataset, we get
the outputs as indicated in Figs. 5 and 6 respectively. Here, few categories of the
database images are considered for object detection and extraction for further
processing.

In Fig. 5, (a) shows the input image from WANG database (bus category),
(b) shows the saliency image (the foreground object is the point of interest), (c) is after

Fig. 4. Proposed system architecture.

Fig. 5. WANG database a Input image b Saliency output c Merged output d Object
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merging (a) and (b), and finally (d) gives the detected object. From this object the color,
texture, and other features are extracted. The same processes are shown for an image
taken from Holiday dataset.

5 Experimental Setup and Results

For our experiment, the WANG database has been used as the main dataset and in
addition, the Holiday dataset has also been considered for accuracy evaluation.
The WANG database consists of 1000 images with 10 categories African people, roses,
horses, elephants, monuments, dinosaurs, etc. The entire application has been coded in
Python, version 3.6.3, and a number of open source tools were used: OpenCV APIs,
skimage, Algorithmia, Visual Studio 2017 (Community Edition), etc. The entire code
runs on a computing environment having Intel Core i5-7200U CPU, 8 GB RAM, and
Windows 10 Operating System.

5.1 Results

We have conducted experiments by considering different query images and obtained
the output ranking of the retrieved images. These output images are shown in Fig. 7.

For some query images, say, the system retrieves dissimilar images. When we run
the program with holiday dataset, our system’s response is good and is shown in Fig. 8.

The first image is the query image and one false hit which is the last image – i.e.
117100.jpg.

Fig. 6. Holiday dataset a Input image b Saliency output c Merged output d Object

Fig. 7. Retrieved images for WANG database – query is top left
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5.2 Retrieval Performance – Precision and Recall

The precision and recall are used to measure performance of retrieval. Recall is used to
measure the system’s ability to retrieve all the images that are relevant, while precision
is used to measure the system’s ability to retrieve only the images that are relevant [13,
14]. The equation of the recall and precision are illustrated in the following:

Precision ¼ No: of relevant images retrieved
Total No: of images retrieved

Recall ¼ No: of relevant images retrieved
Total No: of relevant images in the Database

We have conducted experiments to measure precision and recall on both WANG
and Holiday datasets for our proposed approach. Its results are shown in Table 1.

In can been that the performance of the proposed approach yields a better accuracy
compared to other results reported already.

6 Conclusion

Saliency based object detection and feature extraction is the major focus of this
research work. There are two primary reasons for selecting the saliency region
detection using DCNN, first it is efficient, second visually similar images would match
with the saliency regions of an image. With the precision and recall values that we have
achieved it is proved that the goal is achieved. The shortcoming of the present work is
that when the query image is changed or dataset is modified, there could be slight
degradation in the performance. Future work can concentrate on local features with
more low level features so that the accuracy of retrieval may be enhanced.

Fig. 8. Output from Holiday dataset, query image is top left.

Table 1. Results of precision and recall values obtained through our proposed model

Dataset Query image Precision Recall

WANG 202.jpg 0.58 0.60
438.jpg 1.0 0.97
938.jpg 0.67 0.80

Holiday 108100.jpg 0.80 0.90
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Abstract. One of the options to reduce the energy consumption of agricultural
products is the use of heat and cold supply schemes based on heat pump units.
Ecological requirements are tightening. The role of environmental friendly
coolants is increasing. The most environmentally friendly coolant is ice, which
can be produced with the use of refrigeration machines (heat pumps). However,
the production of ice in heat pump systems requires additional energy costs for
its removing from the heat exchange surface. The freezing of the heat exchanger
leads to the worsening of productivity of the entire heat pump. The article deals
with the optimization of the process of creating artificial ice in the membrane
heat exchanger of the heat pump unit. The basis of the study was the experiment
conducted in accordance with the Box-Benken plan for three factors. The
experimental data was analyzed and the regression equation was made.
A mathematical model of the ice generation rate in the membrane heat
exchanger of the heat pump from the volume of cooled water and the time of
filling the space under the membrane with the refrigerant was obtained during
the study. The response surface was plotted according with the obtained
equation.

Keywords: Optimization � Heat pump � Ice
Membrane (flexible) heat exchanger

1 Introduction

It is necessary to take into account new increased requirements for environmental
safety along with the need to improve the energy efficiency of new technological
installations. The most problematic substances of refrigeration equipment from the
point of view of environmental safety are coolants. The most environmentally friendly
coolant is ice, which can be produced with the use of refrigeration machines (heat
pumps) [1–3].
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The heat pump uses electricity to transfer heat from less heated volume to more
heated one.

The use of heat pumps is most effective in such technological processes, where both
high temperature of the coolant and low temperature of the refrigerant are required. In
this case, the use of low-temperature sources of thermal energy can improve the effi-
ciency of cooling the product with obtaining additional thermal energy. The use of heat
pumps in the technological processes of agricultural production reduces their energy
intensity. Low-temperature energy sources limits their use. The fact is that the heat
pumps work well only at a cold source temperature above the −5 °C. The efficiency of
the heat pump drops sharply in severe frosts, and the heat exchange surfaces are
covering with ice crust [4].

Due to the long winter frosts in Russia, the use of water from nearby ponds is
problematic, and the soil freezes to a depth of one and a half meters and more. In
addition, more than half of the territory of Russia is in the permafrost zone, where the
use of the ground heat exchangers is impossible in principle.

Of course, these factors do not eliminate the use of heat pumps for heating, but
significantly increase the cost of their use. The use of heat exchangers with variable
geometry of the heat exchange surface allows changing the situation. In such devices, it
became possible to change the shape of the membrane with a given frequency and
amplitude, which provides constant self-cleaning of the heat exchange surface from the
ice layer and allows using water (or any water-containing liquid medium) with a
temperature of +4 °C and below as an energy source.

2 Main Part

2.1 Research Purpose

The research purpose is the optimization of the parameters and operating modes of the
heat pump in the environment of the low temperature energy source. To achieve this
goal, the following tasks were solved:

1. an experimental design of a heat pump unit with a membrane heat exchanger was
made;

2. a preliminary experiment was performed to identify the factors affecting the ice
formation;

3. an experiment plan was chosen and the results of the experiment were obtained;
4. a model of the ice generation rate in the membrane heat exchanger of the heat pump

was obtaining;
5. the optimal values of significant factors were found.

2.2 Materials and Methods

The novelty of the method lies in the use of a new type of heat exchanger – membrane
(flexible) heat exchanger in heat pump unit.

Let us explain the terms used in the proposed material. Membrane is a thin flexible
plate fixed on the perimeter, designed for separating of two cavities with different
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pressures or separating of the closed cavity from the common volume, as well as for
conversing of pressure changes into linear move and vice versa [5].

Membrane heat exchanger is a heat exchanger with the membrane heat transfer
surface.

The membrane geometry varies depending on the pressure difference of the media
that the membrane separates.

It will forms an ice layer on the membrane if one of the media will be water, and
another one will be intermediate coolant cooled to a negative temperature (glycol
solution, alcohol). This process is known as freezing of the heat exchange surface. The
main difference of a heat pump unit with a membrane heat exchanger is the process of
ice generation on a vibrating heat exchange surface [6–8].

If it will be organized the process of periodic changes in the geometry of the
membrane in the heat exchanger, the formed ice will exfoliates from the membrane and
it will break in some modes of generation. In this case, we obtain the possibility to
change the thickness of the freezing ice layer.

The process of changing the geometry of the membrane can be implemented by
feeding and removing the coolant from the cavity under the membrane. Experimental
studies are necessary to determine the modes of ice generation that will provide the
required performance of the installation.

An experimental installation was designed and made to determine the optimal
operation mode of the membrane heat exchanger in the mode of ice generation, which
includes:

– freon compressor with 300 W electric power;
– freon condenser;
– freon evaporator;
– ethylene glycol tank;
– circulation pump;
– time relay;
– membrane heat exchanger with a diameter of 0.36 m.

The freon evaporator is immersed in a tank with ethylene glycol for cooling
ethylene glycol to a temperature −10 °C. Ethylene glycol from the tank is supplied to
the membrane heat exchanger by a circulation pump, cools the water there and flows
back into the tank by gravity. Membrane vibrations are carried out by turning on and
off the circulation pump. The duration of the switching periods of the circulation pump
is set by the time relay included in the electrical circuit of the installation.

The main parameters that determine the operation of the installation are:

1. Electric power of the compressor;
2. Temperature of ethylene glycol;
3. Rate of ice generation in the membrane heat exchanger;
4. Volume of water in the membrane heat exchanger;
5. The initial temperature of the water in a membrane heat exchanger;
6. The frequency of membrane oscillations.

The ice generation rate w_ice is selected as a response. Independent factors were
determined for carrying out experimental studies. It was selected the following factors:
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the duration of the coolant supply under the membrane s_post; the volume of water V
for freezing ice; the initial water temperature Tv_ish for freezing ice.

The basis of the research was a second-order non-composite plan for three factors
(The Box–Benkin plan) [9]. This plan is a defined sample of strings from a complete
3 K type factor experiment. In this regard, each variable varies only at three levels: +1,
0, −1. The use of non-position plans with only three levels of variation of factors
simplifies and reduces the cost of the experiment. A second-order non-position plan for
3 factors is implemented to obtain a mathematical description of the studied process in
the form of a second-degree polynomial (Table 1).

The experiment was performed as follows. The time relay is set to the duration of
the supply of ethylene glycol under the membrane. The compressor and pump are
turned on. After the unit is put into the operation (the temperature of ethylene glycol
reaches −5 °C�−12 °C), the required volume of water of the required temperature is
filled into the volume (body) of the membrane heat exchanger.

The change in the levels of factors variation in the experimental setup was made as
follows:

– the duration of coolant supply under the membrane s_post – is set using a time
relay;

– the volume of water V – the required amount of water is measured by dimensional
glass;

– initial water temperature Tv_ish – is controlled by mercury thermometer;

2.3 Experiment Results

It was carried out the regression analysis based on the results of experimental data.
Calculations were made in the program MathCAD, the charts was plotted in Excel.

After checking the significance of the regression coefficients and excluding the
insignificant ones, the mathematical model in natural parameters takes the following
form:

yðx1; x2; x3Þ ¼ 5:888� 0:5515x1 � 1:282x2 þ 0:04925x21 þ 0:184x22 ð1Þ

Table 1. Levels and intervals of factors variation

Factor name Factor
designation

Coded
designation

Variation
interval

Natural values
corresponding to the
levels of coded factors
Upper
+1

Main
0

Lower
−1

The duration of refrigerant
supply under the membrane

s_post, min X1 2 6 4 2

Water volume V, l X2 1 4 3 2
Initial water temperature Tv_ish, °C X3 12 28 16 4
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It was checked the adequacy of the model using the Fisher’s criterion. The table
value of the criterion is 19.3 and the calculated value is 2.819. Since 2.819 < 19.3, the
obtained equation adequately describes the experimental data.

It follows from Eq. (1) that the initial temperature of the water in the ice freezing
tank was an insignificant factor. It has no significant effect on the speed of ice freezing.
This provision is very important for technology, because the temperature of the water
that needs to be cooled can vary widely in the processing agricultural products.

The response surface plotted using the Eq. (1) is shown in Fig. 1.

The presented surface allows us to say that the highest rate of ice formation occurs
with a small amount of cooling water. This is in good agreement with studies of other
authors, which showed the effectiveness of freezing water when spraying [10–12]. This
position allows determining the dimensions of the chamber for freezing ice depending
on the needs of the process.

Recommendations on the speed of filling the sub-membrane space with coolant also
follow from the type of response surface. So filling the sub-membrane space in 2 min
gives the greatest performance of freezing ice.
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Fig. 1. Response surface w_ice - ice formation speed.
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It should be noted that at a high rate of freezing of ice its thickness would be the
smallest. The volume of ice forms layers in the process of freezing. This contributes to
its rapid dissolution when cooling water. This allows speeding up the process of
preparation of the coolant for use in the process.

Figure 2 shows the dependence of the ice layer thickness on the duration of supply
/removing of the coolant under the membrane.

The different total area of ice layers is generated in the membrane heat exchanger
per hour depending on the mode (Fig. 3).
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Fig. 2. The dependence of the ice layer thickness on the duration of supply /removing of the
coolant under the membrane.
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3 Conclusion

The use of low-temperature sources for obtaining energy from them with the help of
heat pumps is limited due to freezing of the system and reducing the efficiency of its
operation.

The solution of this problem is possible by using intermediate heat exchangers with
a flexible membrane.

The use of membrane heat exchangers allows regulating the speed of ice freezing
for technological processes and influencing on the structure of the ice.

The maximum speed of ice generation in the membrane heat exchangers of the heat
pump corresponds to the duration of the refrigerant supply mode of 2 min and the
volume of water in the heat exchanger of 2 L.

Thus, the design of the membrane (flexible) heat exchanger allows to simultane-
ously solving the following tasks:

– remove the thermal energy of the water-ice phase transition;
– freeze the required amount of ice for cooling agricultural products;
– it is possible to obtain ice of different thickness with different total surface area

depending on the mode (duration of supply/removing of the coolant under the
membrane).

References

1. Marinyuk, B.T., Ugolnikova, M.A.: Dynamics of a generation of water ice on tubular
elements of ice generators. Refrigerating Equip. 12, 44–47 (2016)

2. Zimin, A.V.: Systems of accumulation of cold with use of binary ice. Refrigerating
Equip. Technol. T. 51(4), 17–20 (2015)

3. Shepenin, A.I.: Analysis results of modern methods of accumulation of cold and modeling of
a namorozka of ice in the block of cold accumulators of coiled type. In The Collection:
Youth and the 21st Century - 2015 Materials V of the International Youth Scientific
Conference: in 3 volumes. Editor-in-chief: A.A peas, pp. 198–201 (2015)

4. Vasilyev, G.P., et al.: Technical solution for protection of heat pump evaporators against
freezing the moisture condensed. MATEC Web Conf. 40, 05002 (2016)

5. Interstate standard 28466-90. Horns and signal whistles. General specifications, Moscow
(1991), 1 p. (In Russian)

6. Korovkin, S.V., Tutunina E.V.: Use of the generator of “liquid” ice with the membrane heat
exchanger for milk cooling. Innov. Agric. 4(19), 115–119 (2016)

7. Patent 2490567 Russian Federation, F25C1/12 F25C1. Method of generating ice/
Korovkin S.V., Vinokurov N.P., Tutunina E.V. - № 2012138395/13; appl. 10.09.2012;
publ. 20.08.2013 Bul. № 23.–3p.: fig

8. Sushentseva, A.V., About Korovkin, S.V.: Invention “Heat transfer with variable geometry
of the heat transfer surface”. Youth scientific and technical bulletin # 06, June, 2012, http://
sntbul.bmstu.ru/doc/475952.html, Last accessed 22 June 2018

9. Spiridonov A.A. Planirovanie ehksperimenta pri issledovanii tekhnologicheskih processov.
Moscow: Mashinostiroenie, 1981. – 184 p. (Planning of experiment at research of
technology processes. Moscow: Mashinostiroenie, 1981. – 184 p.)

Optimization of Parameters and Operation Modes 503

http://sntbul.bmstu.ru/doc/475952.html
http://sntbul.bmstu.ru/doc/475952.html


10. Mouneer, T.A., El-Morsi, M.S., Nosier, M.A., Mahmoud, N.A.: Heat transfer performance
of a newly developed ice slurry generator: A comparative study. Ain Shams Engineering
Journal 2010(1), 147–157 (2010)

11. Huang, Ch-N, Ye, Y.-H.: Development of a water-mist cooling system: a 12,500 Kcal/h air-
cooled chiller. Energy Reports 1, 123–128 (2015)

12. Wa, G.: Partial freezing by spraying as a treatment alternative of selected industrial wastes.
National Library of Canada (1998)

504 E. Tutunina et al.



A Data Confidentiality Approach to SMS
on Android

Tun Myat Aung(&), Kaung Htet Myint, and Ni Ni Hla

University of Computer Studies, Yangon, Myanmar
tma.mephi@gmail.com,kolynn.2013@gmail.com,

ni2hla@ucsy.edu.mm

Abstract. Short Message Service (SMS) is a text messaging service component
of mobile communication systems. It uses standardized communications pro-
tocols to exchange short text between mobile devices. SMS does not have any
built-in procedure to offer security for the text transmitted as data. Most of the
applications for mobile devices are designed and developed without taking
security into consideration. In practical use, SMS messages are not encrypted by
default during transmission. Therefore, a data confidentiality approach to SMS
on Android will be developed in the paper. It includes design, implementation
and confidentiality measurement of RC4 stream cipher for SMS data confi-
dentiality on mobile networks.

Keywords: SMS security � Data confidentiality � Mobile application
Cryptogarphy � RC4 stream cipher

1 Introduction

Data confidentiality is a protection of data from unauthorized disclosure. It is the most
common aspect of information security. It not only applies to the storage of infor-
mation, also applies to the transmission of information. We need to protect our sen-
sitive information from malicious actions during transmission of Short Message
Service (SMS). For data confidentiality security service, an encipherment security
mechanism can be used.

Short Message Service (SMS) is a mechanism of delivery of short messages over
the mobile networks. It is a store and forward way of transmitting messages to and from
mobiles. The message (text only) from the sending mobile is stored in a central short
message center (SMS) which then forwards it to the destination mobile. Global System
for Mobiles (GSM), Code Division Multiple Access (CDMA) and Time-Division
Multiple Access (TDMA) are supporting SMS transmission.

The primary purpose of SMS is to deliver text messages from one mobile device to
another. It provides many benefits to our everyday life. But, it is now considered as a
safe and secure tool when sensitive information is transmitted using the typical SMS
services. Nowadays, there are many possible threats on SMS, therefore, it is important
not only to prevent the SMS message from being illegally intercepted by illegal sources
but also to ensure the origin of the message from the legitimate sender.
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Cryptography is the science of information and communication security. Crypto-
graphic system transforms a plaintext into a cipher text using a key generated by a
cryptographic algorithm. RC4 is a stream cipher that is used to protect internet traffic as
part of the Secure Socket Layer (SSL). RC4 stream cipher is used to protect data
confidentiality for SMS transmitted over mobile networks.

The purpose of this paper is to provide data confidentiality during SMS message
transmission period in order to prevent the SMS message from being illegally inter-
cepted by illegal sources and to ensure the origin of the message from the legitimate
sender. The structure of this paper is as follows. The Sect. 2 includes basic concepts of
SMS technology, SMS mobile network communication system, introduction to cryp-
tography and RC4 cipher. In Sect. 3, we discuss design and implementation of mobile
applications that are used to protect data confidentiality of SMS message transmitted on
mobile networks. The Sect. 4 describes how statistical tests suite is used to measure
data confidentiality. Finally, in Sect. 5 we conclude our discussion by describing data
confidentiality level of pseudorandom number sequence generated by RC4 cipher and
by suggesting RC4 cipher should be used for data confidentiality of SMS message
transmitted on mobile network communication system.

2 Background Theory

2.1 Basic Concepts of SMS Technology

SMS messages are created by mobile phones or other devices (e.g. personal comput-
ers). These devices can send and receive SMS messages by communicating with the
GSM network. All of these devices have at least one MSISDN number. They are called
Short Messaging Entities (SMEs). The SMEs are the starting points (the sender) and
the end points (the receiver) for SMS messages. They always communicate with a
Short Message Service Center (SMSC) and never communicate directly with each
other [3]. An SME can be a mobile telephone. An SME can also be a computer
equipped with a messaging software, such as Ozeki NG - SMS Gateway, which can
communicate directly with the SMSC of the service provider. Depending on the role of
the mobile phone in the communication, there are two kinds of SMS messages: Mobile-
originated (MO) messages and Mobile-terminated (MT) messages. MO messages are
sent by the mobile phone to the SMSC. MT messages are received by the mobile
phone. The two messages are encoded differently during transmission. The functions of
Short Message Service Center (SMSC) are shown in Fig. 1 [5].

Originator
Mobile
Phone

Recipient
Mobile
Phone

SMSC

SMS Message SMS Message

Delivery ReportSubmission Report

Status Report

Fig. 1. The functions of Short Message Service Center (SMSC)
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2.2 SMS Mobile Network Communication System

SMS messages are transmitted over the Common Channel Signaling System 7 (SS7).
SS7 is a global standard that defines the procedures and protocols for exchanging
information among network elements of wire line and wireless telephone carriers [2].
These network elements use the SS7 standard to exchange control information for call
setup, routing, mobility management, etc. Figure 2 shows the mobile network archi-
tecture for SMS communication. Conceptually, the general SMS mobile network
architecture consists of two segments that are central to the SMS model of operation:
the Mobile Originating (MO) part, which includes the mobile handset of the sender, a
base station that provides the radio infrastructure for wireless communications, and the
originating Mobile Switching Centre (MSC) that routes and switches all traffic into and
out of the cellular system on behalf of the sender. The other segment, the Mobile
Terminating (MT) part, includes a base station and the terminating MSC for the
receiver, as well as a centralized store-and-forward server known as SMS Centre
(SMSC). The SMSC is responsible for accepting and storing messages, retrieving
account status, and forwarding messages to the intended recipients [5].

2.3 Cryptography

Cryptography is the science of using mathematics to encrypt and decrypt data. Cryp-
tography enables you to store sensitive information or transmit it across insecure
networks like the Internet so that it cannot be read by anyone except the intended
recipient. Encryption is the process of converting ordinary information (called plain
text) into unintelligible gibberish (called cipher text). Decryption is the reverse, in other
words, moving from the unintelligible cipher text back to plain text.

Cryptographic algorithms can be divided into:

• Symmetric key algorithms.
• Asymmetric key algorithms.

Symmetric key algorithms have the property that same secret keys are used for
encryption and decryption. It is also called as private key algorithms. Asymmetric key

Fig. 2. Mobile network architecture for SMS communication
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algorithms use two different keys: public key for encryption and private key for
decryption.

There are two types of symmetric-key algorithm: block cipher and stream cipher.
(1) Stream Cipher - In a stream cipher, encryption and decryption operate on the basis
of one symbol (a bit or byte) at a time, (2) Block Cipher - In a block cipher, encryption
and decryption operate on the basis of a block of symbols of particular size [1]. The
general concept of a stream cipher is shown in Fig. 3.

2.4 RC4 Cipher

RC4 cipher is one of the most used software-based stream ciphers in the world. Rivest
Cipher 4 was designed by Ron Rivest in 1987 and is known as RC4 cipher. The general
logic design structure of RC4 cipher is shown in Fig. (4). It is a standard of IEEE
802.11 within WEP, Wireless Encryption Protocol, and generates a keystream. This
stream cipher consists of two parts.

• key-scheduling algorithm (KSA).
• Pseudo-random generation algorithm (PRGA).

The key-scheduling algorithm (KSA) is used to initialize the permutation in the
array box “S”. The length of key is number of bytes in the key and is in the range 1 to
256. First, the array “S” is initialized to the identity permutation. The array box “S” is
then processed for 256 iterations in a similar way to the main PRGN, but also mixes in
bytes of the key at the same time. The key-scheduling algorithm (KSA) [1] is listed
below.
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Key-Scheduling Algorithm (KSA)

begin 

for i from 0 to 255 

    S[i] := i 

endfor 

j := 0 

for i from 0 to 255 

    j := (j + S[i] + key[i mod keylength]) mod 256 

    swap values of S[i] and S[j] 

endfor 

end 

S-box1 S-box2

Systematic Randomization

Systematic Randomization

Final Keystream 
Generation

Plain/ Cipher TextCipher/ Plain Text

Fill with 
chosen key

Initialize
with number 
from 0 to 256

Fig. 4. General logic design structure of RC4 cipher
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For as many iterations as are required, the pseudo-random generation algorithm
(PRGA) modifies the state and generates a byte of the keystream. In every iteration, the
PRGA increments i, looks up the ith element of the array box “S”, S[i], and adds that
to j, swaps the values of S[i] and S[j], and then uses the sum S[i] + S[j] (modulo
256) as an index to obtain a third element of array box “S”, (the keystream
value K below) which is bitwise exclusive ORed (XORed) with the next byte of the
plain text to generate the next byte of cipher text. Each element of the array box “S” is
exchanged with another element at least once in each of 256 iterations. The Pseudo-
Random Generation Algorithm (PRGA) [1] is listed below.

Pseudo-Random Generation Algorithm (PRGA)

begin 

i := 0 

j := 0 

while GeneratingOutput: 

    i := (i + 1) mod 256 

    j := (j + S[i]) mod 256 

    swap values of S[i] and S[j] 

    K := S[(S[i] + S[j]) mod 256] 

    output K 

endwhile 

end 

3 Design and Implementation

First, we implement RC4 stream cipher by using Key-Scheduling Algorithm (KSA) and
Pseudo-Random Generation Algorithm (PRGA) in Java programming language. Then
we implement two android mobile applications: SendSMS and ReceieveSMS. SendSMS
mobile application is used for the sender to transform from SMS plain text to cipher
text, and to send it confidentially to the receiver through SMS mobile network com-
munication system while ReceieveSMS mobile application is used for the receiver to
receive cipher text that is passed through SMS mobile network communication system
and to transform from cipher text to SMS plain text.

The design for implementation of two android mobile applications, SendSMS and
ReceieveSMS, is shown in Fig. 5. For SendSMS mobile application, at first password is
used in RC4 cipher to generate keystream and it is XORed with SMS plain text to
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output cipher text. The Sending process sends the cipher text to the phone number
accepted by this application. Correspondingly, in ReceieveSMS mobile application the
Receving process receives the cipher text from the phone number accepted by this
application. Then the cipher text is XORed with the keystream generated by RC4
cipher that uses the same password to output original SMS plain text.

The general data flow diagram of these two mobile applications is shown in Fig. 6.
SendSMS mobile application accepts SMS plain text, password and phone number of
the receiver as inputs and outputs cipher text. The cipher text is passed through mobile
network communication system. ReceieveSMS mobile application accepts cipher text
that passed through mobile network communication system, password and phone
number of the sender as inputs and outputs SMS plain text.

SMS Mobile Network Communication System

SendSMS

Plain
Text

Password RC4
cipher

Key

Cipher
Text

SendingPhone
number

Cipher
Text

ReceiveSMS
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Password RC4
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Fig. 5. Design for implementation
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Fig. 6. General data flow diagram
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The system user interfaces for SendSMS and ReceieveSMS mobile applications is
shown in Fig. 7. SendSMS mobile application is used at the side of the sender and
ReceieveSMS mobile application is used at the side of the receiver. The sender must
input phone number of the receiver, password and SMS message to SendSMS mobile
application and press Send Message button. The receiver must input phone number of
the sender and the same password used by the sender to ReceiveSMS mobile appli-
cation and press Receive Message button. Then SMS message of the sender is appeared
in the display window screen of ReceiveSMS mobile application.

4 Confidentiality Measurement

RC 4 stream cipher generates keystream that is pseudorandom number sequence. The
pseudorandom number sequence can be used for data confidentiality mechanism during
data transmission. The quality of this data confidentiality mechanism depends on the
randomness of pseudorandom number sequence generated by RC4 stream cipher. The
randomness of pseudorandom number sequence can be measured by using following
statistical tests recommend by NIST, National Institute of Standards and Technology.
These tests focus on a variety of different types of non-randomness that could exist in a
sequence. Some tests are decomposable into a variety of subtests. The 15 tests are:

1. The Frequency (Monobit) Test,
2. Frequency Test within a Block,
3. The Runs Test,
4. Tests for the Longest-Run-of-Ones in a Block,
5. The Binary Matrix Rank Test,
6. The Discrete Fourier Transform Test,
7. The Non-overlapping Template Matching Test,

Fig. 7. System user interfaces
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8. The Overlapping Template Matching Test,
9. Maurer’s “Universal Statistical” Test,

10. The Linear Complexity Test,
11. The Serial Test,
12. The Approximate Entropy Test,
13. The Cumulative Sums Test,
14. The Random Excursions Test,
15. The Random Excursions Variant Test.

A statistical test is formulated to test a specific null hypothesis (H0). The null
hypothesis under test is that the pseudorandom number sequence being tested is ran-
dom. Associated with this null hypothesis is the alternative hypothesis (Ha), that is, the
pseudorandom number sequence is not random. For each applied test, a decision or
conclusion is derived that accepts or rejects the null hypothesis, i.e., whether the
pseudorandom number generator is (or is not) producing random values, based on the
pseudorandom number sequence that was produced [4].

For each test, a relevant randomness statistic must be chosen and used to determine
the acceptance or rejection of the null hypothesis. Under an assumption of randomness,
such a statistic has a distribution of possible values. A theoretical reference distribution
of this statistic under the null hypothesis is determined by mathematical methods.
During a test, a test statistic value is computed on the pseudorandom number sequence
being tested. This test statistic value is compared to the critical value. If the test statistic
value exceeds the critical value, the null hypothesis for randomness is rejected.
Otherwise, the null hypothesis (the randomness hypothesis) is not rejected (i.e., the
hypothesis is accepted) [4].

Each test is based on a calculated test statistic value, which is a function of
pseudorandom number sequence. If the test statistic value is S and the critical value is t,
then the Type I error probability is P(S > t || Ho is true) = P(reject Ho | H0 is true), and
the Type II error probability is P(S � t || H0 is false) = P(accept H0 | H0 is false). The
test statistic is used to calculate a P-value that summarizes the strength of the evidence
against the null hypothesis. For these tests, each P-value is the probability that a perfect
random number generator would have produced a pseudorandom number sequence less
random than the pseudorandom number sequence that was tested, given the kind of
non-randomness assessed by the test. If a P-value for a test is determined to be equal to
1, then the pseudorandom number sequence appears to have perfect randomness. A P-
value of zero indicates that the pseudorandom number sequence appears to be com-
pletely non-random. A significance level (a) can be chosen for the tests. If P-value
a, then the null hypothesis is accepted; i.e., the pseudorandom number sequence
appears to be random. If P-value < a, then the null hypothesis is rejected; i.e., the
pseudorandom number sequence appears to be non-random. The parameter a denotes
the probability of the Type I error. Typically, a is chosen in the range [0.001, 0.01] [4].

An a of 0.001 indicates that one would expect one sequence in 1000 pseudorandom
number sequences to be rejected by the test if the sequence was random. For a P-
value � 0.001, a pseudorandom number sequence would be considered to be random
with a confidence of 99.9%. For a P-value < 0.001, a pseudorandom number sequence
would be considered to be non-random with a confidence of 99.9% [4].
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An a of 0.01 indicates that one would expect one sequence in 100 pseudorandom
number sequences to be rejected. A P-value � 0.01 would mean that the pseudo-
random number sequence would be considered to be random with a confidence of 99%.
A P-value < 0.01 would mean that the conclusion was that the pseudorandom number
sequence is non-random with a confidence of 99% [4].

5 Conclusion

The pseudorandom number sequence generated by RC4 stream cipher is measured by
the statistical test suite developed by NIST. According to P-value of each test, the
pseudorandom number sequence may be considered to be random with a confidence of
99%. Moreover, RC4 stream cipher possesses better performance among stream
ciphers. Therefore, we suggest that the pseudorandom number sequence generated by
RC4 stream cipher should be used for data confidentiality of SMS message transmitted
on mobile network communication system.
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Abstract. Apropos to communication in conventional computer network or in
electronics, in electrical field, the smart grid is the approach to transfer the
electricity through distribution of network. It not only improves the security,
reliability of electric system but also the communication of it too. Recently J Hur
in IEEE Tran. on Smart Grid proposed an approach to provide an efficient and
secure scheme in smart grid using attribute based analogy. The author claim that
the proposed scheme is also provide the receiver anonymity which is one of the
crucial feature of smart grid. However, in this paper, we claim that the scheme
presented by Hur, fails to provide receiver anonymity as well as it is susceptible
to the key escrow attack.

Keywords: Smart grid � Policy-based Data Sharing � Privacy
Security � Communication

1 Introduction

Consider the world where we have all the technologies who drive the world to the
galaxy and beyond. All this technology can be made possible in timely manner with
electricity. Thus, electricity plays a vital role in what the technologies we are using in
today’s life. Smart grid is the technology in which the interconnected network works
intelligently to transmit and distribute the electricity through network. Figure 1 depicts
the schematic of smart grid environment. Even with the help of Internet of Things, the
smart grid becomes in huge demand now-a-days. More details of smart grid is available
in [4–7].

On the other end, security is important in entire network. Symmetric key cryp-
tography is a technique in which sender and receiver share the same secret key. Public
key cryptography is a technique in which sender having two keys i.e. private key (to
decrypt data) and public key (to encrypt data). However, in multicast scenario, the
overhead will be more on sender side. Thus, attribute based cryptography is a technique
in which selected set of receipients who’s satisfies the criteria will be able to decrypt
the data. The research attempt in this domain is more explored in the [8–22].

In [1], the author has presented the scheme for smart grid, based on the construction
of Bethencourt et al.’s [2] Ciphertext Policy Attribute Based Encryption (CP-ABE)
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scheme. In [1], the author claims that the proposed scheme provides hidden policy with
partial decryption and secure against the key escrow attack.

The entities involved in the scheme are as follows:

• Key Generation Center (KGC): It generates the secret key for users as well as
system’s public and private parameters.

• Storage Center (SC): It stores the ciphertext generated by the sender. It also does
the partial decryption.

• Sender: It encrypts the document based on obfuscated access policy.
• Receiver: It decrypts the ciphertext if attributes within the secret key satisfy the

access policy of ciphertext.

In [1], the author claims (p. 2172, right column, Sect. 1.1) the following:

• The policy is hidden from SC and KGC.
• The KGC is not decrypt the document, thus the scheme is secure against the key

escrow.

However, we claim that, in a typical environment, the above claims become false
and lead to the system failure.

In the next section, we review the scheme of [1]. In Sect. 3, we have given our
security analysis in a typical scenario. The conclusion and references are at the end.

Review of Hur’s Scheme
For brevity, the detailed discussion of algorithms is omitted. The detailed discus-

sion is in the [1].

KGC-Setup
It is run by KGC. LetG0;G1 be the bilinear group and Zp be the set of prime order p. g

is the generator for group G0:e : G0 � G0 ! G1 is the bilinear function. KGC selects
a; b 2R Zp. KGC sets h ¼ gb. KGC selects two hash functions H : 0; 1f g�! G0,

Fig. 1. Smart grid communication architecture [3]
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H1 : G1 ! 0; 1f glogp. The Master Public Key (MPK) and Master Secret Key (MSK) are
as follows

MPK ¼ G0;G1; e;H;H1; e g; gð Þa; hf g MSK ¼ b; gaf g

SC-Setup
This is run by SC. It selects c 2R Zp. Here IDSC is publicly universal ID of the SC. The
private and public parameters of SC are as follows:

PKSC ¼ gc

SKSC ¼ H IDSCð Þc

KeyGen
This is run by KGC to generate the secret key for user u with attribute list L. KGC
selects r; rj8j 2 L.

SKu ¼ fD ¼ g
aþ r
b ; 8j 2 L : Dj ¼ gr � H jð Þrj ;D0

j ¼ grj ;D00
j ¼ H jð Þb

Encrypt
It is run by the sender with access policy W and Message M. The sender generates
a 2R Zp and computes KS ¼ e gcð Þa;H IDSCð Þð Þ.

CT ¼ ðT;C0 ¼ M � KS � eðg; gÞaS;C ¼ hS;

8y 2 Y : Cy ¼ gqyð0Þ;C0
y ¼ HðkÞqyð0ÞÞ:

Sender sends the CT 0 ¼ CT ; IDa; gah i
GenToken
This is run by the receiver. After receiving ga from SC, the algorithm computes

sj ¼ e ga;H jð Þb
� �

on SC, the algorithm computes d of alogorithms. the detailed one is

in the [1]. Then, it generates s 2R Zp and computes token for attribute set ^ as follows:

TK^;u ¼ 8j 2 ^ : Ij ¼ H1 sj
� �

; Dj
� �s

; D0
j

� �s� �
:

Partial-Decrypt
This is run by the SC. It computes KS ¼ e ga; SKSCð Þ ¼ e ga;H IDSCð Þcð Þ and C00 ¼
C0
KS

¼ M � e g; gð Þas in CT. The SC sends the CT 0 ¼ \C00;C ¼ hs;A[ to the receiver,

where A ¼ DecreyptNode CT ; TK^;u;R
� � ¼ e g; gð Þrss:

Decrypt
It is run by the user u. The user gets message M by computing C00=

e C;Dð Þ
Að Þ1s

 !
.
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1.1 Paper Organization

This paper is organized as follows. In Sect. 2, we have given the analysis on Hur’s
scheme. Finally, we concluded in Sect. 3. References are at the end.

2 Analysis of Hur’s Scheme

Before presenting our security analysis on Hur’s scheme, we take the following
illustration to support our claim.

Let us assume the typical college management system consisting of students.
Assume that there are nine departments in the college such as computer, electrical,
mechanical, etc. In addition, there are 480 students (120 students within each year)
within each department.

Claim 1: Fails to Provide Receiver Anonymity
The value of parameter D00 ¼ H jð Þb of each mechanical student is the same as it
depends on j and b only, and they are constant for a particular attribute (say
“branch = mechanical”). Same for other branches.

Now considering a model in which compromising one student from 120 is not
difficult. In general, the possible complexity for launching such attack is O jð Þ as there
are j attributes in the system. The actual complexity is less than O jð Þ as one user
contains more than one attributes in a secret key. From now onwards, we assume that
attacker playing the role of corrupt student from each branch.

With this assumption, attacker can get the value D00 for every attribute in the
system.

The attacker runs the following algorithm to know the policy from GenToken as
follows. The SC knows the ga from the tuple ðIDa; ga;CTÞ given by ua.

Run by : Attacker 

Input :  and =all attributes set. 

Output : Policy details. 

Policy-list= .
For  in 
Do  For  in 

 Do  If (

  Then  Add attribute  in policy-list. 
   Break.  
 Done  

Done
Output Policy-list. 
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With x ¼ ^j j and y ¼ Uj j, the complexity of finding the policy details is O xyð Þ.
Although attacker cannot able to decrypt the ciphertext, but attacker knows the list

of attributes used in the policy, which reveal the plain attributes used in the policy.
Thus, the Hur’s system fails to maintain receiver anonymity.

In addition, author mentioned in Sect. 3.2 (policy privacy) that the authorized
receivers cannot be able to know the policy. However, in Sect. 5.3.4, receiver gives
subset of attribute set S. It is not specified that how receiver selects this subset. If
receiver knows policy than it breaches the policy privacy. If not, than how to select
subset of the SC or decryption algorithm requires the exact match of attribute in CT and
in SK. Without knowing policy how one can match is not defined.

Note: Attacker only compromises the minimal users having secret key and com-
bining them covers all attributes of the system. There is no need for the sender to reveal
any information to attacker or KGC or SC. Therefore, the insider attack where the valid
user can give its secret information for encryption and hiding policy is not required by
the attacker. In fact, the attacker assumed here is considered in all ABE systems.

Claim 2: KGC can Decrypt any Message
KGC can generate secret key for any user in system. KGC can do the complete
decryption like normal user. Here SC is assumed as honest-but-curious as in Hur’s
scheme. The task of the SC during partial decryption is to check if received token is
appropriate for respective ciphertext, if yes than run Partial-Decrypt otherwise fails.

Therefore, the proposed system is key escrow as KGC can generate any secret key
like valid user (receiver) and do decryption in same way.

3 Conclusion

Recently, in IEEE Transactions on Parallel Distributed Systems, Junbeom Hur [1]
proposed an interesting Attribute-Based Secure Data Sharing with Hidden Policies in
Smart Grid scheme that is claimed to hide the policy. However, in this paper, we
demonstrate that unfortunately, their scheme is not able to hide the policy with the
minimal set of users collude. At present, it is still a challenging open problem to
construct an Attribute-Based Secure Data Sharing with Hidden Policies in the Smart
Grid scheme.
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Abstract. In this paper, we propose an optimization model for determining
locations of railway stations. The objective is to maximize the covered the
number of expected passengers that can be covered. We focus on the case study
of locating optimal stations of high speed train on the north route railway line of
Thailand, which is on the government plan to be built. We considered the
number of expected passengers based on the real passengers traveling during
year on the line. Two types of coverage are considered, which are the condition
on time to go to a station and the condition on total travelling time. To solve this
problem, we developed Simulated Annealing. Computational results showed
that the proposed metaheuristic algorithm found the high quality solutions in
reasonable time.

Keywords: Maximal covering � Hub location � High speed train
Simulated annealing

1 Introduction

As the world population growth increases, public transportation becomes one of the
most important development challenges. High Speed Rail (HSR) is an efficient alter-
native for rapid mass transits that has been developed in many countries around the
world. HSR network is a solution of mass transportation, since it offers a type of
transport that fast, convenience, reliable, save, ecological, and environment friendly,
which connected cities across countries or between continents. However, the cost of
building HSR is very expensive. So a design process on the routes, station locations,
number of trips, which according customers’ demand is necessary.

In this paper, we propose a way to determine optimal station locations on a HSR
using a maximal hub covering location model. The objective is to maximize the
number of passengers travel by HSR, under the limitations of the number of stations,
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names in the running heads and the author index.
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capacity of the stations, and coverage distance. The case study of the north route
railway line, in Thailand was presented. The number of real passengers travelled during
year was used to estimate the expected number of HSR passengers. Since the problem
is complex and belong to a type of combinatorial problems, we develop the Simulated
Annealing (SA) for solving this problem. The results can be found in reasonable time.

2 Literature

Hub location problem deals with locating facilities (hub) and allocating point of
demands (node) to facilities on a network, in order to provide a transshipment service,
routed between origin-destination. The objective is to minimize the total transportation
cost of moving flows from origin node to destination node via hub. Figure 1 showed
the structure of hub location problem, where k, m represented hubs and i, j represented
nodes. Hub location problems are widely studied and can be classified in many types of
problems such as single allocation and multiple allocation, uncapacitated and capaci-
tated servers. Moreover, they may classify based on their objective such as median
problem, center problem, and covering problem.

O’Kelly [1] has presented the first quadratic integer programing formulation for the
single allocation p-hub median problem, where the number of hub is fixed at p and the
objective is to minimize total cost of the system that associated with traveled distance.
Campbell [2] developed the first linear integer programming formulation for the single
allocation p-hub median problem. His formulation has n4 + n2 + n variables and
n4 + 2n2 + n + 1 linear constraints. Skorin-Kapov, et al. [3] proposed a mixed integer
programing formulation with n4 + n2 variables and 2n3 + n2 + n + 1 linear constraints.
Ernst and Krishnamoorthy [4] proposed an improved linear integer programming
formulation with n3 + n2 variables and 2n2 + n + 1 linear constraints.

Later, the single allocation hub location problem with fixed costs was formulated
by O’Kelly [5], where the number of hub is not fixed and the objective is to minimize
the total cost of the system that composited of operating cost (associated with traveled
distance) and fixed cost (or cost of establishing hub). Campbell [6] introduced
capacitated multiple allocation p-hub median problem, where capacity of each hub is
limited. Campbell [6] also introduced the hub center problem, where the objective is to
minimized the maximum cost of the origin-destination pair and the hub covering
problem, where the objective is to maximize the demand that can be covered. Later,
Kara and Tansel [7] proposed the single allocation p-hub covering problem, and then
Wagner [8] improved the p-hub covering location problem with bounded path lengths.
Hwang and Lee [9] proposed the uncapacitated single allocation p-hub maximal
covering problem for solving a problem using several instances from CAB (civil
Aeronautics Board) data set. Two heuristics were proposed; distance based allocation
and volume based allocation methods. Peker and Kara [10] presented the p-hub
maximal covering problem with gradual decay function as partial coverage. They
proposed an improved mixed integer programming model and compared to the pre-
vious versions. The model was tested on CAB and Turkish Network (TR) data sets. For
more details on hub location problems, see Amur and Kara [11] and Farahani, et al.
[12].
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3 A Single Allocation P-Hub Maximal Covering Model

In this paper, we developed the model based on the single allocation p-hub maximal
covering model by considering two conditions of coverage, which adjusted from
Campbell [6] and Peker and Kara [10]. The first coverage is on the travel time to go to
the station, since it is an important factor that effect on the decision of passengers to
travel by HSR or not. The second coverage is on the total travel time on the trip, since
passengers may not want to travel for a long time, and they whether have their deadline
or acceptable total travel time. So these two conditions have to be satisfied by pas-
sengers in order to be counted as covered demand. The formulations of the single
allocation p-hub maximal covering model with two conditions on coverage we pro-
posed are detailed as follows.

Index and notations
i = index of origin, where i = 1, 2, …, n
j = index of destination, where j = 1, 2, …, n
k = index of start station location, where k = 1, 2, …, n
m = index of end station location, where m = 1, 2, …, n
n = maximum number of nodes (demand locations)
p = maximum number of hubs (HSR stations)
t = coverage on time to go to a station (the maximum travelling time that people

willing to go to the nearest railway station)
a = speed factor when travelling by HSR
b = coverage on total travelling time (the maximum travelling time that people

allowing on their trip)

Parameters
Wij = flow of demand between origin i and destination j
cij = travel time between private car or other public transportation origin i and

destination j
ckmij = travel time between origin i and destination j via stations k and m, where

ckmij � cij, and ckmij ¼ cik þ ackm þ cmj; cik = travel time by private car or other
public transportation from origin i to station j, ckm = travel time by HSR from

Fig. 1. Single allocation p-hub location problem
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station k to station m, cmj = travel time by private car or other public
transportation from station m to destination j

akmij = covered matrix with two conditions

= 1 if ckmij � b and cik � t, otherwise 0
kij = maxkm akmij ; 8i; j

Decision Variables
Zij = fraction of flow routed from node i to j that is covered
Xik = 1 if node i is assigned to hub k, otherwise 0
Xkk = 1 if node k is selected to be hub, otherwise 0

Maximize

Xn

i¼1

Xn

j¼1

WijZij ð1Þ

Subject to

Zij �
Xn

k¼1

akmij Xik þ kijð1� XjmÞ; 8i; j;m ð2Þ

Xn

k¼1

Xik ¼ 1; 8i ð3Þ

Xn

k¼1

Xkk ¼ p ð4Þ

Xik �Xkk; 8i; k ð5Þ

X11 ¼ 1 ð6Þ

Xnn ¼ 1 ð7Þ

Xik 2 f0:1g; 8i; k ð8Þ

Zij � 0; 8i; j ð9Þ

The objective is to maximize the total demand between each origin-destination pair
covered by predefined coverage distance. Note that the coverage distance is the longest
distance that people will travel to their nearest HSR station. Constraints (2) determine
fraction of flow between node i and j that is covered with hubs k and m (Xik = Xjm= 1).
Constraints (3) ensure that a node is assigned to exactly one hub. Constraint (4) limits
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the number of stations at p. Constraints (5) ensure that node is only assigned to hub.
Constraints (6)–(7) force start station and end station to be open. Constraints (8)–(9)
define sign of decision variables.

4 Simulated Annealing

Simulated annealing (SA) is a probabilistic based algorithm to solve combinatorial
optimization problems which was developed by Kirkpatrick, et al. 1983 [13]. The
algorithm simulates physical annealing process of metals and accepts non-improving
changes with some probability to escape the trap of local optima. According to the
Metropolis criterion, the new solution is accepted if a random number, r, generated
from uniform distribution [0,1] is no larger than the acceptance probability.

4.1 Solution Representation

An initial solution consists of two arrays: location and allocation parts. The lengths of
arrays indicate the number of nodes. The location part, a hub node is allocated to itself,
represents the node is a hub. The allocation part indicates the assignments of the non-
hub nodes to hub node. For instance, the array in Fig. 2 represents n = 10, p = 3,
where n = number of nodes, p = number of hubs. Non-hub nodes 1, 2, and 4 are
connected to hub node 3, non-hub nodes 4 is allocated to hub node 5 and non-hub
nodes 9 and 10 are connected to hub node 8.

4.2 Neighborhood Operators

Neighborhood operators are based on location and allocation parts which in turn can
change opening and closing stations and allocation nodes to different cluster. To
generate a new solution, there are three operators are called intra - cluster move, inter -
cluster move, and reallocation. In the intra - cluster move, a hub and a node in the same
cluster are randomly selected and changed a hub with a node. The inter - cluster
operator considers two randomly a hub and a node in different cluster and performs
replacing a hub with a node to the different cluster. The reallocation operator con-
sidered a node is chosen at random to allocate at a new position hub. The details of SA
procedure are showed in Fig. 3.

The temperature Ti in iteration i is reduced by a cooling schedule of q = 0.98 and
the initial temperature is 2000, based on initial empirical results. When the same
solutions appear in 2np iterations, reheating is used to avoid local optima.

Fig. 2. Solution representation of simulated annealing algorithm
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5 Computational Experiments

5.1 A Case Study of HSR

Our case study is taken from the HSR in Thailand. The aim is to find the optimal station
location of the north route railway line, which routed from Bangkok to Chiang Mai,
with total of 751 km. The candidate HSR stations are the existing stations on the line,
which total of 54 stations (n = 54) as showed in Fig. 4. Note that in the north route
line, there are more than 100 existing stations; but in this study, we selected only 54
stations to be the candidate HSR stations. We neglected the small and low demand
stations. The number of passengers traveled on the north railway line during year, 2014
was used to estimate the expected demand of the HSR line. We assumed that HSR will
operate at speed 250 km./h., while travelling by other mode of transportation will take
60 km./h. So, we set the speed factor (a) at 0.24. The coverage on the total travel time
(b) was set at 180 min, while the coverage on the time to go to assigned station (t) was
set at 50 min. The number of stations (p) was varied from 5 to 15.

5.2 Experiments and Computational Results

To see the difference from solving the problem with or without condition on the
coverage, we conducted 2 experiments with different parameter setting on the coverage,
which detailed as follow; Experiment I) the total travel time on trip not exceed

Fig. 3. Procedure of simulated annealing algorithm
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180 min. without condition on time to the assigned HRS, Experiment II) total travel
time on trip not exceed 180 min. and time to the assigned HRS not exceed 50 min. In
each experiment, the number of stations (p) was varied from 5 to 15, which total of 14
cases. All experiments were solved on an Intel Core i5-2410 M CPU 2.3 GHz. with
6 GB of RAM. The mathematical programming formulations in Sect. 3 were imple-
mented and solved by optimization software; Optimization Programming Language
(OPL) 12.7. Then, the optimal solutions were compared to the solutions obtained by
the proposed SA algorithm as detailed in Sect. 4, which coded in C language. The
results of both techniques were reported in Tables 1 and 2, with open stations, coverage
percentage, and run times. The results showed that OPL obtained optimal solution for
all cases also with a range of run times between 360 to 1363 s, while SA also found
optimal solution for all cases with a range of run times between 5 to 20 s. Based on
these experiments, we see that with condition on the coverage OPL tended to find the
optimal solution faster. In the opposite side with condition on the coverage SA tended
to find the optimal slightly longer.

Fig. 4. Map of railway station locations on the north route line, Thailand
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6 Conclusion and Future Research

We proposed a hub covering location problem, which considered two conditions on the
coverage; travel time on node to hub and travel time on the trip routed from node to
hub, hub to hub, and hub to node. The case study of HSR in Thailand was presented.
The number of real passengers travelled during year was used to estimate the expected
number of HSR passengers. Because of the complexity, we developed the Simulated
Annealing to solve the problem. The results showed that the proposed metaheuristic
algorithm yielded the quality solution with reasonable time.

For future research, we interest to extend the maximal p-hub covering model to
have multiple allocation, which allows passengers on a node can go different stations.
The consideration on linking more than one mode of transportation is also an advantage
that reflects the real customers’ behavior, which allows people to choose their preferred
transportation mode.

Acknowledgments. This work is financially supported by King Mongkut’s University of
Technology North Bangkok under the grant number KMUTNB-GOV-58-49.

Table 1. Results of experiment I (t = free)

#Stations Open station Coverage (%) Time(s) Time(s)
(p) (Xkk) OPL SA

5 1,22,35,48,54 97.96 1363 5
6 1,18,32,43,50,54 99.55 610 7
7 1,9,23,36,47,51,54 99.93 1068 4
8 1,8,19,29,35,48,52,54 100.00 440 4
9 1,7,16,25,35,45,50,53,54 100.00 416 7
10 1,8,17,24,31,39,41,48,52,54 100.00 340 9
15 1,2,8,14,21,22,31,39,40,48,50, 51,52,53,54 100.00 337 19

Table 2. Results of Experiment II (t = 50)

#Stations Open station Coverage (%) Time(s) Time(s)
(p) (Xkk) OPL SA

5 1,22,33,43,54 95.64 561 6
6 1,16,29,37,48,54 96.48 656 7
7 1,16,29,34,43,50,54 99.65 390 9
8 1,16,28,34,43,49,51,54 99.95 384 9
9 1,8,16,28,34,43,49,51,54 99.99 472 9
10 1,11,18,29,34,43,50,51,53,54 100.00 406 10
15 1,8,9,16,22,25,28,29,33,40,46, 49,51,53,54 100.00 363 20
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Abstract. In this paper, we propose the path relinking to solve the maximal
covering location problem in which the demand points correspond to number of
employees in industrial factories in Rayong, a province on the east coast of the
Gulf of Thailand. According to the statistics for the fire in Thailand from 2012–
2016; fire events tended upwards continuously from 2012 at 58.15 percent.
Studying data on the fire to factories over the country in 2014–2015, Rayong
province was high ranked fire occurrences which result in massive destruction.
Path relinking algorithms are compared on the real-life instances to illustrate the
efficiency of the proposed method.

Keywords: Path relinking � Maximal covering location problem
Fire stations

1 Introduction

Disaster can be classified based on the formation into 2 types as the natural disaster;
flood, storm, fire, occupational hazard, drought, avalanche, plague; and the man-made
disaster, including traffic hazard, abnormally cold weather, civil disorder, electricity
hazard, hazardous material and technological disaster.

Fire is a disaster caused by both nature and humanity in a form of negligent fire and
consequently spread out making the tremendous loss of property and life as well as the
overall economic losses.

In Thailand, 2012–2016. A total fire incidents 6,051 times practically occurred in
many provinces of Thailand. This made damage to 49,438 people as 266 dead and
1,045 injured, furthermore, 344 factories and 41 cases of department stores and
buildings resulting in the total damage value of 3,403,211,372 Baht. Considering a
tendency to fire among the factories and department stores and buildings, there is a
tendency for fires, particularly the factories with 58.51 percent increase on average as
shown Fig. 1.

Please note that the AISC Editorial assumes that all authors have used the western naming
convention, with given names preceding surnames. This determines the structure of the names
in the running heads and the author index.
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Rayong province is a main conglomeration of different industries in Thailand.
There are 8 developed industrial estates in the province which hold the rank 1 in the
country which include the large petrochemical plants. (Source: Industrial Estate
Authority of Thailand). From the statistic on factories fire in the country, 2014–2015,
the province has ranked as the top 5 in frequency of fire. Furthermore, the number of
industrial plants continually increased from 2013 to 2017.

The propose of this research is to locate fire stations with maximal covering fac-
tories in two industrial cities in Rayong. In order to reduce losses in large manufac-
turing sector with large number of workers, we consider number of employees in each
factory as demands. The path relinking algorithms are proposed to solve the Maximal
Covering Location Problem, MCLP. To locate fire stations, the alternative fire locations
comprise fire operating services, police stations and bus terminals. The fire vehicle is
specified to leave from parking place to an incident scene within the standard time,
8 min or 8-km radius.

The Maximal Covering Location Problem, MCLP was analyzed that a location can
provide a service within a given or covered radius Richard and Charles [1]. Later,
MCLP was broadly used to study various location problems. The hub covering location
problem was firstly proposed by O’kelly [2]. The problem types were categorized as
hub covering location problem with minimum cost, focusing on economics and the hub
covering location problem based on the client’s demand focusing on the level of
service Campbell [3]. It was applied to determine an appropriate location of emergency
medical service unit by considering the severity of the patient’s condition for finding
the optimal parking location. Regarding the case study area, it was found that the
improvement of the emergency medical service location according to the newly pro-
posed mathematical model resulted in the better service covering the patient’s demand
as percent increased Ployphun and Sunarin [4]. As a consequence of improving the

Fig. 1. Diagram of number of damage to construction year 2012–2016 (Source: Disaster relief
bureau department of disaster prevention and mitigation, 2017)
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emergency medical service system, the new location by calculations covered the call
service area lowering the call from the client than the current location, but the higher
service competence in flood condition Neeranuch et al. [5]. Furthermore, it was found
that the man-made disasters had increased exponentially. Thus, the facility location
problem became the required approach to deal with emergency humanitarian logistical
problems Chawis et al. [6], Alan [7] indicated the importance of re-planning and re-
evaluating the system for service expansion and planning strategies in order to solve
maximal coverage location problem for fire prevention. A model was created to support
fire station in California, which 9 existing fire stations unmet demands. As the non-
systematic design required 18 fire stations for 80% demand coverage, by contrast, the
systematic design gave only 16 stations providing 80.26% demand coverage. Philippe
et al. [8] utilized the supportive application for making a decision on fire station
placement with managing emergency incidents in Belgium consequence. This analysis
completely conducted by the software, MapInfo GIS, including 3 sections as; first
section incident identification, second section parameter specification, and third section
a click to analyze dealing problems, find the optimal option. This application had been
used to revitalize the national affairs, fire station initiated since 2010.

Regarding Part Relinking algorithm, it was a effective metaheuristics to find out the
solutions originally proposed by Glover and Laguna [9]. This technique aimed at
exploring “Path” among the given solution sets (2 sets, in general) obtaining a new elite
solution. Afterward, it was applied with AP data for solving the uncapacitated multiple
allocation hub location problem Pe’rez [10]. A design of Path Relinking applying in the
hub airport location of Chinese aerial freight flows was proposed by Qu and Weng
[11]. The devised methods for finding the solution of hub high-speed rail station
location was proposed into 2 algorithm types which were the Genetic algorithm and
Path Relinking Algorithm. By comparison the analysis results between both methods,
the Path Relinking Algorithm technique provided the optimal solution Titima et al.
[12]. Moreover, designing transport network with Tabu search, the Path Relinking
method was added to Tabu search method revealing that Path Relinking method
improved and increased the efficiency of exploring the solutions [13].

2 Maximal Covering Location Problem

The mathematical model is used mathematically to solve the maximal covering location
problem proposed by (Richard Church, Charles ReVelle, 1974) [2]. Here the charac-
teristics are.

Maximize
X

i

wiZi ð1Þ

Subject to
X

j2Ni

Xj � Zi ; 8i ð2Þ

X

j

Xj ¼ P ð3Þ
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Xj 2 f0; 1g ; 8j ð4Þ

Zi 2 f0; 1g ; 8i ð5Þ

Where
wi represents population of zone i
Zi represents factory i
Xj represents fire station j
Ni represents set of location in coverage of zone i
P represents number of fire stations.
The objective is to provide maximized coverage of the industrial factory population

in Rayong for each fire station. Constraints (1) ensures that the populations in the area
i are covered or serviced by selecting location j as the fire station. For Constraints (2),
limitation on the number of opened locations is equal to P. Constraints (3) numerical
limit, 1 if the fire station j is located and zero, otherwise. Constraints (4) numerical
limit, 1 when industrial factory j is covered within the restricted distance, and zero
otherwise.

3 Path Relinking for the Maximal Covering Location
Problem

A method for finding the solution proposed by Fred Glover and Manuel Laguna (1993)
[11]. It proposes investigative searching “Path” among local optima in order to
intensify and diversify the search space. This research employs path relinking without
random hub and Path Relinking with random hub techniques.

In Fig. 2, the procedure of a path relinking algorithm for the maximal covering
location problem is shown. We firstly generate two elite solutions, the initial solution
X’ and the guiding solution X’’. Then, indicates different values between the X’ and X’’.
Then, for each pair of position i of elite solutions (X’ and X’’) a path is built to connect
to the guiding solution. At the position i of X’ and X’’, a random station is also inserted
to generate a new solution and to expand the search space. If the new solution has a
better coverage than the current incumbent, then the incumbent and its objective are
updated.

The procedure of the path relinking is followed by these steps: Firstly, select two
elite solutions from the pool of population to be the initial solution X’’ and the guiding
solution X’’. Build a path by replacing a different chromosome between X’ and X’’ in
each position to be the solution C1 and C2 as shown in Fig. 3. For the path relinking
with a random hub, an alternative station is randomly inserted at the same position of
the chromosome to increase the search space. This procedure is repeated until no
different value between the initial solution X’’ and the guiding solution X’’. Then,
update the elite set of solutions until no further improvement is found.
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4 Computational Results

This research carried out a comparative experiment to evaluate the efficiency of Path
Relinking without random hub and Path Relinking with random hub. They were
applied to solve the maximal covering location problem for locating fire stations in two
cities, Amphoe Pluak Daeng and Nikhom Phatthana in Rayong province. We take into
account the number of employees in 175 industrial factories as the demand points. In
this research, we consider alternative fire stations including the current fire stations
(node 1, 2, 3, 6), police stations (node 4 and 8) and bus terminals (node 5 and 7). To
evaluate coverage rate, we consider different number of hubs, 3, 4 and 5 nodes.

Fig. 2. Pseudo-code for path relinking with a random hub

Fig. 3. Relinking path between X’ and X’’
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Table 1 shows the population coverage of current fire stations in two cities. Fire
department of two cities currently operates four fire stations (1, 2, 3 and 6) which
covered 45,152 employees or 92.18%.

Table 2 reports the results on the real world instance of both algorithms. From the
results, the path relinking with random hub outperforms path relinking without random
hub in terms of the coverage functions.

In case of P = 3, the path relinking algorithm results in maximal covered
employees by stations 1, 2 and 3 as total coverage of 39,396 employees or 81.59.
Meanwhile, the opened fire stations obtained from the path relinking with random hub
are 1, 2 and 6 with total coverage of 42,332 employees or 86.43%. In case the value of
P = 4, the path relinking algorithm results in maximal covered employees by stations 2,
3, 4 and 8 as total coverage of 40,841 employees or 83.38%. The opened fire stations
obtained from the path relinking with random hub are 1, 2, 5 and 6 with total coverage
of 46,432 employees or 94.80%.

For P = 5, the solution obtained from the path relinking with random hub out-
performs that of the path relinking without random hub in terms of percentage of
coverage. From the results of the path relinking with random hub, locating 4 or 5 fire
stations reaches the same percentage of coverage demands. Figure 4 shows coverage of
demands for locating the proposed fire stations with P = 4 (1, 2, 5 and 6).

Table 1. Population coverage of current fire stations

Current fire stations

P Stations Coverage (employees) Covering (%)
4 1 2 3 6 45,152 92.18

Table 2. Percentage of coverage of the PR and the PR with random hub

PR PR with random hub
P Stations Coverage

(employees)
Covering (%) Stations Coverage

(employees)
Covering (%)

3 1 2 3 39,396 81.59 1 2 6 42,332 86.43
4 2 3 4 8 40,841 83.38 1 2 5 6 46,432 94.80
5 1 2 3 4 7 45,559 93.02 1 2 3 5 6 46,432 94.80
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5 Conclusion

This research proposed locating fire stations to cover employees’ in factories of two
cities, Amphoe Pluak Daeng and Nikhom Phatthana in Rayong province. The per-
formance of the path relinking algorithms is investigated to solve the maximal covering
location problem. We consider the covered distance within 8 km to guarantee effective
response. Candidate fire stations take into account the current local fire stations and
high population density area such as bus terminals and police stations.

By comparison, the path relinking without random hub and the path relinking with
random hub, the results found that the path relinking with random hub outperforms the
path relinking without random hub. The results obtained from the path relinking with
random hub can improve demands covering compared with the current location of fire
stations. Future works could be enhanced performance of the algorithms with different
relinking strategies and compared with various metaheuristics on this problem. It may
be possible to consider realistic constraints such as partial coverage and road conditions
in different time.
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Abstract. This document describes the development an analysis of the main
optimization methods used in flexible manufacturing systems (FMS) problems.
The results are obtained from a random sample of more than one hundred
documents published from 1986 to 2018 dedicated to the optimization of FMS.
These are classified by their applications in the most significant fields of this
area in analytical methods and heuristic methods. The discussion is based on the
importance of this branch of engineering in the economic activity of a country
and is motivation to continue doing research in it. The analysis also addresses
some aspects of computational complexity found in ordinary optimization as
well as the most common NP-hard problems of the FMS. The statistical results
obtained are presented and the virtual future of the FMS is projected as well as
the new challenges and opportunities to venture into this important field of
human activity.

Keywords: Mathematical programming � Heuristics
Computational complexity � Analytical methods

1 Introduction

A flexible manufacturing system (FMS) is defined as the integration of manufacturing
or assembly processes, material flow and computer communications and control. The
objective is to let the production floor respond rapidly and economically to changes in
system operations. The concept of flexibility in FMS has attained significant tran-
scendence in meeting the challenges for a variety of products with shorter lead-times,
together with higher productivity and quality [64].

The manufacturing industry is the global foundation of the economic power of the
richest and most powerful nations in the world. These are the ones that control most of
the world production of manufacturing technology. That is, it is not enough to have
factories and produce more goods, but you have to know how to build the machinery
that makes merchandise. The key is to know how to build the “means of production”
[65].
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This document discusses the fields of manufacturing and related areas that, due to
their importance, have received great attention in terms of mathematical modeling and
optimization. This proposal is not intended to be a review of the state of the art in terms of
mathematical modeling of manufacturing systems, rather, it presents a general overview
of the methods used to address these problems from a quantitative perspective for
engineers, practitioners, entrepreneurs, mathematicians and operations researchers.

2 A Classification of Problems in Manufacturing

In practice there are hundreds of classifications and sub-classifications of manufac-
turing. Most of them focus on the processes of physical-chemical transformation that
materials undergo to be transformed into a finished product by adding value to the
process. Others focus on the administrative aspects of planning control and logistics of
operations in the processes. A classification of manufacturing problems is [14, 43]:

1. Design problems of the operation: refers to the design, configuration, operation and
control of the electrical, electronic, software and hardware systems involved in the
process. The most important are: (a) Design and planning, (b) Scheduling and
control, (c) Cellular manufacturing, (d) Automatic systems. The most important
references for planning problems are [4, 8, 22, 30, 39, 53, 75, 78, 96]; for
scheduling and control [5, 10, 24, 60, 93]; for cellular manufacturing [1, 2, 7, 15,
25, 28, 37, 50, 51]; for automatic systems [6, 14, 18, 26, 44, 48, 98].

2. Modern manufacturing problems: Modern manufacturing refers to cutting-edge
technology that has impacted in recent times the traditional methods and procedures
with which it has been working. The most important is: (a) Additive manufacturing:
The most important references for this field are [13, 35, 54, 55, 68, 70, 71]

3. Planning, control, logistics and operation problems: This is the soft focus of the
SMF management and organization problem. The most important are: (a) Enterprise
resource planning (ERP), (b) Material and requirement planning (MRP), (c) Man-
ufacturing resource planning (MRP-II), (d) Lean manufacturing (Just in Time
manufacturing), (e) Agile manufacturing, (f) Inventory management, (g) Planning,
control and integration of production, (h) Supply chain management. The most
important references for ERP are [20, 27, 40, 41, 46, 80]; for MRP [36, 38, 57, 58,
62, 79, 89, 91, 92]; for MRP II [21, 26, 88]; for planning control and integration of
production [12, 17, 45, 57, 63, 67, 77, 85]; for supply chain management [42, 59,
66, 74, 81]; for lean manufacturing [9, 16, 31, 61, 73, 76, 81, 82, 94, 95]; for agile
manufacturing [3, 33, 34, 43, 69]; for inventory management [11, 19, 23, 30, 52, 82,
83, 88, 99];

3 Results of the Analysis

The results obtained show that only 16.94% of the authors use heuristics in the solution
of their optimization instances for manufacturing problems. The most representative
percentages of the analytical methods are: Mixed integer linear programming 10.20%,
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Fuzzy techniques 8.16%, Nonlinear programming 7.14%, Simulation 7.14%,
Stochastic programming 7.14%, Linear programming 5.10%, Finite element method
3.06%, Multicriteria programming 3.06%. The rest is shared among other methods.
These suggest that most authors prefer to use traditional optimization methods for the
analysis of manufacturing systems. In the same way, the heuristic methods were dis-
tributed as follows: Genetic algorithms 30%, Simulated annealing 25%, Cuckoo search
15%, Tabu search 10%, Swarm intelligence 10%, Bee based algorithms 5%, Flower
pollination algorithms 5%. In relation to the heuristic, and according to the Pareto of
the sample, 80% of the sampled works apply Genetic algorithms, Simulated annealing,
Cuckoo search, and Tabu search as main tools in the optimization of their models. The
sampling done also indicates the great dispersion of methods and techniques currently
available to solve an instance from different perspectives. Finally, and although there is
a great attraction for traditional methods of linear programming and its variants, fuzzy
techniques, and traditional approaches to stochastic programming, undoubtedly,
heuristic methods are a tool that is here to stay.

4 Conclusions

In this proposal an approximation to the frequency of use and typology of methods
used in the MFS has been elaborated. These results not only summarize the current
research activities in this field (e.g. main research directions, algorithms analytical and
heuristic) employed, but also indicate existing deficiencies and potential research
directions through proposing a research agenda. Findings of this analysis can be used
as the basis for future research in industry.

The results obtained in this study suggest that even with the great development in
terms of heuristics, traditional analytical algorithms are still widely used in the opti-
mization of instances associated with flexible manufacturing problems. The develop-
ment and application of new heuristic techniques to solve models of great
computational complexity is a challenge that researchers of this important branch must
assume. It is interesting to note that in none of the sample values obtained is artificial
intelligence used. In several real problems associated with routing, plant location,
sequencing of operations, logistics and supply chain, it is common to find problems of
great size and computational complexity. For example, in the case of traveling sales-
man problem the use of heuristics as ant’s colony and/or greedy algorithms optimally
solve combinatorial problems of great scale, hence the importance of its use.

A great variety of problems associated with FMS belong to the group of problems
called NP-hard, so we cannot expect to be able to solve instances of practical problems
of arbitrary size to optimum. Depending on the size of an instance or depending on the
available CPU time, we should often be satisfied with the computation of approximate
solutions and it may sometimes be impossible to evaluate the actual quality of the
approximate solutions. There is a large number and variety of difficult problems, which
arise in practice and need to be solved efficiently, and this has promoted the devel-
opment of efficient procedures in an attempt to find good solutions, even if they are not
optimal. Such methods, in which the speed of the process is as important as the quality
of the solution obtained are called heuristic or approximate algorithm [47].
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Abstract. The problem of packing non-congruent circles within a rectangular
container is considered. The objective is to place the maximum number of
circles inside the container such that no circle overlaps with another one. This
problem is known to be NP-Hard. Dealing with these problems efficiently is
difficult, so heuristic-based methods have been used. In this paper the problem
of packing non-congruent circles is solved using the binary version of monkey
algorithm. The proposed algorithm uses a grid for approximating the container
and considering the grid points as potential positions for assigning centers of the
circles. The algorithm consists of five main routines: the climb process, watch-
jump process, repairing process, cooperation process and somersault process.
Numerical results on packing non-congruent circles are presented to demon-
strate the efficiency of the proposed approach.

Keywords: Packing problem � Non-congruent circles � Metaheuristic
Binary monkey algorithm � Evolutionary computing

1 Introduction

A packing problem consists of the best arrangement of several objects inside a bounded
area named as a container. The arrangement must satisfy the technological constraints
in order to meet the business objectives.

These objectives mainly concern the maximization of the area occupied. On the
other hand, the technological constraints commonly used in packing problems are
overlapping constraints and domain constraints to ensure that no object is left outside
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the container. The shape of the container may vary from a circle to square, to rect-
angular, etc.

Packing problems can be important components in other studies such as cutting
patterns, area coverage, layout planning, loading of vehicles, assignment, sequencing
of equipment and supply chain management [1–4].

Circular packing problems are difficult to solve because of their combinatorial
nature in the arrangement of such objects. In fact, they are NP-hard combinatorial
optimization problems [5]; that is, no procedure is able to exactly solve them in
deterministic polynomial time [3].

Some packing models for circular objects are typically formulated as non-convex
optimization problems; where the continuous variables are the coordinates of the
objects, so they are limited to not finding optimal solutions [6–8]. The non-convexity is
mainly provided by nonoverlapping conditions among circles. These conditions typi-
cally state that the Euclidean distance separating the centers of the circles is greater than
a sum of their radii [9].

In recent years, heuristic methods are being used extensively which combine
methods of global search and methods of local exhaustive search of local minima or
their approximations [3, 4].

In almost all real-world optimization problems, it is necessary to use a mathe-
matical algorithm that iteratively seeks out the solutions because an analytical solution
is rarely available. Therefore, many evolution algorithms such as genetic algorithm, ant
algorithm, and particle swarm methodology have been developed and received a great
deal of attention in the literature [10].

Evolutionary computation or population-based algorithms are direct search meth-
ods, which use only objective function values to drive the search and employ more than
one solution at each iteration [4].

This paper addresses the packing problem using a regular grid to approximate the
container and the binary version of monkey algorithm to solve the model with non-
congruent circles.

The paper is organized as follows. Section 1 describes the model for the approx-
imate packing circles in a rectangular container. Section 2 describes the definition of
the Monkey Algorithm for Packing Circles in a Rectangular Container. The numerical
results with the binary monkey algorithm are shown in Sect. 3. In Sect. 4 we present
our conclusions.

2 The Model

The main idea of this model was first implemented in [11], later a similar approach was
used in [12, 13]. This article is a continuation of the work proposed in [14, 15].

Suppose we have non-identical circles Ck of known radius Rk; k 2
K ¼ 1; 2; . . .;Kf g. Here we consider the circle as a set of points that are all the same
distance Rk (not necessarily Euclidean) from a given point. In what follows, we will use
the same notation Ck for the figure bounded by the circle, Ck ¼ z 2 R2 :

�
z� z0k �Rkg. Denote Sk by the area of Ck.
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Let at most Mk circles Ck are available for packing and at least mk of them must be
packed. Denote by i 2 I ¼ 1; 2; . . .; nf g the node points of a regular grid covering the
rectangular container. Let F�I be the grid points lying on the boundary of the con-
tainer. Denote by dij the distance (in the sense of norm used to define the circle)
between points i and j of the grid. Define binary variables xki ¼ 1 if center of a circle Ck

is assigned to the point i; xki ¼ 0 otherwise.
In order to the circle Ck assigned to the point i be non-overlapping with other

circles being packed, it is necessary that xki ¼ 0 for j 2 I; l 2 K, such that dij\Rk þRl.
For fixed i; k let Nij ¼ fj; l 6¼ j; dij\Rk þRlg. Then the problem of maximizing the area
covered by the circles can be stated as follows:

max
X
i2I

X
k2K

S2kx
k
i ð1Þ

Subject to

X
k2K

xki � 1; i 2 I ð2Þ

Rkx
k
i � min

j2F
dij; i 2 I; k 2 K; ð3Þ

xki þ xlj � 1; for i 2 I; k 2 K; j; lð Þ 2 Nik; ð4Þ

xki 2 0; 1f g; i 2 I; k 2 K ð5Þ

The Eq. (1) is the objective function, maximizing the area covered by objects.
Constraints (2) that at most one center is assigned to any grid point; constraints (3) that
the point i can not be a center of the circle Ck if the distance from i to the closest grid
point of the boundary is less than Rk; pair-wise constraints (5) guarantee that there is no
overlapping between the circles; constraints (6) represent the binary nature of variables.

In (4) Rk is compared with the distance from the center i to grid points of the
boundary, i.e. the boundary is represented by its grid points only. Thus, in general
constraints (4) do not guarantee that a circle fits into the container. However, if the
point of the boundary closest to Ck is a grid point, then (4) ensure that there are no
intersections between circles and the boundary.

3 Monkey Algorithm for Packing Circles with Binary
Variables

The monkey algorithm (MA) is a new type of swarm intelligence-based algorithm. It
was proposed by [10] and is derived from simulation of the mountain-climbing pro-
cesses of monkeys. It consists of three processes: the climb process, watch–jump
process and somersault process. The climb process is designed to gradually improve
the objective function value. However, MA will spend considerable computing time
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searching for local optimal solutions in the climbing process [16]. The watch–jump
process can speed up the convergence rate of the algorithm, the purpose of the som-
ersault process is to make monkeys find new search domains to avoid falling into local
search. The algorithm has the advantages of simple structure, strong robustness, and
not easy falling into local optimal solutions [16].

In this paper, we will address the packing problem for non-congruent circles with
the binary version of the monkey algorithm proposed by [16] which incorporates a
cooperation process and a greedy strategy. The algorithm improves the calculation
accuracy and increases the convergence speed of the algorithm to a certain degree. The
numerical experiment results show that the proposed algorithm has good performance
in solving the approximate packing problem. It can be an efficient alternative for
solving the approximate packing problem.

3.1 Coding Method

In the following, the coding of the algorithm proposed by [16] for the approximate
packing problem by using a regular grid of rectangular shape is described. The idea of
using a grid to approximate the solutions of a packing problem to a problem of type
assignment can be observed in [12–14]. The grid is generated by discretizing the
solution space, and it has the shape of a rectangular container. This grid creates a set of
points in which circular objects can be assigned with the intention to maximize the
space occupied. Given the length and width of a rectangular container denoted by L;W
respectively, a number of M points are selected on the length of the container and a
number of points N on its width, with this we have a total of M � N points covering
the container as we can see in the Fig. 1.

With the M � N points covering the container, the problem of include or not a
circular object in the container is similar to the knapsack problem in which the decision
variable is to include or not an object in the knapsack. So in this paper an adaptation of
[16] to apply the binary monkeys algorithm using variables that represent the possi-
bility of include an object type k to a point i of the grid that covers the rectangular

Fig. 1. Example of a grid to approximate the container.
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container is made. We refer to this problem as Approximate Packing Circles in a
Rectangular Container. Let S be the population size of monkeys.

For monkey s 2 S, its position is denoted as a vector Xs ¼ x11s; x
1
2s; . . .; x

k
is

� �
for

i 2 I; k 2 K and this position will be employed to express a solution of our problem,
where xkis 2 0; 1f g for i 2 I; k 2 K; s 2 S, the dimension of the vector is Ij j � Kj jð Þ;
xkis ¼ 1 indicates the object is included in the container and xkis ¼ 0 indicates it is not.

3.2 Generation of Initial Population

In the algorithm proposed by [16], each element of the possible solution vector (in-
dividual) is generated with a probability of 0.5 to include an element or not in the
knapsack, however, there exists issues with this approach, the probability of generating
infeasible solutions is very high [4]. This is one of the drawbacks of population
heuristic methods in the initialization step, so care must be taken to choose a strategy
that leads to obtaining feasible initial solutions. In this paper, the generation of the
initial population takes place in two steps. The first one is to use the grid points that
guarantee at least the inclusion of the smallest object inside the container.

The second step consists in randomly select an integer number between a and b that
represent the number of objects that each individual must contain in the initial popu-
lation. After determining the number of objects that each monkey will have, we select
both a point and an object at random, in this way we have included an object in the
container, i.e., an element of the solution. In this step, the process is repeated until the
desired number of objects is reached. During the inclusion of objects to the solution
list, It may be, there exist overlaps between each of the objects. If any overlap occurs,
another random point is chosen to remove the overlapping object and place it in the
new position, this procedure is shown in Fig. 2.

Fig. 2. Algorithm for generating the monkey population
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3.3 Climbing Process

For the monkey s, its position is Xs ¼ x11s; x
1
2s; . . .; x

k
is

� �
respectively. f Xsð Þ is the cor-

responding objective function value. The improved climb process is given as follows
[16]:

1. Randomly generate two vectors D x0i ¼ D x0i2;D x0i2; . . .;D x0in
� �

; and Dx00i ¼ Dx00i2;
�

Dx00i2; . . .;Dx
00
inÞ

2. Set x0ij ¼ xij � Dx0ij
���

��� and x00ij ¼ xij � Dx00ij
���

���. Set X 0
i ¼ x0i1; x

0
i2; . . .; x

0
in

� �
, and X 00

i ¼ x00i1;
�

x00i2; . . .; x
00
inÞ

3. Calculate f X 0
i

� �
and f X 00

i

� �
4. If f X 0

i

� �
[ f X 00

i

� �
and f X 0

i

� �
[ f Xið Þ, set Xi ¼ X 0

i . If f X 00
i

� �
[ f X 0

i

� �
and f X 00

i

� �
[

f Xið Þ; set Xi ¼ X 00
i

5. Repeat steps 1 to 4 until maximum allowable number of iterations has been reached.
As we can see in Fig. 3.

3.4 Watch-Jump Process

When the monkeys reach the top of the mountains, each monkey will take a look and
determine whether there are higher points than the current one within its sight. If yes, it
will jump somewhere of the mountain from the current position and then repeat the

Fig. 3. Climbing process
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climb process. For the monkey s, its position is Xs ¼ x11s; x
1
2s; . . .; x

k
is

� �
, s ¼ 1; 2; . . .; T .

The watch–jump process is given as follows:

1. Randomly generate a real yki in interval xkis � b; xkis þ b
� �

,
i ¼ 1; 2; . . .; n; k ¼ 1; 2; . . .; ‘

2. Because of the real yki 2 �1; 2½ �, if yki\p, set yki ¼ 0; otherwise, set yki ¼ 1. Here
p is an acceptance parameter for the new position.

3. Calculate f Yð Þ; i ¼ 1; 2; . . .; T respectively.
4. If f Yð Þ[ f Xsð Þ; then Xs ¼ Y
5. Repeat the climb process steps 1 to 4 until the maximum allowable number of

iterations has been reached (Fig. 4).

3.5 Repair Process

An abnormal encode individual (who does not meet the constraint conditions) may be
obtained in solving the problem using the monkey algorithm. Most evolutionary
computation methods start with a random population, and then successively apply
perturbations to members of the population, until the best possible solution is
reached. When generating new solutions, both randomly and by perturbations, the
probability of generating overlaps is high [4, 16]. The repair process consists in
remove overlapping circles with the smallest radius and then try to accommodate
them in free points of the grid, as we can see in Figs. 5 and 6. We need to perform
the accommodate procedure (Fig. 5) until a maximum number of trials is reached,
otherwise, the object is removed.

Fig. 4. Algorithm for removing overlaps
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3.6 Cooperation Process

After the climb process and the watch–jump process, each monkey will arrive at the top
mountain in its neighborhood. However, they differ among all the monkeys. The
purpose of the cooperation process is to make the monkeys find a better solution by
cooperating with the monkey that has the best position. The monkeys will go forward
along the direction of the best monkey. This process can speed up the convergence rate.
Assume that the optimal position is X� ¼ xk�i

� �
for i 2 I; k 2 K. For the monkey s,

its position is Xs ¼ x11s; x
1
2s; . . .; x

k
is

� �
; I 2 I; k 2 K; s 2 S. The cooperation process is

given as follows:

1. Randomly generate a real number a from the interval 0; 1½ �.
2. If a\p, then yki ¼ xki , otherwise yki ¼ xk�i for i 2 I; k 2 K respectively. The

parameter p is a factor of cooperation p 2 0; 1ð Þ.
3. Update the monkeys’ position Xs with Y .

3.7 Somersault Process

Monkeys will reach the maximal mountaintops around their initial points after repe-
titions of the climb process and the watch–jump process, respectively. To find a higher
mountaintop, each monkey will somersault to a new search domain. The new position
is not blind to choose, but limited within a certain region, which is determined by the
pivot and the somersault interval. The somersault process can effectively prevent
monkeys falling into the local search. However, after many iterations, the somersault
process may lose efficacy. The monkeys will fall into the local optima domain, and the
population diversity will decrease. In the original MA, the monkeys will somersault
along the direction pointing to the pivot, which is equal to the barycenter of all
monkeys’ current positions. Here, we randomly choose a monkey’s position as the

Fig. 5. Algorithm for accommodate circles
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pivot to replace the center of all monkeys and adopt a new somersault process. For the
monkey s its position is Xs ¼ x11s; x

1
2s; . . .; x

k
is

� �
; I 2 I; k 2 K; s 2 S. The improved

somersault process is given as follows:

1. Randomly generate real numbers h from the interval c; d½ � (called the somersault
interval, which governs the maximum distance that monkeys can somersault).

2. Randomly generate an integer q; q ¼ 1; 2; . . .; T respectively. Let the location of
the monkey q be the somersault pivot.

3. Calculate yki ¼ xkiq þ h xkiq � xkis
� 	

4. Set yki ¼ 0, if yki\p; otherwise, set yki ¼ 1. Update the monkey’s position Xs with Y .
Here p 2 0; 1½ �
After repetitions of the somersault process, monkeys may reach the same domain to

make the somersault process lose efficacy. In case of this problem, we set a parameter
called “limit” to control monkeys running into the local optima solution. If the global
optimal solution is not improved by a predetermined number of trials, the monkeys are
abandoned and then reinitialized.

3.8 Stop Condition

Following the climb process, watch–jump process, greedy method optimization pro-
cess, cooperation process and somersault process, all monkeys are ready for the next
iteration. The condition for terminating the Binary Monkey Algorithm iteration could
either be when the optimal solution has been found or when a relatively large number
of iterations have been reached.

4 Experimental Analysis

In this section we present a numerical study. A rectangular grid of size D was deter-
mined by theM;N number of equidistant grid points on both the horizontal and vertical
edge of the container, respectively. The M;N points were generated with a uniform
distribution U 50; 60ð Þ for both M and N. It was used a test set of 20 instances for
packing the maximal number of non-congruent circular objects into a rectangular
container. The values of radii were generated at random with a uniform distribution
U 2; 6ð Þ. The size of the container was generated with a uniform distribution for the
Length and Width L;Wð Þ	U 90; 100ð Þ. The models were codified in Python 3.6 on a
desktop computer with 4 GB in RAM, Intel Core i3-3470 processor at 3.2 GHz with
Windows 10 operating system.
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4.1 Numerical Results

We can see six columns in Tables 1 and 2. The column number one represents the
number of objects inside the container. The columns number two and three represents
the area of the objects inside the container and the area of the container. The column
labeled as “Density” is the ratio of the area occupied by objects and the area of the
container. The column number nine of the results show the objective value of the
fitness function for the monkey algorithm. For the binary monkey algorithm, we use a
compound fitness function that comprises three elements: density, the intensity of
overlaps and intensity of objects that are outside of the container. The intensity of
overlaps follows the idea of [4], and the intensity of overlaps is formulated in a similar
way.

The population size for results shown in this section were 10 monkeys. For every
instance, we use 30 iterations as the maximum number of iterations and a parameter
“limit” of 10.

Table 1. Results with Cooperation = 0.4 and Combiner = 0.5

NumObjects AreaObjects AreaContainer Density Objective Seconds

74 4080.1 8463 0.482 4080.1 724.8
51 3409.8 9009 0.378 3409.8 856.6
58 3591.1 8736 0.411 3591.1 140.3
77 4039.2 8910 0.453 4039.2 314.2
50 3418.5 8372 0.408 3418.5 455.4
74 3884.5 9000 0.432 3884.5 628.3
65 4128.8 9021 0.458 4128.8 769.2
83 4320.7 9021 0.479 4320.7 947.7
50 3455 8930 0.387 3455 1083.3
78 4176.8 9215 0.453 4176.8 1266.5
59 3928.7 8460 0.464 3928.7 149.4
62 3880.1 8910 0.435 3880.1 146
69 4028.5 9408 0.428 4028.5 322.4
51 3494.4 8100 0.431 3494.4 138.6
86 4032.2 9506 0.424 4032.2 205.8
57 3784.6 8930 0.424 3784.6 925.4
55 4088.5 9603 0.426 4088.5 137.8
73 4406.9 8928 0.494 4406.9 279.3
59 3679.9 8740 0.421 3679.9 423.3
69 3903.6 9212 0.424 3903.6 567.1
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In Table 1 we use a value of combiner of 0.5 and for cooperation a value of 0.4,
these values represent the probability of accepting an element of the best monkey the
cooperating process and the probability of accepting a new position in the watch-jump
process. For every instance, we can see that the maximum density that was reached by
the algorithm it was 49\%. Maybe this is because of the generation of initial population
is evenly distributed. We can see that the objective function has the same value of the
area covered by objects, this means that at the end of the iterations we neither have
overlappings nor objects outside of the container, this is important to remember
because our objective function uses the value of the objects’ area and the value in the
overlappings as well as the value of the objects that are outside of the container.

In Table 2 we use a value of combiner of 0.5 and for cooperation a value of 0.2. For
every instance in Table 2, we can see that the maximum density that was reached by
the algorithm it was 49%. In the Fig. 6 we can see an example of one result after 16
iterations.

Table 2. Results with Cooperation = 0.2 and Combiner = 0.5

NumObjects AreaObjects AreaContainer Density Objective Seconds

78 4212.6 8463 0.498 4165.9 1294.5
51 3568.8 9009 0.396 3568.8 1457.8
54 3536 8736 0.405 3536 1614.8
76 3891.7 8910 0.437 3891.7 1840.1
65 3533.8 8372 0.422 3533.8 2008.6
98 4507.4 9000 0.501 4429 2233.4
72 4822.7 9021 0.535 4751.7 2408.2
82 4154.7 9021 0.461 4154.7 3131.7
70 4605.8 8930 0.516 4560 3297.9
73 3996.8 9215 0.434 3996.8 3511.2
77 4381.9 8460 0.518 4331.3 165.9
70 3930 8910 0.441 3930 3750.3
83 4819 9408 0.512 4761 357.9
47 2962.6 8100 0.366 2962.6 527.4
110 4175.7 9506 0.439 4175.7 262.8
52 3676.1 8930 0.412 3676.1 429
47 3658.1 9603 0.381 3658.1 594.7
53 3220 8928 0.361 3220 774.4
69 4471.5 8740 0.512 4419.2 943.2
66 3916.3 9212 0.425 3916.3 1112.8
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5 Conclusions

This paper proposed a binary version of the monkey algorithm proposed by [10, 16] for
the approximate packing non-congruent circles in a rectangular container. The algo-
rithm used a greedy algorithm to correct the infeasible solutions and to improve the
feasibility, introduced the cooperation process to speed up the convergence rate,
modified the somersault process by randomly choosing one monkey as the pivot of
another to avoid falling into the local optimal solutions, and reinitialized the population
if the global optimal solution was not improved after a predetermined number of
generations.

The experiments show that the proposed binary monkey algorithm has strong
advantages in solving the approximate packing non-congruent circles. We can use this
algorithm as a generator of initial solutions for exact methods by reducing computing
time in the initial steps of the optimization process.

Fig. 6. Example of iterations of binary monkey algorithm
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Abstract. To propose a satisfaction indicator of users of health services affil-
iated to the Social Protection System in Health (SPSS). Identify the effect of the
main factors that are directly related to the satisfaction level and perception of
quality of health services. A machine-learning model based on Logistic Models
and Principal Components was developed to estimate a satisfaction index. The
survey data collected for the “SPSS 2014 User’s Satisfaction Study” was used,
considering a sample of 28,290 users. The proposed model shows, in general,
the positive perception of quality of health services (national average 0.0756).
There are factors statistically significant that influence these results, the good
perception of infrastructure (OR:2.12; CI 95%:1.9–2.36); the gratuity of the
service provided (OR:1.98; CI 95%: 1.42–2.76); and full medicines supply
(OR:1.81; CI 95%:1.91–2.36). The proposed index can be used as an indicator
for improving health care quality of the population covered by the SPSS.

Keywords: Machine learning � Logistic models � Principal components
Care quality � Quality indicators � Satisfaction � Health surveys
Mexico

1 Introduction

For The World Health Organization (WHO) a health system works well if it responds
to the needs and expectations of the population meeting the following objectives [1]: to
improve population’s health; reduce health inequities; provide quality effective access
and improve efficiency in the use of resources. On the other hand, the World Health
Assembly has urged countries to promote the availability and universal access to
essential goods and services for health and well-being, with special emphasis on equity.
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For the latter, it is important to address effective access and quality of health services
ensuring the optimal use of resources.

In the Mexican case, the health system is facing four major challenges to improve
quality and effective access, reduce or contain costs and make use of economic
resources more efficiently. Even though all are important, the perceived quality of
health services has a major influence on patient’s behaviors (satisfaction, references,
choice, use, etc.) in comparison with access and cost.

In Mexico, since the creation of the System of Social Protection in Health (SPSS) in
the year 2003 - whose operational component is the Seguro Popular (SP) - have
invested large amounts of resources to increase and improve access to health services.
However, in spite of efforts to increase access, the use of services has not been what is
desired, in part, due to the negative perceptions of users on quality of services in the
public sector, giving rise to people with public coverage of health services seek and
make use of services with private providers.

Results of the ENSANUT 2012 show that between 28.4% and 36.6% of the par-
ticipants in public insurance (including SP) made use of outpatient services from the
private sector [2]. A bad perception of quality in terms of care can deter patients to use
the available public services, covering then their needs with private suppliers. If users
do not trust the public health system to guarantee a minimum quality level of services,
services will still be underutilized. On the other hand, bad quality also rises psycho-
logical barriers to use the system. Hence, it is important that health service suppliers
have as main objective to offer quality services.

The patient’s satisfaction is another concept closely linked to health services quality
[3] and [4]. There is evidence of greater tendency to pay more for health services in
quality institutions, which are focused to meet customer’s needs. Health suppliers are
improving quality levels in services to meet patients’ needs [5]. Satisfaction surveys
have been used to deal with access and development problems; also, surveys are key to
help decision makers to identify focus groups, clear objectives, define development
measures and develop performance information of health services [6]. Other studies
suggest that patient’s satisfaction is a prevalent concern that entwines with strategic
decisions within health services [7]. Therefore, patient’s satisfaction must be essential
both for evaluating quality and design, and managing the supply of health services [8].

In this study two major objectives are raised: (1) to develop a machine learning
model to estimate a satisfaction index of health service users covered by the SPSS,
based on the perception of satisfaction with the services they receive in units providing
services of the three levels of care; (2) to identify factors that are associated with an
increased level of satisfaction of the users.

The work is integrated in the following manner: the first section consists in the
approach that will be used for built the semi-supervised learning model using Principal
Components and Logistic Model to measuring the perception of health services quality.
In the second section, the main results are described; finally, conclusions and discus-
sion are presented.
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2 Materials and Methods

2.1 Health Quality

Historically, stablishing rules in terms of quality has been delegated to health profes-
sionals. However, recent studies have highlighted the importance of the patient’s
perspective, the value of perceptions and knowledge that patients can provide to
improve health services is recognized. Some authors suggest that “increasingly, the
patient’s perspective is the one that is seen as a significant quality indicator of health
services, and could, in fact, represent the most important point of view” [9].

On its behalf, [10] argue that it is not important if the patient is well or not, what is
really important is how the patient feels about the attention he received, despite the
perception of health professionals that may be different, and surely it will because they
are those who possess knowledge to be able to value quality of the given services.
Although, on the other hand, patients may value the development of health profes-
sionals, as consumers of this service.

For the latter, it is important to establish criteria inwhich quality of health servicesmust
be assessed. These criteria can be technical or functional [11] and be related to the care
process [12] suggests that health service quality may be defined regarding other care
technical aspects, interpersonal relation between doctor and patient, and services given
duringcareprocess. Indevelopingcountries suchasMexico, theuseof anyof these criterion
to assess service quality represent additional challenges given the lack of timely and quality
information, as well as the diversity of external factors that should be analyzed. As a result,
instead of limiting concepts and quality servicemeasures to the theoretical structure and the
measures suggested in literature, in this study based on a comprehensive survey, proposes a
way ofmeasuring the satisfaction of users of health services covered by the SP and identify
which are the factors that most influence satisfaction or perceived quality.

Seven dimensions were used to propose an index of satisfaction and twelve factors
that represent the elements that determine the satisfaction perceived by users of health
services. These eleven care dimensions were shaped with the general satisfaction index
as a target variable. The service quality has been distinguished in which if there are
certain things in common, satisfaction is generally seen as a broader concept, while the
assessment of service quality focuses on service dimensions’. Given the important
bond between service quality and user’s satisfaction, this study shapes patient’s sat-
isfaction according to the perception of service quality within the units providing health
services to the population covered by SPSS in Mexico.

Satisfaction Scale. Previous studies have shown that the expression of overall satis-
faction of the patient can be obtained from the recommendation on the visited estab-
lishment, but it is also important to consider the direct expression of rating and
confidence given to the service [13]. For the satisfaction scale, three questions about the
service received on the day of the interview were considered, which on a scale of 1 to
10 established the score of attention, treatment and, in general, the cause of the service;
a question about satisfaction with the supply of medicines in the past few months and,
finally, a question on general satisfaction at that clinic (which does not refer to a day or
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specific period of time). The satisfaction scale synthesizes information obtained from
the survey about several satisfaction dimensions.

Factors Related to Satisfaction. The quality of health care is based on a set of factors
that are not easily measured. The assessment of satisfaction of users of health services
is based on a multidimensional approach, which includes various aspects such as
information delivery, accessibility, bureaucracy, humanization, attention to psychoso-
cial problems, human talent, financial and physical resources, policies and programs,
technology, medical and administrative processes, performance, and service efficiency
and interaction with the provision of health services [11], [12] and [14].

2.2 Sources of Information

The study was based on the survey carried out in 2014 to perform the “Study of users’
satisfaction of SPSS 2014 (ESATSP 2014)”, whose objective is to generate evidence
on the satisfaction of health services of population affiliated to SPSS. The ESATSP
2014 survey was conducted based on the collection of primary information from a
sample of users of health services covered by the SPSS.

The survey has a probabilistic design and its representative at national level, which
included 28,261 interviews with users of first, second and third level of attention
throughout the country. The selected sample of health facilities has national and state
representativeness, and was stratified in order to generate estimates for the three dif-
ferent care levels. Likewise, the sample was designed to obtain information coming
from the total of sanitary jurisdictions dividing the country.

For this study, eleven care aspects were considered, which are decisive elements of
the satisfaction of users in terms of the given health service.

• Given disease information.
• Scheduling appointments.
• Waiting time before been attended.
• Consultation duration.
• Information given about the treatment the patient will receive.
• Charges to the patient for receiving attention.
• Perceptions about facilities of the health unit.
• Full supply of prescribed medicines in the same health unit.
• Information given in terms of rights to which SPSS members are entitled.
• Perception about speed of paperwork in the health unit.
• Education level of health service users.

These eleven care aspects were shaped as independent variables and the general
satisfaction index as dependent variable in the semi-supervised model developed.

2.3 Semi-supervised Model

A descriptive analysis was performed on the main characteristics of the analyzed
sample; also, the corresponding Confidence Intervals are presented with a CI of 95%.
In order to generate the satisfaction index, the methodology of Principal Components
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was used, a multivariate technique that allows to summarize information from a set of
correlated variables into a set of smaller size of principal component variables,
maintaining the greatest amount of information in the original set. One of the main
objectives of estimating Principal Components is reducing the dimension of data. The
first component is defined as the lineal combination of original variables that have
maximum variance, whose values would be represented by a given vector:

Z ¼
x11 � � � x1p
..
. . .

. ..
.

xn1 � � � xnp

0
B@

1
CA

a11 � � � a1p
..
. . .

. ..
.

an1 � � � anp

0
B@

1
CA ð1Þ

Where:
(Z) is the martrix whose columns are values of the (p) components for the (n)

individuals and (A) is the matrix of burdens. Therefore, the first component would be
result of the following expression:

Z1 ¼ a1x1 þ a2x2 þ . . .þ anxp ð2Þ

In this case, the set of variables considered as elements that allow to measure
quality, would be summarized in a single variable, which would be the built index of
quality. The construction of an index by using Principal Components facilitates the
analysis in time and between various units of observation, as well as estimating pre-
dictive statistical models about the satisfaction of users.

To identify the relationship between the eleven considered factors as determinants
of the quality in health care, logistic regression was estimated using the satisfaction
index as the dependent variable and the twelve identified factors as independent
variables, according to the following approach.

E Yi ¼ Prob Yi ¼ 1ð Þ½ � ¼ Mi ð3Þ

Where:

Mi ¼ 1
1þ e� aþ bkXkið Þ ð4Þ

is the state probability (i).

Mi

1�Mið Þ ¼ ln eaþbkXki
� � ¼ aþ bkXki ð5Þ

Are odds ratio and X correspond to the twelve variables identified as determinants
of the perception of care quality received by the patient.

The estimates considered the sample design of the survey and in case of dichoto-
mous variables, the coefficient of estimated interest was the Odds Ratio. In addition, it
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was controlled through confounders (sex, age, socioeconomic status, stratum and
schooling) to obtain results that are more robust. Although the survey is representative
by level of care, in this study only the results at national level were analyzed. The
dependent variable and independent variables were built and codified as dichotomous
variables in the following manner (Table 1).

3 Results

3.1 Exploratory Data Analysis

The objective of the SPSS is to protect financially the population without social
security. The SPSS promotes the inclusion of vulnerable population; under a pro-
gressive logic from which people within the four lowest deciles are exempted from the
obligation to contribute to their financing. In Table 2 the main characteristics of the
surveyed population were presented. The SPSS has more women affiliates than men,
72.2% versus 27.8%. The age distribution of surveyed users was 13.4% of children
under 5 years old, 6.0% of children from 5 to 9 years and 10.4% from 10 to 19 years,
while the majority group was observed in people of 20 years and older (70.2%).
According to the place of residence, the highlighted population is the one of 20 years
and more, with an average of 72.6% in rural areas and 69.1% in urban areas.

Table 1 Codification of variables for the logistic model

Variable Value

Satisfaction index Less than the Median = 0
Greater than or equal to the median = 1

Information of the disease was provided Yes = 1
No = 0

Waiting time Less than 30 min = 1
Greater than or equal to 30 min = 0

Scheduling appointments Scheduled appointment = 1
No scheduled appointment = 0

Duration of the consultation Greater than or equal to 15 min = 1
Less than 15 min = 0

Information about patient’s treatment was provided Yes = 1
No = 0

Charges were made to the patient at the health unit Yes = 0
No = 1

Perception of the health unit conditions Good or very good = 1
Bad, regular or very bad = 0

Full provision of medicines at the same unit Complete = 1
Partial or not delivered = 0

Information about rights entitled by Seguro
Popular affiliates were provided

Yes = 1
No = 0

Perception about speed of paperwork
at the health unit

Fast = 1
Regular or slow = 0

Rural or urban stratum Rural = 1
Urban = 0

Education level of health service users High school or less = 1
Greater than high school = 0

Source: Own elaboration
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Not surprisingly, the low levels of schooling identified, compared to those observed
at national level in other surveys, given that the SPSS is focused toward the most
deprived population. At national level, there is a significant difference in the proportion
of the heads of households who reported having knowledge and understand some
indigenous language, only 14.4% have knowledge of some indigenous language. At
national level, a little more than 80% of users participating in the study concentrates on
the first two income deciles.

Table 2 Percentage distribution (CI 95%), 2014

Description National
Proportion CI (95%)

Sex (N) 28,291
Man 27.77% [26.91%, 28.65%]
Woman 72.23% [71.35%, 73.09%]
Age groups (N) 28,232
Less than 5 years old 13.36% [12.49%, 14.28%]
5 to 9 years 5.98% [5.50%, 6.51%]
10 to 19 years 10.42% [9.84%, 11.02%]
20 years old or more 70.24% [68.83%, 71.61%]
Schooling (N) 24,481
None 12.85% [11.73%, 14.05%]
Preschool or Kindergarten 2.05% [1.79%, 2.35%]
Elementary School 41.62% [40.51%, 42.74%]
Middle School 28.97% [27.90%, 30.06%]
High School or equivalent 10.52% [9.85%, 11.24%]
Normal School 0.12% [0.00%, 0.18%]
Technical or commercial Degree 1.44% [1.15%, 1.80%]
Professional or Higher education 2.39% [2.08%, 2.75%]
Master’s Degree or PhD 0.04% [0.02%, 0.09%]
Did you work last week or did
any activity from which you get paid? (N)

22,239

Yes 29.05% [27.91% ,30.20%]
No 70.94% [69.78%, 72.07%]
NS 0.01% [0.00%, 0.04%]
Do you understand any indigenous language? (N) 14,416
Yes 14.41% [12.56%, 16.49%]
No 85.29% [83.23%, 87.13%]
NS/NR 0.30% [0.17%, 0.52%]
Income quintile (N) 28,267
First 57.16% [55.15%, 59.14%]
Second 22.94% [21.91% ,24.01%]
Third 17.21% [16.09%, 18.39%]
Fourth 2.26% [1.98%, 2.57%]
Fifth 0.43% [0.32%, 0.58%]

Source: Own elaboration based on the ESATSP 2014 survey.
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3.2 Satisfaction Index

In order to have an overall measure of satisfaction, an index was estimated by using the
Principal Components analysis from eight identified variables earlier in the Materials
and Methods section. The criteria to be followed in order to select the number of main
components was that the sum of the cumulative variance was greater than 80%, which
is why the first three components that build up 85.6% of the variance were selected, the
components were standardized. The higher the satisfaction the greater is the value that
of the estimated index. The national average index was 0.756. Figure 1 shows the
Kernel Density from the global satisfaction index, it is observed that the distribution is
biased to the left focusing on positive values which means that a greater proportion of
users have a positive perception of the quality of the service received.

Table 3 summarizes average values of the satisfaction index per place of residence
and other characteristics of the surveyed population. At national level, there is better
satisfaction among women (0.792) than among men (0.661). The analysis per age
groups shows that the greater the age, the greater the satisfaction. On the other hand, if
people have study high school or more, the level of satisfaction is lower.

The estimated value of the satisfaction index suggests that the satisfaction levels of
indigenous population are lower than the rest of the population: the estimated average
index was −0.756. The satisfaction level according to the socioeconomic level is
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Fig. 1 Kernel density national satisfaction index. Source: Own elaboration based on the
ESATSP 2014 survey.
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consistent with what is expected, the higher socioeconomic level has the lower level of
satisfaction. However, we must read this data carefully, because 80% of health services
users are in the first and second income decile.

3.3 Factors Associated with the Satisfaction Level of Population Affiliated
to the SPSS

A logistic regression was estimated to identify the relationship between a set of vari-
ables considered as determinants of the satisfaction level of the population and as
independent variables to semi-supervised model. At national level, the model was
statistically significant with an aggregate value of F = 59.36 (p < 0.05). The factors
that were identified, as determinants in satisfaction of users of health services were
statistically significant at a confidence level of 95% (see Table 4).

The factor that most affects satisfaction is the perception about the infrastructure
providing the service, those who reported a good perception on the infrastructure have
a level of satisfaction 2.13 (OR = 2.13, 95% CI: 1.91–2.36) times greater than those
who have a bad impression. Those who were not charged for the service received have
1.98 (OR = 1.98, 95% CI: 1.43–2.76) times more satisfaction than those who had to
pay for the received service (either for the consultation, medication, hospitalization,
and/or studies).

Table 3. Average value (CI 95%) of the satisfaction index

Description National
Average IC (95%)

(N) 27,435
Average value 0.0756 [0.0127, 0.1385]
Sex
Man 0.0661 [−0.0055, 0.1377]
Woman 0.0792 [0.0118, 0.1466]
Age groups
Less than 5 years old −0.0426 [−0.1438, 0.0587]
5 to 9 years −0.0186 [−0.1218, 0.0845]
10 to 19 years 0.0738 [−0.0211, 0.1688]
20 years old or more 0.1044 [0.0379, 0.1709]
Schooling
Middle school or less 0.1026 [0.0353, 0.1699]
High school or more −0.0012 [−0.0727, 0.0703]
Do you understand any indigenous language?
Yes −0.0756 [−0.2106, 0.0595]
No 0.0949 [0.0305, 0.1594]
Income Quintile
First 0.0604 [−0.0236, 0.1443]
Second 0.0662 [−0.0050, 0.1375]
Third 0.0998 [0.0303, 0.1693]
Fourth 0.4037 [0.2832, 0.5242]
Fifth −0.1221 [−0.6645, 0.4202]

Source: own elaboration based on the ESATSP 2014 survey.
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Complying with the regulations according to the magnitude of the OR, full med-
icine supply is associated with a satisfaction level of 1.81 (OR = 1.81, CI 95%: 1.56–
2.11) times greater compared to a partial or null supply. Those who believe that
paperwork in the clinic are fast have a satisfaction 1.78 (OR = 1.78, 95% CI: 1.60–
1.99) times higher compared to those who consider the time it takes to perform the
procedures in the clinic are regular or slow. Table 3 shows that if the user of health
services receives information about his treatment, illness and his rights as a member of
the SPSS the level of satisfaction is 1.69 (OR = 1.69, CI95%: 1.27–2.24), 1.42
(OR = 1.42; CI95%: 1.19–1.69) and 1.29 (OR = 1.29; CI95%: 1.14–1.45) times
higher, respectively, compared to those who did not receive information. Those who
report that their consultation lasts 15 min or more have a satisfaction level 1.17
(OR = 1.17; CI96%: 1.04–1.32) times, compared to those who received a consultation
with a duration of less than 15 min. On the other hand, those who wait 30 min or less at
the health unit to be attended increases 1.62 (OR = 1.62; CI95%: 1.45–1.81) times the
satisfaction level versus those who wait more than 30 min.

The aspects that have a lower level of influence on the satisfaction level are: those
who have high school or less, their level of satisfaction is 1.25 (OR = 1.25; CI95%:
1.10–1.43) times higher than those patients who have high school or higher level of
education. The appointment scheduling is the aspect that least influences the

Table 4. Logistic regression, national results

Satisfaction (Target)
(Y = 1 | Y = 0)

Odds
Ratio

Linearized
Std. Err.

t P > |t| [95% CI]

1. Info. about the disease 1.4153 0.1271 3.8700 0.0000 1.1866 1.6880
2. Scheduling appointment 1.1753 0.0710 2.6700 0.0080 1.0439 1.3232
3. Waiting time before being
attended <=30 min

1.6177 0.0920 8.4600 0.0000 1.4469 1.8086

4. Adequate consultation
time >=15 min

1.1704 0.0709 2.6000 0.0100 1.0393 1.3182

5. Information about the treatment 1.6881 0.2418 3.6600 0.0000 1.2745 2.2358
6. Services were not charged 1.9844 0.3349 4.0600 0.0000 1.4251 2.7633
7. Good perception about the
infrastructure

2.1258 0.1148 13.9600 0.0000 1.9121 2.3635

8. Full medicine supply 1.8119 0.1399 7.7000 0.0000 1.5572 2.1083
9. Information about rights 1.2880 0.0783 4.1700 0.0000 1.1432 1.4511
10. Adequate time (fast) to perform
procedures/paperwork

1.7841 0.1005 10.2800 0.0000 1.5974 1.9925

11. Level of education of middle
school or less

1.2531 0.0824 3.4300 0.0010 1.1014 1.4257

12. Urban place of residence 1.1786 0.1179 1.6400 0.1010 0.9686 1.4341
Number of obs = 18236
Population size = 53777847
F (12,1186) = 51.60
Prob > F = 0.0000

Source: own elaboration based on the ESATSP 2014 survey.
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satisfaction of health service users, if they have an appointment schedule they have
1.18 (OR = 1.18; CI95%: 1.04–1.32) times higher levels of satisfaction.

Performance of the Model. The semi-supervised model proposed as an assembly
between the analysis of main components and the logistic regression, allows replicating
the satisfaction index through the set of independent variables selected. Figure 2 shows
the estimated ROC curve with the results obtained; reflecting an acceptable adjustment
of 70% in terms of the confusion matrix and this shows an acceptable performance for
the model.

4 Conclusions

The last great Health System Reform in Mexico culminated with the creation of the
System of Social Protection in Health (SSPS, for its acronym in Spanish) in 2004, as
part of this reform public policy actions have been implemented, aimed to increase
coverage of population without social security, in addition to increasing the range of
interventions financed by the SPSS. Currently, around 50% of the Mexican population
is covered by the SPSS and has a set of financed and defined interventions [15]. The
natural evolution process of the Health System leads us to a greater emphasis on service
quality as counterpart of increasing coverage. Therefore, it is of utmost importance to
generate evidence of public policy for the decision-making process, the proposed
satisfaction indicator may be an indicator for monitoring the improvement of health
care quality of population covered by the SPSS. Additionally, key factors associated
with satisfaction of users were identified and that allow defining strategies and lines of
action targeted to improve satisfaction levels.

The analysis allows to identify the most relevant aspects in order to explain the
satisfaction level of users of health services covered by the SPSS. The perception
reported on the facilities conditions was the variable with the greatest effect on the
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Fig. 2 ROC curve. Source: Own elaboration based on the ESATSP 2014 survey.
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satisfaction level, this result draws attention as a higher relation of satisfaction with
aspects directly related to the care process would be expected. Followed by the charge
of received services and full medicine supply. The perception of the facilities condi-
tions is a first point of reference for users of health services, with which generate
expectations about services to be provided, this first impression could be decisive as it
predisposes the user from the beginning of the care process.

The application of a semi-supervised support model was shown, combining the
analysis of main components and logistic regression, in the Health Sector. The
application of analytical intelligence models in the decision making of different sectors
show the great utility of this discipline and the great potential of application to many
other areas.

One advantage of estimating a model of this nature lies in a reduction of important
costs in the collection of information, since it would be possible to estimate the sat-
isfaction of the user of health services with the collection of a small set of variables. In
the same way, the methodology is replicable for other health institutions in Mexico.
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