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CITI 2018 - Preface

The 4th International Conference on Technologies and Innovation (CITI 2018) was
held during November 6–9, 2018, in Guayaquil, Ecuador. The CITI series of confer-
ences aims to become an international framework and meeting point for professionals
who are mainly devoted to research, development, innovation, and university teaching
in the field of computer science and technology applied to any important field of
innovation. CITI 2018 was organized as a knowledge-exchange conference consisting
of several contributions about current innovative technology. These proposals deal with
the most important aspects and future prospects from academic, innovative, and sci-
entific perspectives. The goal of the conference was the feasibility of investigating
advanced and innovative methods and techniques and their application in different
domains in the field of computer science and information systems, representing
innovation in today’s society.

We would like to express our gratitude to all the authors who submitted papers to
CITI 2018, and our congratulations to those whose papers were accepted. There were
64 submissions this year. Each submission was reviewed by at least three Program
Committee (PC) members. Only the papers with an average score of � 1.0 were
considered for final inclusion, and almost all accepted papers had positive reviews or at
least one review with a score of 2 (accept) or higher. Finally, the PC decided to accept
21 full papers.

We would also like to thank the PC members, who agreed to review the manuscripts
in a timely manner and provided valuable feedback to the authors.

November 2018 Rafael Valencia-García
Gema Alcaraz-Mármol

Javier Del Cioppo-Morstadt
Néstor Vera-Lucio

Martha Bucaram-Leverone
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Abstract. Agriculture provides most of the world’s food that helps to sustain
and enhance human life. Diseases infections and insect pest in crops cause
considerable economic losses. Diagnosing or defining the type of insect pest or
disease that affects the crop is not an easy task for farmers, even more, when the
diversity of insects and diseases is quite numerous. There is a need for tools
focused on the knowledge management of experts capable of providing
guidelines for the diagnosis and prevention of insect pests. This work presents
an ontology-based decision support system for insect pest control in sugarcane,
rice, soya, and cacao crops. This system takes advantage of Semantic Web
technologies to represent the experts’ knowledge as well as to apply semantic
reasoning to diagnose the insect pest that affects the crop. This system was
evaluated to measure its efficacy regarding the diagnosis of the insect pest that
affects a crop obtaining encouraging results.

Keywords: Agriculture � Plague � Insect � Prevention � Ontology

1 Introduction

Agriculture provides most of the world’s food that helps to sustain and enhance human
life. Nowadays, agricultural expansion has allowed the growth of agricultural land [1],
which in turn causes an increase in the cultivation of food products. In this area,
diseases infections and insect pest in crops can occur, thus causing considerable eco-
nomic losses [2]. Furthermore, the growth of agricultural lands and the biodiversity
decline affect the control of natural enemies [3]. Diagnosing or defining the type of
insect pest or disease that affects the crop is not an easy task for farmers, even more,
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when the diversity of insects and diseases is quite numerous. Hence, farmers have
developed homemade strategies that help them manage and control diseases that affect
crops [4].

Many of the damages caused by insects or diseases to the crop are visible to the
farmer. Therefore, experienced farmers can diagnose the disease or identify the insect
pest that affects the crop and carry out control actions to recover the crop. However,
sometimes the disease or plague is so widespread that it causes the loss of the crop. In
this sense, it is important that farmers have a wide knowledge and experience on insect
pest domain in order to correctly identify that one that affects their crop and perform the
correct actions that help them control the pest. The correct identification of an insect
pest requires knowledge and experience of professionals or experts in insect pest
control since sometimes it is not enough to identify the symptoms of the crop, but also
it is necessary to examine the area where the pest was found or to have a sample of it.
Furthermore, incorrect pest identification causes considerable time and economic
losses.

Agricultural entomology is a multidisciplinary research area that, among other
things, studies insect pests. Insects are the most important component of macroscopic
biodiversity [5]. There is a great diversity of insects whose impact on the environment
can be very significant. Because of this fact, it is necessary that agricultural entomology
be integrated into crop monitoring systems to help farmers to make decisions regarding
the control, prevention, and management of insect pests. There is a need for tools
focused on the knowledge management of experts capable of providing guidelines for
the diagnosis and prevention of insect pests, that is, tools that allow addressing
unstructured problems [6].

The semantic web has emerged as a new approach which main goal is to provide to
Web information with a well-defined meaning and make it understandable not only by
humans but also by computers [7]. Thanks to this, computers can automate, integrate
and reuse high-quality information from distributed information sources. Ontologies
are considered one of the pillars of the Semantic Web. An ontology is a formal and
explicit specification of a shared conceptualization [8]. Ontologies aim to turn the web
into a self-navigable and self-understood space where searches for information provide
results adapted to the desired requirements [9]. Ontologies have been successfully used
in domains such as biological sciences [10], biomedicine [11], dietetics and health [12],
and plant diseases management [13], among others.

Considering the above-discussed facts, there is a need for tools that provide farmers
with recommendations for effectively perform the monitoring of crops and control of
insect pest that affect crops, based on experts’ knowledge from agricultural entomol-
ogy. This work presents an ontology-based decision support system for insect pest
control in sugarcane, rice, soya, and cacao crops. This system uses ontologies to model
the agricultural entomology domain through concepts and properties related to crops,
insect pests, and control. This ontology is based knowledge of professionals with a
wide experience in insect pests control. The proposed system diagnoses the insect pest
affecting the crop based on a set of symptoms provided by farmers. Once the insect pest
is diagnosed, the system also provides recommendations for insect pest control. To
perform these processes, the system uses a semantic repository and a rule-based
inference engine.

4 K. Lagos-Ortiz et al.



The remainder of this paper is structured as follows: Sect. 2 discusses a set of
decision support system used in different domains. Then, Sect. 3 details the compo-
nents of the decision-support system proposed in this work, whereas Sect. 4 addresses
the evaluation performed to test the effectiveness of our proposal regarding diagnosis of
insect pest. Finally, Sect. 5 discusses the research conclusions and future directions.

2 Related Works

Decision support or support systems (DSS) are computerized information systems that
present several alternative solutions to specific problems [14]. The features of DSS are
more striking than their definitions [15]. DSSs have been adopted in domains such as
medicine. For instance, in [16], the authors proposed a DSS focused on diagnoses
process, patient care, therapeutic plans, among others. This system uses a rule-based
engine to infer recommendations based on patient’s symptoms provided the doctor. In
[17], the authors proposed a hybrid DSS that interprets the result of a quantitative
simulation model and expert systems to generate recommendations in the agricultural
area. This system is composed of four main modules, namely: user interface, simulation
models, explanation module, and user model. These modules allow collecting users
questions, analyze them and generates individualized explanations necessary to make a
more informed decision. Antonopoulou et. al. [18] presented a DSS for agriculture
domain based on Web and mobile technologies. This system helps farmers to select
alternative crops to increase economic incomes. This system is composed of modules
focused on needs of collaboration, information management, crops marketing, simu-
lation and forecasting models, pest control, and crop selection. The architecture of this
system allows adding new modules that incorporate functionalities focused on
addressing users’ needs. On the other hand, Weed Manager [19] is a DSS that allows
farmers to control weeds on wheat crops at different seasons. This system is based on
heuristic decision models and stochastic dynamic programming. Also, it contains a
database of herbicides information used in wheat crops. Weed Manager implements a
planning tool for investigating weed control strategies and a rotating planning tool to
consider future options. Finally, in [20], the authors proposed an ontology of insects
that describes concepts such as morphology, taxonomy, physiology, biology, ecology,
entomology, toxicology, and pathology of insects, among others. This ontology allows
identifying an insect based on its characteristics as well as diagnosing the disease
caused by it, based on a set of symptoms.

The aforementioned literature presented research efforts in the areas of weed control
and crop diseases management that contribute to the improvement of different agri-
cultural processes. However, there are no reports of any DSS that allows identifying the
insect pest that affects a crop, as well as for providing recommendations for disease
control and treatment. This work presents a DSS for insect pest diagnosing in sugar-
cane, rice, soya, and cacao crops, based on domain knowledge modeled by means of an
ontology that is constantly updated by experts in entomology. This system aims to help
farmers control diseases caused by insect pest through the provision of recommenda-
tions for controlling and treatment of the disease. In the following section, we thor-
oughly explain and describe the components of our proposal and their interactions.

An Ontology-Based DSS for Insect Pest Control in Crops 5



3 Ontology-Based Decision Support System

Sometimes, diagnosing the insect pest that affects a crop can be easily performed by
farmers. Many other times, however, it is required the participation of experienced
professionals for a successful diagnosis. Insects can attack several crops and present
different symptoms, which could lead to an erroneous diagnosis, and consequently, the
use of an incorrect treatment. An incorrect diagnosis can cause considerable economic
losses thus making necessary to establish a new strategy for crops management. Due to
the proliferation of new insect pest and diseases, it is necessary to improve traditional
methods of crops management and disease control and treatment by integrating current
technologies supported by experts’ knowledge of insect pest control and treatment,
including the handling of pesticides. Moreover, the accelerated process of changes
occurring in agriculture presupposed a reorientation of current methodologies used for
the management and control of agricultural pests.

The DSS presented in this work aims to help farmers diagnose the correct insect
pest that affects a crop, to perform the right control actions that avoid the spread of the
disease guided by a set of recommendations provided by it. The architecture of system
here proposed (see Fig. 1) is composed of three core modules: the ontology of the
agricultural entomology domain, a rule-based engine, and a semantic indexing module.
In the following sections, we thoroughly explain and describe the components of our
proposal.

In a nutshell, the DSS here proposed works as follows. First of all, farmer collects a
set of symptoms that he/she perceives in the crop and provides this information as input
to the DSS. Secondly, the system diagnoses the insect pest based on the data provided.
To this end, the system uses a rule-based engine that relies on an ontology that models
the agricultural entomology domain. Once the diagnosis process has concluded, the
system recommends a set of documents containing insect pest control strategies. These
documents are indexed by using semantic technologies in order to retrieve documents

Fig. 1. Architecture of the DSS for insect pest control in crops.

6 K. Lagos-Ortiz et al.



with semantically similar terms in an accurate, quick and efficient way. Finally, the
system present results to farmers so they can make a more informed decision about
insect pest control in sugarcane, rice, soya, and cacao crops. The following sections
thoroughly describe the functions of the ontology of the agricultural entomology and
the rule-based engine.

3.1 Agricultural Entomology Ontology

Experts’ knowledge of insect pest control and treatment, including the handling of
pesticides, is required by our proposal to diagnose the insect pest that affects a crop as
well as to provide recommendations to control the diagnosed insect pest. In this sense,
our proposal uses an ontology that models agricultural entomology domain, specifi-
cally, the domain of insect pests in sugarcane, rice, soybeans, and cocoa crops, as well
as chemical substances used in crop management. The agricultural entomology
ontology was implemented by using the OWL 2 Web Ontology Language [21] and
Protégé [22], an open-source editor and framework for building both simple and
complex ontology-based applications.

When an ontology models a specific domain, it is known as domain ontology i.e., a
conceptualization of a particular domain [20]. This kind of ontology represents a data
dictionary with definitions of domain concepts and their relationships. The ontology
here proposed belongs to this group i.e., it models the domain of agricultural ento-
mology through concepts related to insect pests control and chemical substances used
in crop diseases control and management. The design of this ontology is intended to be
reusable. In other words, this ontology aims that the knowledge modeled by it can be
shared and reused by other organizations and researchers.

The design and development process of the agricultural entomology ontology is
described below.

• First, the scope of the agricultural entomology ontology was defined in conjunction
with entomologists. This ontology defines a classification of insects that affect
sugarcane, rice, soya, and cacao crops, as well as a classification of chemical
substances used in crop diseases control and management. Also, this ontology
defines the relationships among diseases, symptoms, insects, and chemical
substances.

• The ontology proposed in this work considered already available ontologies.
Specifically, it considers the ontologies designed by the Plant Disease Ontology
[23]. These ontologies provide a controlled vocabulary for plant’s morphological
and anatomical structures. Also, it considered the GENIA ontology [24] which
covers biological continuants. Finally, it considered already available insects
taxonomies.

• We describe all concepts and properties defined by the ontology proposed in this
work. Also, we defined the relationships among crop diseases and their symptoms.
Finally, we defined the chemical substances that are used for the control of insect
pests in sugarcane, rice, soya, and cacao crops.
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• Finally, we defined, in conjunction with experts in agricultural entomology domain,
the classes and their hierarchies, properties, entities, as well as the relationships
among them. Entities were defined in accordance with their order levels, family, and
species. In this task, we put special attention to the fact that several crops can be
affected by the same insect pests and can present different symptoms.

Figure 2 shows an excerpt of the ontology for the agricultural entomology domain
here proposed. As was mentioned, it defines next concepts: (1) a classification of
insects that affect sugarcane, rice, soya, and cacao crops; (2) a classification of chemical
substances used in crop management; (3) a classification of crops; (4) a classification of
diseases, symptoms, treatments and recommendations for crops control and manage-
ment. Next sections describe the main classes and object properties of the ontology
proposed in this work.

Fig. 2. An excerpt of the ontology for agricultural entomology domain.
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Classes
The phytopathology ontology defines six main classes, namely: Insect, Crop, Chemical
substance, Symptom, Recommendation, and Treatment. These classes are described
below.

• Insect. It defines a taxonomy of insects that affect sugarcane, rice, soya, and cacao
crops.

• Crop. This class defines a taxonomy of crops. For the purpose of this work, only
sugarcane, rice, soya, and cacao crops were considered.

• Chemical substance. It defines a taxonomy of chemical substances used in crop
diseases control and management.

• Symptom. It collects symptoms that crops (sugarcane, rice, soya, and cacao) present
when are affected by an insect pest.

• Recommendation. It collects a wide set of recommendations for insect pests con-
trolling. These recommendations were defined by domain experts.

• Treatment. It collects treatments for crop diseases caused by an insect pest.
A treatment describes how to treat the crop in terms of doses and periodicity of
medication.

In this ontology, the chemical substance, recommendation, and treatment classes
were defined as disjoint classes i.e. an individual cannot be an instance of more than
one of these classes. As mentioned earlier, this ontology has been designed for specific
crops (sugarcane, rice, soya, and cacao crops), however, with the help of entomologists
and other domain experts, it could be extended in order to integrate and add more
crops, insects, diseases, symptoms, treatments, and recommendations.

Properties
Our ontology establishes a set of properties that allow the system to diagnose the insect
pest that affects a crop based on the symptoms provided by farmers. These properties
are described below.

• isSymptomOf. This property is used to indicate the symptoms of a crop disease
caused by an insect pest. For instance, the symptom “wrinkled leaves caused by
lack of hydration” is presented in crops that are affected by the “phyllophagous spp”
insect.

• isCausedBy. This property is used to relate a symptom presented in crops with the
insect that causes it. For instance, the symptom “reduction of the sap in leaves” is
caused by the attack of the “bemisia tabaci” insect.

• hasTreatment. This relation is used to indicate the treatment that might be followed
by the user to deal with the crop disease caused by an insect pest. As was men-
tioned, a treatment establishes how to treat the crop in terms of doses and peri-
odicity of medication.

The ontology also specifies some inverse object properties such as hasSymptom for
the object property isSymptomOf, CauseOf for the object property isCausedBy, or the
property isTreatment which is the inverse of hasTreatment. For example, this means
that the “burns in the underside of leaves” symptom is caused by the “diatraea sac-
charalis” insect, and that the “diatraea saccharalis” insect causes the “burns in the
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underside of leaves” symptom. Finally, it should be mentioned that the Insect class
plays the most crucial role in this ontology since most object properties are associated
to it i.e. this class is present in most of domains and ranges of the properties.

3.2 Rule-Based Engine

Aiming to establish the set of rules used by our proposal to diagnose the insect pest that
affects a crop, a group of experts in agricultural entomology was interviewed con-
cerning different aspects of crop diseases caused by insect pests that have a greater
economic impact in the Costa region of Ecuador. Among the topics that were cover
during interviews are the type of crops in the region, crop diseases caused by insect
pests, symptoms of crop diseases, chemical substances used in crop diseases control
and management, doses and periodicity of medication, recommendations for crop
management, among others. Finally, experts were asked to provide a set of treatments
and recommendations for the control and management of insect pests in crops from the
Costa region of Ecuador.

Once the interviews were performed, the group of experts in agricultural ento-
mology was asked to establish a set of conditions considering the knowledge described
by the ontology proposed in this work. These conditions concern relations between the
symptoms presented in crops affected by an insect pest and the insect that causes them,
as well as the treatments that could be followed by the farmer, including the doses and
periodicity of medication.

The set of conditions established by experts allows relating a symptom with the
insect that cause it. However, to provide better results, the experts were also asked to
rank each symptom according to the insect. This rank helps to deal with the problem
arising from the fact that two or more insect pests can share symptoms. For instance,
Table 1 presents the symptoms caused by the “Metamasius hemipterus” and “Diatraea
saccharalis” insects. As can be observed, these insects share the “Accumulation of
sawdust on holes in galleries” symptom. However, when farmers provided this
symptom, our proposal will select the “Metamasius hemipterus” insect because the
symptom above mentioned has a higher priority.

Once the set of conditions were established by experts, we developed a set of rules
based on such information. These rules were defined by using SWRL [25], a proposed
language for the Semantic Web that can be used to express rules as well as logic. This
set of rules drives the reasoning process, i.e. these rules are used by our proposal to

Table 1. Crop diseases’ symptoms ranking example.

Rank Metamasius hemipterus Diatraea saccharalis

1 Accumulation of sawdust on holes in
galleries

Apical bud death

2 Infected leaves become yellowish Weight-losing
3 Many larvae invade plant roots Accumulation of sawdust on holes in

galleries
4 Dead sprouts Juice quality reduction
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diagnose the insect pest that affects a crop based on the symptoms provided by farmers.
These rules follow the format presented in Eq. 1:

R1;R2; . . .;Rn ! D ð1Þ

Where D is the resulting action when the conditions are fulfilled and Ri, R2, …, Rn are
atomic formulas depicting conditions. When the farmer provides the symptoms pre-
sented in the crops, the rule-based engine diagnoses the insect pest that affect it based
on the rules established. It must be noted that different rules may be applied to the given
symptoms. However, the rank assigned to the symptoms are considered for the final
diagnoses. Once the insect pest is diagnosed, the system provides farmer treatments and
recommendations for insect pest control and management. This information is obtained
based on the properties (isTreatmentOf and isRecommendationOf) defined by the
ontology for agricultural entomology domain proposed in this work. In addition to
treatments and recommendations provided by the system, our proposal also provides
farmers with a set of agricultural entomology documents related to the insect pest
diagnosed by the system. The faculty of agricultural sciences of the UAE (Universidad
Agraria del Ecuador) provides most of these documents. Also, this document database
is continuously updated with recent research works.

4 Evaluation and Results

This section presents the evaluation performed aiming to measure the effectiveness of
our proposal in terms of diagnosis of the insect pest that affect a crop. For this purpose,
a group consisting of 10 farmers from the Costa region of Ecuador was involved. These
farmers were selected because they have sugarcane, rice, soya, and cacao crops. Each
farmer taking part in the evaluation process provided different sets of symptoms related
to 10 crop diseases caused by insect pests. Sugarcane, rice, soya, and cacao crops were
considered in this process. The evaluation process was divided into next phases:

1. Farmers involved in this process provided a set of symptoms that they perceived in
their crop when an insect pest affect it. A total of 100 sets of symptoms were
collected (10 per farmer).

2. The sets of symptoms collected were provided as input to the DSS.
3. The DSS made a diagnosis for each set of symptoms provided.
4. The insect pest diagnosed by the DSS was compared to the insect pest previously

known.
5. Finally, the results were evaluated using the precision, recall [25], and F-measure

[26] metrics, where true positives (TP) are the sets of symptoms that were correctly
related with a given insect pest i.e. those cases that were correctly diagnosed. False
positives (FP) are the sets of symptoms that were incorrectly related to a given crop
disease. Finally, false negatives (FN) are the sets of symptoms that were related to a
disease other than the correct one.

Evaluation results concerning the diagnosis of the insect pest that affects a crop are
presented in Table 2. The evaluation results demonstrate a good efficiency of the DSS
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concerning the diagnosis of the insect pests that affect a crop. As can be observed in
Table 2 there is no a big difference between the scores obtained for each insect.
The DSS got an average precision score of 0.78641, an average recall score of 0.7163,
and an average F-measure score of 0.77762. The insect with the highest precision was
the Diatraea saccharalis, which is present in sugarcane crops, with a score of 0.88000.
Meanwhile, the crop disease with worst precision (0.6666) was the Phyllophaga spp,
which is present in rice crops.

5 Conclusions and Future Work

This work presented a DSS that diagnoses the insect pest that affects a crop based on a
set of symptoms provided by the farmer. This system takes advantage of Semantic Web
technologies to represent the experts’ knowledge as well as to apply semantic reasoning
to diagnose the insect pest. Our proposal aims to make this kind of systems accessible
for farmers so they can perform the correct actions to control the disease and avoid a
reduction in agricultural profitability. Our proposal obtained encouraging results with
an F-measure of 0.77762 for the diagnosis of insect pests that affects sugarcane, rice,
soya, and cacao crops. The main contribution of this work is twofold. First, the design
of an ontology for describing crop diseases, their symptoms, the insects that cause
them, as well as treatments and recommendations for the control and management of
crop diseases. Second, a set of rules that allows diagnosing the insect pest that affects a
crop based on a set of symptoms provided by the farmer.

As future work, we plan to design and develop a Web and mobile applications that
allow experts to feed the rule-based engine with new rules focused on the diagnosis of
insect pests that affect crops different to the considered in this work. In this sense, we
also plan to implement a collaborative environment where experts can farmers can
collaborate to solve problems, drawing on their different kinds of knowledge. Finally,
we plan to integrate image processing technologies that help our system to automati-
cally detect symptoms in crops.

Table 2. Evaluation results.

Insect TP FP FN Precision Recall F-measure

Sipha flava 18 7 6 0.72000 0.75000 0.73469
Phyllophaga spp 20 8 5 0.71429 0.80000 0.75472
Pseudoplusia includens 19 4 5 0.82609 0.79167 0.80851
Epitrix spp 19 5 7 0.79167 0.73077 0.76000
Diatraea saccharalis 22 3 6 0.88000 0.78571 0.83019
Avg. 0.78641 0.77163 0.77762
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Abstract. In the last decades, the mechanization of productive processes has
focused on replacing the tasks performed by people with machines. However
nowadays, the integration of software, robots and artificial intelligence point to
the automation in agriculture. This is of great importance for the increase of
productivity and the economic growth of the country solving in this way the lack
of workforce and its associated high costs, offering great benefits to population.
Currently, researchers are developing numerous fruit and vegetable classifica-
tion algorithms, of which essential parameter is color; that allows the detection
of nutrient deficiencies, diagnosis of diseases and fruit quality; the same ones
that have proven to be accurate and require less time compared to traditional
methods. The aim of this article is to provide a systematic review of classifying
techniques through machine learning, its components and the utility for the
agronomist.

Keywords: Image recognition � Computer vision � Fuzzy ruler
Neural networks

1 Introduction

Digital image processing is a widely used tool in the automation of industrial processes
[1, 2], medicine [3, 4], in fish farming [5] for fish recognition, agriculture [6, 7], among
other areas due to its reliability, efficiency and speed of processing; with this tool,
precision is achieved in agriculture, providing many benefits on real data in different
areas of the agricultural field, of which objective is the increase of production and crop
management. Accordingly, it is necessary to work with remote sensing tools and
systems of agriculture with which the analysis of areas with various agronomic factors-
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that are observed in images taken by an unmanned aerial vehicle-is made [8] to obtain a
subsequent processing, organizing the visualization and information of the blemishes in
the area. Agriculture is aimed at increasing the productivity and quality of food with a
reduced cost and with a greater benefit, which recently has received great importance.
One of the vital components of the crop is the management in the precise diagnosis and
the timely solution of the problem in the field. Diagnosis is a very difficult task to
perform manually, since it is a function of a series of parameters such as environment,
nutrients, organisms, etc. With the recent advance in the processing of images and
recognition of patterns and techniques, classification of crop diseases is possible. Image
processing techniques in which semantic information is extracted from images can
improve agricultural practices, with higher process precision and consistency while
reducing manual monitoring by farmers. It often offers flexibility and effectively
replaces farmers’ decision-making based on visual stimuli.

This review presents field-based studies and/or laboratory experiments that con-
sisting on the use of applications or computer systems that involve the techniques
and/or methods used in image processing. They involve five basic processes acquisition
of images, preprocessing, segmentation, object detection and classification. All are
relevant in precision agriculture. These data sets can use image processing techniques
as a way to help provide high resolution images to be used for decision making.

2 Revisión Sistemática de las Tecnologías de Reconocimiento
de Imágenes

From the review of research and projects related to agriculture and computer tools,
references have been obtained of the use that can be given to techniques that incor-
porate the use of technologies towards precision agriculture. In this section, we provide
an overview of the steps involved in the process.

2.1 Formalization of Questions

The utility provided by this type of technology in the agricultural field was obtained by
the by means of the following question:

How are image recognition technologies used in precisión agriculture?
In this work “technology” is considered as those methods of auto-learning or

machine learning within the field of Artificial Intelligence and which have been
implemented in research laboratories for the analysis or processing of images of
agricultural products, according to the texture, shape, color, size, among others,
detecting some pathological disease of the leaf, stem, fruit or vegetable, lack of
nutrients, quality, etc. The list of keywords used to discover and responding to the
research consisted of: techniques, image processing, methods, machine vision based
automatic, artificial neural networks, fuzzy classifier. Additional questions to com-
plement this research, and thus obtain information of great interest, are detailed below:
What are the techniques/methods that are used for the processing of images in fruits
and vegetables? What are the stages that are realized to obtain image processing? What
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are the parameters that models need in image recognition? in which area of agriculture
are image processing techniques used?

2.2 Selection of Sources

The list of keywords shown in the previous section was combined using the logical
connectors ‘‘OR’’ and ‘‘AND’’, to obtain the main search. The search string had the
structure P1 and P2 and P3, each part is defined in Table 1 below:

P1: methods OR techniques in image processing in fruits and vegetables.
P2: stages AND parameters AND components for image recognition.
P3: Machine Vision Based Automatic OR fuzzy classifier OR Artificial Neural
Network.

Our research together with this involved finding a large amount of non-useful
documents although the maximum number of articles was obtained. However, in line
with the research question, the inclusion and exclusion criteria that were designed to
obtain only useful works were used as follows: with P1, we aim to obtain all those
works related to techniques, algorithms and methods; with P2 and P3 works related to
the parameters, stages or components that should be considered when carrying out an
image or recognition treatment and in what stages in the cultivation of plants this type
of technology is used. Finally, the main sources in the list of initial sources are

Table 1. Search string and source

Source Specific search string Extra options
included

Science Direct Date > 2013 and ((technique or methods) and
(‘‘image recognition’’ or “automatic learning’’ or
‘‘algorithms for image recognition”) and
‘‘Machine Vision Based Automatic” OR “fuzzy
classifier” OR “Artificial Neural Network”))

Computers and
electronics in
agriculture

IEEE CS ((technique or methods) and (‘‘image
recognition’’ or “automatic learning’’ or
‘‘algorithms for image recognition”) and
‘‘Machine Vision Based Automatic” OR “fuzzy
classifier” OR “Artificial Neural Network”))

Fruits and vegetables

Elsevier ((technique or methods) and (‘‘image
recognition’’ or “automatic learning’’ or
‘‘algorithms for image recognition”) and
‘‘Machine Vision Based Automatic” OR “fuzzy
classifier” OR “Artificial Neural Network”))

Fruits and vegetables

Springer ((technique or methods) and (‘‘image
recognition’’ or “automatic learning’’ or
‘‘algorithms for image recognition”) and
‘‘Machine Vision Based Automatic” OR “fuzzy
classifier” OR “Artificial Neural Network”))

Fruits and vegetables
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presented, in which a systematic review will be executed: EL SEVIER, IEEE digital
library, Science @ Direct, Springer, Google Scholar, Journal and Conferences Inter-
national of Engineering and Technology, of Agricultural and Biological Engineering.
The combination of these search terms resulted in a collection of publications that
provided a first approximation to our research question and allowed us to obtain a
primary list of potentially relevant studies; these results had to be filtered to extract
those initiatives that had met the conditions of revision with precision. These proposals
were reduced through the definition of a set of inclusion and exclusion criteria, which
had to be objective in order to reduce the biased results and guarantee the respectability
of the review process as shown in Table 2. The subject is a very recent and changing
research area, and therefore, the time scope is restricted to the last five years. New
initiatives were included considering all proposals published after 2008. Due to lan-
guage limitations, only studies written in English in this review were considered. An
objective criterion was established by relying on an accepted method disseminated by
USDA or FAO.

In most cases the criteria or guidelines that were used to reduce the initiatives
obtained by the first search was to contrast the title and the summary or executive
summary with the proposed criteria to decide whether to include or exclude the pro-
posal. However, in case of doubt it was necessary in some cases to analyze the entire
text to make an adequate decision.

The quality evaluation of the selection of publications was carried out in the multi-
stage process mentioned above. As stated above, the systematic review was made
iteratively, which means that the results were analyzed after each cycle to confirm if we
were heading in the right direction.

3 Extraction of Information

There are currently many tools and applications that include techniques and analysis
algorithms for the processing/recognition of images linked to high precision agricul-
ture. These techniques include terrestrial/aerial remote sensing which, by capturing
images using thermal, hyper spectral, photometric (RGB) cameras [9, 10], among
others, are processed and analyzed to solve problems in the following areas of agri-
culture: crop management; identification of nutrient deficiencies and plant content;
inspection, evaluation and classification of the quality of fruits; crop and land esti-
mation [11].

Table 2. Summary of number of studies

Type of model # of studies

Artificial Vision System (SMV) 10
Artificial Neural Networks (ANN) 11
Fuzzy classifier and function-based rules 10
Others 5
Total 36
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For the processing and analysis of images Zhang et al. [12] establish levels: the low
level (basic), which involves the acquisition of images and the image preprocessing;
the intermediate level, which is the processing and analysis of images, involving the
segmentation of images, extraction of characteristics, representation and description;
the high level, which is the key step of the image analysis, implies recognition, and
interpretation and classification. It is show in Fig. 1.

To do this, some of the automated learning approaches (machine learning) are used,
which are detailed below:

3.1 Artificial Vision System

The applications of computer vision allow to acquire, analyze and process images in
order to produce information that is treated by the computer, which uses reliable
methods for that. Due to this advantage it is accepted by the agricultural and food
industries. At the agricultural level, they aim to estimate one or several characteristics
of the product of interest-fruits and vegetables-at a particular time and relate them to
quality, which is normally associated with maturity, absence of deformities and
imperfections, etc.

The following research “Advances in Machine Vision Applications for Automatic
Inspection and Quality Evaluation of Fruits and Vegetables” highlights that in most of
these applications, image analysis is used to evaluate characteristics such as color, size,
shape, texture and damage [13].

Fig. 1. Processing levels for image recognition
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The study “Search for Optimum Color Space for the Recognition of Oranges in
Agricultural Fields” proposes the design and implementation of a recognition system
based on color. They used OpenCV (Open Source of Computer Vision) which are
libraries that provide a set of image processing functions, as well as patterns and
functions of image analysis, which used the color segmentation method [14].

The most widely used vision systems for quality inspection of food and agricultural
products are three: Traditional artificial vision, hyperspectral and multispectral, where
each system has its advantages and disadvantages. In the following research they used a
robot to harvest kiwi fruit, which takes the night shots using artificial lighting. With the
implementation of an artificial vision system and algorithms, a high percentage was
obtained with respect to the recognition of the fruit in optimum conditions [15, 16].

The detection of diseases in the plant leaves is a crucial element in the agricultural
sector. For this reason in the present article “Leaf Disease Detection and Grading using
Computer Vision Technology & Fuzzy Logic” it has been implemented a system based
in vision technology and the artificial neural network (ANN) for the detection and
classification of diseases of the leaves. This is very useful for the farmer since it is more
efficient than the manual method, and can be used by experts in the identification of the
correct pesticide and its quantity to solve the problem in an efficient and effective way
[17]. There are systems that show the name of the fruit and its characteristics for the
user, for which it is necessary to use the combination of three methods of analysis
based on the following characteristics: color, shape and size to increase the level of
accuracy in recognition.

The detection of stress crises is an important goal in the inspection of the quality of
rice, to avoid that it strongly affects the price of the product. This document [18] aims
to provide a comprehensive review on the application of computer vision technology
with respect to assessment of the quality of rice. The results of this review show that
computer vision technology can be used efficiently to estimate the qualitative charac-
teristics of rice. Most of the studies have focused on the use of techniques to determine
the visual specifications of the grain, germination rate and dimensional characteristics,
and, consequently, estimating characteristics such as HRY, DOM, grain crack, matu-
rity, purity, variety.

The authors [19] propose an algorithm for the non-destructive automatic classifi-
cation of tomatoes based on maturity and texture. Using the concept of change in the
external color during different stages, two phases are carried out. The first phase
classifies the tomatoes in terms of maturity and the second phase qualifies ripe tomatoes
in terms of quality. To do this, two classifiers have been combined, improving in this
way the calculation, time and precision, which are SMV and KNN.

In the study “Design of an automatic apple sorting system using machine vision”
the authors describe an automatic classification system of apples and quality inspection,
which is based on real-time processing. The varieties of Golden, Starking Delicious and
Granny Smith are classified in different sets according to their color, size and weight. It
also detects apples affected by scabies, spots and rot. To analyze the visual properties of
the apples, two chambers of identical industrial colors are placed on the roller con-
veyor. Four images [20] can be captured and processed from any apple rolling on the
conveyor using an image processing software in 0.52 s. As a result, the proposed
machine can order an average of 15 apples per second using two channels. In the
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experimental studies, the design of the system was tested using three different speeds of
conveyor belt and three apple cultivars to classify and inspect 183 samples with an
average classification accuracy rate of 73–96%.

With the use of an expert system for the automatic recognition of different species
of plants through the image of the leaf, the authors [21] used a decision-making
algorithm called ant colony (ACO), which is used to investigate the best images for the
recognition of individual species within the search space. To do so, a set of feasible
characteristics such as shape, morphology, texture and color are extracted from the
images of the leaves. The selected characteristics are used by the support vector
machine (SVM) to classify the species. The effectiveness of the system was tested on
around 2050 images of leaves collected from two plant databases and the results of the
study achieved an average accuracy of 95.53%, confirming the possibilities of using the
proposed system for an automatic classification of several species of plants.

3.2 Systems of Artificial Neural Networks

The technology of image recognition based on neural networks is a widely treated
learning paradigm in Artificial Intelligence. Neural networks are inspired by the bio-
logical processes of the brain. According to Rajneet & Miss Manjeet Kaur, this
technology is based on the strategy for the segmentation of photographs in sheets and
background within a variety of sizes and color options that are extracted from each of
the RGB and HSI representations of the image. These parameters are finally introduced
into the neural networks and the applied mathematical classifiers that are used to
confirm the condition of the plant [22].

Among the applications of this system, we find the control of the plant health by
identifying deficiencies of iron, zinc and nitrogen and controlling the leaves, detecting
and classifying the types of diseases in citrus, as well as various types of mineral
deficiencies in the crop. The study “Rice Disease Identification using Pattern Recog-
nition Techniques” [23] presents a proto-type of software for the detection of rice
disease based on the infected images of several rice plants. The images of the infected
rice plants are captured by a digital camera and processed using image segmentation
and growth techniques to detect infected parts of the plants; the infected part of the leaf
has been used for classification using a neural network.

For the segmentation of disease spots [24], an algorithm was created using image
processing techniques on the leafs of the plant; in this work, a comparison of the effect
of the CIELAB, HSI and YCbCr color space in the process of detecting disease spots,
and experiments were carried out with different families of leaves of “Monocot” and
“Dotoc” plants. In “Mobile Application for Medicinal Plant Identification Based on
Leaf Image” [25] the authors propose MedLeaf as a new mobile application for the
identification of medicinal plants based on the image of the leaf, running on the
Android operating system. It complies with two main functionalities: identification of
medicinal plants and information search about the medicinal plant. We use the local
binary pattern to extract the texture of the leaf and the probabilistic neural network to
classify the image. In this research, we use 30 species of Indonesian medicinal plants
and each species consists of 48 digital images of leaves. To evaluate the user satis-
faction with the application, they conducted a questionnaire based on the heuristic
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evaluation. MedLeaf will help botanic gardeners and with the management of natural
reserve parks to identify medicinal plants.

There are algorithms that extract a number of textures and color characteristics. The
research “Automatic Detection of Nutritional Deficiencies in Coffee Tree Leaves
Through Shape and Texture Descriptors” focuses on the automatic identification of
nutritional deficiencies of Boron (B), Calcium (Ca), Iron (Fe) and Potassium (K),
through the use of descriptors of shape and texture of coffee leaves images. After the
acquisition of images containing coffee, the leaves of the trees are subject to a seg-
mentation process using the Otsu method. Then, the Blurred Form Model (BSM) de-
scriptions and the Gray-Level Co-occurrence Matrix (GLCM) are applied to extract
shape and texture characteristics. Finally, the image obtained is used to train KNN,
Naïve Bayes and neural network classifiers by using the extracted characteristic, to
infer the type of deficiency presented in each analyzed image [26–29].

In the following study [30], they determined and classified the best wavelengths to
discriminate plants affected by bay wilt in avocado (Lw) due to stress factors. They
applied three classification methods, stepwise discriminant analysis (STEPDISC),
multilayer perceptron (MLP) and radial basis function (RBF) in the early stage of Lw
infestation. The classification results obtained for MLP presented a percentage of
classification accuracy as high as 98%, and they were better than those of STEPDISC
and RBF. The neuronal network MLP selected certain wavelengths that were crucial to
correctly distinguish healthy trees from those with stress. The results showed that there
were sufficient spectral differences between laurel wilt, healthy trees and trees that have
other diseases; therefore, a teledetection technique could diagnose the level of LW in
the early stage of infestation.

A method of detection of diseases, diagnosis and timely management to prevent
crops from suffering great losses in cotton [31] consists of pre-processing the input
image by means of histogram equalization, increasing the contrast in the image; then
K-means is used; it is a grouping algorithm for segmentation that classifies objects
based on a set of characteristics and, finally, the classification is made using the neural
network.

Zhang et al. [32] implemented a fruit classification system, so that fruit can be
recognized more efficiently. This methodology includes the following four steps: pre-
processing, secondly, the characteristics were extracted (color, shape and texture), in
the third step they used the analysis of the main component to eliminate excessive
characteristics; then follows the fruit classification system based on biogeography
optimization (BBO) and feedforward neural network (FNN) whose name is BBO-FNN.
The experiment used 1653 color fruit images (18 categories) for a five-fold stratified
cross-validation. The results showed that the system had an overall accuracy of
89.11%.

3.3 Fuzzy Classifier and Function Based Rules

Abdullah et al. [33] present a study for the identification of diseases of watermelon
leaves-critical in Malaysia (diseases of Downy Mildew and Anthracno-se) - through the
color RGB, where the images were captured in a standardized and controlled envi-
ronment. This study involves 200 samples of infected leaves of which diseases were
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classified using the fuzzy logic technique. Fuzzy Logic was used to handle uncertainty
and vagueness, as it provides a means to translate qualitative and imprecise information
into quantitative (linguistic) terms. The results have shown that the system can classify
both diseases with a precision percentage of more than 67%. Therefore, the application
of soft computing techniques such as fuzzy logic should be selected as a classifier in
when deciding about systems.

In [34] he used a prototype artificial vision system for the automatic fruit classi-
fication according to the level of ripeness and mango quality. The automated system
collects video images from the CCD camera placed on the top of a conveyor belt that
carries mangoes; then it processes the images to collect several relevant characteristics
that are sensitive to the level of maturity and quality. Finally, the qualification system
has two inputs (maturity and quality) and one output (qualification). A total of 16
numbers of fuzzy rules are created to classify the mango fruit into four grades.

The authors [35] propose a structure of the classification systems based on fuzzy
rules, to estimate the ripeness of tomatoes according to color. The two color repre-
sentations: the red-green color difference and the red-green color relationship are
derived from the extracted RGB color information. Then they are compared with the
classification criteria, using a set of rules and decision trees that are automatically
generated from the set of characteristics. Preliminary results showed that the system
reached precision in a percentage of 94.29% of classification.

In the article “Quality determination of Mozafati dates using Mamdani fuzzy
inference system” the author mentions that fuzzy logic provides a methodology to
model uncertainty and the human way of thinking, reasoning and perceiving. Besides
logic has variables that influence behavior and the system relationships. In the proposed
system the values of the output variables are expressed in the linguistic terms “large,
medium and small”. The relationships are defined in yes-then rules, and the outputs use
defuzzification techniques. The accuracy percentage of the system is 91% [36, 37].

The authors [38] of “Thermal imaging with fuzzy classifier for maturity and size
based non-destructive Mango (Mangifera indica L.) grading” used a thermal camera
together with the Fuzzy inference system for decision making, for the classification of
the mango based on its ripeness and size. The prediction of mango ripeness is made
through its color and size, and it is based on three parameters, namely weight,
eccentricity and area. The fuzzy classifier is used to predict the size function. As for
qualification, mango decision making theory is used and classified into two categories:
the time needed to qualify a mango is 2.3 s and the accuracy received is 89%.

The authors will develop an intelligent farm system called Smart Farm [39], which
is capable of classifying and qualifying tomatoes. This process will be carried out
automatically by means of image processing and fuzzy logic. There will be a diffuse
inference system that will be established using the MATLAB software to classify and
grade the tomato fruit. In the classification, the system will determine if the tomato is
damaged or not. On the other hand, the system will distinguish whether a specific fruit
or crop is slightly ripe, ripe or too ripe. It is believed that this study is of great help to
farmers, high-yield crops and productive plants.
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There are systems that simulate the behavior of a human pathologist. In this
research [40] the web-based “AgriDiagnose” application is proposed, which consists of
an intelligent pathology tool to model the diseases and its mobile application so that
Farmers interact with the system to diagnose diseases in the field, correctly determining
ill plants. The system is based on dialogues and for decision making it uses a multi-
criteria technique that is a hybrid of Analytic. Four measures were used: sensitivity,
specificity, precision and accuracy. Preliminary results show an accuracy of 95%.

The detection and elimination of weeds is a vital task to improve the profitability
and efficiency of agricultural processes. In the article “Weed detecting robot in sug-
arcane fields using fuzzy real time classifier” [41], researchers propose a robotic model
of weed detection for sugar cane fields in India that uses a real-time fuzzy classifier on
the textures of the leaves, which is based on Raspberry Pi microcontroller and suitable
input/output subsystems, such as cameras, small lights and motors with energy sys-
tems. The prototype control incorporates the weed detection mechanism using a
Raspbian operating system and Phyton programming. The system detects weeds with
92.9% accuracy in a processing time of 0.02 s.

4 Discussion of Results

This section provides a discussion on the validity of the results of the systematic review
shown in Table 2, which shows the main models/techniques used for image recognition
and is used in different areas of agriculture, from growth to finished product. The yield
and the quality of the product are important criteria for the farmer, considering that
work without the help of technology becomes tedious and tiresome. The computer
vision system offers a quantitative method for the estimation of morphological
parameters and the quality of agricultural products obtaining faster and more accurate
results [24, 25]. Artificial neural networks are more robust for the treatment that is
required by interpolating large amounts of data. The systems based on rules, also
known as knowledge-based systems, need an expert to establish the rules, so it is not
adaptable to the environment. Fuzzy classifiers use decision trees, which provide
classification accuracy.

Table 3 shows the parameters that are needed for the recognition systems to per-
form the processing of the images. The type of characteristics of the image varies
according to the species and variety. Likewise, the use of a greater number of char-
acteristics increases the computational cost. The accuracy of this type of system for
recognition is 83.87%. This type of methods can be used to recognize the quality in
fruit and vegetables, diagnosis of disease, deficiency of nutrients, maturity of the fruit;
this allows to have profitability in crop production, to avoid losses and to see quality
products.
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Table 3. Crop, parameters and best classification methods

Crop Method Recognition
parameters

Accuracy Utility

Apple SVM Color 93.5% Classification
of fruitTexture

Fruit and
vegetables

Color – Recognition
Size
Shape
Texture

Orange Color spaces
(HLS), (HSV),
(YCrCb), (YUV)

– Recognition

Kiwi fruit Color 88.3% Quality
Citric Color 92.4% Disease

diagnosis
Viburnum
acerifolium

Softness
Shape
Leaf

89.0% Disease
diagnosis

Cotton Softness
Shape
leaf

Disease
diagnosis

Rice (ANN) Leaf color 92% Disease
diagnosis

“Monocot”
and “Dotoc”

Color spaces
(HLS), (YCrCb)

– Disease
diagnosis

Biofarmaka
ipb,
cikabayan
ipb

Shape, color and leaf
texture

60% Plant
information

Coffee Shape, color and leaf
texture

49.81% Nutrients

Papaya Leaf color 97% Nutrients
Cotton Leaf color 87.99% Nutrients
Oil Palm Color RGB,

histogram-based
textures RGB and
grey

83% Nutrients

Avocado Wavelength 98% Disease
Cotton Leaf color 89.56% Disease

diagnosis
Different
fruit

Color, shape and
texture

89.11% Fruit
classification

(continued)
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5 Conclusion

The use of machine learning methods for image processing facilitates the quick and
accurate analysis of plagues, nutrient deficiencies and product quality in large areas of
crop, managing to replace labor. The complexity of calculation required by this type of
systems is of high percentage. The effectiveness of the method depends on the cor-
relation between the measuring parameters and the quality of the image. This allows
researchers to develop new and improved techniques for classification and quality of
fruits and vegetables.

One factor to be improved is the development of image processing techniques for
agriculture with availability of online data sets. There are no available online image
databases on food quality evaluation, detection of fruit defects or classification of
weeds/crops; this will help in testing and verification of new methods of image pro-
cessing. Future work will consist of the processing of the images obtained in
“A Photogrammetry Software as a Tool for Precision Agriculture: A Case Study” using
machine vision techniques in order to identify the possible attack of plague in the
crop. Among the techniques to be used are those of morphological filters, Gaussian
fuzzy and HSL filtering. On the other hand, it is necessary to carry out the development
of a prototype that implements an alternative for the visualization of the information
processed by an application for the Android operating system for mobile devices.
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Abstract. In 2016, Ecuador produced 368,181 tons of shrimp Penaeus
vannamei and ex-ported 370,780 tons corresponding to $ 2.58 billion, according
to ProEcuador (Institute for Export and Investment Promotion). The shrimp
exportation represented 22.76% of the country’s non-oil exports. The Ecuado-
rian shrimp industry invests in technology focused on improving the production
of shrimp and the quality of the postlarvae aiming to avoid falls in production,
high mortality rates and disparity in the size of shrimp. However, it is necessary
that this industry adopts innovative technologies that allow it to improve the
quality and production of its products. In this sense, this work presents a case
study where a water monitoring system was implemented in a shrimp culture
pond of the CAMASIG S.A. company. This system integrates technologies such
as Cloud computing, Arduino-based devices, and mobile applications that allow
users to remotely monitor a shrimp culture pond, as well as to receive alerts
when an out-of-range water parameter (pH, temperature, and dissolved oxygen)
is detected. This last module consists of a set of sensors that allows collecting
data about the pH, temperature, and dissolved oxygen in the water. This system
was evaluated to test its effectiveness in terms of the size, weight, and the
percentage of survival of the shrimp achieved when the shrimp culture pond is
monitored by this system.

Keywords: Shrimp culture � Monitoring system � Arduino

1 Introduction

In 2016, Ecuador produced 368,181 tons of shrimp Penaeus vannamei [1] and exported
370,780 tons corresponding to $ 2.58 billion, according to ProEcuador (Institute for
Export and Investment Promotion). The shrimp exportation represented 22.76% of the
country’s non-oil exports. In the other hand, in recent years, Ecuador has excelled in
the production of postlarvae thanks to the fact that the demand for this product has
increased significantly. Therefore, the Ecuadorian shrimp industry invests in technol-
ogy focused on improving the production of shrimp and the quality of the postlarvae
aiming to avoid falls in production, high mortality rates and disparity in the size of
shrimp.
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Information and Communication Technology (ICT) provides advantages and new
possibilities in different domains. For instance, mobile devices have been incorporated
in the medical domain for the monitoring [2, 3] and detection of different diseases [4].
In education domain, the continuous evolution of ICT has allowed students to generate
ideas and innovative projects with the aim of improving the quality of life of society as
a whole [5]. In entertainment domain, mobile devices such as smartphones and elec-
tronic tablets have been adopted thanks to their processing and wireless communication
capabilities as well as the integration of sensors such as magnetometers, accelerome-
ters, and gyroscopes, among others [6]. On the other hand, in the food industry,
embedded systems and sensors have been used in conjunction to collect and analyze
information from the environment in order to improve the production and quality of
tilapia fish [7]. In [8], the authors describe a system to monitor the degree of freshness
of the tilapia fish. This system uses an optical sensor that changes color in response to
the pH alteration, which occurs in the presence of alkaline vapors such as volatile
amines (TVB-N) produced during the deterioration of fish. Considering the above
discussed, it is necessary that the food industry adopts ICT that allow it to improve the
quality and production of different food products. Besides, the adoption of ICT could
help to reduce obstacles and uncertainty, optimize resources, add value to food pro-
duction, as well as encourage the entrepreneurship of professionals.

Shrimp farming in Ecuador is an important activity that has been carried out for 40
years. In fact, Ecuador is considered the pioneer of shrimp farming in America.
Ecuador produces 2 types of shrimp, namely: (1) white shrimp or Litopenaeus van-
namei, which, due to its high resistance to environmental changes in captivity, repre-
sents the 95% of the total production; and (2) shrimp Litopenaeus stylirostris, which
represents only 5% of the production. Table 1 shows Ecuador’s shrimp exports (per-
centages) from the January–March 2018 according to the National Aquaculture
Chamber. These data show that in America, exports of this product have been main-
tained, meanwhile, in Asia, there has been an increase of 8% compared to January.

In Ecuador, the cultivation of white shrimp is usually done in ponds, which must
comply with the optimal parameters of temperature, pH, and oxygen. These parameters
are of great importance since they influence the feeding, growth and optimum devel-
opment of the shrimp. Currently, there is a great boom in the adoption of ICT by
shrimp companies, which makes this industry one of the most dynamic in Ecuador.

This work presents a case study where a water monitoring system was implemented
in a shrimp culture pond of the CAMASIG S.A. company. This system integrates

Table 1. Exports (percentages) of Ecuadorian shrimp.

Country January 2018 January–February 2018 January–March 2018

Africa 0% 0% 0%
America 2% 2% 2%
Asia 51% 54% 59%
USA 19% 17% 16%
Europe 28% 27% 23%
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technologies such as Cloud computing, Arduino, and mobile applications. Also, it
sends messages to the user when detects an out-of-range water parameter. The
remainder of this paper is structured as follows: Sect. 2 described a set of research
efforts related to the monitoring systems. Then, Sect. 3 details the hardware and
software components of the water monitoring system presented in this work, whereas
Sect. 4 describes the case study. Section 5 presents the evaluation performed to test the
effectiveness of this system in terms of the size, weight and the percentage of survival
of the shrimp achieved when the shrimp culture pond is monitored [9] by this system.
Finally, Sect. 6 discusses our conclusions.

2 Related Works

The ICT plays a very important role in society and specifically in different sectors of
the production industry. In this industry, intelligent automation systems that encompass
control and supervision tasks have been implemented. These systems aim to guarantee
the expected results in the mining and oil, agricultural, aquaculture and forestry sectors
[10]. Mining and foreign-currency generation are some of the activities that contribute
the most to the gross domestic product of a country. However, mining workplaces are
generally located in areas far from urban centers, which requires a series of logistical,
planning and security efforts in order to be efficiently performed. In [11], the authors
presented a real-time monitoring system that allows controlling a security dam. In
addition, this system allows automatically and remotely obtaining pre-alarm informa-
tion in order to reduce risks and accidents. In [12], the authors present a sheep mon-
itoring system that aims to protect them from attacks by wolves. For this purpose, this
system uses sensors to measure the body temperature and heart rate of the sheep. In this
way, when there is a drastic change in these parameters, an alarm is sent to the user to
he/she carry out the necessary actions. As can be seen from above, technological
advances in the development of monitoring systems allow collecting and processing
greater amounts of relevant information of animals and their environment with the aim
of improving their production, growth, and health [13].

Monitoring systems are also used in the aquaculture domain. For instance, in [14],
the authors presented a real-time fish monitoring system that allows measuring the
amount of lactic acid in the fish’s blood in order to measure their stress levels. In [15], a
monitoring system that combines precision aquaculture with open hardware platforms
and Artificial Intelligence is presented. This system automatically registers physico-
chemical variables of water (dissolved oxygen, temperature and pH), and processes
them using fuzzy logic in order to determine the quality of the water. In [16], the
authors proposed an automated system for the administration of food in the culture of
tilapia fish. This system uses wireless technologies for food administration and a
SCADA-type (Supervisory Control And Data Acquisition) program to remotely
monitor the status of each food dispatcher. On the other hand, in Machala, Ecuador, a
system for measuring the temperature of a pond for the culture of fish was imple-
mented. This system uses a temperature sensor based on the 16F84A PIC controller and
provides a LED display that allows the user to view the data captured by the sensor.
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In other work, a system for taking water samples is implemented aiming to register and
check the quality of water.

Nowadays, mobile applications have been adopted in multiple domains to solve a
wide range of problems. However, in Ecuador, there is no a mobile application for
shrimp culture that allows monitoring shrimp culture ponds and that provide infor-
mation on temperature, pH and dissolved oxygen in the water [17]. In this sense, this
work presents a water monitoring system that provides an Android-based application
that allows users to remotely monitor a shrimp culture pond. Also, this application
sends alerts to the users when an out-of-range water parameter is detected by the
Arduino-based module. This last module consists of a set of sensors that allows col-
lecting data about the pH, temperature, and dissolved oxygen in the water.

3 Hardware and Software Features

This section describes the hardware and software used for the development of the
monitoring system of shrimp culture ponds presented in this work. With respect to
hardware platform, this system uses Arduino, an open-source platform for developing
electronic prototypes. Arduino allows developing solutions that integrate sensors to
obtain various parameters in real time. In this sense, the system presented in this work
integrates an Arduino-based solution that allows to measure in real time the temper-
ature, pH, color, proximity, and dissolved oxygen in the water.

Regarding software used in this work, two main development tools were used,
namely Android Studio and MySQL. On the one hand, Android Studio is the official
integrated development environment (IDE) for the development of Android-based
applications. This tool was used to develop the Android-based application that allows
users to send commands to the Arduino-based system, as well as visualize the data
coming from the sensors integrated into it. On the other hand, we use the MySQL
database manager to store the information coming from the sensors. This information is

Fig. 1. Flow diagram process.
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sent to the MySQL database hosted in the cloud via GPRS devices. The mobile
application uses this information to generate alarms when the monitored parameters
vary drastically. In addition, this application allows users to view the monitored data
and generate reports that support decision making with respect to the tank for shrimp
farming.

Figure 1 depicts the flow diagram that describes the monitoring process of the
shrimp culture pond. This process goes from obtaining data through sensors to its
storage, processing, and transformation into useful information for the end user.

4 Case Study

Despite water monitoring is a relevant task for a successful shrimp culture, the com-
pany CAMASIG S.A. does not have technological tools that allow it to obtain data
from the pond for shrimp larvae culture, nor to monitor its evolution and maintenance.
In addition, this company does not have an application that allows it to store data from
water monitoring process to support decisions. This situation generates inconveniences
because a simple variation of water parameters might cause diseases in the shrimp and
even its death. In order to solve the aforementioned problems, this work presents a
water monitoring system based on open source technologies. Specifically, this system
offers an Android-based application that allows monitoring the levels of temperature,
pH, color, proximity, and dissolved oxygen in the water. Furthermore, this mobile
application allows biologists and employees in charge of shrimp culture to control the
parameters of the water to which the shrimp are exposed.

4.1 Water Monitoring System Architecture

The water monitoring system described in this work was implemented in a shrimp
culture pond of the company CAMASIG S.A. This system integrates Arduino-based
technologies to monitor the levels of temperature, pH, color, proximity, and dissolved
oxygen in the water. Specifically, the architecture proposed in this paper (see Fig. 2)
consists of the three layers described below:

1. Presentation layer. This layer contains the mobile application that allows the user to
monitor the water through different forms, as well as receive the corresponding
alerts when water parameters vary drastically.

2. Data access layer. This contains the classes that interact with the system database.
3. Devices layer. The devices layer consists of all the electronic devices such as

sensors and actuators that allow collecting the parameters of the water to be
monitored.

As can be seen in Fig. 2, the architecture of the water monitoring system offers a set of
services that support the company business process. In addition, the independence
between the layers that compose the architecture enables the continuous evolution of it
because this fact allows the addition of new features without affecting basic
functionality.
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4.2 Morphology of the Monitoring System

As mentioned earlier, the water monitoring system presented in this work provides a
module based on Arduino technology that allows collecting all water parameters
considered by the system. Specifically, this module uses the hardware described in
Table 2. On the other hand, the system was developed by using next software: Android
Studio 2.3.3, PHP, MySQL, Java, and Arduino IDE. Finally, it must be mentioned that
the database is hosted in the Cloud.

As can be seen in Fig. 3, the Arduino-based module obtains water parameters
through the sensors described in Table 2. This data is sent to the MySQL database via
Internet. For this purpose, this module uses a GPRS SIM900 studio card and a mobile
phone chip. Moreover, the Arduino-based module is powered by a solar panel battery
which consists of a 4-m stainless steel bar. This panel is located about 1.5 m from the
surface. Meanwhile, the sensors remain submerged in the water.

Figure 4 depicts the data flow between the sensors, the Arduino board, the data-
base, and the mobile application. This data flow is explained below.

First, the sensors obtain the data of temperature, pH, color, proximity and dissolved
oxygen in the water of the shrimp culture tank. It is important that the values of these
variables are within the ranges established in Table 3 since these variables greatly
influence the correct feeding, growth, and development of shrimp.

• The quality of the shrimp depends a lot on the pH of the water. In this sense, the pH
sensor indicates how acidic or alkaline water is. On the other hand, the proximity
sensor prevents the water level of the tank from reaching the Arduino-based device
that contains the sensors. When the water level reaches a distance of less than 10 cm
with respect to the device, a motor is driven to maintain the Arduino-based device

Fig. 2. Monitoring system architecture.
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far from the water. Finally, the EZO RGB sensor captures the color of the water.
This sensor is capable of recognizing five different colors that determine the
characteristics of water. These colors are: Pale green. This color indicates an ade-
quate concentration of algae in the pond.

Table 2. Hardware used in the monitoring system.

Hardware Specifications

Arduino Mega
2560

Microcontroller: ATmega2560
Operating voltage: 5 V
Input voltage (recommended): 7–12 V
Input voltage (limits): 6–20 V
Digital I/O pins: 54 (of which 14 provide PWM output)
Analog input pins: 16
DC current per I/O pin: 40 mA
DC current for 3.3 V pin: 50 mA
Flash memory: 256 KB of which 8 KB used by bootloader
SRAM: 8 KB
EEPROM: 4 KB
Clock speed: 16 MHz

GPRS SIM900 Quad-band 850/900/1800/1900 MHz
GPRS multi-slot class 10/8
GPRS mobile station class B
Transmission power 2 W @850/900 MHz
Control via AT commands
AT commands for operations with TCP/IP sockets

Sensors PH sensor, EZO RGB sensor, proximity sensor, temperature sensor,
dissolved oxygen sensor

Solar panel and
battery

3 solar panels and a double USB
Recharge to 2 A
Micro USB cable for Android devices

Fig. 3. Monitoring system.

36 R. Gómez-Chabla et al.



• Gray. This color indicates a low concentration of algae in the pond. This situation
demands fertilization and changing the pond water.

• Moss green. This color indicates that the algae begin to die. This situation demands
to immediately change the pond water.

• Shining green. This color indicates large concentrations of algae. This situation
demands to change the pond water to reduce the risk of a decrease in the con-
centration of oxygen dissolved in the water during the night.

• Brown. This color indicates a large number of dead algae due mainly to the lack of
nutrients and excess metabolites. In this case, it is necessary to change the pond
water and fertilize the pond.

Figure 5 shows the concentration of pH and dissolved oxygen in the water of a set
of samples used in this work. The values 1, 2, and 3 correspond to the colors brown,
pale green, and gray respectively. Also, it is observed that when the concentration of
oxygen is in an optimum range, the color of the water tends to pale green (2); when
there is a low concentration of oxygen, the color of the water tends to brown (1); and,
when there is a high concentration of oxygen but not many algae, the color of the water
tends to gray (3). Despite these data, it was observed that the color of the water is more
related to the turbidity of the water.

Fig. 4. Data flow of the monitoring system.

Table 3. Parameter settings for shrimp.

Parameter Value Scale

Lowest lethal temperature (°C) 14 −50 and 125 (°C)
Optimum temperature (°C) 26–30 −50 and 125 (°C)
Highest lethal temperature (°C) 40 −50 and 125 (°C)
Optimal dissolved oxygen 5–10 2 and 10
Optimal PH 7–9 1–14
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The water monitoring system sends email messages to the user when the water
parameters are out of range. Figure 6 shows some messages sent by the system. For
example, the system sends the messages “The current tank temperature is N” when this
parameter is less than 26 or greater than 30; “Oxygen dissolved in water is low” when
the value of this parameter is less than 4; and “The pH of the water is N” when this
parameter has a value less than 7 or greater than 9.

Fig. 5. pH and dissolved oxygen.

Fig. 6. Monitoring system alerts.
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Finally, the Android-based mobile application also allows users to generate reports
of the different water parameters that are being monitored. Figure 7 shows the mobile
interfaces through which the user generates reports by day, week, month, year, as well
as a specific period.

4.3 Test Cases

The development process of the water monitoring system presented in this work fol-
lowed the XP methodology [18]. This methodology is divided into five phases namely:
analysis, planning, design, coding, and testing. In addition, this methodology allows
performing partial tests with the aim of obtaining a product that meets the needs of the
company. Once the water Arduino-based water monitoring system was developed, this
was implemented in a shrimp pond of the company CAMASIG S.A. The data collected
through this system were stored in a database hosted in the cloud for further analysis.

The water monitoring system presented in this work was used for 120 days by the
company. In this period, 3992 samples containing the values of all parameters con-
sidered by the system (temperature, pH and dissolved oxygen in the water) were
collected. From the collected data set, 480 samples were selected corresponding to the
periods from 4:00 to 4:30 and from 16:00 to 16:30. These periods were selected
because the shrimp culture pond should be monitored in the morning and in the
afternoon to maintain the quality of water in an optimal state [19, 20].

In order to evaluate the effectiveness of the proposed system, the data obtained
through this system were compared with those obtained manually by the people in
charge of monitoring the pond for shrimp farming. Table 4 presents the average of the
results obtained for each of the three parameters considered in this evaluation. As can
be seen, there is no great difference between the results obtained through our proposal

Fig. 7. Reports by day.
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and those obtained manually. For instance, the temperature values had a variation of
0.37, the pH had one of 0.09, and the dissolved oxygen had one of 1.47.

4.4 Recommendations

The Arduino-based water monitoring module must be installed in an area where there is
a wide mobile network coverage as it uses GPRS technology to send messages or alerts
to the user. In addition, this module must be located where the solar panel that com-
poses it can receive direct sunlight so that the battery is always charged during oper-
ation. On the other hand, the water monitoring system described in this work can be
implemented in any company dedicated to the culture of aquatic species since it allows
monitoring the pH, color, temperature and dissolved oxygen in the water, which are the
main parameters that should be considered in this domain.

The current version of the monitoring system only considers three water parame-
ters. However, as future work, we are planning to add a salinity sensor and a sensor to
measure the turbidity of the water [21]. This will provide more data that support user
decisions regarding the quality of water of the shrimp culture pond.

5 Results

Figure 8 shows the number of times that the temperature, pH, and dissolved oxygen
values obtained manually and through the application were out of range. As can be
seen, the number of times that out-of-range values were obtained by the application is
higher than when the data are manually obtained. We ascribe these results to the fact
that the sensors used by our proposal allow obtaining more precise values. As can be
seen in Fig. 8, there is a big difference between the number of times the system
obtained an out-of-range pH value (284) and the number of times that out-of-range pH
values were manually obtained (11). Although the difference between the pH values
obtained by both methods had an average value of 0.21, our proposal was able to detect
more out-of-range pH values and notify the user. The generation of these notifications
is very important since a pH value out of range can produce lethal effects in
shrimp. With regard to the oxygen parameter, our proposal was able to generate 57
alerts more than the manual method. It should be mentioned that the oxygen parameter
varies according to the time of day, being that in the early morning it tends to fall and in
the evenings it increases.

Table 4. Average of the results obtained by sensors in the pond 3.

Parameter Average value manual Average value of the application

Temperature 27.00 26.63
Dissolved oxygen 7.97 6.5
Average pH 5.12 5.21
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5.1 Evaluation

The water monitoring system was implemented in the shrimp culture pond number 3 of
the CAMASIG company during a complete shrimp farming process (120 days). To
evaluate the effectiveness of this system, we compared the length, weight, and per-
centage of survival of the shrimp cultured in the pond 3, with those cultivated in the
pond 2, which was manually monitored. Table 5 presents the results obtained, where it
can be seen that the shrimps cultured in pond 3 reached a larger size (9–12 cm) and
weight (20 g) than those cultured in the pond 2 (8–10 cm and 17 g, respectively). It is
important to mention that the commercial weight of shrimp ranges from 10 to 20 g.
This weight is reached between 95 and 120 days after sowing. Hence, our proposal
obtained better results for commercial purposes. Finally, the percentage of survival of
the shrimp obtained a higher value in the pond where our proposal was implemented.

6 Conclusions

This work presents a water monitoring system focused on shrimp culture ponds. The
architecture of this system consists of three layers clearly differentiated and indepen-
dent of each other. This feature will allow adding new features and sensors in order to

Table 5. Evaluation metrics used for shrimp farming process.

Metric Pond 2 Pond 3

Shrimp length (cm) 8–10 9–12
Weight (g) 17 20
% survival 80–90 90

Fig. 8. Alerts obtained manually and through the application.
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provide the user with more information that supports their decisions. The most
important technologies that are integrated into this system are Cloud computing,
Arduino-based devices, and mobile applications. With respect to the mobile applica-
tion, it allows users to monitor the shrimp culture pond from anywhere. The main
benefits that our proposal provides to the shrimp culture process are: (1) the shrimp
mortality rate decreases; (2) it can help prevent diseases by alerting the user about out-
of-range water parameters; (3) agility, since the real-time monitoring allows users to
perform the corresponding actions to deal with risk factors; and (4) innovation, since
this system integrates technologies such as mobile devices, GPRS board [22, 23], solar
panels [24], and sensors. It is worth mentioning that our proposal is eco-friendly since
it uses a solar panel to power the Arduino-based monitoring module. On the other
hand, the Cloud computing technology decreases the hardware and software costs
necessary for the implementation of this system. This situation, in conjunction with the
fact that this system was developed by using open-source hardware and software,
makes this system an economical solution for companies dedicated to the culture of
aquatic species.
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Abstract. Blockchain has been used to solve problems from different sectors.
In agriculture, Blockchain is being applied for improving food safety, and
transaction times. The increasing interest of Blockchain technology in agricul-
ture calls for a clear, systematic overview. In this sense, we present a systematic
literature review (SLR) whose objective is to collect all relevant research on
Blockchain technology in agriculture to detect current research topics, main
contributions, and benefits of applying Blockchain in agriculture. We have
extracted 10 primary studies from scientific databases and web sources pub-
lished between 2016 and 2018, which means that Blockchain is a recent research
area in the agricultural sector. The results show that 60% of papers are focused
on food supply chain. Also, 50% of the studies on Blockchain in Agriculture are
dominated by Asian community researchers, especially from China. Similarly,
the half of the studies addressed challenges related to privacy and security of the
Internet of Things with Blockchain technology.

Keywords: Agriculture � Blockchain � Systematic literature review

1 Introduction

Agriculture is one of the most important sectors in the world. The agricultural pro-
ductivity is important for a country’s economy as well as the security, nutrition, and
health of its population. In recent years, farmers have adopted different technologies
such as IoT and Blockchain aiming to obtain greater yields in the agricultural process.

Blockchain technology has been used for responding to a wide range of challenges
from different domains such as financial [1, 2], health [3, 4], and energy [5, 6], to
mention but a few. In the agriculture sector, Blockchain is being applied in supply
chain management systems to provide transparency, security, neutrality, and reliability
of all the operations in a supply chain. Blockchain will also help in solving most of the
Internet of things challenges related to security and reliability.

It is important to identify what topics related to the agriculture sector have been
already studied and addressed in Blockchain and what are currently the biggest
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challenges and limitations that need further studies. To address these questions, we
presented a Systematic Literature Review (SLR) to identify relevant papers related to
Blockchain in agriculture. The systematic literature review presented was performed by
following the methodology proposed by Brereton et al. [7]. This information could help
other researchers in identifying possible research areas for future research as well as
farmers to know technologies and approaches that are being used.

Although there are currently several works that present a systematic literature
review of the Blockchain [8–12], there is still no proposal that presents a systematic
literature review of Blockchain in agriculture.

The rest of this paper is organized as follows: Sect. 2 presents the research
methodology which is divided into three parts: systematic review planning, systematic
review execution, and results, while Sect. 3 presents a discussion of the obtained
results. Finally, our conclusions are presented in Sect. 4.

2 Research Methodology

The main goal of a systematic literature review is to detect relevant literature in the
subject area. This systematic literature review presented was performed by following
the methodology proposed by Brereton et al. [7]. The process consists of three major
phases: planning, execution, and result analysis. The first phase refers to planning the
review, identifying its needs and defining its protocol which involves (a) research
questions, (b) search strategy and (c) studies selection. The second phase consists of the
execution of the established plan extracting relevant information. Finally, the third
phase consists of providing results and conclusions.

2.1 Systematic Review Planning

This phase defines the way the systematic review will be performed and the research
objectives. Hence, we define research questions to be addressed, and planned how the
information sources and studies will be selected. This phase is composed of three steps:
question formulation, search strategy, and studies selection.

Research Questions
This section presents the three research questions that guided us throughout the
research and helped us meet the goals of the Systematic literature review. Table 1
presents the questions and the main motivations.

Search Strategy
The search strategy is at the core of a systematic review. The first stage of our search
strategy was to identify the digital libraries and web sources wherein the search for
primary studies would be carried out. We selected four digital libraries:

1. IEEE Xplore Digital Library,
2. ACM Digital Library,
3. ScienceDirect (Elsevier),
4. Springer
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Furthermore, we selected two Web sources to broaden or results:

5. Google Scholar,
6. Web of science.

The second stage consists of a keyword-based search. To this end, two tasks were
performed: (1) we identified a set of keywords related to our research topic; and (2) we
identified synonyms for the keywords and related concepts (see Table 2).

The search strings were built by combining the keywords presented in Table 2 with
the connectors “AND” and “OR”. Thus, the search chain that we use is the following:

(Agriculture OR e-agriculture OR Agribusiness OR Farming OR Agricultural)
AND Blockchain.

Studies Selection
Regarding the studies selection, it began with the selection of only the studies that
included at least one keyword referring to the Agricultural sector (e.g. Agriculture,
farming, agricultural, e-agriculture), and the other one concerning to the Blockchain
technology (Blockchain).

Secondly, we discarded those papers that were not directly related to the Block-
chain technology and the agricultural sector.

Table 1. Research questions

Research
question
(RQ)

Question Motivation

RQ1 What research topics have been addressed in
current research on Blockchain for agriculture?

To detect the main uses of
the Blockchain in the
agriculture

RQ2 Are there any use cases applicable to the IoT? To identify cases where is
combining IoT with
Blockchain technology

RQ3 What are the main benefits of the Blockchain
in the agriculture?

To identify the main
benefits of the Blockchain
in agricultural sector

Table 2. Keywords used during the systematic review.

Area Keywords Related concepts

Agriculture Agriculture, agricultural e-Agriculture
Agribusiness
Farming

Blockchain Blockchain Blockchain
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Thirdly, the set of results obtained was reduced by applying the following exclu-
sion criteria:

1. Papers written in other languages than English.
2. Master and doctoral dissertations.
3. Duplicated articles obtained from Google Scholar and Web of Science.

The objective of this step was to determine which piece of literature found by the
search string provides important contributions to the agricultural sector. In cases where
we were uncertain about the relevance of the paper, the full-paper was downloaded and
sections such as introduction and conclusions were reading.

2.2 Systematic Review Execution

This phase consisted in executing the search in the digital libraries and web sources
selected to evaluate the obtained studies considering the inclusion and exclusion cri-
teria. The result of this process was a set of about 44 studies which were filtered by
using the inclusion criteria established to give a set of about 18 relevant studies. This
set of works was again filtered according to the exclusion criteria.

We obtained 10 primary studies in total (see Table 3). The inclusion and exclusion
criteria help us to ensure that the studies were relevant for the research questions
established at the planning phase.

Information Extraction
Therefore, aiming to answer the research questions, we extracted from studies (1) basic
information (publication title and authors), (2) information related to the study (main
contribution, objective), and (3) results (topics that have been addressed, their benefits
on agricultural sector, and cases applicable to the IoT).

Table 4 provides a general perspective of all studies selected.

Basic Information of the Studies
Figure 1 shows the publication year distribution of the selected primary studies. Most
studies were published after the year 2016. This shows that Blockchain is a very recent
research area in the agricultural sector. As can be seen, one paper (1%) was published
in 2016, five papers (50%) were published in 2017 and four (40%) papers were
published in 2018. This shows an increasing number of publications in recent years,
which shows also a growing interest in Blockchain technology in the agricultural
sector.

Table 3. Total of primary studies.

Data source Results

IEEE Xplore Digital Library 3
Springer 1
ScienceDirect (Elsevier) 1
Google Scholar 4
Web of Science 1
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Figure 2 shows the geographical distribution of the selected papers. Most of them
(30%) were published by universities or companies in China. Another common pub-
lication country was Singapore with 2 papers (20%). The rest of countries (USA,
Australia, Malaysia, and Taiwan) had one paper published. The geographical distri-
bution of the selected primary papers shows that Blockchain technology of agriculture
sector has gathered research interest around the world.

Table 4. General perspective of primary studies.

Work Data source Objective

Feng [13] IEEE Xplore
Digital Library

Provide an agri-food supply chain traceability system
based on Radio-Frequency Identification and Blockchain
to enhance food safety and quality of Chinese agri-food
markets

Xie et al.
[14]

Provide a secured data storage scheme based on
Blockchain for agricultural products tracking

Tse et al.
[15]

Improve the problem of agricultural food supply chain
traceability

Patil et al.
[16]

Springer Provide security and privacy to smart greenhouse farms
through a lightweight Blockchain based architecture

Leng et al.
[17]

ScienceDirect
(Elsevier)

Validate the hypothesis that the chain of agricultural
supply chain based on double chain structure can obtain
three advantages: (1) consider the openness and security
of transaction information and the privacy of enterprise
information, (2) self- adaptively complete rent-seeking
and matching of resources, and (3) improve the credibility
of the public service platform and the overall efficiency of
the system

Lin et al.
[18]

Google Scholar Demonstrate that an Information and Communications
Technology e-agriculture with a Blockchain infrastructure
is the next step in the evolution of ICT e-agriculture

Lucena
et al. [19]

Describe and highlight the gains obtained with the
implementation of a Blockchain Business Network for
Brazilian Agriculture exports

Carbone
et al. [20]

Define a food-on-demand business model based on new
Quality of Experience (QoE) food metrics to provide
better performing value chains

Vinod
Kumar
[21]

Resolve the major issues in traditional rice supply chain
management, logistics industry through of Blockchain
technology

Papa [22] Web of Science Validate the hypothesis that agricultural sector has a great
need for information that supports traceability

48 O. Bermeo-Almeida et al.



Figure 3 shows the publication type of the selected papers. Publication type means
the channel where the paper was published. The publication types included in this
study were conference, journal, and symposium. Most of the papers were published in
conferences (6) (60%). The rest of the papers were published in journals (3) (30%), as a
symposium (1) (10%). In addition, Table 2 shows the publication channel of each
selected paper. As can be seen, each paper was published in different publication
channels (Table 5).

Fig. 1. Publication year of the selected primary studies.

Fig. 2. Geographic distribution of the selected primary papers.
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2.3 Results

Table 6 shows the studies selected in this systematic literature review, as well as a
comparison of them regarding the relevant information established in the previous
section. The order of the studies does not determine its importance regarding the goals
of this study.

Fig. 3. Publication type.

Table 5. Chanel of publication of the primary studies.

Chanel Paper

2016 13th International Conference on Service Systems and Service Management
(ICSSSM)

[13]

2017 3rd International Conference on Big Data Computing and Communications [14]
2017 IEEE International Conference on Industrial Engineering and Engineering
Management (IEEM)

[15]

Advances in Computer Science and Ubiquitous Computing. CUTE 2017, CSA 2017 [16]
Future Generation Computer Systems [17]
Environments [18]
4th International Conference on Management Science and Management Innovation
(MSMI 2017)

[22]

Symposium on Foundations and Applications of Blockchain (FAB ‘18) [19]
Eighth International Conference on Advances in Computing, Electronics and
Electrical Technology - CEET 2018

[20]

Advanced Science and Technology Letters [21]
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Table 6. Relevant information of the primary studies.

Topics Main contribution IoT Benefits in agricultural
sector

Tian [13] Agri-food
supply chain
traceability

An agri-food supply
chain traceability system
based on Radio-
Frequency IDentification
and Blockchain
technology

No All the information of
the agri-food in the
supply chain is
transparent and open. In
this sense, (1) logistics
enterprise can
implement real-time
tracking for the agri-
food products,
(2) supervision regulator
can execute traceability
management and
responsibility
investigation for a
defective product, and
(3) the consumer can
obtain the full
information of the
products in the entire
agri-food supply chain.
These points are
important to establish a
healthy market
environment

Xie et al.
[14]

Secured Data
Storage

(1) An overall scheme of
agricultural tracking data
storage based on
Blockchain. (2) A
double-chain storage
structure

Yes The tracking data is
written into the block
unchangeably. Thus, the
safety of the data and the
safety of the food is also
guaranteed

Tse et al.
[15]

Food supply
chain’s
processing

A supply chain system
platform for production
processors, brokers, and
consumers

No (1) A complete and
smooth information
chain which allows all
the transaction
information transparent
among the distributors,
suppliers or other
relevant parts in the
supply chain. The
mistakes or errors
coming from any part of
the supply chain can be
found easily. The
participants can find out

(continued)
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Table 6. (continued)

Topics Main contribution IoT Benefits in agricultural
sector

the solution in a short
time and improve the
efficiency of the supply
chain.
(2) Once fake or
perishable food flow into
the market causing the
food safety incidents, it
can be much easier to
find the original source of
the food or material for
accountability

Patil
et al.
[16]

Remote
monitoring
and
automation

A framework for Smart
Greenhouse farming
based on Blockchain,
which provides
lightweight and
decentralized security
and privacy

Yes (1) Addressed
challenges on the
Internet of Things such
as decentralization,
anonymity, and security.
(2) Improved reliability,
faster and efficient
operations and scalability

Leng
et al.
[17]

Agricultural
supply chain

An agricultural supply
chain system based on
double chain
architecture, considering
dual chain structure and
its storage mode,
resource rent-seeking
and matching
mechanism and
consensus algorithm

No (1) Transparency and
security of transaction
information and privacy
of enterprise
information. (2) Improve
the credibility of the
public service platform
and the overall
efficiency of the system

Lin et al.
[18]

Storage of
agricultural
and
environmental
monitoring
data

An information and
communications
technology e-
agricultural system
based on a Blockchain
which includes water
quality monitoring data

Yes Increase the probability
of export to international
markets since
compliance with
international standards
becomes a transparent
and undisputed matter

Lucena
et al.
[19]

Grain supply
chain

A case study for grain
quality assurance
tracking based on a
Blockchain Business
Network

Yes All the members of the
Grain Exporters
Business Network can
share the same business
rules and transaction
data in their nodes
reducing disputes among

(continued)
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3 Result Analysis: Discussion

Taking into account the results obtained from the systematic literature review presented
in this work, nowadays, several researchers are focusing their efforts in the supply
chain for the agricultural sector. For instance, Tian [13] studied Agri-food supply
chains including production (planting/feeding), picking/slaughter, processing, ware-
housing, distribution and sales. In [15], authors proposed a system to improve the
efficiency of food supply chain. Lin et al. [18] presented an agricultural supply chain
system based on double chain architecture that considers the security of the data and

Table 6. (continued)

Topics Main contribution IoT Benefits in agricultural
sector

business partners,
information asymmetries
and consequently
improving governance

Carbone
et al.
[20]

IoT Supply
Chain
Management

A distributed
(decentralized)
hyperledger platform
based on Blockchain
technology

Yes Provide transparent and
secure supply chain
system as well as trust in
the origin and entire
process of production,
transport, and
distribution of the food
on the market

Vinod
Kumar
[21]

Rice Supply
Chain
Management

A supply chain system
based on Blockchain
technology that assures
the safety of rice during
supply chain
management processes

No Integral traceability,
fight fraud and minimize
the system errors
because all the events
that occur in the supply
chain are registering

Papa
[22]

Transparency
and
Monitoring in
Agricultural
Trade

Apply Blockchain
Technology in
Agribusiness

No (1) Manage the
agricultural trade while
providing guarantees in
the certification
procedures.
(2) Manage trade while
providing guarantees in
procedures for
certification of their
quality or origin.
(3) Simplify the work of
all actors in the “Agri-
chain” and make
transactions more
transparent
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the privacy of enterprise data. Lucena et al. [19] presented a case of study to measure
the quality throughout the transportation of grains along its supply chain. In [20],
authors proposed a supply chain platform which is used in the fresh food area where
agriculture sustainability is an important issue to address. Finally, Vinod Kumar [21]
proposed a supply chain system which allows monitor security and quality of ware-
house and transportation of rice from farmers to companies. Meanwhile, secured data
storage, remote monitoring, and automation are the least studied.

The Internet of Things technology has been widely applied in agriculture, however,
there are some challenges related to privacy and security that need to be addressed. To
overcome these challenges, several authors use Blockchain which allows the creation
of a distributed digital ledger of transactions that is shared among the nodes on IoT
network.

With regards to the effects of Blockchain in agriculture, Blockchain technology has
been applied with positive results. To name a few, some of its benefits are: (1) all the
information in the supply chain is transparent and open, (2) it addresses challenges on
the Internet of Things such as decentralization, anonymity, and security, (3) it improve
reliability, faster and efficient operations and scalability.

4 Conclusions

The goal of this study was to identify research topics, main contributions, and benefits
of the Blockchain technology in agriculture. We obtained and analyzed 10 primary
studies from scientific databases and web sources.

The review papers on Blockchain in agriculture is very dominated by Asian
research community, especially from China. Only 3 of the 10 reviewed papers are from
non-Asian countries. We attribute this to the fact that agriculture is an important sector
in China. In other continents, the concept of Blockchain was up to recently adopted.
The most frequently addresses research topic is food supply chains. The dominance of
studies dealing with food supply chains can be attributed to the importance manage-
ment for food safety and food quality. Furthermore, 5 of 10 studies present the com-
bination the IoT and Blockchain in order to addressed challenges related to privacy and
security of the IoT.

As future work, we plan to extend this work by including a wider set of digital
libraries such as the Wiley Online Library. Furthermore, we expect this systematic
literature review to include more issues and proposed solutions to overcome challenges
and limitations of Blockchain technology. Finally, we plan to evaluate the effectiveness
of the proposed solutions in an objective way.
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Abstract. Information and Communications Technology play an important
role in the agricultural sector due to it helps to perform activities such as
agricultural re-sources management. The efficiency in the crop production, i.e.
produce more with less, is a challenge that must be addressed. Therefore, it is
necessary to develop computer applications that help farmers and/or students of
agronomy to perform activities such as treatment of plant diseases and pests,
precision agriculture, and quality of production, among others. Smartphones and
mobile applications have become part of the daily lives of people. Nowadays,
mobile technologies offer optimal and integral solutions for agriculture. Hence,
it is important to adopt these technologies for performing daily agriculture tasks.
This work presents an evaluation and comparison of mobile applications for
agriculture. This comparison considers the applications hosted in both Play
Store for Android devices and App Store for IOS devices. Furthermore, this
study considers the main characteristics required by farmers for performing crop
control and monitoring such as pests and insects’ management, meteorological
aspects, machinery, working hours, geolocation, harvest time, tasks manage-
ment, areas of cultivation, among others.

Keywords: Mobile applications � Mobile technology � Agriculture
Crop management

1 Introduction

ICT (Information and Communications Technology) play an important role in the
agricultural sector due to it helps to perform activities such as agricultural resources
management [1]. Considering that the demand for food by 2050 will be 900 billion, it
will be necessary to increase food production by 60% to meet the feeding needs of the
population [2]. The efficiency in the crop production, i.e. produce more with less, is a
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challenge that must be addressed. Therefore, it is necessary to develop computer
applications that help small, medium, and large farmers and/or students of agronomy to
perform activities such as treatment of plant diseases and pests, precision agriculture,
and quality of production, among others.

The SPS (Sanitary and Phytosanitary) measures establish standards to protect
animal and plant health as well as food safety [3]. These standards are important to
minimize crop losses caused by pests, which remains a major challenge of productivity
of farms from LAC (Latin America and the Caribbean) [4]. As was previous men-
tioned, TICs are important for the development and growth of the agricultural sector
since they provide a wide variety of cost-effective solutions that can improve pro-
ductivity and sustainability of small producers. Furthermore, they provide farmers a
better access to financial services, agricultural data, weather forecasting and market-
related information [5].

The evaluation of the effects of access to agricultural information in LAC shows
that reducing information asymmetries can have a positive and significant impact on
producers. This impact refers to the fact that they will be able to negotiate better prices
or more attractive terms of sale. However, constraints on infrastructure, education or
investment in complementary services throughout the region will limit producers to be
part of these networks and value chains [6].

Smartphones and mobile applications have become part of the daily lives of people.
On the one hand, mobile applications have evolved from only basic applications to
applications with advanced multiplatform functions [7]. On the other hand, the use of
mobile devices with access to the Internet has increased significantly, indeed, it is
estimated that by 2020 two billion of people will have a smartphone [8]. There are
different studies about the use of mobile applications in many areas, such as medicine
and agriculture. For instance, in the medicine domain, they are used to help diseases
management [9]. Meanwhile, in the agriculture domain, they are used for managing
agricultural crops.

The development of technologies oriented to agricultural research can be improved
through a greater involvement of IT specialists. Some tasks of agriculture that must be
addressed are: (1) management of crops, including the diseases and pests management
and the obtaining of higher yields; (2) insufficient labor, which can be addressed by
considering the plant to be harvest in seasons of low labor demand; (3) pests man-
agement, which can reduces the need for more labor and the use of pesticides, as well
as farmers’ exposure to dangerous chemicals; (4) conservation agriculture, which
reduces the work required for land preparation because the field is covered with pro-
tective crops and the planting does not require the preparation of the nursery.

In the countries of Latin America and the Caribbean, the agriculture has a great
impact on the GDP (Gross Domestic Product). However, these countries invest on
research for agriculture only $1.10 for every $100 generated by the agriculture sector.
Meanwhile, in countries with better economies, the investment is typically three times
greater than in LAC region [10].

Mobile technologies offer optimal and integral solutions for agriculture. Hence, it is
important to adopt these technologies for performing daily agriculture tasks. In this
work, a comparison of mobile applications for agriculture is presented.
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The use of agricultural applications is not only a reality in developed countries
where, according to several studies, it has been possible to integrate technological
solutions to several areas. This phenomenon also allows obtaining evidence of the
techniques used and knowledge about soils and pests. This information allows the
agricultural community to understand the trends and measures to be considered for
achieving a development both at scientifically and political levels [8].

The use of mobile applications in the agricultural area represents a tool capable of
promoting different tasks which gone from basic education to the monitoring and
reduction of deforestation and forest degradation. Finally, according to the World Bank
mobile applications represent a pillar of the strategy for participatory rural develop-
ment. Furthermore, the information generated by these applications can contribute to
decision-making in times of crisis in this productive sector [11].

This work presents an evaluation and comparison of mobile applications for
agriculture. This comparison considered the applications hosted in both Play Store for
Android devices and App Store for IOS devices. This comparison considers the main
characteristics required by farmers such as pests and insects’ management, meteoro-
logical aspects, machinery, working hours, geolocation, harvest time, tasks manage-
ment, cultivation areas, among others.

Additionally, and as future work, the authors intend to analyze the characteristics of
each of the applications in order to create an efficient and intelligent application that
covers all the functionalities required by farmers.

2 Classification of Mobile Applications

The processes of agroindustry require a better automation. In this sense, the TICs are
very important for automating tasks such as crop monitoring and management [12]. The
concept of precision agriculture refers to the management of agricultural parcels based
on observation, measurement, and action against inter and intra-crop variability. The
automated control and management of crops have also become priorities in this area.

The present study aims to classify the mobile applications according to the area
they are focused. Next sections describe the main categories that were established for
the purposes of this work.

2.1 Mobile Applications for Precision Agriculture

This category groups all those mobile applications that are focused on automating tasks
related to precision agriculture. In other words, the mobile applications that allow
managing spatial and temporal variability associated with all aspects of agricultural
production. These applications aim to improve the crop yield and environmental
quality [13].

One of the most outstanding mobile applications for precision agriculture is
Agriprecision, which includes GPS functionalities to show farmers routes to collect
samples from the field. Furthermore, this application calculates the glebe area, the
generation of the sampling network, and the exportation of sampling and border grid
points to generate sampled and recommended maps.
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2.2 Mobile Applications for Crop Monitoring and Control

Most mobile applications for agriculture aims to control and manage crops. Despite
these applications do not cover all aspects related to the crop management, all they try
to meet all requirements of farmers. It is very important for farmers to control all
processes related to the crop such as sowing, obtain a history of the crops and collect
information about their state.

Agroptima is a mobile application that allows performing different tasks related to
the control of crops. Some of these tasks are the generation of reports about the
agricultural tasks, complying with the field notebook and increase the profitability
through cost control [14]. Other applications that allow performing above tasks are
Agrivi and Cutivapp.

2.3 Informative Applications - Reference Databases

This category groups all those mobile applications that allow obtaining information
about agricultural products such as herbicides, pesticides, fertilizers, and vademecums.
The applications PlantCarePro and “Soy de campo” belong to this because they were
designed to provide all above-mentioned information to farmers.

2.4 Mobile Applications for Social Networks

There are mobile applications that aim to provide a database of professionals and
farmers. AgroContactos is an application that allows keeping the updated information
of people expert on agriculture such as farmers, sellers, specialists, suppliers, among
others.

2.5 Mobile Applications for Pests and Nutrients Control

This category groups the applications focused on the control of pests that affect crops
and the nutrients of plants. This kind of applications provide information about the
optimal quantities of nutrients plant should have. Also, these applications help to
instruct farmers in the control of crops including activities such as planting, harvesting
and post-harvesting, nutrients control and herbicide control for pest control. Some of
the most outstanding applications of this group are AgriApp and AgroIn.

3 Analysis of the Mobile Applications

3.1 Method

The present study attempts to find and analyze current mobile applications focused on
agriculture. The search for applications was performed by using the terms agriculture,
crop, and pests. To reinforce this study, a search for similar studies was performed [11]
the authors presented the state of the art of the research literature in how smartphone have
been used in agriculture using internal sensors. Therefore, based on the work presented in
[8], exhaustive searches for applications focused on agriculture were performed.

60 K. Lagos-Ortiz et al.



From the App Store (IOS) 86 applications were obtained. From this group of
applications, 2 were not considered in the study because they were oriented to home
gardens and they do not meet all functionalities established in this study. Also, these
applications received low rating from users who downloaded these applications.
Regarding Play Store (Android), 104 applications were obtained, from which 6 do not
meet all requirements established in this study.

A total of 190 applications focused on agriculture were analyzed. However, to
reduce such group, the application must meet some of next features: crop monitoring,
pests control, field notebooks, land measurement, use of pesticides, meteorological
data, phytosanitary measures, crop care, crop productivity as well as magazines and
information about agroindustry.

3.2 Results

There are a lot of applications that address tasks related to the agriculture. The search
process considered the effectiveness of the applications, as well as their usability and
popularity among users. The result of the search process is a set of 190 mobile
applications. From this group of applications, 188 are free, i.e. users could download
and use them freely. Regarding Android applications, there are 2 applications whose
prices are $2.07 and $4.67. Regarding the rating provided by users to Android
applications, all they were rated with 4.0 to 5.0 stars. About the IOS applications, 84
are free applications. The final set of applications to be analyzed in detail consists of 20
mobile applications (10 IOS applications and 10 Android Applications). The selection
process of these mobile applications considered the popularity of them (most popular
were selected) and the functionalities provided by them. A clear description of the
search process is presented in Fig. 1.

Fig. 1. Mobile applications evaluated in this work.
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The study presented in this work is based on the analysis of the functionalities
provided by the applications. However, other features were considered, namely input
and output data, number of downloads, popularity, rating, functionality and
effectiveness.

Tables 1 and 2 present a comparison of the 20 applications selected from Play Store
(Android) and App Store (IOS) according to the features above-mentioned.

As can be seen in Table 1, the applications IZagro and ADAMA Alvo have a high
degree of acceptance and popularity with a rating of 4.6. Furthermore, these applica-
tions have been downloaded more than 10 thousand times, which represents a big
number compared to other applications that have been downloaded 1 thousand times.

Table 1. Android applications.

Application General evaluation

Popularity Accessibility
Downloads Rating Version Cost

1 Agroptima 10 k 4.4 4.0.3 Free
2 ADAMA Alvo 50 k 4.6 4.1 Free
3 IZagro 10 k 4.6 4.0.3 Free
4 Syngenta Soluciones 50 k 4.3 4.0 Free
5 AgroMapp 10 k 4.5 2.3.3 Free
6 Agrosolución 1 k 4.4 4.2 Free
7 Appgro::Monitoreo agrícola 5 k 3.7 2.1 Free
8 Agrofarm 10 k 4.5 4.0 Free
9 Mi cultivo con Bayer 10 k 4.4 4.1 Free
10 Agri App 100 k 4.2 4.0.3 Free

Table 2. IOS applications.

Application General evaluation

Popularity Accessibility
Downloads Rating Version Cost

1 AgroMapp n/a n/a 5.1 Free
2 Agroptima - cuaderno agricola n/a n/a 8 Free
3 Agrosolución n/a n/a 8 Free
4 AgroDash n/a n/a 5 Free
5 Cuaderno de Campo n/a n/a 5.1 Free
6 Agricolum Cuaderno de campo n/a n/a 8 Free
7 Tierra Digital Adama Agricultura n/a n/a 9 Free
8 PLM Agroquímicos n/a n/a 6 Free
9 iAgricultor n/a n/a 9 Free
10 PlantCare Pro n/a n/a 8 Free
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Regarding accessibility, these applications are free and can be downloaded from any
Android device (version 4.0 or higher). All mobile applications presented in Table 1
have been downloaded more than 256 thousand times. The most downloaded appli-
cation is Agri App with more than 100 thousand times.

On the other hand, as can be seen in Table 2, the IOS applications analyzed are
free, and the devices where they can be installed must have the operating system
version 5.1 or higher (App Store does not provide more information).

The mobile applications selected were analyzed and a set of input (requested by the
application) and output parameters (provided by the application) were obtained. On the
one hand, input parameters refer to the information that must be provided by the user
such as username, password, costs, geolocation, dates of cultivation, among others.
Furthermore, these parameters include those that allows performing tasks such as the
search for crops, pests, phytosanitary information, goods and financing. On the other
hand, out parameters refer to the information provided based on the input parameters.
This information is related to the crops, crop monitoring, meteorological data, and even
alerts on pest control, among others. Next sections provide a description of the input
and output parameters.

Input Parameters
The parameter requested by the applications are:

1. User and password. The application requests users to register to allow them to use
the application.

2. Project’s name, gleba, and area. This feature allows the application to obtain the
name of the project as well as the area to cultivate, to determine the crop spaces
(output parameter).

3. Start and end dates of the activity. It refers to the start and end dates of the activity
to determine the harvest time (output parameter).

4. Distance, perimeter and surface of the crop. It allows providing the distance of
crops, the perimeter and surface of the crop to be treated.

5. Phytosanitary products, fertilizers, seeds. It allows providing information about
phytosanitary products, fertilizers and seeds to determine if these products are
appropriate for the selected crops.

6. Insect, disease, pest. It refers to the insect, disease or pest that is affecting the crop
to recommend the pesticide or herbicide to be used.

7. Number of people that help to control the crop. It refers to the number of people
that control the crop to know its performance.

8. Meteorological data and geolocation. It allows providing meteorological infor-
mation such as weather, humidity, among others, as well as the location of the area
to be cultivated.

9. Costs of each cultivation. It refers to the costs of crops per hectare to calculate total
costs.

10. Access from a personal computer. It allows accessing to the application from a
personal computer and from the mobile device.
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Tables 3 and 4 present the comparison of the Android and IOS mobile applications
analyzed in this study. This comparison considers the input parameters above
presented.

As can be seen in Table 3, some applications provide more features than other
ones. For instance, the application “Appgro::Monitoreo agrícola” provides 7 out of 10
features, which makes this application the most complete. Meanwhile, the applications
“Agrosolución” and “Agri app” provides support for only two input parameters,
including phytosanitary products, costs of cultivation and user and password.

From Table 3, it can be noted that most applications (9 out of 10) provide support
for phytosanitary products, fertilizer, and seeds (input parameter 5). Furthermore, the
input parameters 1 (user and password) and 9 (cost of each cultivation) are presented in
half of the applications. On the other hand, Ap-pgro::Monitoreo agrícola is the only

Table 3. Input parameters of the Android applications analyzed.

Application Input parameter
1 2 3 4 5 6 7 8 9 10

1 Agroptima x x x x x x
2 ADAMA Alvo x x x
3 IZagro x x x
4 Syngenta Soluciones x x x x
5 AgroMapp x x x
6 Agrosolución x x
7 Appgro::Monitoreo agrícola x x x x x x x
8 Agrofarm x x x x
9 Mi cultivo con Bayer x x x x
10 Agri App x x

Table 4. Input parameters of the IOS applications analyzed.

Application Input parameter
1 2 3 4 5 6 7 8 9 10

1 AgroMapp x x x x x x
2 Agroptima - cuaderno agricola x x x
3 Agrosolución x x
4 AgroDash x x x
5 Cuaderno de Campo x x x
6 Agricolum Cuaderno de campo x x x x x x x
7 Tierra Digital Adama Agricultura x x x x
8 PLM Agroquímicos x x
9 iAgricultor x x x x x x
10 PlantCare Pro x x x x
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application that provides support for register the number of people that control the crop
(input parameter 7).

Regarding IOS mobile applications, Table 4 presents the comparison of these ones.
As can be observed, the application that provides more functionalities is “Agricolum
Cuaderno de campo” which provides support for 7 out of 10 features. Some features
that it does not support are the start and end dates of the activity and access from a
personal computer. The application that provides less functionalities is “Agrosolución”,
which deals with information about phytosanitary products, fertilizers and seeds and
costs of each cultivation.

Like Android applications, the input parameter 5 (Phytosanitary products, fertil-
izers, seeds) is present in most IOS applications (8 out of 10). The second input
parameter to which most IOS applications provide support is the number 8 (6 out of
10), which refers to the meteorological data and location. Finally, 5 out of the 10
applications analyzed in this work provide support for the input parameters 2 and 6
which refer to the project’s name, gleba and area and insect, disease and pest,
respectively.

Output Parameters
The output parameters comprised those data provided by the system in response to the
parameters provided by the users. The output parameters considered in this study are:

1. Information about the use, application and dosage of the product to be used to deal
with the pest. The application provides information about the pesticides and
fungicides depending on the crop and disease.

2. Sampling and performance of the agricultural production. The application show
information about the yield of agricultural productions by means of graphics.

3. Information related to the agriculture, goods and financing. It refers to the up-to-
date information about agricultural products.

4. Alerts, control, planning and monitoring of agricultural activities and supplies.
Considering the input parameters, the application generates alerts for the moni-
toring and control of crops, including reminders for supplies.

5. Alerts for the detection of a pest. It allows generating alerts when a pest is detected
in the crop.

6. Phytosanitary products, studies of the field, field notebook. The application pro-
vides information concerning phytosanitary products used in crops. Furthermore,
the application serves as field notebook thus allowing farmers to register the tasks
of the agricultural process.

7. Offer and add information about control, register and monitoring of the crop. The
application provides farmers information about the control and monitoring of the
crop.

8. Sampling grid and calculation of the area of gleba. The application generates a
sampling grid based on geolocation data. Furthermore, it computes the area of
gleba.

9. Information about climate in greenhouse. In places where there are greenhouses,
this option offers information about the weather of the day.

10. Information about deficiencies in crops. The application provides information
concerning deficiencies that crops could have.
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Table 5 presents the comparison results of the Android applications for agriculture.
As can be seen, the best application is “Mi cultivo con Bayer”, which provides
information concerning 6 out of 10 aspects of agricultural processes. This application
does not provide information about (2) sampling and performance of the agricultural
production, (5) alerts for the detection of a pest, (8) sampling grid and calculation of the
area of gleba, and (9) information about climate in the greenhouse. Meanwhile, the
application that provides less information is “Agroptima”, which only provides alerts
for the detection of a pest.

The output parameter 7 (Information about control, register and monitoring of the
crop) is supported by most Android applications (8 out of 10). Output parameters 1
(information about the use, application and dosage of the product to be used to deal
with the pest) and 10 (information about deficiencies in crops) are present in 7 out of
the 10 Android applications. Finally, the output parameter 6 (Phytosanitary products,
studies of the field, field notebook) is present in 6 out of the 10 applications analyzed.

Finally, Table 6 presents the comparison of IOS mobile applications regarding
output parameters. As can be observed, there are three application that provide a greater
number of functionalities (5) namely “Agroptima - cuaderno Agricola”, “Agrosolu-
ción” and “iAgricultor”. All these applications provide information about the use,
application and dosage of the product to be used to deal with the pest. Meanwhile, the
application “AgroMapp” only provides alerts for the detection of a pest. Also, it can be
observed that the application “AgroDash” is the only one that provides information
about sampling and performance of the agricultural production.

Most IOS applications (7 out of 10) provides support for the out parameter 1
(information about the use, application and dosage of the product to be used to deal
with the pest). Also, 5 out of the 10 analyzed applications provide support for the
output parameters 7 (offer and add information about control, register and monitoring
of the crop) and 10 (information about deficiencies in crops).

Table 5. Output parameters of the Android applications analyzed.

Application Output parameter
1 2 3 4 5 6 7 8 9 10

1 Agroptima x
2 ADAMA Alvo x x
3 IZagro x x x
4 Syngenta Soluciones x x x x x
5 AgroMapp x x x x x
6 Agrosolución x x x x x
7 Appgro::Monitoreo agrícola x x x x
8 Agrofarm x x x x
9 Mi cultivo con Bayer x x x x x x
10 Agri App x x x x
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Considering the analysis of the Android and IOS applications regarding input and
output parameters that can be managed through them, the features that must be inte-
grated into an optimal mobile application for crop management are:

• Input parameters. (a) Registration of phytosanitary products, fertilizers and seeds;
(b) Meteorological data and geolocation; (c) Users and password management; and
(d) registration of the project’s name, gleba, and area.

• Output parameters. (a) information about the use, application and dosage of the
product to be used to deal with the pest; (b) sampling and performance of the
agricultural production; (c) alerts, control, planning and monitoring of agricultural
activities and supplies; and (d) phytosanitary products, studies of the field, field
notebook.

4 Conclusions and Future Works

This work presents an analysis of Android and IOS applications for agriculture. This
analysis considered 20 applications (10 for Android and 10 for IOS), which were
compared against 10 input parameters and 10 output parameters. The results indicate
that the 85% of these applications allows providing information concerning phy-
tosanitary products, fertilizers, and seeds. It should be mentioned that this information
could have been registered in the database of the application. Also, the 70% of these
applications provides information about agrochemical products, the application, and
dosage of the product to be used to deal with the pest. Another data to be remarked is
that 65% of the applications offer and add information about control, registration, and
monitoring of the crop. Regarding possible crop deficiencies, 60% of the applications
provide information about it.

The features above described are presented in most applications. However, it is also
important to mention that the 50% of the applications allows the input of meteoro-
logical data, as well as the location of both crops and suppliers of agricultural products

Table 6. Output parameters of the IOS applications analyzed.

Application Output parameter
1 2 3 4 5 6 7 8 9 10

1 AgroMapp x
2 Agroptima - cuaderno agricola x x x x x
3 Agrosolución x x x x x
4 AgroDash x x
5 Cuaderno de Campo x x
6 Agricolum Cuaderno de campo x x x x x
7 Tierra Digital Adama Agricultura x x x
8 PLM Agroquímicos x x x x
9 iAgricultor x x x x x
10 PlantCare Pro x x
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such as pesticides and herbicides. Also, 50% of the applications allow registering
phytosanitary products, field studies and act as a field notebook. Only the 45% of the
applications allows creating user profiles, as well as to provide information related to
the project such as name, gleba, sowing, and area to cultivate. Finally, only the 20% of
the applications allow access to the application through a personal computer, including
support for the synchronization of data by means of a Web application.

Finally, it must be mentioned that the use of mobile technologies helps to improve
and automate several agricultural tasks. Also, they help to address the gap between
technologies and agriculture since many farmers use these tool for performing many
tasks such as crop control and monitoring. Nowadays, the agricultural sector in
Ecuador has been influenced by this technology, which has facilitated several agri-
cultural processes, thus allowing to reduce the costs as well as to increase the yield of
the them.

The future work is oriented to establish based on the analysis carried out, the
implementation of a web and mobile application that allows covering all the expec-
tations of the users regarding the control and monitoring of crops.
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Abstract. Cattle husbandry industry is an important development sector in
many countries around the world. One of the main problems in this sector
concerns cattle diseases which result in low productivity. A rapid diagnosis of
the disease is particularly important for its prevention, control, and treatment.
However, the main players on cattle husbandry industry highly depend on
veterinarians to cope with this problem. Unfortunately, the number of veteri-
narians in some cities is very limited or they live far away from the farm. In this
sense, it is necessary to provide farmers tools that help them to correctly
diagnose the cattle diseases. Nowadays, there are technologies that can help to
address this issue. On the one hand, expert systems are an active research area
for medical diagnosis and recommending treatments. On the other hand,
ontologies can be used for modeling the domain of cattle diseases diagnosis and
for generating the knowledge base that is required by the expert system to
perform its corresponding tasks. In this work, we present SE-DiagEnf, an
ontology-based expert system that diagnoses cattle diseases based on a set of
symptoms and provides recommendations for tackling the disease diagnosed.
The main goal of this system is to decrease the dependency of farmers on
veterinarians to cope with cattle diseases diagnosis and treatment. SE-DiagEnf
was evaluated by farmers from Ecuador. In this evaluation, farmers had to
provide a set of symptoms to allows the system to diagnose the cattle disease.
The evaluation results seem promising based on the F-measure metric.

Keywords: Ontology � Cattle � Disease diagnosis

1 Introduction

Cattle husbandry industry is an important development sector in many countries around
the world, in fact, cattle is one of the main sources of meat, milk, and labor [1]. One of
the main problems in this area concerns the diagnosis and treatment of the diseases,
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indeed, cattle diseases result in low productivity in cattle husbandry sector. Therefore, a
rapid diagnosis of cattle diseases is particularly important for their prevention, control,
and treatment. However, the main players on cattle husbandry industry highly depend
on veterinarians to cope with this problem. Unfortunately, the number of veterinarians
in some cities is very limited or they live far away from the farm. Furthermore, since
the disease cannot be accurately diagnosed by farmers, they use medicines or antibi-
otics that are not prescribed by experts. This situation can result in a significant impact
on the ecological environment and food safety [2, 3]. In this sense, it is necessary to
provide support to the cattle husbandry industry, particularly for the cattle diseases
diagnosing. Indeed, the research of diagnostic, prevention and treatment methods and
technologies for cattle diseases has become a priority among various research
institutions.

Nowadays, there are a lot of technologies that can help to deal with the problem
above mentioned. For instance, expert systems are an active research area as a mean for
medical diagnosis and recommending treatment [4]. According to Darlington [5], an
expert system is a program that attempts to mimic human expertise by applying
inference methods to a specific body of knowledge. Hence, an expert system could help
farmers to analyze the cattle health status and diagnose the disease without needing a
veterinarian. On the other hand, ontologies are the main semantic web technology that
allows computers to automate, integrate, and reuse high-quality information from
distributed data sources [6]. Studer et al. [7] define an ontology as a formal and explicit
specification of a shared conceptualization. Ontologies have been successfully applied
in a variety of domains such as question-answering systems for Semantic knowledge
bases [8], finances [9], and human resources management [10], to mention but a few. In
this context, ontologies can be used for modeling the domain of cattle diseases diag-
nosis and for generating the knowledge base that is required by the expert system to
perform its corresponding tasks.

Based on the fact described above, in this work, we propose the use of Information
Technology (IT) to develop an intelligent system for cattle diseases diagnosis as well as
for providing recommendations for tackling the diseases. The system determines the
disease based on a set of symptoms provided by the farmer. The main goal of this
system is to decrease the dependency of farmers on veterinarians to cope with cattle
diseases diagnosis and treatment. In this way, the number of death cattle can be
reduced.

The remainder of this paper is structured as follows: Sect. 2 discusses a set of
systems for cattle diseases diagnosis that use multiple technologies such as fuzzy neural
networks. Then, Sect. 3 details the components of the SE-DiagEnf architecture,
whereas Sect. 4 addresses the evaluation performed to test the effectiveness of SE-
DiagEnf in terms of efficacy regarding cattle disease diagnosis. Finally, Sect. 5 dis-
cusses the research conclusions and future directions.
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2 Related Work

Because of the advances in hardware and software as well as processing capabilities,
many researchers have proposed expert systems to improve animals’ disease diagnosis.
For instance, Jampour et al. [11] presented a Fuzzy-based system for diagnosing
domestic animal diseases. This system uses neurological signs to reduce natural
uncertainty regarding the diagnosis of the disease. On the other hand, Munirah et al.
[12] proposed a Web-based expert system for dog’s diseases diagnosis. This system
aims to detect disease in an early stage and assist owners by providing them treatment
suggestion. The system has a knowledge base with rules of symptoms and diseases.
These rules use an IF/THEN structure where the information contained in the IF clause
is related to the information contained in the THEN clause. Finally, it should be
mentioned that all knowledge used by this system is obtained from a set of interviews
performed to veterinarians.

There are research efforts focused on cow disease diagnosis, for instance, Zamsuri
et al. [1] presented a Web-based expert system to determine the cow disease based on a
set of symptoms experienced by animals. These symptoms are obtained through a set of
questions that farmers must answer. To deal with uncertainty, this system conducts the
diagnostic process using Certainty Factor. Furthermore, a set of rules for disease
diagnoses have been made in accordance with the experts’ knowledge. Nusai et al. [13]
presented a cow diseases diagnosis method that consists in two phases namely: disease
screening and disease diagnosis. Also, they proposed a knowledge model to infer the
disease through variables such as gender, age range, and a weight of symptom to deal
with uncertainty. In this way, the method uses the significant weight of symptom and the
certainty factor of symptom to perform disease diagnosis. On the other hand, Lian et al.
[14] consider that animal disease diagnosis is a pattern classification and identification
problem. Therefore, they proposed a model for cow disease diagnosis that uses SVM
(Support Vector Machine) and HSMC (Hyper Sphere Multiclass SVM) technologies.
This model consists of three main modules namely preprocessing module, HSMC-SVM
training module, and HSMC-SVM classification module. More specifically, this model
implements the SMO (Sequential Minimal Optimization) training algorithm to train to
classify types of animal diseases. Zhang et al. [15] established an evidence-weighted
uncertainty illation model able to deal with uncertainty in the cow disease diagnosis
process. Firstly, this model reasons out a hypothetical conclusion based on the initial
symptoms. Then, it performs a backward inference to reason out the final diagnosis by
validating the hypothetical conclusion. Wan et al. [16] designed an SVM (Support
Vector Machine) based model for cow disease diagnosis. The model consists in a data
preprocessing module, a training module, and a classification of a multi-value module.
Furthermore, this model defines a separate SVM for each disease according to its
category, then all classified SVM are integrated and combined into an SVM classifi-
cation group. Finally, Rong et al. [17] proposed a Web-based expert system for cow
disease diagnosis. This system implements an inference engine for disease diagnosis
that is based on three algorithms namely: case-based reasoning, Bayesian theory, and D-
S evidential theory. Furthermore, sometimes the user can choose one of these algorithms
to get a reliable diagnostic result.
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Regarding goat diseases diagnosis, Wenxeu et al. [18] proposed a goat diseases
diagnosing mechanism based on two algorithms namely weighted uncertainty reason
algorithm and the improved Bayesian method. This mechanism uses clinical models,
disease templates and cases of sampled diseases to extract knowledge rules which are
used by reasoning-components for the diagnosis process. Xiao et al. [19] proposed an
animal diagnosis system composed of three main elements namely: a disease case
management system, a knowledge management system, and an expert system. This
system uses an augmented knowledge representation based on production rules to
perform the diagnosis process. Finally, Babu et al. [20] presented an expert system to
diagnose sheep and goat diseases. This system uses a sheep and goat diseases database
implemented by means of rule-based techniques and machine-learning algorithms,
more specifically ABC (Artificial Bee Colony) and PSO (Particle Swarm Optimiza-
tion). When the system cannot diagnose the disease, it displays a message saying that
knowledge is not enough to perform such task.

On the other hand, there are some works focused on aquatic animals’ diseases
diagnosis. For instance, Sun et al. [21] present an Android-based application for
diagnosing aquatic animal diseases. This application diagnoses an animal disease by
using a case-based inference engine in conjunction with an expert symptom scoring
method. Both methods are used at the same time. However, when the diagnostic results
of these methods are different, the system asks the farmer for feedback until he/she is
satisfied with the result. Deng et al. [22] proposed a fish disease diagnosis expert
system based on a three layers neural network. This system uses old cases of fish
diseases to train the neural network i.e., it uses diagnostic instances provided by fish
disease experts. In this way, when a new diagnostic instance is provided to the system,
it infers the disease. Fish disease diagnosis is based on the fish symptoms and the
anomaly of the water environment. Finally, Ma et al. [23] presented a Multi-agent
based expert system for distributed fish diseases diagnosis. This system implements a
module known as Computing Agent that allows the distributed diagnosis and man-
agement of fish diseases and decrease the flow of raw data on the network, thus
reducing the network load.

Finally, with regards to cattle and swine diseases diagnosis, Anggraeni et al. [24]
presented an Android-based mobile intelligent system for diagnosing cattle diseases as
well as suggesting first aid actions. The intelligent engine of this application relies on
Fuzzy Neural Network (FNN) as well as rule-based and frame-based techniques for
representing the knowledge. In rule-based approach, the knowledge is represented as a
set of rules. Meanwhile, in frame-based approach, knowledge is represented as a set of
objects. On the other hand, Nusai et al. [25] presented an expert system for swine
disease diagnosis. This system uses a weight-based method that assigns a weight to
each symptom, which is defined by a veterinarian. Furthermore, the system provides a
set of pictures and a description of each symptom to allow the user to specify the
certainty factor correctly.

The works described in this section are focused on the development of expert
systems for animals’ diseases diagnosis. The authors of these works proposed solutions
based on a variety of technologies such as machine learning, fuzzy neural networks,
among others. Note that most of the examined methods or systems don´t focus on cattle
disease diagnosis. Also, disease diagnosis using ontologies is not specially reported in
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these works. SE-DiagEnf addresses these drawbacks by means of a modular expert
system, whose main goal is to provide farmers support for cattle diseases diagnosis. To
achieve this goal, SE-DiagEnf uses veterinarians’ knowledge and experience to
establish a set of rules that help to diagnose the cattle disease based on a set of
symptoms provided by the farmer. The experts’ knowledge is represented by means of
Semantic Web technologies, more specifically ontologies. In the following section, the
components of SE-DiagEnf and their interactions are thoroughly explained and
described.

3 SE-DiagEnf: Architecture and Functionality

SE-DiagEnf is an expert system that relies on Semantic Web technologies for cattle
diseases diagnosis. Furthermore, this expert system provides farmers with treatments
for tackling the diagnosed disease. The development process of SE-DiagEnf followed
the knowledge engineering methodology proposed in [26]. This methodology consists
of six phases namely: problem assessment, data and knowledge acquisition, prototype
development, complete system development, system evaluation, and integration and
maintenance of the system. For the purposes of this work, only first five phases were
performed, since integration and maintenance phase will depend on the organization
that adopts our proposal.

3.1 SE-DiagEnf Architecture

The SE-DiagEnf’s architecture is illustrated in Fig. 1. Note that this architecture has
next three main components:

1. Ontology. It models the cattle diseases diagnosis domain through concepts such as
disease, symptom, body system, treatment, among others.

2. Rule-based engine. It contains a set of rules for cattle diseases diagnosis. These
rules are defined by using knowledge and information obtained from several
sources such as books about cattle diseases and treatments, as well as from vet-
erinarians with a wide expertise on the diagnosis and treatment of cattle diseases.

3. Cattle disease treatments database. It stores cattle disease treatments that will be
provided by the system once the disease has been diagnosed.

It must be mentioned that each component of SE-DiagEnf has tasks and respon-
sibilities clearly defined and distributed in order to allow easy maintenance and scal-
ability. Furthermore, the workflow of SE-DiagEnf is defined by a set of
interrelationships between such components. This workflow is briefly described below:

1. The first task of the workflow is performed by the farmer who collects all symptoms
that perceives in the cattle and provides them to the system.

2. SE-DiagEnf receives the set of symptoms and diagnoses the cattle disease by using
the experts’ knowledge that is already available in the system in the form of rules.
More specifically, this process is performed through the rule-based engine.
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3. If the symptoms provided by the farmer matches to the rules available in the
knowledge base, the system displays the disease that cattle are suffering. However,
when the set of symptoms does not match a rule, the system asks the user for more
information.

4. Once the disease has been diagnosed by the system, it provides a treatment that can
be followed by farmers to deal with the diagnosed disease.

Next subsections provide a more detailed description of the ontology for cattle
disease diagnosis and the rule-based engine.

3.2 Ontology

The development of SE-DiagEnf required a knowledge acquisition process to gather
experiences and knowledge from several domain experts, in this case, from veteri-
narians with a wide experience on cattle diseases diagnosing and treatment. Aiming to
formally represent all gathered knowledge, an ontology was designed and implemented
by using the OWL 2 Web Ontology Language [27]. The goal of this ontology is to
provide a controlled vocabulary for cattle disease diagnosing as well as diseases
treatments. This vocabulary allows experts to establish the set of rules that enables SE-
DiagEnf to diagnose the correct cattle disease based on a set of symptoms provided by
the farmer. The ontology presented un this work defines five main classes, namely:
Disease, Symptom, Age range, Body System, and Treatment. All these classes were
defined as disjoint classes, i.e. there is no instance belonging to all these classes. The
classes defined by this ontology are described below.

• Disease. A disease is a disorder of structure or function in an animal that produces
specific signs or symptoms or that affects a specific location. In this ontology,
animal diseases are divided into infectious and noninfectious. Furthermore, non-
infectious diseases can be further divided into nervous system disease, respiratory
system, digestive system, to mention but a few. The first version of the ontology

Fig. 1. Architecture of the ontology-based expert system for cattle diseases diagnosis.
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collects information about diseases such as ketosis, milk fever, mastitis, anaemia,
food and mouth disease, among others.

• Symptom. A symptom is a phenome accompanying something, in this case, a cattle
disease, and is regarded as evidence of its existence [28]. The ontology developed in
this work describes 76 symptoms related to the diseases also described by it, such as
watery yellowish diarrhea, dehydration, tremor, edema, vomiting, mucohemorrhag-
ic, depressed appetite, reduced feed intake, among others.

• Age range. It includes five main age ranges: born, pre-weaning, post-weaning,
puberty, and breeding.

• Body system. A body system is a collective functional unit made by several organs
in which the organs work in complete coordination with one another. This class
includes different body systems where symptoms occur such as digestive, nervous,
respiratory, reproductive, urinary, circulatory, endocrine and muscular.

• Treatment. A treatment is an effort to cure or improve a disease or other health
problem. In the medical domain, therapy is synonymous with the word treatment.

Despite the ontology proposed in this work describes relatively few cattle diseases
and symptoms, it could be extended by veterinarians aiming to cover a wider range of
diseases, including disease of other animals.

3.3 Rule-Based Engine

Animal diseases can be diagnosed by identifying a set of symptoms, thus allowing to
control and treat the disease. However, there are symptoms that are related to more than
one disease, thus making this process a complex task that cannot be performed by non-
expert people. Considering this fact, in this work, we propose a rule-based engine that
takes advantage of domain experts knowledge represented by means of semantic
technologies, more specifically, ontologies. In other words, the ontology proposed in
this work is the main source of computable knowledge that is exploited by the expert
system to diagnose the cattle disease.

In the area of Artificial Intelligence, knowledge rule is the prime form to represent
human knowledge [18]. Therefore, SE-DiagEnf adopts this approach to represent the
relation between symptoms and cattle diseases i.e., we transfer the knowledge that
experts have (which is represented by the ontology) into a set of rules that allows
diagnosing cattle diseases based on a set of symptoms experienced by the animal which
are provided by the farmer. In other words, the main task of the rule-based engine is to
simulate experts’ reasoning process based on a set of rules.

As was previously mentioned, there are symptoms that are related to more than one
disease. However, there are symptoms that are more important than other ones i.e. a
symptom can help more than any other symptom in diagnosing a disease. In an attempt
to address this situation, we asked veterinarians to assign a significant weight to each
symptom. In this way, when a symptom helps more than any other symptom, it has a
greater weight. Furthermore, it should be noted that the weight assigned to each
symptom varies from one disease to another one.
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The rules established in this work were defined by using the SWRL language [29].
These rules are represented according to the format presented in Eq. 1:

R1;R2;R3; . . .;Rn ! D ð1Þ

Where R represents a condition that must be met to diagnose a disease. Meanwhile,
D represents the disease that is diagnosed when all conditions are met. To be more
specific, the disease diagnosing process performed by the rule-based engine works as
follows. First, the user must provide specific information about the animal, for instance,
the age and gender of the animal, the animal body temperature, salivary secretion,
among others. Then, the user must provide the system all animal’s symptoms as well as
the body system where they occur. It is important to mention that each of the afore-
mentioned data (age, gender, body temperature, symptom, among others) represent a
condition (R in Eq. 1) that must be met to infer the disease. Having said that, once all
information is provided by the farmer, SE-DiagEnf infers the disease based on the set
of rules previously defined. There are different rules that can be applied to the set of
symptoms provided by the user. However, the weight associated with each symptom
plays an important role in the final diagnosis. Once disease diagnosis process finishes,
the system provides farmers information about the cattle disease such as symptoms,
prevention guides, animal care guides, as well as disease treatments. Next section
provides a description of the evaluation process performed in this work to measure the
effectiveness of SE-DiagEnf regarding cattle disease diagnosis.

4 Evaluation

The evaluation described in this section aims to measure the efficacy of SE-DiagEnf
regarding cattle disease diagnosing. In other words, we assess how effective our pro-
posal is in diagnosing a cattle disease based on a set of symptoms and animal’s
information provided by the farmer. The following sections describe the evaluation
design and discuss the obtained results.

4.1 Evaluation Design

To evaluate SE-DiagEnf, we conducted an experiment that required 100 medical
records with information regarding the animal (such as age and gender, among others),
as well as the symptoms perceived by the veterinarian during disease diagnosis process.
These medical records were provided by a group of veterinarians with a wide expe-
rience in the diagnosis and treatment of cattle diseases. The data used in this evaluation
process covers five different cattle diseases (20 medical records by each disease)
namely:

1. Ketosis. It is a common disease of adult cattle. It is a metabolic disease that occurs
when the cow is in a severe state of negative energy balance.

2. Milk fever. It is a disorder mainly of dairy cows close to calving. It is a metabolic
disease caused by a low blood calcium level.
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3. Mastitis. It is a persistent, inflammatory reaction of the udder tissue due to physical
trauma or microorganisms’ infections.

4. Anaemia. It is often caused by bush ticks that attach themselves to the livestock.
This disease is common among young calves 8–12 weeks old but can affect cattle of
all ages.

5. Foot and mouth disease. It is a highly contagious disease in livestock that causes
lesions similar to blisters on the tongue, nose, mouth and toes of the animals.

Once the set of medical reports were collected and classified, we extract the
information about the animal (such as age and gender, among others), as well as the
symptoms described in the medical records. The extracted information was provided to
SE-DiagEnf as input. Then, SE-DiagEnf performed the disease diagnosis process based
on the rules established. Finally, the SE-DiagEnf efficiency regarding disease diagnosis
was measured through accuracy metric whose formula is shown in Eq. 2.

Accuracy ¼ C/A � 100 ð2Þ

Where C refers to the correctly diseases diagnosed. Meanwhile, A refers to the total
of diseases diagnosed. Next section presents and discusses the evaluation results.

4.2 Evaluation Results

Table 1 depicts the evaluation results obtained by SE-DiagEnf. As can be observed,
our proposal got an average accuracy score of 77%. The cattle disease that got the
highest accuracy score was the ketosis, with a score of 85%. Meanwhile, the cattle
disease with lowest accuracy score was Anaemia, with a score of 70%.

The evaluation results demonstrating a good effectiveness of SE-DiagEnf regarding
cattle disease diagnosis. However, based on a detailed analysis of all medical records
used in the evaluation process we ascribe the variations among the accuracy scores
obtained by each disease to next facts:

1. The known set of symptoms cannot match with any rule in the semantic knowledge
base. In this case, the system cannot diagnose a disease because of the lack of rules
in the knowledge base.

Table 1. Evaluation results

Heading level Accuracy

Ketosis 85%
Milk fever 75%
Mastitis 80%
Anaemia 70%
Food and mouth disease 75%
Avg. 77%
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2. The known set of symptoms match with many rules, or there were many known
symptoms which can match with one rule. In this case, because there are several
rules that use the same symptoms, the system cannot determine which rule should
be used, i.e. which disease must be provided to the farmer as result.

Finally, we observed that the diagnosis process performed by SE-DiagEnf is more
precise when the set of symptoms provided to the system is bigger. However, there
were different symptoms described in the medical records are not contained in the
ontology. In this sense, it is necessary that the ontology proposed in this work describe
more disease and symptoms, as well as to include their synonyms and jargon, i.e.
special words used by veterinarians in the disease diagnosis process. In this sense, it
would be desirable to extend the ontology regarding the set of diseases and symptoms.
This, in turn, will allow us to generate a bigger set of rules that improve the effec-
tiveness of our proposal.

5 Conclusions

This work presented SE-DiagEnf, an ontology-based expert system for cattle diseases
diagnosis. The core engine of this system was implemented by using Semantic Web
technologies, more specifically ontologies and SWRL language. Our proposal takes
advantage of experts’ knowledge collected from several sources such as books about
cattle diseases and treatments, as well as from veterinarians. This knowledge was
model by means of an ontology from which a set a set of rules for cattle disease
diagnosis were generated. The main goal of SE-DiagEnf is to decrease the dependency
of farmers on veterinarians to cope with cattle diseases diagnosis and treatment. The
expert system proposed in this work was evaluated obtaining encouraging results with
an accuracy score of 77% for five common cattle diseases. The contribution of this
work is twofold. First, we propose an ontology for describing the cattle diseases
diagnosis domain through concepts such as symptoms, diseases, body system, treat-
ment, among others. Second, a set of rules for cattle disease diagnosis has been
developed.

Further development of the expert system proposed in this work will focus on the
following scopes. The first version of SE-DiagEnf can diagnose only five cattle dis-
eases. As future work, we are planning to enhance the system to deal with other
diseases whose symptoms are rarer. Furthermore, in order to improve the accuracy of
cattle disease diagnosing we are planning to add new rules that consider a bigger set of
symptoms as well as animal’s features such as weight, breathing, pulse, among others.
Furthermore, we are planning to integrate images with the experts’ knowledge to help
farmers describing the symptoms, thus making SE-DiagEnf more user-friendly.
Finally, we plan to include living environment information to the disease diagnosis
process such as weather, water, grass, among others. This information could help to
determine the cause of the disease and to select the right medicine, thus improving the
effectiveness of the treatment.
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Abstract. The meteorological records represent atmospheric variables, which
capture by means of sensors parameters such as: air temperature, humidity,
direction and wind speed among others. Having a system that allows to monitor,
visualize and analyze these variables contributes fundamentally to the decision-
making of governmental entities, scientists and researchers. This article presents
the architecture used in a meteorological data management system based on the
analysis of webmapping tools that allow the monitoring and visualization of
geospatial data, based on the results obtained by the project executed by
researchers from the Agrarian University of Ecuador called “Platform for the
monitoring of real-time atmospheric data of the network of meteorological
stations of the Agrarian University of Ecuador, Guayaquil and Milagro.”

Keywords: Webmapping � Meteorological data � Monitoring � Sensors

1 Introduction

In Ecuador there are data from conventional stations approximately since 1990 as
recorded on the page of the Meteorological Service of Ecuador [1]. These can be taken
by meteorological observers who take the information to the nearest offices to each
station or send the notebooks by postal service. A conventional station is a mechanical
device used to take measurements of meteorological variables based on the instruments
used to perform the measurements. As mentioned in the literature [2] there are three
types of stations: the main ones that perform 5 daily observations with a minimum of
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9 variables; the secondary ones that realize 3 daily observations with a minimum of 3
variables and the pluviometric ones that make observations once a day. Additional data
records are observed at a national level and are monitored by automatic stations.

A meteorological record is an observation of an atmospheric variable, which plays
a key role in many applications of flood, drought, environment and water resources.
Although rainfall observations are the most used, other parameters of interest include
air temperature, humidity and wind speed [3].

The Agrarian University of Ecuador maintains to date two meteorological stations,
in Guayaquil and in Milagro. Each station measures values of temperature, humidity,
rain, wind speed and direction as well as barometric pressure. The stations are kept
within the premises of the University and transmit the records automatically on the
basis that it is much more economical and sustainable to maintain an automatic station
and obtain remote data from it considering that hiring staff who perform meteorological
observations daily in conventional stations leads to higher costs as well as different
types of obligations on the part of employers [4].

Ecuador, given its geographical position, is located in the intertropical zone, where
the presence of the Andes mountains, the influence of the Pacific Ocean and the
Amazonian forest, have formed diverse climatic floors and a great variety of subcli-
mates, microclimates and topoclimates that go from the tropical to the naval [5].

With these climatic characteristics, it is important to have a system that allows in
real time, to know parameters that help the common citizen to make quick decisions
regarding the most suitable activities that can be done at a particular time and location,
or historical information of what has happened to the comfort level of the environment,
which can be known with the service explained in this document.

Guayaquil is the largest city in Ecuador with approximately 2.6 million inhabitants
in the metropolitan area. The city is located at the sea level (2° 12’ S and 79° 54’ W).
Due to the marshes in the west and the river in the east, the city has grown mainly
towards the north and towards the south [6]. The aforementioned station is located in
the south of the City in the University area.

Guayaquil has a warm and humid climate because it is part of the coastal zone of
Ecuador. There are two distinct seasons: the rainy season from December to April and
the dry season from May to November. The precipitation is limited to 4–5 months, the
humidity remains high all year due to the proximity to the Pacific Ocean. The weather
is very stable during the year despite the high temperatures. The wind speed is low,
while the solar radiation is quite strong during the whole year. The rainy season has the
worst thermal conditions, since both the air temperature and the vapor pressure are
higher and the wind speed is lower.

With a great pre-Hispanic culture, the city of Milagro, where the Ciudad Univer-
sitaria Milagro (CUM) is located and has the second meteorological station, is placed
further northwest (2° 8’ S and 79° 35’ O), further away from the sea on alluvial banks
of the Milagro River at an average height of 11 m asl. The city is surrounded by a large
agro-industrial activity of old date, conforming the sugar center of Ecuador [7].

The Tropical climate is thermal and humid. It characterizes the Canton Milagro,
including the city Milagro, with a range of average daily temperatures of 25 to 27 °C
and average annual rainfall of 1100 to 1800 mm, with a rainy period of 120 days to the
west and 150 to the east, between the months of January to May, which favors
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agriculture. Likewise, other crops are favored in areas with hydric deficit of 400 to
600 mm and potential evapotranspiration of 1400 to 1500 mm [8].

According to different studies, Open Geospatial Consortium [9] information
management services standards (WCS- Web Coverage Service, WFS- Web Feature
Service and WMS- Web Map Service) are managed, which provide customizable
visualization and access to both geospatial coverage and data of the features in a
standard and simple way.

The purpose of this article is to review different tools for WMS services, taking into
account that geospatial data are valuable for research in many areas.

The development of an approach based on sensors that are monitored through the
web to derive typical information offered by a dynamic web mapping service (WMS) is
described. The system allows easy and convenient synergistic research in a virtual
platform for professionals from different areas and the general public, which greatly
encourages the exchange of global data and collaboration to scientific research.

This study is based on web technology, generating a distributed architecture, which
allows to easily add new nodes, computing and data to the storage system, providing a
solid computing infrastructure for regional climate change.

2 Related Studies

Currently, scientists, researchers and developers have integrated efforts for the creation of
information systems that allow the integration of meteorological stations with sensors
installed in them. They also obtain access to geospatial data using different tools and
models that allow decision-making based on the presented results. Webmapping tech-
nology is a widely used concept. It refers to the interactive process of designing, applying
and generating geospatial data through the WWW, using a GML format (Geo-graphic
Markup Language) [10] based on the specifications of OpenGIS Con- sortium [11].

In this context several efforts are made for the creation of such applications that
allow the generation and diffusion of different types of geospatial data and the gen-
eration of maps on the web. So in [12] an interoperable framework is presented which
generates images that can be accessed through the GIS software for different appli-
cations based on Earth science and the Web. The access is possible by the compliance
of the Web Map Service (WMS) of OpenGeospatial Consortium for interoperability in
such a way that any WMS viewer can access the service. Its main function is to use a
series of interoperable services to support analysis of natural hazards, such as flood
forecasts, real-time routing and support for other environmental decision-making
applications, as well as disseminate various types of spatio-temporal data of Earth
science.

On the other hand, [13] proposes an independent system to monitor the climate
based on the IoT (Internet in things), which considers the use of the minicomputer with
a low-cost ARM structure such as Raspberry Pi, in addition to using an external Wi-Fi
module, for data processing. The system has been developed in Python. The infor-
mation can be monitored from terminals such as laptops, smartphones and tablets that
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have easy access to the Internet. The information is provided in real time and includes
parameters such as temperature, humidity, pressure, CO and harmful air pollutants.
The system helps the sustainable growth of the city and improves the lives of citizens.
The ubiquitous availability of dynamic datasheets in the dashboard and timely
graphical representation can help plan control measures against rising pollution levels
and raise people’s awareness.

Also in [14] a WebGIS observatory platform is presented. It is designed for risk
evaluation, preparation and response to emergencies in coastal areas. This tool com-
bines a sophisticated prognostic modeling system for water map analysis including
wave prediction, hydrodynamics and oil spills, with real-time monitoring networks
with continuous validation. This system has been customized for the assessment of the
risk of oil spills and the rapid response to an oil spill emergency. The authors seek to
assess risks through georeferenced maps and layers of GIS information, in order to
visualize predictions through georeferences.

There is an approach based on web sensors created by [15], which developed a
prototype that provides daily maps of the productivity of the vegetation of the
Netherlands with a spatial resolution of 250 m. The MODIS (Moderate Resolution
Imaging Spectroradiometer) [16] surface reflectance products are daily available and
the meteorological parameters obtained through a Sensor Observation Service
(SOS) were used as input for a vegetation productivity model and they implement the
automated processing facility.

In the literature there is also the development of systems for the analysis of
geospatial data, such as the one presented in the article “Web-based Visualization
Platform for Geospatial Data” [17], whose main objective is to explore new ways of
visualizing and interacting with multidimensional satellite data and computed models
of several Earth observations. This new V-MANIP platform facilitates a multidimen-
sional exploration approach that allows to see the same data set in multiple viewers at
the same time to search and explore efficient interesting features within the displayed
data.

In general, the scheme of systems architectures based on geospatial web services
has been presented in several investigations as an integral part of a virtual research
environment (VRE) for statistical processing and the visualization of meteorological
data and climate data. Thus, [18] presents an architecture consisting of a set of inde-
pendent SDI nodes interconnected with corresponding data storage systems. Each node
runs specialized software such as a geoportal, cartographic web services (WMS/WFS),
a catalog of metadata and a MySQL database of technical metadata that describe
geospatial datasets available for the node. It also contains geospatial data processing
(WPS) services based on a modular compute backend perform statistical in order to
process functionality and, therefore, provide analysis of large data sets with visual-
ization, exporting results in standard format files (XML, binary, etc.). Some of the
cartographic web services have been developed in a prototype system to provide
capabilities to work with raster geospatial data and vectors based on OGC web
services.
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3 Evaluation of Tools to Enable WMS Service

3.1 Assessment of the Evaluation Criteria for WMS Tools

The project “Platform for monitoring real-time atmospheric data of the network of
meteorological stations of the Agrarian University of Ecuador, Guayaquil and Milagro
headquarters”, suggests to incorporate different ways of representing monitored
meteorological variables. One of the proposed ways is the implementation of the WMS
service with an interface that helps with the spatial referencing of the results or analysis
of meteorological data.

Through an evaluation of the tools for application of WMS services that currently
exist, different criteria were established that are considered important within the
implementation process and the presentation of results. For this purpose, 22 tools were
analyzed, identifying 3 Factors of Analysis: (1) Form of Access, (2) Functional
Requirements, (3) Presentation of Results [19].

Within the first factor analyzed -tool access- it was assessed how to acquire the 22
tools, whether they are free access with the value of 1, or through a license with the
value of 0; finally we had 16 free access tools and 5 licensed tools. To evaluate each of
the two remaining factors a survey was conducted with 30 users. The users indicated
indicating whether the service is provided by the tool using the Likert scale where 0
means the absence of the service in the tool and 1 represents the presence of the service
in the tool.

The second factor that was analyzed is the functional requirements, that is, the
easiest and most intuitive way to use each of the tools described above. Four important
criteria for the geospatial information survey process were specified at the time of
monitoring environmental variables. The 22 tools were evaluated according to the four
criteria on a scale of 0 to 1 where zero is the absence of the characteristic in the tool and
1 is the highest score of the characteristic. Within the third factor analyzed, three
important criteria were identified for our project at the time of verifying the presen-
tation of the meteorological data analysis. As we did in the functional requirements
phase, we valued each tool under the three criteria in a scale from 0 to 1. These ratings
are described in Table 1.

3.2 Identifying the Best WMS Tool

Once the different factors and criteria have been assessed to identify the tool that best
fits within the project “Platform for the monitoring of atmospheric data in real time of
the network of meteorological stations of the Agrarian University of Ecuador,
Guayaquil and Milagro headquarters”, two analysis were carried out. In the first
instance, we proceeded with a Cluster analysis of the criteria evaluated in the three
factors, since this multivariate statistical technique allows us to group the tools that
have the criteria and/or characteristics with the maximum homogeneity and the greatest
difference between the groups, with which we obtained a total of 4 groups (cluster)
described in Table 2.
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Verifying the centroids of each of the clusters, we identify that cluster 2 complies
with the required characteristics. All the tools in this group are freely accessible and the
average of the criteria for the data presentation factor is the highest of the other 3
groups that meet the first condition. This is described in Table 3.

Secondly, with the tools already grouped and the most appropriate group chosen,
we gave weight to each factor according to the need and characteristics of our project,
leaving 40% of the weight for the Acceptance Form factor, 25% for the functional
requirements factor and 35% presentation of results. As we can see in Table 4, when
obtaining the final score by applying the weights selected in the factors to each tool, we
can identify that the tool that most adjusts to the characteristics of the Project is
“Geoserver”, since it is a free access tool and the percentage in the factor of presen-
tation of results fulfills in 97% the weight of this factor. The aforementioned tool would
be used in the implementation of the WMS service within the platform that is
maintained.

Table 3. Centroids analysis

Centroids

Cluster Free Performance Usability Intuitiveness Consistency Accuracy Integrity Stability

1 1.00 0.30 0.30 0.30 0.30 0.30 0.30 0.30
2 1.00 0.90 0.85 0.80 0.86 0.89 0.94 0.92
3 0 0.98 0.93 0.88 0.93 0.95 0.95 0.97
4 1.00 0.85 0.70 0.74 0.78 0.90 0.73 0.80

Table 4. Tool analysis by weight

No Tool Access
40%

Functional
requirements
25%

Results
35%

Final
score

1 Leaflet 0.40 0.23 0.28 0.91
2 Django-wms framework 0.40 0.20 0.32 0.92
3 Mapserver 0.40 0.22 0.33 0.95
7 Python-Based Web Mapping

Service
0.40 0.20 0.32 0.92

11 Geoserver 0.40 0.23 0.34 0.97
13 TileStache 0.40 0.19 0.29 0.88
14 TileCache 0.40 0.20 0.29 0.89
15 Mapnik (python, c ++ y java

script)
0.40 0.25 0.30 0.95

18 Deegree 0.40 0.23 0.31 0.93
19 Geomajas 0.40 0.21 0.35 0.95
20 Mapguide Open Source 0.40 0.18 0.35 0.93
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4 Methodology

This section shows the data monitoring model implemented on the project website. The
installed sensors can obtain, access, manage and process environmental data in real
time [20]. Therefore, a sensor web service platform is adopted that integrates the
technology to provide the interfaces in GSW (Web Services Management) to record,
plan and present relevant geostatistical information that supports the realization of the
GIS data model in real time, which will be implemented in the future.

4.1 Monitoring Architecture

In general, the monitoring platform maintains a three-level architecture, with a structure
designed in such a way that it allows to add meteorological stations to the network.
This is shown in Fig. 1.

It can be seen in Fig. 1 that with the stations in operation there are currently three
levels in the architecture: first level of observation, second level for data interpretation
and the third level that involves presentation through the web. The level of observation
supports the installed sensors, which measure different environmental parameters in

Fig. 1. Computational structure of the system
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real time (temperature, humidity, precipitation, wind speed and direction), maintaining
communication with the web server through remote access, which is a limiting factor to
obtain the measurements recorded by the stations currently installed and in operation.

The service of publication and interpretation of data allows the integration of third-
party services such as WMS services commonly used within web geoprocessing [21].
This service is currently implemented through the Google maps APIs and encoded in
php using Bootstrap.

Within the data interpretation process, Google Earth is used to generate a kml file
that is a markup language based on XML to represent geographic data in three
dimensions, since this language allows polygons to be added to mark specific sites of
geographical areas within of a map.

Figure 2 shows how the polygons were added in shapefile format to represent the
Miracle area and the Guayaquil area. Then each polygon was downloaded in KML
(Keyhole Markup Language) format.

Having the KML file with the marked areas, we proceeded to use Google “my
maps”, generating a main layer of the map. The pertinent permissions were released for
publication and a KMZ (Keyhole Markup Zip) file was downloaded.

With the KMZ file generated, the Api Google circle was used and through Java
script the Api is called with the kmz file previously generated to get a map with a
marked area of Guayaquil and Milagro. In the coding the circle represents the heat
index [22] previously calculated with the following formula:

IC ¼ �8; 78469476þ 1; 61139411 � Tþ 2; 338548839 � HR� 0; 14611605 � T � HR
� 0; 012308094 � T2� 0; 016424828 � HR2þ þ 0; 002211732 � T2 � R
þ 0; 00072546 � T � HR2� 0; 000003582 � T2 � HR2

Fig. 2. Graphic representation of polygons
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Where IC equals the heat index, T is the air temperature and HR is the relative
humidity.

The level of presentation of the information uses a protocol of access to resources
and a standard service protocol, respectively, depending on the service that will be
used, so in Sect. 5 all the information represented at this level is explained.

5 Environment of the Current Platform of Services Based
on Meteorological Data

In the service platform currently implemented, an adaptive design has been used that
allows users who visualize the platform to achieve a user experience based on usability.

The web platform of meteorological data-based services receives data from the
stations located in the city of Guayaquil and Milagro, which are registered through the
datalogger on the server that contains the web application that allows the statistical
information about temperature, humidity, pressure, dew point, wind and precipitation.
The services offered are detailed in Table 5.

The option statistics allows you to select the city (Guayaquil or Milagro) and
present the information by day, month or year, as can be seen in Fig. 3. It shows the
data of February 12, 2018, corresponding to temperature and humidity.

The statistical graphs that the application generates -according to the data recorded
by each sensor of the meteorological station- calculate the maximum and minimum
measurement of the different variables, which are represented by colors.

Within this statistic the information about the speed distributions and frequency of
variation of the wind directions is represented, through the graph of the rose of the
winds, based on the observations captured by the weather stations of Guayaquil and
Miracle. This is observed in Fig. 4.

The option of WMS services generates through different colors the graphic rep-
resentation of the “Thermal Sensation”, which is just the sensation of greater heat or
cold that a person feels on their skin when exposed to an environment with certain
special conditions of wind or humidity associated with the existing air temperature.

Table 5. Meteorological data services offered by the platform

Service Options Parameters Result

Statistics Guayaquil Day, month, year Comparative graph by variable
Comparative graph between variables
Dominant wind graph

Milagro

WMS Service Referenced data maps of the heat index of Guayaquil and Milagro
Station data Temperature

Humidity
Pressure
Dew point
Wind
Precipitation

Fecha de inicio
Fecha de fin

Archivos de datos en formato *.cvs
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Likewise, through this information, we can manage the systems of climate con-
ditioning of homes, offices and other areas of human activity, which need to be per-
manently adjusted, generating energy savings and satisfactory comfort indices. On the
other hand, the compilation of this type of information can be used by architects and
landscapers in the design of buildings, green areas, avenues, etc., providing better
characteristics to those spaces for the use and enjoyment of its occupants.

Fig. 3. Comparative of captured data of sensors of temperature and humidity

Fig. 4. Speed distributions and variation frequency of the wind directions
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In addition to the information provided and once a more robust network of inter-
connected stations is established, they will be able to provide information to the public
entities responsible for service supply such as energy and drinking water, with which
they could adjust tariffs on subsidies granted, with a social vision of support to those
with less resources, who generally consume the least.

Last, but not least, we would have the possibility to directly attend the field pro-
ducers with this information about the thermal sensation, both for their own activity in
the daily work, as well as with what is related to planting crops and raising farm
animals. They have different sensitivities to weather conditions and spatial - temporal
variations.

Information on 23rd February 2018 can be seen in Fig. 5.

In the future it is expected to present this information in real time. The platform in
turn allows to obtain the data recorded in * cvs file format, entering the range of dates
to obtain them. This is done with the option “station data”.

6 Conclusions and Future Research

The main objective of this study was to suggest an evaluation that integrates a data
representation model and a sensor web services platform within a geospatial services
web framework for the management of environmental data. As a experiment it was
carried out a monitoring of different environmental parameters in a range of 1 min, for

Fig. 5. Weather conditions and their spatial-temporal variations
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approximately seven months in two different locations. The preliminary results show
that the use of this method to administer environmental data in real time is feasible and
effective. The objective of the experiment is to show the proposed model and platform
under a GSW framework and its applications for environmental data management.

The future work will focus on analyzing the scientific problems associated with the
experimental results, such as margin of error of the stations and implementation of
visualization models based on other monitored variables using the GeoServer tool
chosen in this work, under a cluster analysis. At the same time, the integration of other
sensors such as solar radiation and UV index is suggested.
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Abstract. The present paper makes a study of the maturity of Information
Security Management Systems of the Public Sector of Ecuador. Through a
theoretical study, 5 factors were determined that make up an effective Infor-
mation Security Management System: internal organizational control, informa-
tion security policy, information security culture, and technical activities for the
security of information and new technologies. The five factors were evaluated
through a scale to determine the level of maturity of the process of information
security from the perception of ICT (Information Technology and Communi-
cation) managers of public sector entities. Findings of the analysis showed that
technical activities for information security was the factor with a higher level of
maturity due to the implementation of technological tools by the personnel of
ICT area. On the other hand, internal organizational control was the least mature
factor, indicating that this area needs more attention. Despite the requirement of
the international standards of information security in most public entities, the
process is still at a level of maturity between repeatable and defined.

Keywords: Information security � Information security policy
Information security culture � Internal control

1 Introduction

The National Secretariat of Public Administration (SNAP) of Ecuador is a public entity
endowed with budgetary, financial, economic and administrative autonomy, in charge
of establishing policies, management methodologies, institutional innovation and
necessary tools for the improvement of efficiency and quality of management in the
entities and bodies of the Executive Function. On the other hand, SNAP created the
Commission for Information Security and Information Technology (CSITIC) which
has the authority to establish computer security guidelines, as well as the protection of
Information and Communication Technology (ICT) infrastructure [1].
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CSITIC, in its final report, describes that the governmental entities were under
many threats in the last years, due to the fact that the computer systems or web portals
do not comply with computer security standards. Likewise, crimes caused by misuse of
passwords by certain officials have led to fraud and embezzlement of public funds,
evidencing the lack of controls in some government systems [2].

In response to this situation, CSITIC proposed the adoption and adaptation of an
international standard to safeguard information in the governmental organizations. For
this, SNAP, through Ministerial Agreement Nº166, determined the implementation of
an Information Security Management System (ISMS) based on ISO/IEC 27001: 2005
as mandatory for entities of the Central Public Administration and those that depend on
the Executive Function [3].

With the above background, this paper studies the level of maturity of the Infor-
mation Security Management System of public organizations of Ecuador, with the aim
of contributing to the efforts of public entities such as SNAP and CSITIC to improve
security of the information of the Ecuadorian Entities.

The rest of the paper is structured as follows. Section 2 details basic information on
key factors for a mature Information Security Management System by reviewing a
selection of works related to the topic. Section 3 describes the case study including the
research methodology, data collection, methods of analysis and results. Finally, the
conclusion and future works are presented in Sect. 4.

2 Theoretical Concepts

In this section, several background concepts related to the development of the present
study are explained.

2.1 Internal Organizational Control

Public sector companies, unlike the commercial sector, focus on the delivery of ser-
vices for the general public with a social interest, seeking a beneficial result for the
community. However, in the course of their activities, they must face different types of
threats, both internally and externally. Therefore, it is necessary that public companies
can anticipate and manage risks adequately, as do private companies.

Among different risk management control tools, one of the most important could be
the internal audit, which is used to manage risks related to the operational, financial,
legal and regulatory activities which add value to the organization [4].

The effectiveness of internal auditing in the public sector is related to the experience
of audit staff, since effective internal audit professionals must have the ability to align
the structure of audit knowledge with the dynamics of the operation of organization.
Therefore, the experience has a significant impact within the efficient internal audit in
public sector organizations [5].
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2.2 Information Security Management

A primary objective of internal control is to achieve a correct culture of information
security in the personnel of the organization. To create it, it is necessary to provide a
guide for the personnel of the organization in order to avoid actions that may cause
risks related to information technology and communication [6]. The lack of consid-
eration of the information security management causes discoordination with the
organization [7]. Therefore, the implementation of an effective Information Security
Management System (ISMS) is required for the establishment of an adequate organi-
zational culture oriented to information security [8]. In this sense, ISO 27001 estab-
lishes tangible guide for the implementation of an ISMS and provides a global tool for
the establishment of a high quality system, indispensable and useful for any institution
[9–11].

An important requirement of the ISO 27001 standard is the application of an
Information Security Risk Management (ISRM) methodology. An ISRM allows
identifying the level of risk in organizations by analyzing vulnerabilities of critical
assets in order to establish plans to address the identified risks [12–15]. To achieve a
mature ISRM within the organization, it is necessary to select effective preventive
measures and combat threats actively [16]; and to achieve this, the quality of the
information must be guaranteed since it is the key to decision-making in the treatment
of risk [17]. Therefore, it is necessary to integrate the quality of information in an
ISRM [18].

An effective ISMS needs the interaction of several factors, which when measured,
will allow knowing the state of the ISMS implemented. Three types of factors have
been used to measure an effective ISMS: organizational factor, factor based on tech-
nology and hybrid factors [8, 19, 20].

2.3 Information Security Policy

Information Security Policy (ISP) creates appropriate behavior among employees by
providing clear instructions of the responsibilities to be followed in accordance with the
terms and conditions described in those policies [20]. In this process, senior man-
agement has an important role since it must act as the main motivator and influencer in
the application of the information security policy [21]. A clear and practical IPS can
help improve the security of information in organizations. However, a constant review
and update is necessary because the continuous changes in the organization may affect
the effectiveness of the IPS [22].

In the same way, employees must know the existing threats and the danger they
represent. This is important because careless employees who do not comply with the
ISP are the biggest threat to information security. Therefore, it should be emphasized
not only in the seriousness of information security infractions, but also to minimize
information security violations. The sanctions applied for the execution of security
infractions have a significant impact on the actual compliance of the IPS. In addition,
professionals must establish sanctions for the breach of the IPS in a visible manner and
make employees believe that their non-compliance will be detected quickly and will
result in severe legal sanctions [23].
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2.4 Technical Activities for the Information Security

Another important factor in the process of managing information security is the use of
technology to safeguard information. It is important to have the knowledge and
expertise in technical aspects, as well as in administrative ones. The administration has
to deal with the non-technical aspects of information security, such as the development
of security policies, training, the acquisition of security hardware and software, control
and decisions on data processing; and, the ICT professionals must provide the technical
support for information security [27]. In addition to the administrative and technical
capacities, it is necessary to acquire Information Technology (IT) resources; therefore,
proper management of IT resources is essential, as well as their integration, recon-
figuration, acquisition and disposal [7].

2.5 New Technologies

With the emergence of new technologies, new security risks in organizations are also
born; therefore, it is important to understand the details of those new technologies
being used in organizations. Three of the most important new technologies which are
being used widely for organizations are the cloud computing, mobile devices and social
networks.

Cloud computing includes service-oriented architecture (SOA) and virtual hard-
ware and software applications; it provides a scalable service platform in which
resources are shared among service consumers, partners and suppliers [25]. In this
sense, cloud-based computing presents new challenges related to the appropriate
management of security [24]. On the other hand, mobile devices are very useful for
organizational staff sin it allows the communication and storage of relevant information
without dependence of place or time. However, their usage rises new risks and new
security requirements [26]. Finally, another technology that has influenced to the
organizational culture change is the social network since it has generated a new way to
communicate between people and organizations, and share ideas.

3 Case Study

3.1 General Description

The present work analyzes the level of maturity of the Information Security Man-
agement System of public organizations in Ecuador. The study is based on 5 key
factors, which are rated based on the perception of the ICT manager of different public
organizations located in Esmeraldas city using a maturity level scale based on the
Cobit’s Framework. The obtained data was analyzed using SSPS system by means of
descriptive statistical tests to generate frequencies, median, mean and standard devia-
tion, to then, perform a correlation analysis between the factors with the objective of
identifying the strength of association between them.
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3.2 Research Methodology

This research measures the level of maturity of information security from the per-
ception of the ICT managers. The perception of ICT managers was collected using a
series of questions which had the objective to measure the level of maturity in five key
factors, which are detailed in Table 1.

As mentioned before, a questionnaire that included closed questions based on a
scale was used. In order to determine the level of maturity of the information security
process in the organization, it was necessary to use a maturity model starting from level
0 (nonexistent) to level 5 (optimized) [26].

For the present work, the Cobit’s Framework was considered, since it is used to
measure the level of maturity of information technology processes in order to measure
the alignment of IT with the organization.

The questionnaire is organized according to the defined factors and contains 25
questions. The factors with the elements are detailed in Table 2.

3.3 Data Collection

Questions indicated in [27] were adapted to the context of public entities, since they
were created to be applied in the private sector. Questions were delivered through
personal interviews; directions and purpose of the research were explained to the
participants before executing interviews.

To evaluate the instrument, a pilot test was conducted. For the execution of the pilot
test, 24 public sector organizations were contacted, of which 18 accepted their par-
ticipation. From the participating organizations, information of the period between
April and May 2017 was collected.

The questions of the questionnaire had a scale of 1 to 5 points and the reliability of
the questionnaire was established by calculating the internal consistency of the ques-
tionnaire using the Cronbach alpha coefficient, which generated a coefficient of 0.929
for all the combined constructs. The calculated reliability can be considered adequate
for current research since Cronbach alpha coefficient is the mostly used statistical test to
determine the reliability of scale questions in questionnaire surveys [28].

Table 3 shows the characteristics of the contacted public entities, of which the
majority (44.44%) are oriented to provide a social type of service such as: social
insurance, inclusion, civil registry, among others. On the other hand, the majority have
a low budget (of less than $ 50,000) for the technological area (44%).

Table 1. Factors of an effective ISMS

Factor type Factors

Organizational Internal organizational control
Information security policy
Information security culture

Based on technology Technical activities for the information security
Hybrids New technologies
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3.4 Results

Once the data was entered into the SPSS system, several statistical tests were per-
formed. Descriptive statistical tests were used to generate frequencies, median, mean
and standard deviation. Table 4 presents the descriptive statistic values of factors.

Table 2. Elements of the questionnaire

Factor Elements Number
of
questions

1. Internal organizational
control

Framework
Audit area
Risk management process
Risk map

7

2. Information security
policy

Establishment of information security policies
Communication of information security policies
Knowledge of policies noncompliance by staff

6

3. New technologies Resources to identify changing threats
Change in risk level due to the use of social
networks, cloud computing and personal devices
Risk management program for new technologies

3

4. Technical activities for
the information security

Technology for the risk management process
Virtualization technology
Access management control

3

5. Information security
management

Information security management system
Information security committee
Response plan
Technological risk assessment
Contingency plan

6

Table 3. Profiles of participants

Item Variable Frequency Percentage (%)

Organization Type Oil
Electricity
Telecommunications
Social
Health
Water Supply
Security
Education

2
2
1
8
2
1
1
1

11.11%
11.11%
5.56%
44.44%
11.11%
5.56%
5.56%
5.56%

Annual ICT Budget <50.000 dollars
50.000–100.000 dollars
>100.000 dollars

8
4
6

44%
22%
33%
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As shown in Table 4, the average of all the factors was greater than 3, that is, they
have a defined level of maturity, which indicates that the process is documented and
communicated.

Consequently, the results of the descriptive statistics revealed that, the technical
activities for the information security is the factor with a higher level of maturity. This
result is not surprising given that the personnel responsible for the ICT area focuses on
acquiring technology to automate processes and thus mitigate the various security risks
that organizations face.

The second most mature factor was the information security policy, due to the need
to have a document that establishes guidelines for the personnel despite not having a
fully implemented Information Security process in the organization. Therefore, ICT
managers consider the execution, revision and dissemination, as well as the ISP update
in case of changes in the technological infrastructure.

The results also revealed that the respondents consider the internal control with a
lower level of maturity compared to the others, because the aspect imply a greater effort
due to the importance of the support of top management in hiring specialists for the
creation and implementation of an Efficient ISMS. In general, large companies or
companies with resources create the internal control unit or continually hire specialized
personnel in the area of information security; therefore, organizations with an internal
audit function are more prepared to detect fraud than those that do not have one.

Figure 1 shows the box diagrams of the five analyzed factors. The Technical
activities for the information security factor is evaluated with a value higher than 4.5
for more than 50% of the people. Likewise, all the factors have a measure higher than
3.5, which means that ICT manager perceives a level of maturity between defined but
not completely administered in their organizations.

On the other hand, the answers provided for the Internal Organizational Control,
Information Security Policy and New Technologies factors have greater variability than
Technical Activity for the information security and information security management
factors.

As shown in Table 5, the Pearson correlation indicates the strength of association
between the factors. It is considered a positive correlation between the factors since the
value is greater than 0.7. All factors correlated more strongly with their own measures
than with any of the other factors. This indicates convergent and discriminant validity.
Therefore, the results show that the different factors are reliable and consistent.

According to Table 5, the correlation of 0.766 between the Information Security
Policy and Internal Organizational Control factors demonstrates that the maturity of

Table 4. Factors and their descriptive statistics

Factors Mean Std dev Min Max

Internal Organizational Control 3.2778 1.33606 1.00 4.86
Information Security Policy 3.7315 1.28483 1.00 5.00
New technologies 3.5556 1.24722 1.00 5.00
Technical activities for the information security 4.3333 0.76696 2.33 5.00
Information security management 3.3611 1.12641 0.83 4.83
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the internal audit facilitates the formulation of strategic security policies to achieve the
company’s objectives.

In the same way, the Information Security Policy and Information Security Man-
agement factors have a correlation of 0.698. Therefore, an adequate management of
information security generates a mature ISP because it is considered as an influential
organizational factor in the correct creation and execution of an Information Security
Culture in an effective ISMS.

New technologies and Information security management are related due to their
value of 0.719. The greater the level of maturity of the information security adminis-
tration, the greater the awareness of the risks of using new technology within the
organization. It is important to manage a mature ISRM through the effective selection
of preventive measures capable of combating threats actively.

Fig. 1. Box diagram of factors

Table 5. Correlation between the different factors

Factors 1 2 3 4 5

1. Internal organizational control 1
2. Information security policy .766** 1
3. New technologies .534* .480* 1
4. Technical activities for the information security .232 .053 .731** 1
5. Information security management .779** .698** .719** .393 1

** means Correlation is significant at the 0.05 level (bilateral)
* means Correlation is significant at the 0.01 level (bilateral)
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Likewise, new technologies and technical activities for information security have a
positive correlation of 0.731, determining that a greater knowledge of new technologies
achieves an adequate implementation of technological tools. However, a low invest-
ment in new technology training has a negative effect on the impossibility of carrying
out technical activities to safeguard the information. Additionally, in the following,
some important facts about key factors are presented.

Internal Organizational Control Factor: 44% of organizations have an automated
risk management process and an updated risk map with identification and prioritization
of risks. 22% of them perform risk management through the hiring of expert personnel
on the subject, 11% contract only in certain processes and the remaining 11% consider
that the personnel hired occasionally does not count with experience. From all the
companies, only 33% have an internal audit area and another 33% hire audit and
consulting services with independent companies.

Information Security Policy Factor: 67% of ICT managers said that their organi-
zation has a comprehensive ISP, evaluated and constantly updated. Slightly more than
half i.e. 56% perceive the dissemination and strict compliance of ISP by the personnel.
Likewise, 61% consider the personnel of the organization are trained and informed of
the consequences of non-compliance of security standards.

New Technologies Factor: The majority of ICT managers (44%) do not perceive the
emergence of new risks due to the use of social networks and mobile devices by the
staff of the organization. 22% identify no changes in risks levels; however, 28%
perceive changes in the control environment of their organization, and a minimum
percentage (6%) considers an increase in risk levels. 56% have financial support from
top management to acquire new resources for the identification of risks. 66% have an
IT risk management program established, automated and comprehensive, considering
the risks derived from the use of social networks, cloud computing and mobile personal
devices.

Technical Activities for the Information Security Factor: Just over half of the
respondents (56%) have the right technology to automate risk management. On the
other hand, 94% have specific software for identity and access management that mit-
igates the risks associated with unauthorized access to systems and data.

Information Security Management Factor: 44.4% have a formal ISMS certification
and have a fully optimized response plan. 5.6% have implemented an ISMS without a
certification. 38.9% is in process of implementing an ISMS, and 11.1% has not con-
sidered the implementation of ISMS. In addition, 56% have a contingency and business
continuity plan fully optimized and evaluated.

4 Conclusions

The implementation of an effective Information Security System depends on three
types of factors: organizational, technological and hybrid. The factors considered in this
study (internal organizational control, information security policy, information security

Study of the Maturity of Information Security 107



culture, technical activities for information security and new technologies) allowed us
to identify the level of maturity of the ISMS from the perspective of the ICT managers.

The findings of the analysis of statistical data showed a positive correlation between
information security policy and information security management factors. The analysis
indicated that as the level of maturity of the Information Security management
increases/decreases, an increase/decrease in the level of maturity of the Information
Security Policy is expected. For example, a high degree of support in the allocation of
resources by top management in the Information Security risk assessment stage would
result in a greater probability of success in the process of building the information
security policy [29].

Regarding the experience in this work, future studies can be proposed, such as the
application of the questionnaire to ICT managers in public entities of cities with a
medium or greater population, focusing on the most relevant factors, developing an in-
depth analysis of them in certified organizations.
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Abstract. Thermal simulation systems in buildings, contribute to the design of
energy-efficient structures; however, a significant amount of computational time
is required in order to obtain the results of the simulation process. The main
focus of this paper is examining the possibility of reducing time required for
thermal simulation systems calculations. More specifically, the paper focuses on
one of the major processes that requires computing resources at solving the
system of equations obtained as a result of the thermal modeling of a building.
This research was undertaken in order to determine the performance of Java
library methods: Matrix Tool for Java (MTJ) for solving systems of linear
equations, and identifying which of these was the optimum in terms of com-
putation time. For this purpose, tests for the iterative methods combined with
pre-conditioners were conducted. The tests of the direct method were done
through the development of a software implemented in two case studies of
buildings, and that was modeled with the parameters of the thermal simulation
software called JEner, from the Thermal Engineering Research Group from the
University of Cadiz in Spain.
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1 Introduction

Nowadays, simulation systems are one of the most valuable tools used in science.
Implementation of these systems provides data that can be examined to aid effective
decision-making to predict the best possible scenarios and conditions of life for society.

There are different mathematical techniques employed for building models that
allow performing simulations, however, it is very common for these mathematical
processes to propose a system of nonlinear equations whose resolution results repre-
sents the expected reality. Researchers have found in the mathematical modeling and
computing, two powerful tools that together have allowed the realization of high-
performance simulations that can be used to solve extremely complex scenarios. For
example, the thermal simulation of buildings and air conditioning systems, can predict
the efficiency of energy usage under different scenarios, conditions, and timings.

However, the resolution of these systems of nonlinear equations is a task that
demands a lot of computer resources, mainly the time required to compute solutions
because is quite significant. This work was supported by the Research Group in
Thermal Engineering (IITER) of the University of Cádiz, who developed a software
tool that performs thermal simulations based on mathematical models [1], however, the
construction of such models is based on extensive systems of equations and the out-
come or resolution takes a large amount of time to return results. With this background,
the present study was based on the models that build the software of IITER group and
the assessment of methods of the MTJ library in the resolution of these.

It is important to emphasize that this work does not cover the construction of models
for thermal simulation, but instead, lightens the mathematical resolution of the equation
systems obtained from the model, using computer tools. However, it is necessary to
explain certain elements of the IITER software for a better contextualization.

JEner is the name of the software created by IITER, this application implements the
method of Newton-Raphson multivariable to solve the system of nonlinear equations
by transforming it into a linear system which will then be solved by the direct method,
incorporated in JAMA library. The present work proposes a study of the performance
of the various methods of solving linear equations, in order to identify the optimum in
terms of computation time, for this purpose alternatives libraries that incorporate other
numerical methods were studied, being selected Matrix Toolkit for Java which presents
a significant growth within the scientific community. For results and further analysis,
two real case studies were determined by thermal simulation based on the parameters of
JEner software.

Both JAMA and MTJ are libraries written in Java programming language. These
are widely used in the international scientific community for solving problems based on
matrices. The software that was developed with this work, was introduced to undergo
the performance and testing methods offered by the MTJ library, in terms of balancing
stability, convergence and computational times that have been written in Java, which is
also one of the languages most widely used in the world [2, 3] and is widely used in the
development of thermal simulation and thermal certification applications; software
such as HEED 1.2 [4], GEC, HULC are written in this language.
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2 Related Jobs

In [5] Frenkel made a comparative study concerning computation times on the algo-
rithms of Pothen and Fan [6] and graph-based methods proposed by Tarjan [7], Ford, Jr
[8], where the algorithm Pothen and Fan was highlighted in most of the case studies,
although you can notice the dependence of the methods with the type of system to
solve.

There is research on alternatives other than the traditional numerical methods for
optimizing computing time in thermal simulation, such as Magnier and Haghighat [9]
that propose a model based on genetic algorithms and neural networks for the opti-
mization in construction and design of houses, the work is presented with the GAINN
approach to present the RNA and multi-object genetic algorithm NSGA-II for
optimization.

According to work carried out by [1] Foncubierta, it indicates that currently, the
estimation of consumption in buildings through implemented models has become an
essential way for the design, implementation of energy legislation and integration of
energy management systems, it emphasizes that there is countless computer software
that incorporates generation control algorithms.

In other investigations, such as the one proposed by [10] Bolivar, a library is
developed in Java to solve computational and matrix algebra problems by using two-
dimensional matrices that serve the users of the University of Carabobo. In addition,
the JAMA library was used for matrix manipulation which consists of six classes that
are: matrices, Cholesky decomposition, LU, QR, singular value, and Eigenvalues. In
García’s work [11] the solving of linear equations matrix was studied by means of
iterative methods based on subspaces of Krylov.

Another area of study is [12] Guerrero, where a flow simulator was modified, using
Saint-Venant equations based on the method of Preissmann which has allowed it to
have a dynamic analysis tool that allows studying how liquid separation is produced.
On the other hand, [13] Maestre indicates that computers of the last generation have
drastically reduced computational costs. In addition, it presents how to evaluate errors
in the radiation of incidents, for this practice, it is used a method for reducing time of
calculations in BEPS that are commonly used in ray and cut paths. In general terms, it
can be stated that the search for improvements in computational times aims to develop
optimal methods of solving systems of equations, either by improving current ones or
based on them.

In general, all the aforementioned works are directed towards the optimization of
resolution times of the equation systems, in some cases the study concentrates on
mathematical algorithms, however, this research studies the behavior with respect to
computational times of the numerical methods incorporated in the MTJ library in a
scenario composed by two cases of study with matrices of different dimensions.
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3 Iterative Schemes

It exists different numerical methods for solving a system of nonlinear equations, how-
ever, generally classical methods such as Newton-Raphson and its derivatives have the
solving strategy of linearizing the system by calculating the Jacobian calculation [15]:

½J�k dX½ � ¼ ½F�k
Where [dX] = [X]k − [X]k+1; [X]k+1 is the vector of n unknowns for the next iteration
k + 1; [X]k is the vector of n unknowns for the current iteration k; [J]k is the inverse of
the Jacobian of the system of dimension n; y[F]k is the vector of each function eval-
uation system for [X]k. It is possible for the Jacobian calculation to be costly [16] but
there are alternatives such as free derivative methods [17, 18] or Jacobian-Free methods
[19] that approximate the product Jv, where J is the Jacobian and v is the vector
resulting from the application of the decomposition methods of Krylov subspace, by
Taylor series expansion.

3.1 Resolution of the Linear System

There are two types of solving methods for a system of linear equations: solutions that
apply the direct method and solutions that apply iterative numerical methods. Those
that employ the direct method, perform the inversion of the matrix using techniques
such as LU factorization [20], QR [16], Cholesky [17], among others. The iterative
ones employ numerical methods to solve linear problems, these methods are mostly
based on the Krylov subspace, the best known are BiConjugate Gradient Methods
(BCGD) [21], Conjugate Gradient Methods (CG) [21], Generalized Minimal Residual
Method (GMRES) [23] among others. Iterative processes can become faster if they are
combined with pre-conditioners and that is to transform the matrix system into a more
advantageous one by using methods like Incomplete LU factorization [24], Incomplete
Cholesky factorization [25], Multigrid Methods [26].

4 Java Libraries for Matrix Operations

There are projects that are being developed and enjoy good acceptance among
developers of applications where there is involved the use of matrices, among the most
well-known projects, exist JAMA [27], LA4J [28], COLT [29], MTJ [30], Commons
Math [31] Efficient Java Matrix Library [32], jBlasj [33], jScience [34], OjAlgo [35],
Parallel COLT [36] Universal Java Matrix Package [37]. There are tools like [38]
which allows comparative performance tests among all the libraries mentioned.
However, these tests are general, the tests carried out in this paper are intended to
subject the library to a stress based on real scenarios, such as the thermal stress
modeling. In this context, the MTJ library was selected for its characteristics and
references [39], and additionally, it was contemplated to test the direct method of
JAMA library for being the one currently used by JEner. According to [14], the JAMA
library produced by the National Institute of Standards and Technology, is a library of
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objects which is based on different attributes since it is quite complex and includes
most of the operations in matrices. JAMA provides user-level classes to build and
manipulate real, and dense matrices. MTJ is a library written in Java and has a complete
set of tools for linear algebra operations with dense matrices and a partial set of tools
for sparse matrices. Originally developed by Bjorn-Ove Heimsund, among its main
features there is that it allows handling dense and sparse, tridiagonal and symmetric,
and sparse unstructured matrices. It also allows performing intrinsic operations such as
matrix-vector multiplication, matrix-matrix multiplication, using methods such as
direct resolution, LU and Cholesky decomposition, BiConjugate Gradient Methods
(BCGD), Conjugate Gradient Methods (CG), among others.

5 Analysis of Initial Resolution System

Considering that this work was based on the solution proposed by JEner, the design of
the test application obeys its resolution scheme to the system of nonlinear equations,
which diagram of classes in UML is shown in Fig. 1. In which it shows that the
Newton-Raphson method is developed in the NewtonRaphson class, which implements
the Solver interface and generates instances of the GestorEcuaciones class that is in
charge of modeling the system to solve. The Newton-class sets the workspace of this
research, this class contains several methods, but there is one which contains the main
programmatic logic of the class, this method is public double [] resolver (). Within this
method there are three sections where control variables were placed to measure the
computational times, these sections were: Creation of the function vector, resolution of
the Jacobian and resolution of the linear system of equations. At the beginning and end
of Solver, control variables were also placed to measure the total times.

Fig. 1. Class diagram (UML) of the IITER solver [1].
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5.1 Design of the Tool to Perform the Tests and Studies

The tool design presents an interface that allows the determination of the method to be
assessed in various combinations with different preconditioners and present results
through a grid, as shown in Fig. 2. In the mentioned figure, it can be seen how the
application allows the researcher to select the method to be evaluated, and through a
grid, they can observe the table of data or results obtained in the three sections and in
the general method where the control variables were located. It was added to the screen
an element for controlling the number of times that the solver was invoked, that could
be between 1 and 105120 times, this number obeys the calculation of an effective
simulation of every 5 min for a period of one year, which would allow to obtain the
performance or annual energy efficiency of a structure.

The application logic is to invoke the solver and relate it to a system of nonlinear
equations (case study) that is encoded in a class, then run the solution the number of
times requested, and present the results.

For the results, it is considered as a unit of time the milliseconds and it is controlled:
The average time it takes the solver execution, construction of the Jacobian, building
the function; and the total time of Newton-Raphson with each method. The computer
on which the test case studies were carried out has the following technical features:
Intel Core 2 Quad Q8200 2.34 GHz, 8 GB RAM, 64 bits.

6 Case Studies

6.1 Case Study 1

It corresponds to the design of an air conditioning system in a pipes network with five
elements that alter the load as shown in Fig. 3. The modeling of this small system
yielded a total of 13 equations that can be seen in Fig. 4 and that form the system of
linear equations of the case study 1, to be solved by the methods that were evaluated.

Fig. 2. Class diagram (UML) of the IITER solver [1].
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6.2 Case Study 2

Figure 5 shows the design of a cooling system composed of a chiller and two elements
of Thermal Units (U.T) and whose modeling derives on 15 equations that can be
observed in Fig. 6. This system is allocated in each of the floors of a 10-floor building
so that 10 similar systems are obtained, which generates a total of 150 linear equations
(Case Study 2) to be solved by the methods that will be evaluated.

Fig. 3. Piping system design, Case Study 1

Fig. 4. System of equations, Case Study 1
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7 Evaluation and Results

7.1 Case Study 1

In this first case study, the obtained results shown in Table 1, indicate that the con-
struction of the Jacobian and the function vector remain constant in the JAMA library
as for MTJ and any of its methods. Similarly, it is observed that the construction of the
Jacobian in a system of 13 equations takes practically the same time as the resolution of
the linear system of equations, while the construction of the vector function in this case
study shows insignificant values within the total time that it takes for the Newton-
Raphson to run.

Fig. 5. Cooling system design, Case Study 2

Fig. 6. System of equations, Case Study 2
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In Fig. 7 the analysis focuses exclusively on the time of the solver (column
SOLVER TP) where the values are given in milliseconds and although in this case, the
direct methods were faster, the average of the iterative methods exceeds by 663% the
time employed by the Direct Method MTJ (MD-MTJ) and Direct Method JAMA (MD-
JAMA) exceeds the MD-MTJ by 348%, that is, to solve this case, MD-JAMA
employed 3.5 times the time it took the MD-MTJ, while the MTJ iterations exceed the

Table 1. Data of Case Study 1

SOLVER SOLVER
TP (ms)

Jacobian
TP (ms)

FUNCTION
TP (ms)

NEWRAPH
TT (ms)

NEWRAPH
TT (min)

MD-JAMA 0.10 0.17 0.01 30157.88 0.50
GMRES-ICHO 0.17 0.17 0.02 57246.12 0.95
GMRES-PERD 0.16 0.17 0.02 54707.02 0.91
GMRES-ILU 0.16 0.18 0.02 56445.20 0.94
GMRES-SSO 0.16 0.17 0.02 56065.12 0.93
GMRES-Ilut 0.18 0.19 0.02 66869.34 1.11
GMRES-
AMSA

0.17 0.20 0.02 61208.34 1.02

BCG-ICHO 0.15 0.18 0.02 55896.25 0.93
BCG-PERD 0.15 0.18 0.03 55543.48 0.93
BCG-ILU 0.15 0.18 0.02 55596.41 0.93
BCG-SSO 0.15 0.18 0.02 55969.94 0.93
BCG-Ilut 0.16 0.19 0.02 61530.34 1.03
BCG-AMSA 0.16 0.19 0.02 58607.09 0.98
BCGs-ICHO 0.21 0.18 0.02 63858.16 1.06
BCGs-PERD 0.21 0.19 0.02 63398.37 1.06
BCGs-ILU 0.22 0.18 0.02 62652.72 1.04
BCGs-SSO 0.21 0.18 0.02 62337.99 1.04
BCGs-Ilut 0.21 0.18 0.02 66645.35 1.11
BCGs-AMSA 0.21 0.18 0.02 61391.17 1.02
CGS-ICHO 0.14 0.18 0.02 53315.64 0.89
CGS-PERD 0.14 0.18 0.02 53185.74 0.89
CGS-ILU 0.14 0.18 0.02 52520.54 0.88
CGS-SSO 0.14 0.18 0.02 53376.58 0.89
CGS-Ilut 0.14 0.18 0.02 56805.48 0.95
CGS-AMSA 0.14 0.18 0.02 52297.20 0.87
QMR-ICHO 0.17 0.18 0.02 55787.45 0.93
QMR-PERD 0.17 0.18 0.02 55289.46 0.92
QMR-ILU 0.17 0.18 0.02 55764.97 0.93
QMR-SSO 0.17 0.17 0.02 55602.41 0.93
QMR-Ilut 0.17 0.18 0.02 59782.02 1.00
QMR-AMSA 0.17 0.17 0.02 55245.08 0.92
MD-MTJ 0.02 0.18 0.02 24816.52 0.41
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MD-JAMA by 70%. For this case, the MD-MTJ was much faster than others and the
total execution time of the Newton-Raphson reflects the superiority of this method over
the others. For this system of equations, all the solver converged.

From the iterative methods, it shows that the Conjugate Squared Gradients method
(CGS) that was combined with Incomplete Cholesky Preconditioners (ICHO), Diag-
onal preconditioning (PERD), Incomplete LU (ILU), Symmetrical Successive Over-
relaxation (SSO), Incomplete LU with fill-in using thresholding (ILUT) and Algebraic
Multigrid by Smoothed Aggregation (AMSA) proved to be the fastest in this system of
13 equations, the small variation of the values attribute the efficient of the method over
the preconditioners with which it can be inferred about the adaptability of this method
to the use of any preconditioner. This feature, in this case, is also seen in the Quasi-
Minimal Residual method (QMR).

7.2 Case Study 2

In this second case study a system of 150 linear equations was solved, the results
obtained shown in Table 2 indicate that the construction of the Jacobian and the vector
function remain constant between JAMA library and MTJ, the Jacobian in a system of
more than 100 equations, far exceeds the time of resolution of the linear system of
equations with the exception of the direct method of JAMA library. In contrast, the
construction of the function vector in this case study shows little significant values
within the total time it takes for the Newton-Raphson run.

In Fig. 8 the analysis focuses exclusively on the time of the solver (column
SOLVER TP) where values are given in milliseconds and allows to note that iterative
methods in systems of more than 100 equations become much more efficient in terms
of computational time, the average of the iterative methods exceeds by 454% the time
spent by the direct method of MTJ and the direct method JAMA exceeds by 2696% the
direct method MTJ, in other words, to solve this case JAMA’s direct method spent 27
times the time it took for the MTJ direct method, while the MTJ iterative method
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employed only 17% of the time of the JAMA’s direct method. The execution of
Newton-Raphson reflects the superiority of the MTJ direct method over the other
methods. For this system of equations, the CGS solver did not converge. In this case
study, it could be noted that the Generalized Minimal Residual method (GMRES)
combined with 6 preconditioners had better performance than the other iterative
methods, however, combined with ICHO it did not have the same performance as
presented with other preconditioners. For both case studies, the BiConjugate Gradients
(BCG) and BiConjugate Gradients Stabilized (BCGs) methods, despite converging,
they have been the iterative methods of lowest performance.

Table 2. Data of Case Study 1

SOLVER SOLVER
TP (ms)

Jacobian
TP (ms)

FUNCTION
TP (ms)

NEWRAPH
TT (ms)

NEWRAPH
TT (min)

MD-JAMA 32.15 28.47 0.16 6390914.29 106.52
GMRES-ICHO 4.07 13.96 0.63 3044658.94 50.74
GMRES-PERD 2.11 26.41 0.56 4103627.79 68.39
GMRES-ILU 2.12 13.99 0.63 2987752.62 49.80
GMRES-SSO 2.12 29.17 0.63 4469352.40 74.49
GMRES-Ilut 2.12 15.11 0.64 3153767.80 52.56
GMRES-
AMSA

2.10 14.01 0.56 3829235.05 63.82

BCG-ICHO 4.79 15.07 0.61 5005002.90 83.42
BCG-PERD 4.78 13.79 0.53 4307915.36 71.80
BCG-ILU 4.79 13.80 0.61 3320055.19 55.33
BCG-SSO 4.78 13.80 0.61 4776950.76 79.62
BCG-Ilut 4.79 13.80 0.62 3408617.81 56.81
BCG-AMSA 4.78 13.80 0.53 4074151.67 67.90
BCGs-ICHO 5.64 31.55 0.62 5117517.23 85.29
BCGs-PERD 5.63 14.00 0.54 4303245.45 71.72
BCGs-ILU 5.63 14.00 0.62 3268518.68 54.48
BCGs-SSO 5.62 13.99 0.62 3266176.93 54.44
BCGs-Ilut 5.63 14.00 0.63 3392528.86 56.54
BCGs-AMSA 5.62 14.14 0.54 3206014.22 53.43
QMR-ICHO 5.06 17.24 0.62 3515877.15 58.60
QMR-PERD 5.05 27.15 0.54 4483241.29 74.72
QMR-ILU 5.05 13.92 0.62 3294685.60 54.91
QMR-SSO 5.06 15.23 0.62 3431416.06 57.19
QMR-Ilut 13.18 13.93 0.63 4150257.27 69.17
QMR-AMSA 19.36 13.93 0.54 4597636.80 76.63
MD-MTJ 1.19 13.84 0.14 1797484.42 29.96
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8 Conclusions and Future Work

There are several libraries for the operation with matrices and numerical methods in
Java, however, the two most commonly used libraries are JAMA and MTJ, being the
latter the biggest boom at present within the developer community. The direct method
of MTJ library proved to be much more efficient in terms of computational time than
the JAMA library, mainly when the workload was increased because its performance
grew exponentially. For iterative methods, the greater the dimension of the system of
equations, the greater their efficiency. The direct method of JAMA library is more
efficient in small systems. Whereas in the resolution of the two cases, the average of the
iterative methods increased its time by 3240%, the direct method MTJ by 5450% and
the direct method JAMA by 32783%, this suggests that in even larger systems, the
efficiency of the iterative methods would exceed the direct method of MTJ. Perfor-
mance of the iterative method can be affected negatively or positively using precon-
ditioners as seen in the results of case 2 in the combination of GMRES method with
ICHO preconditioner.

Although mathematical algorithms make evident that iterative methods tend to
solve linear equations systems in better times than the application of direct methods, in
the execution of these algorithms in a computer, the direct method of MTJ presented a
better time than the iterative methods, which would justify an expanded work in the
future about the behavior, stability and convergence of mathematical algorithms of
iterative methods that are applied to diverse programming languages.
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Abstract. The increase of competitiveness in global markets has led to the need
for improvements in project management organizations aimed at stimulating
financial health and revenue. Revenue assurance combines statistical techniques,
scope, time and risk management with the goal of reducing costs and maxi-
mizing revenue in organizations that apply it. The objective of this paper is to
present a revenue assurance model for project management organizations that
allows the detection of planning errors and revenues maximization during the
projects development. As part of the research novelty, the proposed model
combines risk management, outlier mining and soft computing techniques. Risk
management is developed with a proactive approach, based on the application of
computing with words for qualitative risk assessment. In the research, cross
validation tests are carried out comparing different techniques for the detection
of anomalous situations. In the comparison, project management databases are
used for the development of computer solutions. The model is introduced in a
platform for integrated project management and the results of its application are
also presented.
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1 Introduction

One of the forms of organization that has gained strength due to its applicability in
different scenarios is Integrated Project Management, which has led to the growth of a
number of project management organizations. These organizations develop new
products or services, establishing their resources in the form of projects with well-
determined start and end dates, as suggested in the PMBOK guide [1]. Project man-
agement must be supported by the use of information systems that help decision-
making.

In this type of organization, despite efforts to improve management efficiency, there
are still many difficulties that generate income losses. A study carried out by Standish
Group International, showed that historically, the numbers of projects satisfactorily
managed, renegotiated and canceled, have moved by around 29%, 52% and 19%
respectively [2]. An important element that must be analyzed beyond the number of
renegotiated or failed projects is the economic and social impact of the same ones.

In this context, shortcomings in the planning, control and monitoring processes, as
well as insufficient mechanisms for risk management and human resources manage-
ment, are identified among the fundamental causes of project failure [3]. During the
development of plans, defects that can significantly affect the costs foreseen for the
project execution are introduced, caused by human errors or masking processes of
corruption and fraud. Some of these causes can be mitigated if the outliers contained in
the information systems of the organizations themselves are analyzed [4, 5].

Revenue assurance as a knowledge area arises since the end of 1970s in
telecommunications sector, as a discipline oriented to the protection and recovery of the
financial resources of organizations [6, 7]. We adopt the concept of revenue assurance
as: set of techniques, policies and models, applied with the objectives of increasing
revenues and reducing the costs of the organizations that apply those following reac-
tive, active and proactive approaches. There are a set of errors in project management
that have a high impact on its success and therefore in revenue assurance of the
organizations [4–16]:

• Little attention to the project’s risks, which frequently causes a slight override in
project costs, affecting revenue and profits.

• They depend on human resources for their application, which in turn are also
subject to possible operation errors.

• In project management organizations, phenomena that traditional revenue assurance
techniques do not manage properly are presented, such as heterogeneity in data,
imprecision, and uncertainty.

• Frequently, the proposed solutions are only based on reactive approaches and do not
adequately use active or proactive strategies for revenue assurance.

• Often, the implemented solutions constitute black boxes supported by proprietary
tools that affect the technological sovereignty of the organizations. The full impact
of the information management with these external tools is not known for sure.

It has been identified that many of these problems affect the efficiency and effec-
tiveness of revenue assurance processes from the perspective of the ability to detect

Revenue Assurance Model for Project Management Organizations 125



anomalous situations. Within data mining, a particular area known as outlier mining is
dedicated to the detection of outliers in data samples, with applications in different
areas such as telecommunications and health [17]. As a strategy to help solving some of
these problems, this research aims to improve the detection and prevention processes of
situations that affect revenue in project management organizations.

This paper presents a revenue assurance model for project management organiza-
tions. As part of the novelty of the research, the proposed model combines risk
management techniques, outlier mining and soft computing techniques; as well as the
identification of situations that generate outliers in project management organizations.

The rest of this paper is structured as follows. Section 2 provides a description of
the most relevant works related to: revenue assurance, project management schools,
outlier mining, and soft computing techniques. Section 3 presents the revenue assur-
ance model for project management organizations. Evaluation and results are described
in Sect. 4. Finally, conclusions and feature work are presented.

2 Related Works

2.1 Revenue Assurance

Revenue assurance is an interdisciplinary field that combines statistical techniques, risk
management, scope, time and outlier mining, among other techniques. In this context,
definitions have emerged to describe the subject matter of this discipline. Among them,
Khan emphasizes that “revenue assurance is the set of activities that are applied to
ensure that business processes, organizational structure, control, and information sys-
tems, related to revenue cycle of organizations, work together effectively” [14].

With the development of revenue assurance discipline, spaces for the training of
specialists and the creation of standards emerged: TM Forum [6] and the Global
Association of Revenue Assurance Professionals GRAPA [5, 15] are two of them.
GRAPA is founded with the objective of defining, standardizing and professionalizing
the work related to revenue assurance; in addition to provide support throughout the
world to professionals in this knowledge area [16]. According to GRAPA, among the
most used techniques in revenue assurance are: risk analysis, exchange analysis, process
analysis, systems analysis and statistical analysis. TM Forum argues that among the
main factors that influence the maturity of the revenue assurance processes are the level
of experience of insurance teams and technologies; both with a 23% relevance [6].

After a study carried out, it was possible to confirm that techniques proposed for
revenue assurance worldwide are still insufficient both for telecommunications com-
panies, where they arose, and for project management organizations. In this scenario,
the need for techniques to deal with the imprecision and uncertainty of the data is
identified. It is also identified the need to combine the statistical techniques traditionally
used with other data analysis techniques such as those found in the outlier mining
discipline.

To combine reactive and active strategies, that reduce the time of detection of
income leaks, with proactive strategies that aim at preventing failures, fraud among
other anomalous situations is identified as a trend. Most authors report that there is a
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need for the development of novel tools that adapt to the dynamism of new tech-
nologies to ensure the successful application of revenue assurance techniques.

2.2 Influence of Project Management Schools on Revenue Assurance

The discipline of Project Management is instituted by schools or institutions dedicated
to the formalization of organization methods. These institutions include the Project
Management Institute (PMI) with the PMBOK standard [1], the Software Engineering
Institute (SEI) with the Capability Maturity Model Integration (CMMI) [18], the
International Project Management Association (IPMA) and the ISO with its standards
10006 and 21500 [19]. These standards include activities and techniques that can
influence revenue assurance from the point of view of different areas of processes:
scope, integration, time, cost, quality, human resources and others. These are mostly
based on manual analysis with a strong influence of experts. The greatest contribution
of these methodologies to revenue assurance can be found in the area of risk man-
agement that does constitute proactive analysis techniques.

The main project management standards do not sufficiently address the issue of
revenue assurance; it is in PMBOK version 6 (September 2017) that they begin to talk
about the importance of data analysis in projects [1]. As a strategy to solve these
problems in project management organizations, the authors developed research asso-
ciated with the application of data mining and soft computing techniques [20].

2.3 Outlier Mining and Soft Computing Techniques

An outlier can be defined as an observation that deviates a lot from the rest, appearing
as a suspicious observation that could be generated by mechanisms different from the
rest of the data [21]. Outlier mining contributes significantly in revenue assurance
process, particularly in reactive and active approaches for the detection of possible
records that reflect money leakage due to concepts of fraud, system failures among
others.

Some techniques that have been implemented in this knowledge area are based on:
clustering techniques [22], density-based models, statistical models based on distri-
bution and models based on artificial neural networks [21]. There are several
approaches for characterization of application scenarios of outlier mining [4, 21–24],
among which stand out: heterogeneity; dimensionality; volume of information;
uncertainty and inaccuracy; outlier types (punctual, contextual or collective) and the
way of data presentation (punctuation or labeling). For the application of outlier mining
in revenue assurance, the specificities of each scenario and the nature of its data must
be considered.

A strategy to treat the imprecision, inconsistency and uncertainty of the data during
revenue assurance, combine outlier mining, soft computing and good practices in
project management. Soft computing techniques provide tools to approximate human
reasoning through the use of accumulated experience. Under this principle, fuzzy
systems, neural networks, evolutionary computing, probabilistic reasoning, as well as
combinations thereof, are considered soft computing techniques [25]. These techniques
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allows gaining in robustness, efficiency, adaptability, and proper balance between
power prediction and interpretation, which are integrated to support decision-making.

It can be concluded that there are no deterministic solutions for revenue assurance
applicable to all organizations. This occurs because in each scenario there are specific
internal and external factors, with a high impact on decisions for their management.

3 Revenue Assurance Model

In this section, a revenue assurance model for project management organizations is
presented [20]. The model is divided into the following sections: conceptualization of
the proposed model and description of the processes for the application of the model.

3.1 Conceptualization of the Model

The proposed model is structured by three components which interact under a systemic
approach with a close relationship:

1. Understanding the organizations: includes techniques and diagrams that allow
guiding the process of understanding the business of the organizations under
analysis. This component generates as output, a diagnostic document, a taxonomy
with the main problems that can generate revenue losses, and the data model that
characterizes the data collected in the information systems of the organization.

2. Analysis and data processing: this component includes groups of algorithms and
techniques for data analysis that reflect the activity of the analyzed organizations. It
generates as output: results analysis report, list of prioritized risks and list of outliers.

3. Decision-making: component associated with the evaluation of the results obtained
in the second component and the implementation of the solutions. It generates as
outputs, the decisions taken and the lessons learned. All outputs of this component
are inputted to the first component, which allows to adjust and improve the model
behavior in the real application scenario.

The model can be adapted according to the specificities of each real application
scenario. For the instrumentation of the model, the processes in Fig. 1 are followed.

3.2 Instrumentation Processes of the Model

Process 1. Understanding of the Organization
Initially, an understanding of organization and diagnosis of its projects is made. This
first stage focuses on understanding the organization processes to define a taxonomy
that helps identify anomalous situations that affect revenue, as possible causes of
failure, bad planning, fraud, and errors in projects execution or simply leaks revenue.

A set of experts builds the sequence of primary and support activities that make up
the value chain of the organization. Based on the analysis of the value chain, a SWOT
matrix is constructed, identifying elements that influence each primary activity both in
the reduction of costs and in the improvement of revenues. In this identification and

128 G. F. Castro et al.



evaluation of elements that influence revenue of the organization, six groups are
identified, see Table 1. These six groups allow experts to evaluate each element that
influences revenue, grouped by their nature. Following the 2-tuples model of com-
puting with words [26], the evaluations of the experts are added, consolidating the
same for each element to be evaluated. To mitigate, avoid or enhance each element
based on its impact on revenue, the experts propose a set of actions to be executed.
Generally, actions of different groups can be executed in parallel.

Groups 2, 3 and 5 concentrate the internal or external factors, the possible sources
of errors and other anomalous situations that affect the revenue. Groups 4 and 6 have
recommended actions and will be used following a proactive approach in process 3 of
the model. Group 1 are aimed at exploiting the opportunities and will be considered
following a proactive approach in process 3 of the model.

Process 2. Understanding the Data
In this process, the data model collected from the organization information systems is
characterized and constructed. The nature of the data, the existence of missing values
and the most frequent errors in them are analyzed. To do this, descriptive statistics
techniques combined with the facilities of the information systems are used:

• Information gathering: analysis of documents and databases, personal or group
interviews with specialists with more experience working with the organization
data.

• Data profiling techniques: they allow to understand the data structure, its charac-
teristics and quality.

• Identification of generating situations of outliers reflected in the databases of the
organization.

Fig. 1. Instrumentation of revenue assurance model. Where C1, C2 and C3 correspond to the
components model, and P1–P7 are the process.
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Process 3. Risk Management
It is based on the application of risk management techniques combined with soft
computing for the planning and qualitative evaluation of risks, generating a list of
prioritized risks. The techniques and processes of the PMBOK are applied (Risk-
PMBOK). In addition, a new technique is introduced in the risk qualitative analysis
(Risk-CWW), it is based on the 2-tuples model of computing with words [26]. The
algorithm/steps used for the evaluation of risks using Risk-CWW technique are:

1. Select the set of experts.
2. Identify the risks with impact on revenue assurance.
3. Establish the risk assessment criteria. In this case, the following criteria are taken:

probability of occurrence, impact and ease of detection.
4. Evaluate each of the identified risks using computing with words techniques.
5. Following the 2-tuples model of computing with words, the evaluations of the

experts are added, consolidating the same for each element to be evaluated.
6. Upon completion, the identified risks and their impact on revenue assurance pro-

cesses are taken into account.

Process 4. Data Pre-processing
In this process, data cleaning techniques are applied for the elimination of possible
noises that affect the detection of the true outliers. Cleaning activities, standardization
and the selection of attributes are carried out. The steps used for data cleaning are:

1. Identification of errors and definition of a taxonomy to classify the different types of
errors found. The taxonomy or a checklist for the classification of errors is applied.
This may include the types of data: incomplete, incorrect and inconsistent.

Table 1. SWOT matrix constructed by experts

External analysis Internal analysis
Strengths
- Natural advantages, competences
- Strengths in control that avoid
loss of revenue

Weaknesses
- Organization errors
- Sources of possible fraud
- High costs affect revenue

Opportunities
- Technological
improvements
- Strategic
positioning

Strategy SO (Max-Max)
Group 1: Identify new services or
products, generators of new
revenue, based in the
opportunities and strongholds

Strategy WO (Min-Max)
Group 2: Identify sources of errors
that affect the use of opportunities
or that generate revenue losses

Threats
- High risks
- Changes in the
environment

Strategy ST (Max-Min)
Group 5: Identify external risks
and external sources that can
cause loss of revenue
Group 6: Identify activities based
on strengths that help avoid or
mitigate loss of revenue from
external threats

Strategy WT (Min-Min)
Group 3: Identify errors or
possible anomalous situations that
enhance threats affecting revenue
Group 4: Identify activities to
mitigate or avoid threats
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2. Measurement of the volume of errors in the data, based on a metric for the data
quality evaluation.

3. Application of data cleaning techniques based on three strategies: errors elimina-
tion, strings replacement for standardization problems and data imputation for
specific cases of missing values.

4. Analysis of the obtained results: once the cleaning is finished, the obtained results
are analyzed, the amount of many errors eradicated and the data quality level that
the modified databases present.

5. Proposals for improvements to computer tools, in order to maintain the quality level
obtained with the cleaning.

Process 5. Application and Modeling of Data Analysis Algorithms
Its objective is the design and application of algorithms for the detection of outliers that
reflect income losses, supporting active and reactive approaches. Different techniques
and algorithms are applied to project management databases, discovering causal rela-
tionships and effective and efficient combinations to detect anomalous situations that
generate income losses. Among the algorithms used are: based on Mahalanobis dis-
tance, hybrids that combine clustering, based on distances, heuristics, pattern recogni-
tion, and based on spatial analysis of data through angles. Below is the Meta algorithm
designed to combine the results of multiple algorithms. For more details see [20].

Meta algorithm based on the combination of different techniques
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A summary of the algorithms used in data analysis is presented below. They are all
applied in order to find those that report best results for each specific problem.

Angle Algorithm. It is based on spatial analysis of data, in particular an angles based
method. It performs the detection of anomalous values based on angles in a specified
data frame. This algorithm is recommended for high dimensionality scenarios [27].

Crossclustering Algorithm. It is based on partial grouping with automatic estimation
of clusters number and identification of outliers, combined with evolutionary algo-
rithms [28].

Kmodr Algorithm. It is based on the use of simultaneous grouping methods. It is an
implementation of K-means algorithm with a unified approach to group and detect
outliers. It is useful to create potentially tighter groups than K-means standard and
simultaneously find anomalous data at low cost in a multidimensional space [29].

Distance_mahalanobis Algorithm. It is based on Mahalanobis distance. It has as
inputs nearest number of neighbors and data set. It uses a maximum distance function,
concept of neighbor and allows working with dynamic thresholds refining the search,
by default it is the identity function. It returns anomalous data ordered downwards
according to the distance to its nearest neighbors.

Kmeans_euclidean Algorithm. It is a hybrid algorithm, based on K-means grouping
combined with Euclidean distance. It has as inputs the number of expected centers and
the data set. It uses Euclidean distance function and a cut threshold. It calculates the
centers of found groupings and returns anomalous data found.

Kmeans_norm_euclidean Algorithm. It is a hybrid algorithm, similar to the
Kmeans_euclidean Algorithm, but works with normalized input data.

Kmeans_stats Algorithm. This is a hybrid algorithm that combines grouping tech-
niques with distance-based methods and pattern recognition techniques. It returns the
set of anomalous data for which distance is greater than the threshold. To improve the
efficiency of this algorithm, it is used as a strategy to plant the centers initially
according to the types of tasks, taking into account the information of problem in
question.

Combine_outlier Algorithm. It is a hybrid algorithm that combines grouping tech-
niques based on heuristics and descriptive statistics techniques. The algorithm calcu-
lates a list of attributes ordered by degree of dispersion for each group. It applies active
learning to determine clusters with anomalous data. To improve the efficiency of this
algorithm, knowledge of the application scenario is used to know in advance the
number of groups expected, knowledge that is used for the search by subspaces.

Process 6. Evaluation of the Results and Impact Estimation
The results are evaluated and the impact for the organization’s revenue is estimated.
The quality of the applied algorithms is measured to detect the outliers, according to the
specific scenario. Accuracy and recall metrics are adapted, considering that outliers by
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definition are rare and exceptional. Accuracy is defined as the percentage of outliers
reported, see Eq. (1); Recall is the percentage of the true outliers, see Eq. (2).

AccuracyðqÞ ¼ 100
S qð Þ \ Tj j
S qð Þ ð1Þ

RecallðqÞ ¼ 100
S qð Þ \ Tj j

T
ð2Þ

Where q is the recovery threshold of outliers on the ordered list of possible anomalous
data, S(q) denotes the set of outliers retrieved, while T represents the set of true outliers.
As part of this step, the Accuracy and Recall metrics are combined based on the
application of an OWA operator [30].

In the proposed model, the results are finally evaluated, the impact for the orga-
nization of the detected risks is estimated and a detailed analysis is carried out. When
you reach this step you have three groups of situations aimed at recovering revenue:

• Set of risks that are avoided or mitigated, allowing to reduce the flight of revenue.
• Set of measures taken proactively to mitigate or eliminate risks, but which have an

implementation cost that should also be considered in revenue assurance.
• List of anomalous situations detected that reflect situations of revenue leakage due

to fraud, operating errors or other causes.

To estimate the economic impact of these situations, a set of techniques is pro-
posed: estimation by three values (most probable amount, optimistic and pessimistic
recovery amount), ascending estimation and network based analysis.

Process 7. Decision-Making
Decisions are made and the results are collected in the form of lessons learned, which
allows sustainability in the application of the techniques of revenue assurance in the
organization. To do the decision-making, the use of information systems combined
with expert judgment is proposed. In each evaluation section, the results of the
anomalous situations identified and their evolution are analyzed. The causes of the
difficulties for each project or knowledge area are analyzed. Anomalous situations are
prioritized according to their economic impact. And decision-making is made con-
sidering the evolution from one section to the next. Agreements and lessons learned are
documented.

4 Evaluation and Results

To validate the proposed model, methodological triangulation techniques are used
combining techniques for data triangulation, expert triangulation and methodological
triangulation. Next, the databases used for the experimentation and the comparison of
the applied algorithms are described. Finally, the results of validation of the model and
their application in a case study are presented. For more details see [20].
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4.1 Description of the Databases and Comparison of the Algorithms

For the experimentation, information about fourteen real software development projects
was used. That projects are already concluded and we know how they behaved. This
information about what actually happened with the projects is considered as the desired
response in a supervised learning and represents a comparison pattern for the results of
the algorithms applied in the data analysis.

The algorithms are compared by analyzing their performance in five databases:
alone_rate, col_mix, mul_plan, mul_rate, mul_mix from the Research Laboratory in
Project Management repository, at University of Informatics Sciences. Databases are
composed by 23 attributes, more than 9400 records, 5% of records with outliers and
twenty partitions for the application of cross-validation techniques.

For the comparison of the algorithms results with the five databases and their
partitions, the populations formed by the results of the algorithms are compared using
non-parametric Wilcoxon test for two samples related to a 95% confidence interval
[31]. Wilcoxon is used because the Shapiro Wills test of normality, showed that the
samples do not comply with the normal distribution with a p-value = 0.00032.

Several experiments are carried out with the five databases and different configu-
rations for eight data analysis algorithms: Angle, Crossclustering, Distance_maha-
lanobis, Kmeans_euclidean, Kmeans_norm_euclidean, Kmeans_stats, Kmodr,
Combine_outlier. Then, the best combinations of the algorithms that were detected in
the experiments are compared with respect to the variables effectiveness and efficiency,
in the detection of outliers for revenue assurance.

Figure 2 shows effectiveness considering accuracy and recall simultaneously; a
larger area corresponds to better results. The effectiveness reflects the ability for the
correct detection of anomalous situations in the data. It is appreciated that the
Kmeans_stats and Combine_outlier algorithms have very similar results in all data-
bases except for the collective outliers (Col_mix), where the Combine_outlier algo-
rithm is slightly higher. The worst result was Kmeans_euclidean_9_0.92. The numbers
after the algorithm means the training parameters; in this case, 9 is the number of
expected centers, and 0.92 is the percentile value to determine the distance threshold.

Once the Wilcoxon test is applied, significant differences were found among the
algorithms. Figure 3 shows the efficiency of the different algorithms with respect to the
databases used. The efficiency evaluates the time used by the algorithm, for the outlier
detection. The algorithms with the best results were Distance_maha-
lanobis_3_473_0.92, Kmeans_euclidean_9_0.92 and Kmeans_stats_3. Meanwhile, the
worst results were presented by Angle_5_473_0.95 and Crossclustering_5_3.

4.2 Application of the Model in a Case Study

The proposal model was implemented on the GESPRO platform due to its versatility
and large number of functionalities for revenue assurance [32, 33], among which are:

• Data analysis and revenue assurance module, which integrates libraries in R for the
outlier detection.

• Risk management module, appropriate for proactive analysis.
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• Scorecard with indicators and early warnings, aimed at detecting shortcomings in
the planning and projects execution.

• Reach and quality management regarding the coverage of the requirements in the
schedule and quality control.

• Project costs management and project costs prediction based on the data behavior.

Figure 4 shows a view of the risk management module as part of revenue assurance
subsystem in the GESPRO tool.

For validation, methodological triangulation of methods and experts are applied in
the comparison of the proposed proactive approach for risk management against the
PMBOK technique. An experiment is carried out to validate the risk management
proposal proactively associated with revenue losses. The traditional technique proposed
in the PMBOK (Risk-PMBOK) is compared with the technique based on the 2-tuples
model of computing with words (Risk-CWW).

A group of six project management experts who did not participate in the selected
projects were designated for validation. The experts consulted for risk assessment are
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characterized by: 4 PhD’s and 2 Masters; regarding years of experience: 18.8 on
average, 9.8 standard deviation, 14 minimum years and 37 maximum years dedicated.

Eighteen of the most common risks in this scenario were taken into account,
covering all knowledge areas of project management. Finally, the mean squared errors
calculated according to each method (Risk-PMBOK, Risk-CWW) were compared for
each project. As shown in Fig. 5, the best results are obtained with the Risk-CWW
assessment method.

Among advantages of the proposed model, there is the ease of interpretation of the
results when both evaluations of experts and final results are expressed in words. The
proposed model also allows the simultaneous assessment of multiple experts.

Some of the anomalous situations detected are shown below:

• Situation 1: the records of tasks that do not have assigned resources with the
required competences or that due to their volume, require more human resources
than those assigned.

• Situation 2: the records of tasks whose time or cost estimate is above or well below
the predicted values.

• Situation 3: the records of tasks that do not respect in the chronogram the logical
precedence or that have an excessively high waiting clearance with respect to other
tasks.

• Situation 4: the requirements records in the Work Breakdown Structure of the
project for which there are no tasks recorded in the project schedule, dedicated to
the development of the same.

Fig. 4. View of risk management in GESPRO as part of revenue assurance subsystem
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• Situation 5: project records that, although similar to others because of their scope,
may have estimated costs well above average.

• Situation 6: the recorded schedules that show an overload of human or non-human
resources in multiple project development scenarios simultaneously.

With the application of the proposal in GESPRO, a total of fourteen information
technology development centers have benefited, in which more than two hundred Cuban
projects are managed and where more than five hundred tool users converge. In addition,
the model was implemented in the Ecuadorian company QuitusServices, dedicated to the
provision of information technology and communication services [34]. In this company,
with the application of the proposed model, an amount of 500 USD were recovered in
one month. This amount is obtained from the analysis of the income behavior, costs and
income leakage of the company during the six months of application.

5 Conclusions and Future Work

The main project management standards do not sufficiently address the issue of revenue
assurance. The need to combine reactive strategies with active and proactive strategies
was identified as a trend in revenue assurance strategies, in order to reduce the time of
detection of income leaks and prevent possible failures or fraud actions. The proposal
combines project management, outlier mining, risk analysis and computing with word
techniques to apply revenue assurance following reactive, active and proactive
approaches. In addition, it requires the presence of multiple experts for its application.
Regarding the qualitative risk assessment methods, it is concluded that the method
based on computing with word reports better results than the traditional technique
proposed by the PMBOK. The proposed model is integrated into the GESPRO plat-
form. The use of this platform is proposed for its application in decision-making due to
the versatility and functionalities for revenue assurance.

In the instrumentation of the proposed model, for decision-making, recommenda-
tions systems can be used, among other emerging computing techniques. It is rec-
ommended that this subject continue to be researched in future works. We must also
continue working on the application of the proposed model in real-time scenarios using
strategies for high performance computation and enhancing the application of the
model in an active approach to revenue assurance.
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Abstract. The amount of information available on the Internet today makes it
difficult to obtain efficient and accurate knowledge. The information obtained by
users from the Internet is often not entirely satisfactory. Therefore, it is neces-
sary to design systems that enhance performance and improve the information
retrieval process in an intelligent way. The ontologies are useful for knowledge
representation. To achieve the goal of enhancing knowledge retrieval in the
Nutrition and Food domain, a recommended intelligent system prototype has
been developed that can respond and fill gaps in users information about
maintenance of a balanced diet, focusing in Mediterranean diets. According to
individual characteristics such as age, weight, height, or sex, individuals can see
what to eat in order to meet their nutritional needs and maintain a balanced diet.
Individuals can also request information to suit health related problems, which
foods are recommended and which ones should be avoided.

Keywords: Semantic web � OWL ontologies � Diet

1 Introduction

In the last 10 years, with the penetration of the internet it has become evident a growing
number of consumers with a concern for a healthy and balanced diet and a better
quality of life. The fact is that nowadays consumers are looking for food which fits their
lifestyle and improves health, prevents disease and helps them feel better physically
and emotionally.

When doing internet searches a large amount of data and inconsistent information
can be obtained including false myths and home remedies not recommended by
nutrition experts what can increase user confusion. At the same time, competing
interests of companies can contribute to searches confusion. Thus, companies in this
sector are benefiting from the boom of increasingly healthy and balanced food, mod-
ifying their products to artificially enrich their nutritional values. This is causing
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concern among nutrition experts who about the danger that many people, in their
intention to lead a healthy lifestyle, opt blindly for such products despite the fact
artificial food will never be healthier than natural fresh food.

The arduous task of searching for specific information objects can be supported by
intelligent systems, which can interpret meta-information. Such systems can improve
the information retrieval process by structuring plans for internal algorithms on the
web. Underpinned by automatic logical deductions, these systems can interpret the
meaning of the web information and all process content, as required. This paper aims to
promote the creation and use of ontologies which structure and organize existing
information in the field of nutrition. Specifically, an ontology has been created that
focuses on information relating to the diet which has been described as ideal for its
combination of balance and complete set of food types based on fresh, local seasonal
food namely, the Mediterranean Diet.

The paper is organized as follows: Sect. 2 describes the main Semantic Web
characteristics highlighting one of its fundamental components, namely, ontologies. In
Sect. 3, the methodology used is described. In Sect. 4, the main processes and features
of the system developed are point out. Section 5 information about of the system is
given. Finally in Sect. 6, the main conclusion are put forward.

2 Semantic Web

The Semantic Web is a Tim Berners-Lee innovative vision of the Web, where the main
objective is to provide the Web with embedded knowledge that can be accessed by
applications to improve information retrieval. For instance, a browser should be able to
understand the information and return a result providing meaning generated from
knowledge webpages store. According to Berners-Lee, the Semantic Web is an
extension of the current Web in which information is provided with well-defined
meaning, where information may be read by both computer agents and by people [1].
Enabling advanced applications and functionality on the Web will enable computers to
be able to consult, process, integrate and present the web contents of these in a more
intelligible way. As Antoniou and Harmelem (2004) pointed out, one of the goals of
the Semantic Web is, to allow for the advancement of knowledge management
systems.

The Semantic Web has been progressing with a significant market reach [2],
although progress is slower than expected since the Semantic Web requires for the use
and development of a significant number of technologies. The key components of the
architecture of the Semantic Web have been structured by levels, establishing a hier-
archy of abstraction and dependencies between different levels.

The Unicode and URI (Uniform Resource Identifier) elements provide for a
common syntax. URI provides a standard to refer to entities allowing for an unam-
biguous access to any resource on the Web. Unicode is a universal standard for text
encoding that allows for the use of international characters and alphabets. This allows
the information on the Semantic Web to be expressed in any language.

The meta-language XML (Extensible Markup Language) is the technical layer of
the Semantic Web. The XML has known since its beginnings an undeniable success.
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Defined since its origins as a meta-language facilitating the development of specialized
tags Languages, nowadays many documents benefit from the XML frame.

XML groups the different technologies that enable understanding among agents, it
establishing a common format for exchanging documents. XML Schema allows for the
definition of valid grammars as well as describing the structure and constraining the
contents of XML documents. The relationship between XML and XML Schema is a
syntactic control relationship. Currently, standardization of both layers is widely
accepted and implemented. However, this language has a limited semantic expression,
as the XML data model consists of a tree that does not distinguish between objects and
relationships, apart from having no notion of class hierarchy [3].

RDF (Resource Description Framework) is the first level where the information is
some how intelligible to the machine. This layer defines the universal language that can
express different ideas on the Semantic Web. It also provides interoperability between
applications that exchange intelligible information in the Web [4].

The expressions described by RDF are called resources. A resource can be a page
(such as HTML documents), part (HTML or XML element within the document
source) or collection of Web pages (an entire Web site), as well as an object that is not
directly accessible via web, for example a book, a person or concept. RDF resources
are always designated by URI’s, which their extensibility allow for the introduction of
identifiers for any entity. A property is a specific quality, characteristic, attribute, or
relation used to describe resources. Each property has a specific meaning, where the
allowed values are defined the types of resources that it is able to describe and its
relationships with other properties.

A specific resource together with a named property plus the value of that particular
property for this particular resource is an RDF statement. In other word, a sentence
consists of three individual parts called subject, predicate and object. Where, the
subject and object represent the resources and the predicate properties respectively.

RDF Schema is an RDF vocabulary that allows definition of class hierarchies
through object orientation. It not only offers a description of the data, but also some
semantic information.

The next layer is Ontology Vocabulary. Currently, the standard language for
developing ontologies is Web Ontology Language (OWL), which is considered an
extension of RDF, including all its expressive capacity and allowing for the use of
logical expressions. The ontology concepts is analyzed next.

2.1 The Ontology Concept

Ontology can be thought as a main constituent of the Semantic Web that allows for
explicit, well-defined understanding of concepts among agents [6]. Also, a detected
rising trend in the Software Engineering community has been noticed that consists in
exploiting ontologies to exchange and interconnect Software Engineering knowledge
across the Web [7]. The Semantic Web project has been useful in recent years to
establish what we might call the current term of ontology [5]. However, this concept
had already been developed (in different ways) in the philosophical field.

Ontology can also be defined differently. Thus, it can be viewed as the science of
something and nothing, of being and not-being, of the thing and the mode of the thing,
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of substance and accident [8]. Another popular definition is the one seeing an ontology
as a doctrine of pure element of all our complete cognition, that is, it contains the sum
of all our pure concepts that we can have a priori about things [9]. One of the broadest
and most recognized definitions in different fields, especially in the field of artificial
intelligence and more recently in the Semantic Web, within the context of knowledge
reuse has been proposed by Gruber [10] defines ontology as an explicit specification of
a conceptualization. A definition very close to the one provided in [10] is to view
ontology as a formal specification of a shared conceptualization [11].

By considering the last two above definitions, we can obtain the following: one a
explicit formal specification of a shared conceptualization, where the conceptualization
represents the abstract model of a phenomenon. A formal specification comprises a
theoretical organization of terms and relationships used as tools for the analysis of the
concepts of a domain. A shared specification is referred to as the capture of consensual
knowledge that is approved by a community, and finally, explicitly my refer to the
specification of the concepts and restrictions on them [12]. Therefore, an ontology is a
description of concepts and relationships that allow for the existence of an agent or a
community of agents.

2.2 Ontology Components and Types

“Ontology mainly consists of two parts, concepts and relations. How to extract the
concept from the data source is the first step in the construction of the domain ontology.
Before extracting the concept of ontology, it is needed to determine the source of data
to obtain the concept” [13]. Ontologies and standard languages such as Resource
Description Framework (RDF), Simple Protocol, RDF Query Language (SPARQL)
and Web Ontology Language (OWL) are considered to add several semantic value to a
dataset [14]. The knowledge in an ontology is formalized using component types,
namely classes, relations, properties, axioms and instances [10]. A class or a type is a
set of objects (physical, functions, tasks, reasoning processes, etc. A class is usually
organized into a taxonomy. Classes are based on the representation of knowledge by
means of ontologies, because they describe the domain concepts. A class where its
members are classes are called superclasses or metaclasses.

Relationships represent the interactions between the established concepts of an
ontology. They are formally defined as any subset of a product of n sets: R: C1 �
C2 � … � Cn, where Ci represents the sets with i = 1 … n. Some of the more used
relationships are:

• Instance: associating objects to classes.
• Temporal relationships: they imply precedence in time.
• Topological relationships: to establish spatial connections between concepts.
• Taxonomic relations.

Axioms are elements used to model sentences that are always true. The axioms can
be structural or nonstructural.

Structural axioms constitute conditions related to hierarchies of ontology concepts
and defined attributes, while a structural axiom is the relationship between attributes of
a concept, and are specific to a domain.
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Instances or individuals are object members of a class which are used to represent
elements and can be grouped into classes.

Properties or slots. The objects are described by a set of characteristics or attributes
that are stored in slots. These slots store different kinds of values. Specifications, ranges
and restrictions on these values or characteristics are called facets.

There are different types of ontologies depending on the perspective one applies.
Mainly, two criteria are followed for these classifications, namely, the kind of
knowledge they contain and the motivation to, the ontology.

The criteria where there is greater diversity is in the classification by the knowledge
they contain. In [15], ontologies are classified according to the amount and type of
structure of the conceptualization, distinguishing three types of ontologies:

• Terminology and linguistic ontologies. These specify the terms that are used to
represent knowledge in the universe of discourse. An example of this is the UMLS
semantic network (Unified Medical Language System) [16]. They are usually used
for the unification of the vocabulary in a given field. One of the most used language
ontologies is WordNet [17, 18], which is a large lexical database in which different
types of relationships are contemplated.

• Information Ontology. They specify the storage structure databases providing a
framework for storing standardized information. The database scheme is one
example.

• Ontology modeling knowledge. They specify conceptualizations of knowledge.
These ontologies contain a rich internal structure and are the ontologies that are
more specifically suited to the knowledge they describe.

• An alternative classification is that which can be found in [19], where three cate-
gories are also suggested:

• Task Ontologies. They describe the vocabulary related to a generic task or activity
providing a systematic vocabulary of terms used to solve problems related to the
tasks that don’t belong to the same domain. These ontologies use the domain
knowledge to search for information while another could manage the allocation of
free memory blocks.

• Domain ontologies. They contain all the concepts associated with a particular
domain.

• General ontologies. Common or general ontologies are used to expose common
reusable knowledge through the domain, containing vocabulary related to objects,
events, temporal relationships, causal relationships, role models and functionalities.

2.3 OWL

In the last few years, a variety of ontology languages have been developed, so that
these have been adopted in the context of the Semantic Web [20].

According to Zhang et al. [21], “the World Wide Web Consortium has contributed
much towards standardizing the specification necessary for Semantic Web technology”
by introducing the Resource Description Framework (RDF) and the RDF Schema [22].

OWL (Web Ontology Language) is a proposal for standardization of ontological
language specified by a working group of the W3C Web Ontology [23], which would
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help solve the current impediments to the cooperative construction of ontologies
between different ontological construction platforms, as well as empowering the
Semantic Web. OWL provides a language that uses the connection provided by RDF to
add the following capabilities to ontologies:

• Ability to be distributed across multiple systems.
• Scalable to Web needs.
• Compatible with Web standards and accessibility internationalization.
• Open and extensible.

The first draft specification of the language (OWL 1.0) appeared in July 2002 and
formally presented by the W3C in February 2004 [23]. In October 2009, the latest,
robust OWL version so far, the 2.0, was released.

In OWL 1.0, the following three sub-incremental expression languages are defined:
OWL Lite is the least expressive sub-language. It provides a quick migration path

for thesaurus and other taxonomies. It is intended primarily for users who require for a
hierarchical classification and simple restrictions.

OWL DL provides maximum expressiveness of computation that includes all OWL
language constructs, but it can only be used through certain restrictions. Its name is
well known due to its correspondence with description logics (DL), because of the fact
of ensuring the completeness and finiteness of the arguments for the formal foundation
of OWL.

OWL Full is intended for users who require maximum expressiveness and syntactic
freedom by RDF but without computational guarantees. It allows the ontology to
increase the meaning of predefined vocabulary, RDF or OWL. In OWL 2.0, three new
sub-languages with useful processing properties are defined. Furthermore, the
nomenclature of the sub-languages has been modified to the profile concept, these
being orientated to the particular characteristics. These depend mainly on the expres-
sivity required by the application, the priority given by reasoning about classes or data,
the size of the datasets and the importance of scalability, among other things.

OWL 2 EL is intended for applications employing ontologies that contain a large
number of properties and/or classes. The acronym EL reflects the origin of the sub-
language in the EL family of descriptive logics. It is simple to implement and allows
for great scalability for complex expressions. However the expressiveness it provides is
rather limited thus it. It doesn’t allow for negation and disjunction of classes, universal
quantification of properties nor inverse properties.

OWL 2 QL. This profile is recommended for applications with a large volume of
instance data, and where query performance is very important [24]. It is designed for
applications that prioritize interoperability of OWL with databases. It is a variant of
OWL-Lite, which is very common in database integration tasks. It is suitable for
applications with lightweight ontologies which have a large number of individuals
requiring access to data. It is easy to extend the usual relational languages (such as
SQL), incorporating consultations with axioms defined by sub-sets. The reasoning can
be implemented efficiently by rewriting techniques for queries. Finally, it facilitates the
mapping between UML and Entity-Relationship diagrams giving an immediate sche-
matic representation of data. Regarding expressiveness, it is still quite a limited one (for
example, it does not allow existential quantifiers or chained properties).
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OWL 2 RL is suitable for applications that require scalable reasoning without
sacrificing too much expressivity. It is aimed primarily at applications that prioritize
interoperability of OWL with rules machines, defining a syntactic subset of rules for
their implementation through rules-based technologies, so facilitating reasoning. Such
implementations allow for the direct operation on RDF triples and can be applied
arbitrarily to RDF graphs.

3 Methodology

There are currently many methodologies for developing information systems focused
mainly on the control of each process, carefully setting each task, resources and per-
formance actions. Such methods have proven to be effective and necessary for the
development of projects whose size and complexity required a more rigorous approach.
However, they have shown problems in other projects. The process of achieving the
methodology is difficult to follow and even limits the ability of the team itself to solve
the project.

Another possibility is to focus on other factors, such as to give greater importance
to the individual, in collaboration with the client or the incremental development of
software with very short iterations. This is the philosophy of agile methodologies,
which are proving effective in projects with varying requirements and when one needs
to dramatically reduce development time while maintaining management and quality.

Scrum is an Agile project management software development, based on a process
of constant, iterative and incremental work [25]. It is particularly suitable for projects
which produce a change of requirements and needs to be applied quickly. It is mainly
characterized by the way in which it establishes patterns of development of the project,
in which raw defining tasks through iterations, called sprints, typically last 30 days. The
result of each sprint is a phase that the tutor tests for validation and on which to apply
corrections, additions or change of requirements based on current needs.

As discussed above, the domain the ontology aims to cover is that of food and
nutrition. The ontology created consists of the representation of food, nutritional
components and the recommended daily amount for an individual to meet their
nutritional needs. A software application has been implemented that takes information
from the ontology and is aimed at any person interested in knowing the food to eat to
get the recommended daily nutrients. In order to pursue healthy eating based on a
Mediterranean diet, most foods include fresh, low fat foods.

They have also contemplated cases of unhealthy foods, such as alcoholic beverages
or bakery products, in order to deal with them in the recommendations section, in
which, for certain problems or circumstances it is not recommended to take this kind of
food.

The ontology contains a number of recipes and menus related to their food and
associated with a particular group of people, depending on gender and the recom-
mended daily calorific intake. The latter is calculated from the formula of total energy
expenditure of the individual according to their basal metabolic rate and intensity of the
regular physical activities he does.
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Subsequent maintenance and enrichment of ontology could be entrusted to a person
with more knowledge in the field of food, as it could to a nutritionist. To carry out this
work enrichment, it would be necessary to create a role with permissions to insert new
data into the ontology. These users could add new recipes or expand the number of
foods, thereby achieving greater nutritional knowledge.

These nutrition-relevant terms were grouped to achieve a hierarchical structure in
which all items were related to each other and from which there would be a semi-
structured knowledge base.

In this first idea only three main concepts were covered: Food, Nutrients and
people, so that, after calculating the total energy expenditure (TEE) of a person (de-
pending on gender and age), we could get the complete nutritional needs of that person
from the number of calories each food contains. However, having defined these con-
cepts, it was realized that a complete menu could not be created by only using the food
and its nutrients, so it was decided to group foods into recipes.

Thus, a recipe would consist of various foods in which it would be taken into
account the overall calorific content of food, favoring the most appropriate menu search
for the individual. Refining a little more, we include these recipes in menus for each
hour of the day and in daily menus to form our weekly menu. So, to get to our final
solution, we use an increasingly refined iterative process.

To reach this end result, Methontology [12] has been used, namely method that
includes the identification of the ontology development process (a life cycle based on
evolving prototypes), where one should specify the set of activities to be incorporated
into product development.

This method proposes beginning with planning activities to identify tasks, cor-
rections, time and resources for each prototype. After specifying the prototype, a
conceptual model is constructed which is mainly supported by the activity of acquiring
knowledge.

After the conceptualization, the formalization and implementation activities can be
achieved, which allows us to return to previous activities if we detect any detail that
would need modifying or refining.

Thus, we can distinguish the following phases according to Methontology [12]:
Initial specification. This step describes the scope of the ontology and its granu-

larity. It usually specifies who the developers are, what the purpose is or what the
sources of knowledge are. These steps have already been discussed in the introduction
to this paragraph.

Conceptualization. Having defined the concepts that would form part of the
ontology, they must then be organized and converted into a casual perception of a
domain in a semi-formal specification using a set of intermediate representations such
as tables or diagrams that can be understood by experts in the field and developers of
ontologies.

Implementation. After defining the organizational structure of the ontology, we
conceptualized it using a formal language. Using the Protégé tool allows us to for-
malize the previous model.

Evaluation. In this last phase we will check the performance of the ontology. In this
way we discover that our initial idea was not entirely feasible to arrive at the final
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solution, so it was necessary to repeat these increasingly refined steps until we arrive at
the final structure.

In our case, the most important points are the stages of conceptualization and
implementation, whose development is detailed below. In the ontology conceptual-
ization phase, a more defined view of the scope is obtained. Methontology provides the
steps to follow to carry out the determination of each element that the ontology will
consist of. Each stage is designed to facilitate the organization of knowledge acquired
in a more or less formal way.

4 System Development

To develop the ontology, Protégé Ontology Editor has been used. It is a free framework
for the development of ontologies and knowledge-based systems which implements a
comprehensive area for designing, modeling, implementation, visualization and
manipulation of ontologies in various formats such as RDF, DAML+OIL and OWL. It
is developed in Java and can run perfectly under Windows [12].

Another tool for the construction of our project has been Jena, namely an open-
source framework for building Java applications related to the Semantic Web. It pro-
vides a programming environment for working with ontologies in different languages
such as RDF, RDFS and OWL and includes an Rules based inference engine.

Thanks to the Jena API, we are able to automate the process of building our
application model, creating a variable from OntModel the hierarchy of classes, prop-
erties, and restrictions. In addition, using ARQ, a Jena component that interprets the
SPARQL queries, RDF statements can be retrieved on the ontology query results [25].

To define the ontology, we have used a combined method, which first finds outs all
possible terms that one wants to cover and then distinguishes between general and
specific concepts.

To create the final classification scheme, a top-down method has been used which
takes higher levels as a starting point until the final branches are reached and that which
are examples of the more specific and detailed concepts of the ontology.

27 basic concepts have been classified which form the general outline of the
ontology. The main purpose of this ontology being to get a weekly menu associated
with the characteristics of each person. Thus, the objective was to build and establish
recipes in order to create menus, which divided among three meals a day, were to
provide the calories required by the individual.

There is a hierarchy and transitive relationship between the elements, since a
concept can be achieved from one to another through the connection established
between them.

In these first levels we can find the general concepts to form the basis of knowl-
edge. 10 main classes can be distinguished, which will be used to create the necessary
individuals along with the existing relationships between them to form the full menu.

The main concept is at level 1 and reflects what will be the subject of this ontology,
namely diets, and the other relevant items. It has been established in this particular way,
instead of the default class (Thing), with the propose of organizing the concepts and
gain a higher level of abstraction.
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At the second level we find the generic classes; Problem, Property, Nutrient, Food,
Recipe, Menu, Daily Menu, Weekly Menu and Person to be combined strategically in
order to achieve the objective. In general, in this ontology properties related to certain
individuals of certain classes have been used. Most of the relationships used in this
ontology are functional (and inverse to this). For each individual, there is at least some
on other individual connected through some of these properties. The relationships
between the first level classes have been established more generically to avoid
inconsistencies in the ontology by linking individuals of different subclasses. Transitive
relations among certain classes to link three concepts using a single property have also
been used.

The cardinality defines how many values a relationship can have. One can dis-
tinguish between single or multiple cardinality. Cardinality is exemplified as follows to
indicate that a weekly menu has exactly 7 daily menus (multiple cardinality) and a daily
menu has exactly one breakfast, lunch, afternoon tea and dinner (single cardinality).
The user can also set minimum and maximum cardinality to indicate that a relationship
must have at least or at most a number of values. For example, a menu is contemplated
in the ontology that should contain at least one recipe (see Fig. 1 below).

We can harness the knowledge to connect all the concepts of ontology and obtain
better results in every search through the use of binary relations. This allows us to be
able to answer any questions of competence [9] to determine the scope of the ontology,
which also serves as proof of quality control and to know if the ontology is real
sufficiently complete in order to answer these questions. A tool implementation has
been carried out that supplies a personalized response to questions in the field of
nutrition and food.

The tool aims to act in the same way as a professional would do it, analyzing and
interpreting physical and personal data of a healthy user, to provide a balanced diet
based on the healthy and culinary aspects of the Mediterranean diet. Besides, by taking
into account the continued increase in sales of smartphones and the high demand for
mobile applications today, mobile devices can be seen as dynamic systems having a
high capacity of communication and processing that enable information retrieval to
billions of users anywhere and anytime about any domain. Moreover, mobile native
apps can also supply information about healthcare, whose authors decided to create a
small application that summarizes the main functionality of the web, so that the user
could consult it at any time anywhere, and what menu would be the most advisable
when a choice is offered in a restaurant. Thanks to this application these decisions
would be taken extremely quickly and easily.

Fig. 1. Relationship between Recipe and Menu
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After analyzing several free applications on the Android Market (now Play Store) it
is clear that there is no application which gives users a personalized diet according to
their personal characteristics. In general, most applications of this type only show a set
of predefined and static diets that do not provide the user with any value for it to meet
their needs. The activity diagram of the Android application framework is a simplifi-
cation of the web application. In the case of the mobile platform, it does not require a
registration process in the system since the application requests enter the user’s
physical data beforehand which is then registered on the device. Therefore, to access
the application there are two scenarios: to display the data entry form or go directly to
the main menu if they already exist.

Having accessed the application, the user can access his/her daily menu, nutritional
consultations for certain problems, check the nutritional value in the section of the
calculator or edit your physical data.

Having identified the user, the Initial tool interface is displayed. They are the
following:

Languages Box: It is available in English and Spanish languages.
Login Box: The user can sign in and login in for the application system. The

information captured here is only to register the personal information of the user.
In addition to the specific content of the home page, the browse menu is highlighted

from any page, which shows the following options: Home, Diet, Food Guide, Rec-
ommendations, Calculator, Downloads and Help.

The weekly diet menu displays the necessary fields needed to calculate our body
mass index (BMI) or total energy expenditure (TEE). These, together with others
factors, interact with the ontology in order to obtain the best diet to adapt these
parameters (Figs. 2 and 3).

Fig. 2. Data request Form for working out diet

Fig. 3. Calculator of values
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5 Software Prototype Preliminary Evaluation

The prototype evaluation was performed by means of 10 cases studies for personalized
diet and validated by a nutritionist, so that the results of such evaluation are shown in
Table 1.

6 Discussion and Conclusion

The work presented here aims to promote the creation and use of ontologies to structure
and organize existing information in the field of nutrition. Specifically, the ontology
has focused on information relating to the Mediterranean diet, namely, one that
combines a complete and balanced based on fresh, local and seasonal products. The
Mediterranean Diet.

Our approach aims do implement an intelligent system that can respond and meet
the information needs of users for maintaining a balanced diet based on the attributes of
a Mediterranean diet. The implemented system acts in the same way as one would find
with a nutrition professional, that is the analysis and interpretation of the user’s per-
sonal data.

For this requirement, an ontology has been developed to structure and organize
information related to nutrition and to obtain a personalized and balanced diet. The user
must provide information about age, sex, values weight, height and physical activity to
allow for a series of calculations to obtain parameters such as body mass index or total
energy expenditure which will be used as a set entry criteria to match the attributes of
ontology concepts.

Obviously, the field of nutrition encompasses many aspects to consider because it is
a very broad topic with many branches of study. Thus, the ontology concentrated on
basic concepts and relationships associated with the food intake of healthy users.

Once the ontological scheme was determined, a web application that provides the
communication interface between the user and the ontology was developed. The
application requests the data for the user and obtains the required results through the

Table 1. Case studies summary

Case Age Sex Weight Height Physical Activity Nutritionist Evaluation

1 26 Female 56 kg 160 cm Moderate Positive
2 40 Male 80 kg 175 cm Moderate Positive
3 37 Male 82 kg 178 cm Moderate Positive
4 25 Female 46 kg 158 cm High Positive
5 54 Male 112 kg 181 cm Low Positive
6 24 Female 48 kg 160 cm Moderate Positive
7 39 Male 87 kg 178 cm Moderate Positive
8 41 Female 61 kg 163 cm Low Positive
9 38 Female 56 kg 162 cm High Positive
10 43 Male 90 kg 165 cm Low Positive
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use of ontology query languages. The application displays a weekly diet complete with
menus which are suitable for any time of day/seven days a week. In addition to this
utility, one can also check for the nutritional value of each food, its nutritional prop-
erties and a section for tips on which foods to eat in order to prevent or palliate a
particular problem.

On the other hand, we know how difficult it is for a user to maintain a diet today, so
creating a mobile application that allows access to the ontology at any time and place,
greatly simplifies monitoring. For example, if a user is away from home and is forced
to eat at a restaurant, the mobile application can give the possibility of consulting the
menu to decide which menu would correspond to the current time and day, providing
the choice of an à la carte menu in the restaurant.

With all, the end result of our work is a nutritional recommendation for Mediter-
ranean diets consisting of two applications, one for web access and an additional one
for mobile devices. However, the bulk of the project has focused on the organization
and structuring of nutritional information for the creation of an ontology.

The nutritional study and gathering of information in the area of food has resulted
in an ontology with the following characteristics (Table 2):

This first version of both the Web application and the adapted version for Android
devices has focused largely on the exploitation of knowledge through ontologies in the
field of nutrition. This means that other functional pathways to complete the usability
of both applications remain to be contemplated and expanded.

In the web application we can find, among other things, the calculation section and
the personalized diet recommendations, as well as highlighting another feature called
‘Food Guide’. This paragraph acts as a starting point for developing a new way of
consulting the ontology, a way of obtaining interesting information through OWL. The
purpose is to collect the output interface for consultations aimed at obtaining nutritional
information on various foods as well as their nutritional properties and the variety of
recipes that cover them.

Another pathway which will be of particular interest is in customizing of user
management. Currently, the web version of the application has the option of user
registry which also stores personal data at the same time in Liferay. But this content
also offers a host of other interesting management system utilities, such as rights
management or customization of the site based on each user’s role. However, a
function which would really be useful and necessary is to include physical data for each

Table 2. Ontology composition summary

Number of concepts 388
Number of defined attributes 31
Average concept attributes 2,53
Number of relations 17
Number of instances 256
Levels of hierarchy 7
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user in the records. This data is essential for the calculation of the diet, so if it is left
stored in the database it would avoid the user having to introduce the data in each new
access of the application.

If this situation in the Android application is taken into account, we realize that the
main reason for its implementation in this platform is none other than to facilitate
frequent and immediate consultation of the diet. Having a mobile application is syn-
onymous with comfort and speed of access to information anywhere. To facilitate this
speed it was necessary to include the storing of the user data, so that a procedure is
implemented for registration of the same, at least in the mobile device.

For the latter, we consider one way of future development based on this line: the
unification of user management to keep information accessible from a single database
that would connect the two applications.

An ontology can be a complement as the context requires or permits, so its
expansion with new rules would be interesting. Implementing a centralized user
management would add a restricted access section for nutrition experts, encouraging
the provision of advanced knowledge on food when there are certain health problems
that require the interaction of nutrition experts because of the sensitivity of the subject.

These users would be assigned a specific role to give them permission to insert new
information in the ontology, providing dynamism and promoting their enrichment with
new concepts, relations, instances and/or rules.

Acknowledgements. We thank Laura María García Delgado and Eva María Brocal Hernández
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Abstract. This article presents a method that extracts relevant concepts auto-
matically, consisting of one or several words, whose main contribution is that it
does so from a single document of any domain, regardless of its length; how-
ever, documents of short length are used (which are the most frequent to obtain
on the web) to perform the work. This research was conducted for documents
written in Spanish and was tested in multiple randomized domains to compare
their results. For this, an algorithm was used to automatically identify syntactic
patterns in the document. This work uses the previous work of [1] to obtain its
results. This algorithm is based on statistical approximations and on the length
of the identifiable patterns contained in the document, applies certain heuristic
that can enhance or decrease the patterns’ choice according to the selection of
one of the 5 methods that are processed (M1 to M5), with these patterns the
candidate concepts are obtained, which go through another evaluation process
that will obtain the final concepts. This proposal presents at least four advan-
tages: (1) It is multi-domain, (2) It is independent of the text length, (3) It can
work with one or more documents and (4) It allows the discarding of garbage or
undesirable patterns from the beginning. The method was implemented in 11
different domains and its results range varies between 58%–70% of precision
and 25%–46% of recall.

Keywords: Concept extraction � Syntactic patterns � Text analysis
Single-documents

1 Introduction

The concepts extraction, despite the fact that it emerged in 1954 based on Harris’
distributional hypothesis [2] is an activity that still presents important advances. This
activity is applied to a large number of tasks that are being used daily, especially in
those tasks that use natural language as a source of information for their development,
some very common examples of these are: translations of texts, phrases or words from
one language to another as [3] which translates from English to Arabic for sentiment
analysis purposes, or [4] which translates from Polish to English with human judgment;
the detection of plagiarism in articles, research or books [5–7] which presents a work
using syntactic-semantic based Natural Language Processing (NLP) techniques for
Unmasking text plagiarism; generation of summaries from large corpus of concrete
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domain such as Biomedicine [8] or for single-documents of any domain [9]; in fact,
there are a great variety of methods as exposed [10] in this review, as well as the
creation of domain glossaries in very common languages such as English where [11]
create one based on the text acronyms or in less frequent languages such as Islam [12]
who creates an unsupervised concept hierarchy.

Another field in which concept extraction has been applied fairly recently is for the
creation, extension or integration of ontologies in different domains. As is the case of
[13–15]. Transforming the common web into semantic web [16, 17] is another
application because with the current web, too much time is lost in knowing which
pages are relevant and which are not [10, 18].

In the most recent area where concept extraction is applied is in decision support
tools for doctors in different domains, as is the case of [19] who integrate NLP and
Machine Learning Algorithms to categorize Oncologic Response in Radiology Reports
or [20] which generate structured reports for cancer from free-text (non-structured)
pathology reports.

The concept extraction is therefore a process that continues in development. Both in
the latest research and in the initial ones, these are mainly based on having a large
number of texts from the same domain in order to identify the principal concepts in a
“more precise” or “more efficient” way, either by a model, for other or by combining
these as in [19].

The initial problem that arises in almost all investigations is to form a sufficiently
robust corpus [21] to be able to apply the different algorithms that exist today to extract
the concepts, some examples of this are the NLP techniques that use lexical and
syntactic analysis [22], lexical and syntactic patterns [23], the C value/NC Value of
[24–26].

1.1 Related Works and Distribution

To know if these extracted concepts are relevant, is necessary to use metrics to measure
the importance of the concept usually in the CORPUS. One of the most common
methods used in this type is the Term Frequency – Inverse Document Frequency (TF-
IDF) proposed by [27] and it is used in works like [28]. There are others like Domain
Relevance and Domain Consensus, which are measures to know how much a concept
is used in a domain CORPUS and to measure the distribution of use from a term in a
domain; co-occurrence and others more mentioned in [29] also require a large number
of texts to work and provide better results, without generating too much “garbage”.
However, in the case of a single document these metrics do not work by their own
nature, the metrics of Precision, Recall and F-score are those that can be adapted as
commented in [30].

There are multiple studies that refer to work with single-documents. Here we
mention three similar works, including one that would be great to try with the single-
document methodology. It’s shown because he says he worked hard to get his corpus
from a lot of places and the research is very interesting, however this work could have
been avoided using this proposal.

The mentioned work is from [31] who presents a work for the extraction of con-
cepts, they discover concepts based on a CORPUS that was “extracted from many
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places”, his proposal includes semantic extraction, a statistical filtering and a semantic
analysis. It uses manual elements in several parts of its proposal that make it dependent
on an expert. The main difference with our work is the CORPUS and the methods that
it applies, since this research is based on linguistic patterns and statistical analysis to a
single-document.

The majority of the investigations related to single documents are those that work
with text summaries, there are very few that only extract concepts, the work of [30] that
identifies key concepts using a method similar to ours was found, instead of applying
the identification of key patterns, use the concept of k-core on the graph-of-words
representation of text for single-document keyword extraction, retaining only the nodes
from the main core as representative terms. This approach that takes better into account
proximity between keywords and variability in the number of extracted keywords
through the selection of more cohesive subsets of vertices. Within the process of
Graph-of-words perform a pre-process similar to ours: (1) tokenization; (2) part-of-
speech, annotation and selection; (3) stop-words removal; and (4) stemming. And for
validate the results they use the metrics of precision and recall with very good values.

In [32] it is proposed a novel approach for extraction of key phrases from single-
document without usage of external information. To achieve this extraction, it is
necessary to identify a list of hierarchical key concepts (activity of our interest), his
analysis is based on the method contained in the area of Formal Concept Analysis
(FCA), known as concept lattice, where combination of sentences or paragraphs are
used as objects and the presence of terms are attributes. This form hierarchically
organized groups of sentences that share the same or similar set of attributes/terms,
evaluate their results with various metrics like Term Frequency, TF-IDF, Chi-Square
and Information Gain function. Quality of methods is compared with precision and
recall metrics.

[33] is another investigation that requires identifying key concepts to create a
summary from a single document, however, to achieve it, its methodology is divided
into 4 phases, the one that is of our interest is “text pre-processing”, which is divided
into 5 stages: segmentation, tokenization, elimination of stop-words, stemming, and
building document words stems list. The difference in this stage is that they use any
punctuation mark to divide into sentences the text and we do not, they also have a
limited stop-word list, which we eliminate with syntactic patterns, therefore, a prede-
fined list will never be required, finally, they generate a list of keywords that do not
specify how they got it, which use to evaluate the extracted sentences and then measure
them by an adaptation of the TF-IDF metrics in vectors similarly called IDF, TF and
TF-IDF, which count the times a term occurs in a sentence.

So “being able to identify concepts from a single document” was what motivated
the development of this research. The work was done and shows that the result is
promising, since they manage to identify between 58%–72% of the concepts with
precision and a 25%–47% of recall, low percentage because there are big differences
when working with a single document vs multiple documents [30].

The article is structured as follows, Sect. 2 briefly discusses the tools used to
understand this research, Sect. 3 presents the methodology followed in this research
and Sect. 4 presents a practical case with 11 different domains, Sect. 5 presents the
results obtained and in the last section the conclusions are shown.

160 J. L. Ochoa-Hernández et al.



2 Tools Used in This Investigation

In this research, two tools were used and modified during the development of the
project: (1) Freeling for the process of language analysis (unmodified) and (2) Pattern
learning, which will obtain a first approximation of the relevant morpho-syntactic
patterns and thus obtain the domain concepts (modified).

2.1 Freeling

The Freeling tool is a library that provides language analysis functionalities (mor-
phological analysis, named entity detection, PoS-tagging, parsing, Word Sense
Disambiguation, Semantic Role Labelling, etc.) for a variety of languages (English,
Spanish, Portuguese, Italian, among others) [34].

This tool uses the labels proposed by the EAGLES group to achieve the morpho-
syntactic annotation of lexicons (linguistic analysis). This annotation provides a lot of
information, an example can be seen in Table 1, which shows the category Adjectives,
Adverbs, Articles, Determinants, Nouns, Verbs, Pronouns and some more, can be seen
in full on the Eagles Tags website1.

Table 1 contains in the first column a position which is used to identify the meaning
of the letter on the label, the attribute is used to know what type of information is being
read and the value provides the meaning that this attribute has.

2.2 Automatic Pattern Learning

Automatic pattern learning is a tool proposed by [1] which shows a set of multi-word
morpho-syntactic patterns suggested as a result of the textual analysis that is made to a
corpus of any domain, based on a set of guiding patterns to do the work.

The article comments that the only thing that needs to be specified is the length and
specialization of the pattern (understanding as length, the size of words that will contain

Table 1. Attributes and values of Eagles tags.

Position Attribute Value
1 Category Adjective
2 Type Qualifying
3 Grade Appreciative
4 Gender Male

Female
Common

5 Num Singular
Plural
Invariable

6 Case -
7 Function Participle

1 http://www.lsi.upc.es/*nlp/tools/parole-sp.html.
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a term to be considered in the selection of candidates). For example, a term of length 3
would be “diseñadores de moda”/“fashion designers”, one of length 2 would be “estrella
michelin”/“Michelin Star”. And specialization, refers to the use of Eagles tags. So a
specialization degree 2 would be something like “NC – Common Noun” o “VM –Main
verb”, a specialization degree 3 would be “NCM – Common Male Noun”, “NCF –

Common Female Noun”, etc. and a specialization degree 1 would be “N – Noun”, “A –

Adjective”, “R – Adverb”, etc.
So to obtain a list of patterns like those presented in Table 4, it is necessary to

specify these two elements in the tool, for example: we want terms of length 2 with
grade 2, the pattern guide would be XX�XX, terms of length 3, grade 2, the pattern
guide would be XX�XX�XX, activity that in [21] was considered difficult to recognize
and extract (multi-word terms).

The code was adapted in order to test how the tool works with a single document
instead of a large corpus. In the same way, the code was adapted in a way that it could
identify single length patterns, and these could be processed in a better way, since the
concepts of length 1 represent the majority.

Five methods are also proposed in [1] (M1, M2, M3, M4 and M5) which obtain
different patterns according to their procedure, in this case the methods M1 to M5 were
not modified, because they were studied and the decision was made to leave them
without any alteration.

2.3 Evaluation Method

To evaluate this research we used a typical method that is used in information retrieval,
commonly called Precision and Recall, some jobs that have implemented these eval-
uation forms are [30, 35]. Similarly, F-score was used as an integrating measure, which
is considered as a harmonic mean that combines the values of precision and recall [36],
his equations are the following:

Precision ¼ terms correctly identified by the tool
correct terms of the expert

ð1Þ

Recall ¼ terms correctly identified by the tool
candidate terms of the tool

ð2Þ

F - Score ¼ 2 � prcision � recall
precisionþ recall

ð3Þ

It is necessary to clarify that these equations were adapted to be able to compare the
achievement level of concept identification. It was done because these metrics are
recognized and are easily comparable, in addition to the other metrics such as those
mentioned in [29] are applicable to multiple-Documents. In the work done by [33]
something similar happened, the TF-IDF metrics were adapted to be able to measure
their results.
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3 Concept Extraction Process from a Single Document

3.1 The Proposal

In this section we explain the elements of the proposal that is made to extract concepts
from a single document, it is formed by 4 main components: the Text, the morpho-
logical labeling, the pattern learning and the concepts selection. In Fig. 1 it is possible
to see this proposal.

3.2 The Text/Documents

Free text is the source of most research involving NLP. For this purpose, any text of the
domain of interest is selected, normally constituted by documents, which can be short
in length [32]. The document is transformed into plain text and pre-processed to “clean
the text” of characters that may cause errors or bad results in the following stages. This
is a process that is done manually, in this case, Freeling for example, does not process
certain single or double quotes which cause errors when tagged. For this, the quotes are
replaced by the same ones using another type of character coding, the dashes or long
dashes are other elements to review. Likewise, punctuation marks are verified so that
sentences, quantities, dates, etc., are well identified.

3.3 Morphological Labeling

Morphological labeling is a key process for this research, Freeling tool is used which
performs a text language analysis; it is proven that it does a good job in the labeling
process [37, 38]. The result of this process is a list of words morphologically labeled,
which during this testing process are reviewed in detail to verify that they have been
tagged without errors, in case any word has been mislabeled, given the circumstances

Fig. 1. Proposal of concept extraction process from a single document.
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discussed in Sect. 3.1. The source text is modified and re-labeled (see Table 2). In this
table it can be seen that the gray marked text, is the text that presented an error when it
was labeled.

3.4 Identification of Key Patterns

Based on the proposed methods (M1 to M5) of [1], this research developed a complete
study to know which method provided the best results. The original patterns were
obtained and compared with the patterns recommended by the tool, these patterns were
analyzed and the method that provided the best results in all cases was the M1 method.

The automatic patterns learning was modified to eliminate those patterns that were
useless or unproductive from the beginning, a series of elements that help to configure
this method were defined, which improves the accuracy of the results, an example of
these are the following (see Table 3):

Table 2. Common mistakes in morphological labeling

Text Labeled Error type Solution
'Social Media': 
menos gurús, más
formaciónSílvia 
Sivera 

'·'·Fe 
Social_Media·social_media·NP00000 
'·'·Fe 
:·:·Fd 

Text without 
separation 

Separate words 
manually 

menos·menos·RG 
gurús·gurús·NP00000
,·,·Fc
más·más·RG
formaciónSílvia·formaciónsílvia·AQ0FS0 
Sivera·sivera·NP00000 

… la intención es 
que “leáis” con 
interés …

la·el·DA0FS0  
intención·intención·NCFS000 
es·ser·VSIP3S0 
que·que·CS
 ?leái·?leái·VMN0000 
con·con·SPS00 
interés·interés·NCMS000 

Double quotes in 
“leáis” 

Change the 
quotes for 
them in 
another 
encoding

En septiembre nos 
“tomaremos” en 
Barcelona… 

En·en·SPS00  
septiembre·[??:??/9/??:??.??:??]·W 
nos·yo·PP1CP000
 ?tomaremo·?tomaremo·VMIC3S0 
en·en·SPS00 
Barcelona·barcelona·NP00000 

Double quotes in 
“tomaremos” 

Change the 
quotes for 
them in 
another 
encoding

Table 3. Example of unseen patterns of different lengths with an example of concepts.

Length 1 Length 2 Length 3 Length 4
DI Un
CC Y
RG más

SP De
P0 Se
DA Las

SP DA De las
PR DA Donde el
CC NC Y restautrantes
SP VM De comprar
DI AQ Una única
RG RG Casi siempre

DI AQ NC Una nueva manera
P0 VM VM Se está haciendo
SP VS AQ De ser fijo
PR DA NC Donde el espacio
CC AQ SP Y temporal para
RG DI SP Solo algunas de

DI AQ NC SP
P0 VM VM DI
PR DA NC 
VM
SP DA NC PR
DA PR P0 VA
CS DA NC SP
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3.5 Selection of Candidate Concepts

With the chosen M1 method (which may vary for other documents) and applied to each
document, the results are presented in a list (see Table 4), this list is organized by
grammatical categories i.e.: names, verbs, adjectives, etc. in which all the patterns
found and suggested by the tool are included.

The tool uses these patterns to identify the candidate concepts of the text. Under
normal circumstances of large corpora, it is possible to work with different proposals
such as [21]. However, in this new context, identifying the elements in a very precise
way is more complicated, the statistical approximation and the heuristic of methods Ml
to M5 are the key elements that define the candidate patterns of each document.

3.6 Final Concepts Selection

The process of selecting the final concepts includes a cut level according to the method
proposed (M1 to M5), which is the minimum level to accept concepts according to
their process and the number of times they have appeared in the text, to the list of
concepts obtained based on the suggested patterns, the cut level is applied and a final
list of concepts is obtained (see Table 4).

4 Case Study - Concept Extraction for 11 Different Domains
from a Single Document

This study took as reference the article published by [39] in the journal “Studies of
Information and Communication Sciences of the Open University of Catalonia (UOC),
COMeIN”, which is entitled “Dissection contents from concepts”. In the article, key
concepts are extracted to draw a knowledge map and several examples of different
thematic areas/domains are shown, for example: restaurants, online courses, advertis-
ing, nostalgia, etc. These domains where randomly selected by the author and they had
already identified some concepts and they are related in some way.

Table 4. Example of patterns contemplated with their concepts in a document.

Length 1
(AQ)

Length 1
(NC)

Length 1
(NP)

Length 2
(NC AQ)

8·nuevo 
2·fijo 
2·itinerante
2·sorprendente 
2·particular
2·social
…..

7·espacio 
5·tienda 
4·restaurante 
4·marca 
3·concepto 
3·chefs
……

6·pop-up
2·nueva_york 
2·londres 
2·nike 
2·barcelona
1·elisenda_estanyol
…..

2·casa particular 
1·experiencia irrepetible 
1·prestigio internacional 
1·entorno sorprendente 
1·vía alternativo
1·coste fijo
……
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4.1 The Text/Documents

For this case the 11 articles that are handled in the article [39], were converted to plain
text. They were manually pre-processed, eliminating those characters that could cause
errors and were left ready to be labeled. An example of this text is shown in Fig. 2.

4.2 Morphological Labeling

The Freeling tool was applied to the texts and the result obtained are labeled and
lemmatized text, this is shown in the “Labeling” column. For example, given the line
“tiendas�tienda�NCFP000” the word “tiendas” is the original text, “tienda” is the
lemmatized text and “NCFP000” is the label. A more extensive example can be seen in
Table 5, where Text 1 is part of document 01- Creativity and Text 2, is part of
document 02-Social media:

Fig. 2. Plain text of the article – ‘Pop-up’, a new concept of shops and restaurants (http://
comein.uoc.edu/divulgacio/comein/es/numero14/articles/Article-Elisenda-Estanyol.html).

Table 5. Table with some texts labeled.

Text 1 Labeling Text 2 Labeling
'Pop-up', un 
nuevo 
concepto de 
tiendas….

'·'·Fe
Pop-up·pop-up·NP00000 
'·'·Fe
,·,·Fc 
un·uno·DI0MS0
nuevo·nuevo·AQ0MS0 
concepto·concepto·NCMS000 
de·de·SPS00 
tiendas·tienda·NCFP000

Hubo un tiempo en que 
para aprender acudíamos 
a clases…

Hubo·haber·VAIS3S0 
un·uno·DI0MS0 
tiempo·tiempo·NCMS000 
en·en·SPS00
que·que·CS 
para·para·SPS00
aprender·aprender·VMN0000 
acudíamos·acudir·VMII1P0 
a·a·SPS00
clases·clase·NCFP000
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Table 5 show how the labels provide great value to each word, which facilitates the
“creation” of knowledge. For example, in Table 6 we see the scope and specialization
of labels:

4.3 Identifying Key Patterns

With the labeled texts, the chosen pattern learning method M1 is applied, to find the
patterns. A complete example for the document 01-Creativity of the results obtained
can be seen in Table 8, the rest of the suggested patterns for each document are shown
in Table 7, omitting the non-suggested ones. It is appreciated that the amount of
patterns found in single-documents is smaller compared to large corpora; this is pre-
cisely due for the documents size.

4.4 Candidate Concepts Selection

Once the best method has been identified, the patterns found in it are applied separately
to each of the texts to obtain the candidate concepts. The result is a list of concepts. At
this point, it was proposed to show only the concepts that were best positioned in the
study document. However, these concepts were not sufficient to identify all the valid
concepts of the document; instead, they were used to identify the most representative
concepts of the domain, which are used in other studies as seed concepts [22] (see
Table 9).

Table 6. Meaning of some labels.

Term Labeling Description of the label
Tiendas NCFP000 It is a Name, Common, in Feminine, in Plural.
Hubo VAIS3S0 It is a Verb, Auxiliary, Indicative, in the past, in the third person and in the

singular.
Un DI0MS0 It is an undefined determinant, masculine and singular.

Table 7. Suggested patterns for the 11 documents analyzed.

02- Social Media 03-Media 
Planning 04-Advertising 05-Journalism 06-Political

Communication
NC
NP
NC AQ 
NC SP NC

AQ
NC
NP
NC AQ 
NC SP NC

AQ
NC
NP
NC AQ 
NC SP NC
NP NP NP

NC
NP

NP
NC AQ 
NC SP NC

07-Digital 
Communicati
on

08-Crisis 
Communicatio
n

09-Television 10-Cinema 11-Audiovisual 
design

NC
NP

AQ
NC
NP
NC AQ 
NC SP NC

AQ
NC
NP
NC AQ 
NC SP NC

NC
NP
NC AQ 
NC SP NC

NC
NP
NC AQ 
NC SP NC
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It should be noted that in the documents there are concepts of different lengths, one,
two, three, four or more words; the tool removes some patterns that are rare and
therefore are not taken into account, which diminishes the accuracy value, since these
concepts, if they are not defined in the proposed patterns, will not be found.

Table 8. Example of suggested and not suggested patterns of the 01-Creativity document.

Method Suggested patterns Non Suggested patterns
M1 AQ·50·*

NC·135·*
NP·42·*
NC·AQ·29·*

AO·1 NC·NP·14·* NC·SP·NC·14·*
AQ·NC·22·* NC·NC·13·* NC·SP·NP·7·*
AQ·NP·5 NP·NC·5·* NC·NC·NC·5 
AO·NC·1 NP·NP·3·* NC·AQ·NC·4
AQ·SP·NP·2 NP·AQ·1 NP·DI·AQ·2
AQ·DI·AQ·1 NP·NC·NP·2

M2 NC·135·*
NC·SP·NC·14·*

AQ·50·* NP·42·* NC·AQ·NC·4
AO·1 NC·AQ·29·* NP·DI·AQ·2
AQ·NC·22·* NC·NP·14·* NP·NC·NP·2
AQ·NP·5 NC·NC·13·* NC·DI·NC·2
AO·NC·1 NP·NC·5·* NP·DI·NC·2
AQ·SP·NP·2 NP·NP·3·* NC·AQ·NP·2

M3 AO·1 NP·42·*
AQ·NP·5 NP·NC·5·*
AO·NC·1 NP·NP·3·*
AQ·SP·NP·2 NP·AQ·1
AQ·DI·AQ·1 NC·NC·NC·5
AQ·NP·NC·1 NC·AQ·NC·4

AQ·50·* NC·135·*
AQ·NC·22·* NC·AQ·29·*

NC·NP·14·*
NC·NC·13·*
NC·SP·NC·14·*
NC·SP·NP·7·*

M4 AQ·50·* NC·NP·14·*
NC·NC·13·*
NC·SP·NP·7·* 
NC·NC·NC·5

AO·1 NC·135·* NP·NC·NP·2
AQ·NC·22·* NP·42·* NC·DI·NC·2
AQ·NP·5 NC·AQ·29·* NP·DI·NC·2 
AO·NC·1 NP·NC·5·* NC·AQ·NP·2
AQ·SP·NP·2 NP·NP·3·* NC·NC·AQ·2
AQ·NP·NC·1 NC·SP·NC·14·* NC·NP·AQ·1

M5 AQ·NC·22·* NC·135·*
NC SP 
NC·14·*

AQ·50·* NP·42·* NC·AQ·NC·4
AO·1 NC·AQ·29·* NP·DI·AQ·2 
AQ·NP·5 NC·NP·14·* NP·NC·NP·2
AO·NC·1 NC·NC·13·* NC·DI·NC·2
AQ·SP·NP·2 NP·NC·5·* NP·DI·NC·2 
AQ·DI·AQ·1 NP·NP·3·* NC·AQ·NP·2

Table 9. Sample of relevant terms obtained in five domains worked.

07-Digital
Communication

08-Crisis 
Communication

09-Television 10-Cinema 11-Audiovisual 
design

amenaza 
difusión 
fotografía 
gigapíxeles 
imagen 
internet 
panorámica 
publicación 
tecnología
….

información 
filtración 
caso 
documento
periodismo
fuente 
secreto
wikileaks 
vaticanleaks
….

clase
cultural
social 
cultura 
actividad
tipo 
consumo
emoción
fanático
….

cine 
año
industria 
público 
innovación
distribución
exhibición
muerte 
tecnología
….

mapping 
edificio 
proyección
técnica 
contenido
efecto 
espacio 
contexto
percepción
….
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4.5 Final Concepts Selection

To the list of candidate concepts, a parameter known as the “cut level” is applied, it is
set at 70%, that is, we only keep the best 70% of the candidates, this level helps to
discard some other concepts that may appear only once in the text, some of which may
be relevant and others may not.

In addition to the original process, in this research was done a manually identifi-
cation of each valid concept for the 11 documents of this study case, the results can be
obtained by comparing those found by the expert and those found by the tool.

An example of the final concepts for each document can be seen in Table 10, in
which it is possible to see that most are good patterns, however, patterns that are not
very good are also included as in 04-Publicidad, where the pattern NP NP NP does not
provide right concepts:

5 Results

Table 11 shows the results obtained for this study case, the 11 different domains
considered were processed.

In this table the name of the documents are shown in the first column, the words per
document are in the second column, the number of concepts found in the document

Table 10. Sample of final concepts of some domains.

01- Creativity 02- Social Media 03-Media Planning 04-Advertising

--AQ--
8·nuevo
2·fijo 
2·itinerante
2·sorprendente
--NC--
7·espacio
5·tienda 
4·restaurante
4·marca
--NP--
6·pop-up
2·nueva_york
2·londres
2·barcelona
--NC AQ--
2·casa particular
1·experiencia
irrepetible 
1·prestigio 
internacional 
1·entorno 
sorprendente
…..

--NC--
7·manera 
6·clase 
5·aprendizaje 
4·pared
--NP--
3·mooc 
2·massive_open_on 
line_courses 
2·internet
2·web
2· --NC AQ--
2·red social 
1·mundo profesional
1·aulas virtuales
--NC SP NC--
1·aulas con pared 
1·espacio con pared
1·clase sin pared 
1·educación a distancia
1·proceso de 
aprendizaje
……

--AQ--
9·publicitario 
6·íntimo 
4·público 
3·líquido
--NC--
10·medio
4·lavabo
4·publicidad
4·espacio
--NC AQ--
3·medio publicitario
2·mensaje publicitario
2·medio íntimo 
2·papel higiénico
--NC SP NC--
1·punto de vista 
1·publicidad de guerra
1·guerra en retretes
1·cuarto de baño
1·muestra de perfume
--NP--
2·portugal
…..

--NC--
9·pasado 
7·nostalgia
--NP--
3·polaroid 
2·ray_ban 
2·jameson
--AQ--
3·actual
2·propio
--NC AQ--
1·vínculo emocional 
·público objetivo 
1·foto antiguo
--NC SP NC--
1·sensación de 
autenticidad
1·estilo de vida 
1·cantidad de dinero
--NP NP NP--
1·ray_ban vinils mini
1·vinils mini polaroid
1·mini polaroid tetris
……
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manually (originals) are in the third column, the number of candidate concepts (found
by the proposed method) are in the fourth, the number of candidate concepts equal to
the originals are in the fifth and in the following 3 are the parameters of Precision,
Recall and F-Score, which help us to compare these results in a standard way.

The cells that are above the general average of the 11 documents were marked in
gray, for Precision and Recall 5 of 11 are above average and for the F-Score column, 6
of 11 elements are above the average, in bold the highest values of each column are
found, it is highlighted that 8 of the 11 are above 60% of Precision.

6 Conclusions

The results of the research show that it is possible to extract good key concepts from a
particular domain from a single document (in this case 11 different areas were studied)
without the necessity of a large corpus, it is concluded that it is possible to identify up
to 70% of the validated concepts in the documents with a maximum precision of 46%,
improving the maximum 25% of [1]. The key elements for this investigation were:
Freeling, the automatic pattern learning, the modification to filter out
undesirable/unproductive patterns and the modification to detect single word patterns.

Consequently, these helped us to obtain the important concepts for each document.
The adaptation that was made to be able to obtain the formed concepts by a single
word, helped to conform 70% of our valid concepts, since without this adaptation, 82%
of the original concepts of the document would be lost.

We also found potential to improve the automatic pattern learning process adding
neural networks or genetic algorithms, which will be presented in a new publication.

Table 11. Results obtained after processing the 11 different domains documents.

Document Name
Words per 
document Originals 

#

Candidates 

#

Founds 

#

Precision
%

Recall
%

F-
Score

%
01- Creativity 609 103 178 70 67.96 39.33 49.82
02- Social Media 764 121 154 71 58.68 46.10 51.64
03-Media Planning 834 142 247 83 58.45 33.60 42.67

04-Advertising 977 152 244 94 61.84 38.52 47.47 
05-Journalism 755 68 173 48 70.59 27.75 39.83
06-Political
Communication

727 82 201 52 63.41 25.87 36.75

07-Digital 
Communication

683 88 171 52 59.09 30.41 40.15

08-Crisis
Communication

1094 185 274 122 65.95 44.53 53.16

09-Television 894 144 276 99 68.75 35.87 47.14 
10-Cinema 1095 167 296 103 61.68 34.80 44.49
11-Audiovisual
Design

735 120 190 79 65.83 41.58 50.97

Average 63.84 36.21 45.83
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Abstract. A success software development process requires a good design
stage. During the design, a set of decisions is made in order to improve the
productivity, reduce costs for reimplementation and obtain reliable systems, in
special for critical domains, such as bank management systems or systems for
aeronautics. Nevertheless, it is not easy to find documentation about design
decisions or tools which support this process. To address this issue, this article
describes a solution based on ontologies to describe design decisions. In order to
identify the main elements a systematic literature review was carried out. This
review also helped to identify some of the most common design decisions.
These elements were used to develop the ontology which allows answering the
problem raised. This ontology could be a useful tool for architects and designers
during the design stage of a system.

Keywords: Ontology � Design decision � Software

1 Introduction

The software development has become one of the most prominent fields of the last
times due to the application of continuous technological advances and a wide trend to
the automation of tasks in every areas of society. A success software development
process requires a good design stage. During the design, a set of decisions is made in
order to improve the productivity, reduce costs for reimplementation and obtain reliable
systems, in special for critical domains, such as bank management systems or systems
for aeronautics.

In spite of the development of the software industry, it cannot be considered a
success industry. For example, in 2015 only 29% of the projects were successful, while
52% and 19% of the projects were delayed and failed respectively [1]. Some of the
main causes for these bad results are: problems with the specification, the insufficient
participation of users and the lack of resources. The 10.7% of the consulted people
considered that the adoption of little robust technologies to develop the systems is an
important reason for the failure of such systems. Hence the selection of the technology
is one of the most important design decisions in the beginning of a software devel-
opment project [2].
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There are several factors that determine the number and quality of the design
decisions, such as experience of the team that achieves this task as well as the adoption
of good practices applied in success projects. The particular characteristics of the
system and the adopted methodology are important factors too. Nevertheless, it is not
easy to find information about design decisions and the impact of them. Therefore, a
knowledge base with design decisions could be very useful. This knowledge base could
be an instrument to assist to designers and architects in the process of making design
decisions.

On the other hand, the ontologies are a suitable technology to represent knowledge.
Hence, the objective of this article is to describe an ontology-based approach to
describe design decisions. This approach could be useful to improve the quality of the
design decision making process.

The structure of the paper is as follows. In the next section some related works are
analyzed. In Sect. 3 basic concepts for the research are presented. Section 4 describes
the approach to represent design decisions based on ontologies. In Sect. 5 the appli-
cability of the approach is demonstrated through some examples. Finally, future work
and conclusions are presented.

2 Related Works

In this section some researches that deal with representation of design decision are
analyzed.

López et al. [3] created TREX, an approach composed by two ontologies (Toeska
and NDR) which allows representing architecture design decisions. TREX allows
loading information automatically about architecture which is represented in formal
documents. This enables the automatic reasoning about this information. However, this
proposal focuses on architecture decisions, so important design elements are out of
scope, for example decisions about design patterns.

Gómez et al. [4] developed an ontology to represent the set of structural and
behavioral diagrams as well as the GRASP and GoF patterns which are applied during
the software design stage. The ontology represents basic concepts of design in order to
be used by students enrolled in the career of Systems Engineering. This solution does
not consider important design decisions, for example, the technologies to be adopted in
the development of the software.

Ming et al. [5] created an ontology which represents the hierarchy of the design
decisions. This approach is applied mainly in the design of complex systems which
involve the design of main systems and dependent systems. This proposal is focused on
addressing the design of systems developed following a hierarchical approach.
Therefore, its scope is limited.

De Sousa et al. [6], propose to apply domain ontologies in agile software devel-
opment to reduce the ambiguity caused by using natural language as ubiquitous lan-
guage to report user stories. To demonstrate the applicability of the approach, they
present a case study that combines Scrum and Behaviour-Driven Development
(BDD) in the development of an educational support system. This approach is only
based on user stories and does not consider design elements.
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The approaches analyzed are usually dependent of the system characteristics and
consider a low number of design decisions. These approaches are usually created to
address a specific issue, for example the hierarchy among decisions.

3 Background

3.1 Software Design and Architecture

According to Somerville [7], the software design is a creative activity where compo-
nents and their relations are identified considering the requirements of a client. The
definition of the architecture is a crucial step during the software design stage. The
community of software engineering has developed several definitions for architecture
[8, 9]. However one the most interesting ones defines architecture as a set of design
decisions [10]. This definition remarks the relevance of the design decisions. Archi-
tecture also deals with the concerns about the quality of the systems [11].

3.2 Ontology

The researchers in the Artificial Intelligence field, specially the researchers of the
knowledge representation field understood the benefits of adopting the ontologies to
describe the knowledge in order to be analyzed by intelligent systems [12]. An
ontology is a formal explicit description of concepts in a domain of discourse (classes
(sometimes called concepts), properties of each concept describing various features and
attributes of the concept (slots (sometimes called roles or properties)), and restrictions
on slots (facets (sometimes called role restrictions)) [13]. In the scientific literature it is
possible to find a wide number of approaches which exploit ontologies to describe and
analyze several elements of architecture [3–5, 14, 15] as well as other areas [16–18].

4 Ontology-Based Approach to Represent Design Decisions

4.1 Usual Design Decisions

The systematic review of the literature [19] allows identifying the characteristics of the
approaches that deal with design decisions during the development of a software. The
number of research works demonstrated the interest of the design decisions for the
scientific community. The review yielded 79 publications, 15 of them are relevant for
this research [2, 7, 11, 14, 20–30]. Eleven of these publications are journal articles,
three classical books and two magister thesis. The authors of the publications belong to
13 countries. This fact evidences the international interest for this topic. Figure 1
depicts the distribution of countries per authors.

After the analysis of the 15 works, 14 design decisions were identified. Table 1
shows the representativeness of each design decision according to the number of works
that consider it.

Among the design decisions with the highest percentage of representativeness are
those related to the definition of design patterns, architectural patterns, components,
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subsystems, design classes and their relations. The definition of communication
interfaces between the application components and external systems in the design stage
is an issue widely discussed in the literature. This last issue has received the attention of
the scientific community in recent times due to the increasing of the interoperability
between the systems found on the market today and the need for them to communicate
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France, 4 

Denmark, 1
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England, 1
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Fig. 1. Distribution of authors per country

Table 1. Most common design decisions

No. Design decisions Representativeness
(%)

1 Define the design patterns 80.0
2 Define the architecture patterns 66.6
3 Define the design methodology 13.3
4 Define components and their relations 73.3
5 Define the navigation model 13.3
6 Define the graphical user interface design 73.3
7 Define structure of the data base and the information to be

recorded
66.6

8 Select the CASE tools 6.6
9 Define the architectonic styles 53.3
10 Define the architectonic views 40.0
11 Define the development tools 40.0
12 Define the internal and external interface comunications 73.3
13 Define the codifications and modeling standards 20.0
14 Define the solution to distribute the system 13.3
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and to operate in an integrated way. Since the objects and subsystems can be designed
in parallel, the interfaces have to be defined clearly.

On the other hand, a pattern is a description of a problem and the essence of its
solution, so that the solution can be reused in different configurations. The patterns are
not a detailed specification, rather, it can be considered as a description of accumulated
wisdom and experience, a well-tested solution to a common problem. The patterns
should include information about when and how it is suitable to use it as well as its
strengths and weaknesses [7].

A good selection of both design and architecture patterns guarantees to have tested
solutions and avoids spending time developing solutions that already exist and that are
published by the national or international community. A good decision lies in linking
more than one pattern in our solution. This depends on the characteristics of the system
to be developed and the functional and non-functional requirements that the system
must guarantee.

The design of the user interface is another of the most cited design decisions in the
consulted bibliography. This demonstrates the importance of the user interfaces and the
acceptance of end users.

The design of the user interface creates a means of communication between man
and machine. During this design, the objects and actions of the interface are identified
and a screen format that will form the basis of the user interface prototype is created
[23].

Defining the information to be stored and the structure of the data is a fundamental
issue within the data architecture. The structure of the data has always been an
important part of software design. At the level of the components of the program, the
design of the data structures and the associated algorithms required for their manipu-
lation are the essential part in the creation of high quality applications [23].

On the other hand, the definition of architecture views is another of the decisions
highlighted in the revised bibliography. The views are responsible for representing how
a system is composed by modules, as well as the way that components of the system
are distributed through a network. Furthermore, the views are useful at several stages of
the software development process, for example to carry out the system design the
definition of multiple views of the software architecture is required [7].

In order to complement the findings of the literature review and to know the
opinion of software development specialists about this 14 design decisions, a focal
group (FG) was applied. The focal group is a particular group discussion that helps to
obtain different perspectives about the discussion object [30]. To apply the FG three
groups were created. Each group is composed by researchers and specialists with
experience in the discussion topic. Two meetings were held. In the first meeting the 14
design decisions already identified were presented and each group gave some ideas
about these design decisions. In the second meeting, the three groups got together to
discuss about the ideas that each group gave independently. The discussion yielded the
follow conclusions:

• Discard the design decisions with low level of representativeness, such as the
definition CASE tools, the design methodology, the standard definition and others
with low level of representativeness.
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• The definition of the architectonic style was remarked because several decisions
depend on this one.

After the execution of the review and the FG, an ontology-based method to rep-
resent design decisions was elaborated.

4.2 Definition of the Method

Figure 2 depicts the six activities that the method includes: analyze software
requirements, analyze knowledge base, identify relevant concepts, identify concepts not
considered in the ontology, update the ontology and describe design decisions.

The method is defined to be applied after the execution of the software requirement
stage. Some details about the activities are described below:

Analyze Software Requirements
The descriptions of functional and non-functional requirements are the input for this
activity. In this step the designers and architects make a deep study of requirements in
order to make a proposal of system design and architectonic structure to guarantee their
fulfillment.

Fig. 2. Activities diagram of the method
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Analyze the Knowledge Base
For the execution of this activity a knowledge base with descriptions of design deci-
sions is required. This work considered as knowledge base the ontology which was
developed with the results of the review and the application of the focal group. During
the first execution of this step, only the structure of the ontology will be available
because no design decisions have been made; therefore instances in the ontology will
not exist. Once the ontology has data of design decisions, it will be consulted and
analyzed in order to improve the design decisions making process.

Identify Relevant Concepts
After the analysis of the knowledge base, designers and architects must identify the
concepts that can be adopted by their particular system regarding the requirements and
characteristics of the software. The output of this activity is the set of concepts con-
sidered in the ontology that can be applied for the design of the system.

Identify Concepts not Included in the Ontology
In the previous step the concepts included in the ontology that can be used in the
project were identified. However, in a specific project there could be particular con-
cepts that are not included in the ontology. These concepts are identified in this step
and in the next activity; the ontology is updated with them in order to extend the
knowledge base. Therefore, the output of this activity is the set of new concepts.

Update the Ontology
This activity is carried out only whether new concepts were identified in the previous
activity. Hence, in this step the ontology is updated with the new concepts in order to
represent the design decisions successfully. Therefore, the output of this activity is the
ontology updated with the new concepts.

Represent Design Decisions
In this step the specific design decisions are represented in the ontology. Therefore,
these design decisions could be analyzed in the next stages of the software develop-
ment. Furthermore, this activity is crucial in order to enrich the knowledge base with
new decisions that could be useful in the future to make decisions in new software
development projects.

4.3 Ontology to Represent Design Decisions

To exploit the advantages of the ontology described previously, we developed an
ontology to represent design decisions. There are several languages to represent
ontologies, i.e. On Ontolingua, XML Schema, RDF (Resource Description Frame-
work), RDF Schema (o RDF-S) y OWL (Ontology Web Language). OWL is distin-
guished because of its set of operators: intersection, union and negation. It is based on a
logical model which allows defining the concepts similar to their descriptions. Fur-
thermore, the option of using reasoners allows checking the consistence of the models
automatically [31]. Due to these advantages, we chose OWL as the language to rep-
resent the ontology. Furthermore, the tool Protégé was adopted to create and edit the
ontology. Protégé is a free tool that is widely adopted for the manipulation of
ontologies in OWL.
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Classes, properties, restrictions and instances are the most important components of
an ontology. Figure 3 depicts some of the 93 classes that were identified. The flexibility
of the method allows updating the ontology if new concepts are identified during the
design stage of a Project. The other key component of the ontologies are the properties
which represent the relations of the classes. We defined several object properties to
represent relations among classes as well as data properties to describe the classes with
simple metadata.

5 Validation of the Approach

In order to demonstrate the applicability of the method we carried out the defined
activities. Finally, we obtained an ontology to represent design decisions. For checking
the quality of this ontology we applied a validation method [18], which evaluates the
ontology through:

• Checking its properties as formal logical system.
• Testing that the ontologies fulfill its requirements.

The reasoners are widely used to check the logical-formal properties of the
ontology [18]. In this case we used Pellet which demonstrated that the ontology
achieves the requirements defined for an ontology in OWL 2.

Fig. 3. Entity of the ontology to represent design decisions
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On the other hand, to proof the applicability of the ontology to support the design
decisions process, we represented the design decisions of a specific Project. Figure 4
shows instances of the classes specified in the ontology. In the ontology, seven of the
most popular architecture patterns were represented. Likewise we considered the results
of the literature review to represent the design decisions.

In order to illustrate the design decisions making process supported with the
ontology, we described eight design decisions made for the Project X. Figure 5 depicts
these design decisions which are related with the adopted architectonic style, the design
patterns, architecture patterns as well as the programming language.

Fig. 4. Individuals represented in the Ontology

Fig. 5. Design decisions for the Project X
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The adoption of ontologies to describe design decisions allows the use of reasoners
to validate the descriptions as well as to make inferences that could be interesting to
support de design decision process. For example, Fig. 6 shows that the reasoner
inferred that PHP is the programming language of two projects and the basic language
of the platform Symfony. This information could be very useful for the designers and
architects to decide the programming language to be adopted because now they can
know the programing languages adopted in other projects.

6 Conclusions

The literature review and the application of the focal group allow identifying usual
design decisions. An ontology-based method to describe design decisions was devel-
oped. This method is composed by six activities and supports the work of designers and
architects during the design decisions making process. An ontology in OWL is a formal
language to represent knowledge. Hence the information represented about design
decisions can be formally analyzed and validated. Specifically, the use of reasoners
enable checking the consistence of the represented information. With the systematic
application of this method the knowledge base will grow and will be a useful instru-
ment for designers and architects during the development of software. The validation
method used allowed to verify the logical-formal properties of the ontology and
demonstrated that it meets the established requirements.

References

1. Standish Group 2015 Chaos Report: https://www.infoq.com/articles/standish-chaos-2015.
Accessed 29 Mar 2018

2. Tibermacine, C., et al.: Software architecture constraint reuse-by-composition. Future Gener.
Comput. Syst. 61, 37–53 (2016)

3. López, C., et al.: Bridging the gap between software architecture rationale formalisms and
actual architecture documents: an ontology-driven approach. Sci. Comput. Program. 77(1),
66–80 (2012)

4. Gómez, G.L.G., Acevedo, J.F., Moreno, D.A.: Una ontología para la representación de
conceptos de diseño de software. Avances en Sistemas e Informática 8(3), 103–110 (2011)

Fig. 6. Inferences of the reasoner

Description and Analysis of Design Decisions 183

https://www.infoq.com/articles/standish-chaos-2015


5. Ming, Z., et al.: Ontology-based representation of design decision hierarchies. J. Comput.
Inf. Sci. Eng. 18(1), 0110011–01100112 (2018)

6. de Souza, P.L., do Prado, A.F., de Souza, W.L., dos SFP, S.M., Pires, L.F.: Improving Agile
Software development with domain ontologies. In: Latifi, S. (ed.) Information Technology—
New Generations. AISC, vol. 738, pp. 267–274. Springer, Cham (2018). https://doi.org/10.
1007/978-3-319-77028-4_37

7. Somerville, I.: Ingeniería de Software. PEARSON EDUCACIÓN, México (2011)
8. Perry, D.E., Wolf, A.L.: Foundations for the study of software architecture. ACM SIGSOFT

Softw. Eng. Notes 17(4), 40–52 (1992)
9. Bass, L., Clements, P., Kazman, R.: Software Architecture in Practice. Addison-Wesley

Professional, Boston (2003)
10. Shaw, M.: Research toward an engineering discipline for software. In: Proceedings of the

FSE/SDP Workshop on Future of Software Engineering Research, pp. 337–342. ACM
(2010)

11. Galaster, M., Mirakhorli, M., Medvidovic, N.: Bringing architecture thinking into
developers’ daily activities. ACM SIGSOFT Softw. Eng. Notes 41(6), 24–26 (2017)

12. Welty, C., Guarino, N.: Supporting ontological analysis of taxonomic relationships. Data
Knowl. Eng. 39(1), 51–74 (2001)

13. Noy, N.F., et al.: Ontology development 101: a guide to creating your first ontology (2001)
14. Chauhan, M.A., Babar, M.A., Sheng, Q.Z.: A reference architecture for provisioning of tools

as a service: meta-model, ontologies and design elements. Future Gener. Comput. Syst. 69,
41–65 (2017)

15. Silega, N., Nogera, M., Macias, D.: Ontology-based transformation from CIM to PIM. IEEE
Latin Am. Trans. 14(9), 4156–4416 (2016)

16. López, Y.A., Hidalgo, Y., Silega, N.: Método para la integración de ontologías en un sistema
para la evaluación de créditos. Revista Cubana de Ciencias Informáticas 10(4), 97–111
(2016)

17. Silega, N., Laureiro, T.T., Noguera, M.: Model-driven and ontology-based framework for
semantic description and validation of business processes. IEEE Latin Am. Trans. 12(2),
292–299 (2014)

18. Guerrero, R.S.: Ontología para la representación de las preferencias del estudiante en la
actividad de aprendizaje en entornos virtuales. Tesis Doctoral, Cuba (2012)

19. Petersen, K., Ali, N.B.: Identifying strategies for study selection in systematic reviews and
maps. In: International Symposium on Empirical Software Engineering and Measurement
(ESEM), pp. 351–354. IEEE (2011)

20. Van Vliet, H., Tang, A.: Decision making in software architecture. J. Syst. Softw. 17, 638–
644 (2016)

21. Silva, D., Mercerat, B.: Construyendo aplicaciones web con una metodología de diseño
orientada a objetos. Revista Colombiana de Computación–RCC 2(2) (2001)

22. Leinonen, T., Durall, E.: Pensamiento de diseño y aprendizaje colaborativo. Comunicar 21
(42) (2014)

23. Jacobson, I., Booch, G., Rumbaugh, J.: El proceso unificado de desarrollo de software.
Pearson Educación (2000)

24. Pressman, R.S.: Ingeniería del software. Un enfoque práctico. McGraw-Hill, México (2010)
25. Norma técnica peruana NTP ISO/IEC 12207: Tecnología de la información. Procesos del

ciclo de vida del software. Comisión de Reglamentos Técnicos y Comerciales (2006)
26. Codorniú, C.L.: Solución arquitectónica de la configuración general del sistema para la

parametrización de negocio de Cedrux. Tesis de Maestría, Cuba (2011)

184 Y. Cruz Segura et al.

http://dx.doi.org/10.1007/978-3-319-77028-4_37
http://dx.doi.org/10.1007/978-3-319-77028-4_37


27. León, A.R.S., Ramírez, M.D.H.: Modelo de descripción de arquitectura de almacenes de
datos para ensayos clínicos del Centro de Inmunología Molecular. Revista Cubana de
Ingeniería 3(1), 15–20 (2012)

28. López, J.A., et al.: Ingeniería de software aplicada a la educación en el área de matemáticas.
Pistas Educativas 36(114) (2018)

29. Medina, I.I.S., Rojas, F.M., Medina, J.M.C.: Diseño de software para calcular la huella de
carbono e hídrica durante la producción de café. J. Eng. Educ. 14(24) (2018)

30. Jumbo, L.A., et al.: Desarrollo de Aplicación Web para la Gestión de Producción de
Camarón. Revista ESPACIOS 39(04) (2018)

31. Trujillo, Y.: Modelo para valorar las organizaciones desarrolladoras de software al iniciar la
mejora de procesos. Tesis Doctoral, Cuba (2014)

32. Silega, N., et al.: Framework basado en ontología para la descripción y validación de
procesos de negocio. Ingeniería Industrial 38(3) (2017)

Description and Analysis of Design Decisions 185



Analysis of Traditional Web Security Solutions
and Proposal of a Web Attacks Cognitive

Patterns Classifier Architecture

Carlos Martínez Santander1,2 , Sang Guun Yoo1,3(&) ,
and Hugo Oswaldo Moreno4

1 Facultad de Ingeniería de Sistemas, Escuela Politécnica Nacional, Quito,
Ecuador

{carlos.martinez03,sang.yoo}@epn.edu.ec
2 Carrera de Medicina, Universidad Católica de Cuenca, Cuenca, Ecuador

3 Departamento de Ciencias de la Computación,
Universidad de las Fuerzas Armadas ESPE, Sangolquí, Ecuador

4 Facultad de Informática y Electrónica, Escuela Superior Politécnica de
Chimborazo, Riobamba, Ecuador
h_moreno@espoch.edu.ec

Abstract. The present work proposes a security architecture for web servers
called Web Attacks Cognitive Patterns Classifier, which makes use of cognitive
security concepts to deliver a more complete solution than existing ones. The
architecture proposes the development of an integrated software solution where
existing tools such as Elasticsearch, Logstash and Kibana are incorporated. The
proposed system will be nurtured using data of attacks obtained from honeypots
implemented in hacker communities; such data will be analyzed by using
machine learning algorithms and behavioral parameters to determinate attack
patterns and classifications. The present work also makes a literature review of
existing web security solutions, to understand their limitations and to explain the
reasons why the creation of the proposed architecture was necessary. We can say
that usage of different technologies oriented to a specific problem can generate
better solutions; in the case of this work, different technologies such as ELK
Stack, Cognitive Security, Machine Learning techniques and Honeypots have
been combined for the assurance, prevention and proactive security of Web
Servers.

Keywords: Cognitive security � Web attacks � Cybercriminals
Machine learning

1 Introduction

Security has been considered a very important issue in different areas of computer
sciences such as electronic devices [1–3], network [4–6], software engineering [7],
among others, and security in Internet applications is not the exception. Internet
Security Threat Report published by Symantec Corporation reports that web attacks
were one of the highest incidence caused in 2016 with around 229,000 attacks per day.
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A study carried out by the same company on vulnerability scanning in web servers
resulted that more than three quarters of websites worldwide have vulnerabilities, of
which 9% are critical [8]. The most sought-after sites by cybercriminals are those with
technology and business content, since they generate more economic value. However,
the economic reason is not the only one that motivates attackers to commit this type of
crime. Nowadays, there is a large number of sites that are being hacked by hacktivist
groups (being most of them from countries that are at war e.g. as Syria and Pakistan) or
by groups sponsored by governments. One of the most used techniques by these groups
is defacement which consists on making changes to the visual appearance of the site;
list of servers hacked with this modality can be found at www.zone-h.org [9].

Given the growing threat in the cyber world, new security solutions are proposed
continuously. Among them, cognitive security is considered one of the most important
trend. Cognitive systems help to improve the security by monitoring threats on a global
scale and preparing themselves for possible attacks. Cognitive systems also facilitate
the work of security analysts, providing human-centered tools such as advanced
visualizations, interactive vulnerability analysis, and risk assessment [10, 11]. The three
main pillars of the cognitive security are: (1) organization and understanding of
unstructured data and natural language text, (2) reasoning based on the ability to
interpret and organize information, and (3) continuous learning from the accumulated
data and knowledge extracted from the interactions [10].

Given these changes in security trends, this paper proposes a simple but useful
security model for classifying cyberattacks in specific patterns which are created from a
learning process based on previous attacks, which is called as Web-attacks Cognitive
Patterns Classifier (WCPC). WCPC will use machine learning techniques to classify
attacks according to detected cognitive patterns. For gathering attacks’ data (which will
be used for the generation of cognitive patterns), honeypots with intentional vulnera-
bilities will be published in different hacker communities.

The rest of the paper is organized as follows. First, Sect. 2 explains some of the
concepts used in this work. Then, Sect. 3 develops a systematic literature review of
current security solutions for web servers. Later, Sect. 4 details the proposed WCPC
architecture. Finally, Sect. 5 concludes this paper and explains the future works.

2 Background

This section explains some concepts and technologies used in this paper.

2.1 Computer Security Solutions

Computer security solutions have evolved rapidly over time. Around the year 2000,
computer security was focused on techniques based on detection, analysis and elimi-
nation of malicious codes using specialized software (antivirus), which objective was to
ensure Endpoint Protection [10]. From 2005, the security solutions were focused on
networking devices which detected anomalies in network traffic; they made it possible
to alert security personnel when there was unusual traffic. In this period, a new term
called Security Intelligence became popular [11]; this technology consisted in analytics
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of massive amount of real-time data to detect possible attacks. For 2010, technologies
were more robust and they analyzed, in addition to network traffic, server logs and
devices; in other words, reactive security is left aside and proactive security was born
[12]. From 2015 until now, a new concept of security called Cognitive Security is being
studied; this technology fixes its bases in security intelligence but with a further vision,
where systems were able to understand, reason and learn. This kind of systems make
use of artificial intelligence to simulate the human thought process with the ability to
analyze structured and unstructured data, and understand their behaviors and meanings.
Cognitive systems untangle vulnerabilities by connecting points, detecting divergences
and searching millions of events to feed the knowledge database [13].

2.2 Cybercriminal

Cybercriminals are those people who access to computer systems without permission,
generating fraud and/or computer abuse. Many researches focus on determining what
motivates hackers to cause these disturbances. Results of such researches indicate that
most of attackers are key employees of the same companies and they execute such
activities to obtain professional and/or economic recognition, and in some cases, for
fun or revenge [12].

2.3 Artificial Intelligence

The objective of Artificial Intelligence is to reproduce the reasoning of people in
machines. This objective is achieved by executing two activities i.e. (1) by imitating the
method of reasoning, which requires psychological experiments manipulating cognitive
science, and (2) by replicating the functionality of the brain, which is supported by
neurobiology [14].

2.4 Machine Learning

Machine learning belongs to the disciplines of Artificial Intelligence; it is responsible
for information optimization and it is supported by information theory, statistics and
cognitive science. This technique allows computers to learn to discover, recognize
patterns, and make predictions automatically. Furthermore, it deepens underlying
relationships that exist in the thousands of data that are handled. This field has evolved
as the volume of data and its complexity have grown on a large scale [14–18].

Machine Learning has solved a variety of problems and it was used in different
applications fields, such as search engines, automatic control systems, recognition
systems, and data mining. This field is typically classified into two general categories:
(1) supervised learning that learns from tagged data obtaining desired inputs and
outputs, and (2) unsupervised learning that learns from the environment, providing
only inputs without desired objectives and reinforcement [16].
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2.5 Honeypots

Honeypot is a security instrument created to be explored, attacked and compromised;
its goal is the detection and recognition of the malicious actions. This tool is very
important since it helps to understand different kind of attacks and get answers of
security problems from those incidents. This mechanism makes a hacker to spend his
effort since he/she does think that the honeypot is a real server with important infor-
mation [19].

3 Previous Works on Web Security

3.1 Existing Web Security Solutions

To have a holistic perspective of current web security solution, this work has executed
a study of the state of the art on the subject. This section shows the advantages,
disadvantages, and limitations found in previous works. In the following, several of
efforts in delivering web securities are described. Additionally, the summary of the
analysis is shown in Table 1.

SkyShield is an architecture developed to counteract against Distributed Denial of
Service (DDoS) attacks [34]. This solution quickly reduces malicious requests, gen-
erating a limited impact on normal users. The problem of this architecture lies in its
high rate of false positives. Another proposed solution is a vulnerability scanner called
Black-Box Fuzzing [37]; this work delivers good results in detecting security flaws,
however, its limitation lies in the fact that it is just an isolated security solution and in
the fact that there is no studies that evaluate systematically the performance of this tool.

Another security alternative for protecting databases is Misery Digraphs [28]. It
proposes the concealment of the route where the website’s database is stored. This
solution makes attackers take longer time to achieve his/her goal, reaching up to 1000
steps before discovering the route. Support Vector Machines (SVM) based solution
[33] is an improved proposal in relation to the previous one. The idea is to integrate the
already discovered attack patterns and train an SVM to improve detection rate; the
limitation of the solution lies in the generation of a large number of alerts since the
entire process is not completely automated.

The statistical analysis methods also have been used in web security solutions e.g.
SAT [38]. SAT combines several methods to analyze information and to reduce false
positives generated by IDSs.

Finally, there are also many studies such as references [31, 39–43] to stop DDoS,
SQL injection, and Cross-site Script attacks. Furthermore, there are solutions based on
cryptography [29], policy-based management of the distributed system, security in
JavaScript [30], browser security, and semantic analysis of web protocols [31], among
others.

As mentioned before, given the complexity of the web, research efforts in this area
are scattered around many different issues and problems, and until now, a complete
development of web security is not achieved. In this situation, the present work pro-
poses a theoretical architecture that is capable of responding with proactive features
based on cognitive security and patterns generated in the different known attacks.
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Table 1. Literature review of different web security solutions

Attack Solutions Applications
or Description

Limitation Required Future
works

Attacks to
databases
(SQL)

LogitBoost [27] NSL KDD,
UNSW-NB15

Limited capacity
of the system to
store the traffic
of new entrances
(benign and
malicious) and
to evaluate False
Alarm Rate,
Detection Rate
and Accuracy

Algorithm
improvement
based on an
enhanced
database to store
executed attacks
for comparison
and discarding

Misery Digraphs
[28]

Hides the
network path
of the asset

Limited storage
capacity of the
database

Algorithm
improvement for
its best
concealment

GroupSec [29] Http, https,
http-GS

Require
additional loads
when the cache
is not in the
network path.
Sustainable load
equivalent to
regular
http. Page load
latency

Adapt Https to
GroupSec by
changing
protocols and
demonstrating
resistance
against attack
vectors

Model-based
analysis of
Java EE web
security
misconfigurations
[30]

Applied to
GitHub
repositories of
Java Web EE
projects

Programmatic
security
restrictions,
access security
restriction of
underlying data,
concealment

Take advantage
of results
incorporated in
the study and
extract Java
models using
engineering
techniques that
explore the
extraction of
security limits
from database
systems

ORE [31] Ontology Rule
Editor
Editor. Security
based on rules

It need to
consider more
features

Refine policies
from the point of
high-level
security and
low-level
configuration

(continued)

190 C. Martínez Santander et al.



Table 1. (continued)

Attack Solutions Applications
or Description

Limitation Required Future
works

Attacks to
IDS

Data mining based
Approach [32]

Intrusion
Detection
Systems
(IDSs) are one
of the
components of
Defense-in-
depth.

Data mining
techniques are
limited because
it is difficult to
deal with
asymmetric class
distribution,
learn from data
streams and
label network
connections

Develop a
general
framework to
improve the
problem of
asymmetric
distribution

Support vector
Machines
(SVM) [33]

ANN Applying this
algorithm with
vital and
selected data
decreases the
accuracy of
anomaly
detection

Include
sensitivity
selector in the
IDS

DDoS SkyShield [34] Bloom
Filters (Black,
White Lists) to
filter requests

The processing
time is affected
by hash function
calculations

Integrate
CAPTCHA
techniques,
capability based
mobile defense
mechanisms and
proxy nodes to
obtain an
effective
network traffic
monitor for
DDoS attacks

Model-based
analysis of
Java EE web
security
misconfigurations
[30]

Applied to
GitHub
repositories of
Java Web EE
projects

Programmatic
security
restrictions,
access security
restriction of
underlying data,
concealment

Take advantage
of results
incorporated in
the study and
extract Java
models using
engineering
techniques that
explore the
extraction of
security limits
from database
systems

(continued)
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Table 1. (continued)

Attack Solutions Applications
or Description

Limitation Required Future
works

GroupSec [29] Http, https,
http-GS

Incur additional
loads when the
cache is not in
the network path
Sustainable load
equivalent to
regular http
Page load latency

Adapt Https to
GroupSec by
changing
minimally
protocols and
demonstrating
resistance
against attack
vectors

SPRECON-E [35] Encrypted
network
management
protocol

Additional skills
are needed in the
field of IT
security

Implementation
of the proposed
solution

Code
related
attacks
(Cross -
site-
script)

Model-based
analysis of
Java EE web
security
misconfigurations
[30]

Applied to
GitHub
repositories of
Java Web EE
projects

Programmatic
security
restrictions,
access security
restriction of
underlying data,
concealment

Take advantage
of results
incorporated in
the study and
extract Java
models using
engineering
techniques that
explore the
extraction of
security limits
from database
systems

HOP [36] Prevents
attacks
automatically
reviewing the
syntax of the
program

The author does
not provide
information
about the
application

Improve
Programming
Level

SQLCHECK [36] Protection on
Code injection
Attacks for
PHP and JSP
applications

It does not
generate queries
with user inputs

Crear Place
holder

CANDID [36] Transforms
programs
syntactically

The execution
times in the
input query can
infer
vulnerabilities
and software
errors

Improve the
execution times
in the input
queries

(continued)
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3.2 Fields Where Cognitive Security has Been Applied

Cognitive systems have been used in different technological environments such as
Intelligent Transportation Systems where the cognitive algorithms have helped to
optimize the safety of passengers [23]. Lately, this area is also beginning to flourish in
the area of computer security. For example, K. Gale presents a cognitive architecture
for the analysis of information stored in an information system [20]. On the other hand,
J. Morris Chang proposes a cognitive security architecture focused on user authenti-
cation; the work uses machine-learning techniques to collect the keystrokes of users,
classify them and create different profiles according to the cognitive patterns [21].
Additionally, Sumari proposes a model that, through artificial cognitive intelligence,
tries to recreate the functionality of the human brain applied to computer security
systems in a general way [22]. These researches are not the only ones. For B.A. Usha,
the idea of cognitive cryptography has been adapted to give rise to cognitive
steganography [24]. The purpose of the developed application is to decide the most
suitable steganography approach to hide input data, considering its semantic meaning
and the intended application. On the other hand, J. Park studies information manage-
ment intelligence systems based on cognitive techniques that analyze processes and
support strategic decision-making [11]. The cognitive analysis carried out by an
Understanding Based Managing Support System (UBMLRSS) [25] includes not only
the evaluation of the current company, but also the reasoning based on the analyzed
data. Finally, L. Ogiela describes a new paradigm of cognitive cryptography [25, 26].
This new scientific area is marked by a new generation of information systems focused
on the development of intelligent cryptographic protocols and procedures that use
cognitive approaches to processing information. This work shows how the systems are
designed to perform semantic analysis of encrypted data to select the most appropriate
method of encryption.

Table 1. (continued)

Attack Solutions Applications
or Description

Limitation Required Future
works

Security
Flaws

Black-box
Fuzzing [37]

Web
vulnerabilities
Scanner

It is not a
complete
solution

Performance
evaluation of
this solution

SAT [38] Static Analysis
Tools for Web
Security

Not effective
solution since it
is generic and
depends on other
free tools. It
does not always
improve the
performance of
vulnerability
detection

Combine with
other tools to
improve results
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In summary, cognitive security has been applied in several fields; however, such
technology has not been widely used in a specific solution in the field of web security.
Given this background, this paper aims to propose a simple but useful cognitive
security architecture for the delivery of protection to web servers.

4 Web-Attacks Cognitive Patterns Classifier Architecture

This work proposes a theoretical architecture to protect web servers based on data
gathered by honeypots. In the first instance, several honeypots with WCPC will be
published on hacker communities for collecting information about the different attack
techniques. Honeypots will gather the data that will be used for analysis of cognitive
patterns left by the hackers. The data will be analyzed with different Machine Learning
techniques to deduce the best one for patterns classification. The Machine Learning
algorithm may be an unsupervised learning algorithm either clustering or principal
Component analysis (PCA). For data analysis, several characteristics of attacks will be
used such as time zone (even though, intermediary machines e.g. VPN and Botnet are
used generally in attacks), attack technique, fingerprint erase techniques, and key-
strokes [21].

• As shown in Fig. 1, WCPC is composed of the following elements:

• Information feeder: It is in charge of obtaining the information from the Internet
using Elasticsearch. It allows to generate a search engine with multi-tendency
capability. On the other hand, Logstash will be used to classify the information of
the logs coming from the Honeypots [38–40].

Fig. 1. WCPC architecture
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• Cognitive Agent: This module consists of cognitive processes for gathering infor-
mation, for processing and related information, and for communicating results. This
component will use Machine Learning techniques supported by Kibana, which will
be used for the analysis of the collected information by the Information Feeder. The
processed information will contain the cognitive patterns of the attackers. After
evaluation of the patterns, the information are stored in Global Database [44–46].

• Global Database: All the attack information, once classified, will be stored in this
database according to their signatures i.e. attacker’s IP address, time zone, key-
strokes, used tools, and left traces. The Database also contains other important data
such as URL of pages that have been hacked (extracted from pages where they
publish this information e.g. http://www.zone-h.org) and answers/solutions to the
attacks.

• Response Module: Response module will take an action to prevent or mitigate the
attack by using the solutions already known for the type of the attack. The type of
the attack is known thanks to the classification of the cognitive patterns. Each
response will be stored within the Global Database to records system’s activities.

The aforementioned elements interacts each other executing the following
processes:

• Pre-classification: This process is executed by the Information Feeder and consists
on collecting information of attacks from honeypots and Internet. In this process,
two open source tools are incorporated: (1) Logstach collects logs of devices for
subsequent searches; on the other hand, (2) Elasticsearch contributes to the cog-
nitive process through searches in data that is being modified in real time.

• Cognitive process: In this process, the collected information are analyzed using a
series of parameters. Kibana, a tool that allows to explore, visualize and Discover
Elasticsearch data, supports this process by allowing the classification of the
information according to given parameters. For example, if the attacker performs a
port reading (using tools such as nmap, nbtscan, and metasploit) in the finger-
printing stage, this activity is stored in the logs; the classifier module will relate the
extracted information to a classification pattern.

• Classification process: This process is executed by the Classifier Module, which
will be in charge of the definitive evaluation of the information. The evaluated
information will be stored in the corresponding database according to its
classification.

• Response process: This process is executed once the Global Database is imple-
mented. When a web servers with WCPC receives an attack already known by the
system, the Response Module executes the different solutions included in the Global
Database.

ELK Stack (Elasticsearch, Logstash and Kibana) was selected since they allow
obtaining and analyzing data in real time. It means that this set of tools becomes very
useful for the present project since it will allow to obtain and analyze data from the logs
of honeypots. Another reason of using such tools is because they are open source which
means that such tools could be modified with new features of adaptations if were
required.
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5 Conclusions and Future Works

In this article, a web server security architecture based on cognitive approach is pro-
posed. We have proposed the usage of cognitive security since it advances day by day,
and since the effectiveness of this technology has been proved in other fields with good
results. The presented architecture provides a theoretical solution for detecting attacks
through cognitive processes, where the pre-classification of information reveals the
strategy of the attackers and machine learning algorithms allows learning from the
threats that the systems face. The main advantages of the proposed system is the
constant gathering of new data about attacks and solutions against them. We can say
that usage of different technologies oriented to a specific problem can generate better
solutions; in the case of this work, different technologies such as ELK Stack, Cognitive
Security, Machine Learning techniques and Honeypots have been combined for the
assurance, prevention and proactive security of Web Servers.

Since this paper only includes the initial part of the research, the implementation
and experimentation of the proposed architecture is left for future works. Additionally,
as future work, this research could be applied to the Digital Forensics field to apply the
Cognitive Security technology to collect specific patterns of successfully perpetrated
attacks.
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Abstract. Political marketing is a discipline concerned with the study of the
right political communication strategies. Precise decision making in political
marketing largely depends upon the thorough analysis of vast amounts of data
from a variety of sources. Relevant information from mass media, social net-
works, Web pages, etc., should be gathered and scrutinized in order to provide
the insights necessary to properly adjust the political parties’ and politicians’
messages to society. The main challenges in this context are, first of all, the
integration of data from disparate sources, and hence its analysis to extract the
relevant information to use in the decision-making process. Big data and
Semantic Web technologies provide the means to face these challenges. In this
paper, we propose SePoMa, a framework that applies semantic Big data analysis
techniques to the political domain to assist in the definition of political mar-
keting strategies for political entities. SePoMa explores the pertinent structured,
semi-structured and unstructured data sources and automatically populates the
political ontology, which is then examined to generate electorate knowledge. An
exemplary use case scenario is described that illustrates the benefits of the
framework for the automation of electoral research and the support of political
marketing strategies.

Keywords: Semantic big data analysis � Political marketing � Ontology
Ontology population

1 Introduction

More than ever, modern political campaigns rest on strategies formulated based on
what is known as political marketing. Political marketing consists on the application of
market research techniques and advertising concepts to political communication [1]. It
encompasses most of the political process, from the definition of the political product
through a rigorous analysis of the citizen’s needs, to the development of the political
campaign and the management of the political communication [2]. The main aim of
political marketing is to assist in tracking and forming public opinion [3] as well as
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persuading the electorate through both traditional media (e.g., radio, TV, etc.) and new
digital media (e.g., social networks, apps, etc.). As part of the political marketing
process, it becomes essential to collect as much information as possible about
prospective voters. Electorate data gathering should be performed both before and
during the political campaign to define the electoral strategy [4]. Certainly, the success
of the political strategy is closely related to its alignment with the interests and concerns
of society [5]. However, dealing with data about thousands, maybe millions, of voters
is a very challenging endeavor.

Big data is a novel approach to data analysis mainly characterized by three prop-
erties of the data being processed, namely, volume (i.e., size in bytes), velocity (i.e.,
data growth rate), and variety (i.e., data format and data source heterogeneity), which
are known as the 3Vs of Big data [6]. Other Vs or properties typically associated with
Big data are value, veracity, volatility, validity and viability [7]. A more formal defi-
nition of Big data is provided in Gartner and describes Big data as “information assets
characterized by their high volume, high speed and high variety, which demand
innovative and efficient processing solutions for the improvement of knowledge and
decision-making in the organizations” [8]. Given these properties, a number of chal-
lenges should be considered when dealing with Big data in data analysis implemen-
tations, from the extraction and linking of heterogeneous data coming from diverse
sources, to the analysis, organization, modeling and visualization of the obtained
knowledge [9, 10].

The technologies associated to the Semantic Web [11] and Linked Data [12] have
proved effective for the automatic treatment of information in different contexts [13,
14]. The underlying ontological models, which are based on logical formalisms, enable
computer systems to somehow interpret the information that is being managed [15].
They also allow to carry out advanced reasoning and inferencing processes [16]. The
scientific community within these research fields have developed tools that make use of
semantic technologies to both (i) integrate data from heterogeneous data sources [17,
18], and (ii) allow the analysis of large amounts of data at the knowledge level [19],
with different degrees of success. In this paper, we propose SePoMa, a framework that
integrates Big data analytics techniques with Semantic Web technologies to assist in
the definition of political marketing strategies through the gathering and analysis of
electorate data available all over the Internet. To the extent of our knowledge, there are
no other works in the literature focused on the exploitation of semantic technologies in
the political marketing domain.

The main aim of the framework described in this work is to improve the efficiency
of political marketing processes thus obtaining better results, specifically in market
research and data analysis. In order to do that, the proposed system incorporates a
semantic layer that enables a more advanced data processing and inferences capabili-
ties. With all, data coming from disparate, heterogeneous sources can be seamlessly
integrated and processed at the knowledge level, providing more precise insights on the
needs, concerns, and viewpoints of the electorate. The benefits of exploiting these
insights in the political marketing context are manifold. First, SePoMa offers a broader
and more precise knowledge about potential voters through a faster and cheaper
mechanism than traditional methods (i.e., surveys and interviews). Second, the col-
lected data can assist in predicting election results. Finally, the proposed approach
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promotes a new research area that supports the use of these new methodologies for the
development of efficient digital political marketing campaigns.

The rest of the paper is organized as follows. In Sect. 2, background information on
political marketing and the application of semantic technologies to enhance Big data
analysis processes is provided. SePoMa, the framework proposed in this work to
facilitate political marketing by leveraging semantically-enabled data analysis tools, is
described in Sect. 3. In Sect. 4, an exemplary use case scenario that illustrates the
benefits of the framework for the automation of electoral research and the support of
political marketing strategies is described. Finally, conclusions and future work are put
forward in Sect. 5.

2 Related Work

Today, most political parties carry out some kind of market analysis to acquire deep
insights about society’s main concerns, likes, dislikes, needs and preferences. Also, the
reaction of citizens (positive or negative) to government performance, political pro-
posals and news is checked with the aim of defining the right political strategies. The
use of such insights with the purpose of improving political communication is referred
to as political marketing. In this section, the field of political marketing will be char-
acterized and the impact of Semantic Web technologies in the area of Big data analytics
will be discussed.

2.1 Political Marketing

Political marketing began in the 1950s when for the first time an US president, Dwight
Eisenhower, hired an advertising agency to take charge of his television campaign. This
meant the incorporation of market research techniques and advertising to political
communication. In [5] political marketing is defined as “the discipline oriented to the
creation and development of political concepts related to specific parties or candidates
to satisfy certain groups of electors in exchange for their votes”. According to these
same authors, the key principle of political marketing is the application of marketing
concepts to the overall behavior of the political institution. This leads to (i) the design
of political products using marketing intelligence becoming voter-centric, (ii) the
definition of behaviors for politicians and their parties, (iii) the development of open
offers for the electorate, and (iv) the measurement of the degree of coverage of the
needs of the electorate that reach those offers and products.

There are three fundamental aspects linked to political marketing [20]: (i) the
political product, (ii) identification and segmentation of the voter market, and
(iii) marketing intelligence applied to politics. The political product refers to the ideas
to be transmitted by politicians and parties, which must be defined from the identifi-
cation of the electorate needs. On the other hand, electorate segmentation consists of
dividing the heterogeneous electoral mass into smaller sections that have something in
common with the objective of detecting large enough groups to which the political
product can be especially attractive. For this, different techniques can be used such as
geographic (i.e., the place where people live according to regions and zones within
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those regions), behavioral (i.e., based on the actions of the individual), demographic
(i.e., age, type of family, social class, income, etc.) or psychographic (i.e., character-
istics of lifestyle, common values, beliefs, attitudes, activities, interests and opinions).
Finally, marketing intelligence enables the understanding of what the political market,
that is, the electorate, wants from political elites, that is, political parties and candidates,
using quantitative and qualitative research techniques. The ultimate goal of marketing
intelligence is to place the political product in an ideological niche that is unap-
proachable by competitors because of its competitive advantage, which is capable of
attracting the sufficient number of votes to achieve the desired electoral goal.

In response to these principles of political marketing, it is increasingly common in
modern political campaigns for parties to resort to the analysis of large data sets and its
power to predict the future, enhancing their competitive advantage, and attributing
much of their success to the speed and reliability of processing information trans-
forming it into electoral knowledge. Nowadays, the Internet, and its hundreds of new
collaborative and informative technologies, where the user is creator of information and
opinion leader, generates a collective intelligence environment, but it is difficult to
obtain, classify, sort and store in specific domains to be used for electoral purposes [3].
The technologies associated with the Semantic Web have proven useful in the inte-
gration of data from heterogeneous sources [17, 18] and in the analysis of data at the
knowledge level [19]. In the last few years, ontologies specifically, and semantic
technologies in general, have been used in the political domain for various purposes,
but mainly focused on decision making [21–23]. In [24], the authors propose a
methodology for building a political ontology by extracting knowledge from various
data sources. The goal is to provide decision makers with an intelligent decision
process in this domain. Finally, in [25] one of the most outstanding challenges in
political marketing, that is, the administration and extraction of useful knowledge from
the content publish in social sites, is partially overcome by means of an ontology-based
approach and the semantic analysis of the data.

2.2 Semantic Technologies in (Big) Data Analysis

For many years, companies have exploited the data registered in their transactional
systems concerned with their everyday operations in order to obtain useful information
and assist in the decision-making process. To this end, different data analysis tech-
niques and business intelligence strategies have been applied. Data analysis includes
the processes associated to data inspection, cleansing, transformation and modelling,
with the objective of producing useful information, leading to findings, and supporting
decision making [26]. The technological architecture of most data analysis solutions is
comprised by three main components [27]: (i) tools for data extraction, transformation
and loading (ETL), (ii) a repository to store the integrated data, namely, data ware-
house, and (iii) data processing and visualization systems, including report generators,
multi-dimensional analysis techniques (OLAP), and statistics-, symbolic- or artificial
intelligence-based data mining methods. In recent years, the increase in the volume of
data, along with variety in data and the velocity at which data is being produced, has
led to the conception of novel processing mechanisms capable of dealing with such
huge amount of data, namely, Big data [6]. In general terms, the Big data and data
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analysis processes include three main stages, namely, data pre-processing, data pro-
cessing, and data visualization.

The main difficulties associated with Big data management are linked to its col-
lection and storage, search, sharing, analysis and visualization [10]. The Semantic Web
provides the means to overcome some of these challenges. Certainly, the formal
underpinnings of Semantic Web technologies enable the automated processing of data
through sophisticated inference and reasoning techniques. RDF (Resource Description
Framework) is a standard model for data interchange on the Web and is based on
graphs, allowing the representation of data in the form of triples subject-predicate-
object [28]. RDF triples can be used to create datasets and to establish explicit rela-
tionships among data; this collection of interrelated datasets on the Web is referred to
as Linked Data [12]. One of the main aims of Linked (Open) Data is to add a semantic
layer over the data, making it understandable by machines so that they can perform
some data analysis operations on behalf of human users [29]. Thus, the Semantic Web
can assist in the discovery, integration, representation and management of knowledge
[30]. In particular, semantic technologies have been successfully applied in a number of
scenarios for the integration of heterogeneous data [31], data analysis at the knowledge
level [30], and visualization of Linked Data [32].

In the last few years, a large number of published research papers have explored the
benefits in using semantic technologies in data analysis and Big data [19, 25, 31, 33–
36]. The impact of semantics in this field covers the whole process, from pre-
processing (data acquisition and organization) to visualization through data processing
and analysis. Ontology models can be used to harmonize heterogeneous data from
structured, semi-structured and unstructured sources, thus allowing its integrated
storage in ontology repositories [31]. The formal grounding of the Semantic Web
enables reasoning processes useful to infer new knowledge not explicitly stated in the
source data [34]. Finally, many tools have been proposed that provide retrieval and
visualization features for Linked Data and Big Linked Data [35, 36].

3 Knowledge Management for Political Marketing

Political marketing requires the use of market research techniques that perform a
systematic and objective extraction and use of information in order to improve
decision-making processes related to the identification of problems and opportunities,
and the generation of their corresponding responses. In a political context, this can help
to find unmet needs or demands within a segment, niche or sector of the population. In
this section, we present SePoMa, a semantic-based political marketing framework that
first generates a politics-related knowledge base by gathering information from mul-
tiple, heterogeneous sources, and then, analyses such knowledge base in order to
understand the electoral market and assist political strategists in the definition of the
communication objectives to improve the performance of the political campaign
through the candidate-citizen communication. For this, qualitative and quantitative
research on the target electorate is essential, applying geographic and time limits.
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3.1 Proposed Framework

The functional architecture of the SePoMa framework is shown in Fig. 1. It is com-
posed of four main elements: (i) an ontology population component, responsible for
gathering knowledge from heterogeneous sources, (ii) a knowledge base built on top of
a political ontology, where the gathered knowledge is stored, (iii) a semantic data
analysis tool, which explores the knowledge base collecting relevant information items,
and (iv) the electorate knowledge component, which include the knowledge items to be
visualized by external users for assisting in the decision-making process.

In a nutshell, the SePoMa framework works as follows. First, relevant data sources
are identified. These data sources could be either structured, such as databases with
relevant information about the affiliates of political parties, semi-structured, such as
XML or JSON files with citizen participation at different events1, or unstructured, such
as the content published by eligible voters in Web 2.0 sites. Different ontology pop-
ulation strategies are then employed to deal with those disparate and heterogenous
sources, ant to create ontology instances in the knowledge base. The knowledge
repository is based on a political ontology that covers the main concepts, insights and
relationships within the political domain to respond to the questions and needs of
political marketing. Once the knowledge base has been populated, semantic data
analysis techniques are used to extract meaningful knowledge related with (i) the
design of political products, (ii) the definition of behaviors for politicians and their
parties, (iii) the development of open offers for the electorate, and (iv) the measurement
of the degree of coverage of the needs of the electorate that reach those offers and
products, as required in a political marketing scenario. All this knowledge is then
exposed through the electorate knowledge component, which includes the tools to
assist in the proper visualization of the analyzed data by end users.

Next, the components that comprise the SePoMa framework are described in detail.

3.2 Political Ontology

In the last few year, a large number of ontologies in the political domain have been
developed [37–40]. They all focus on “government” and “government services”, and
none of these ontologies include some of the most relevant concepts required in a
political marketing context for the definition of the correct political communication
strategies. Under these circumstances, the political ontology to be used in the SePoMa
framework was built from scratch, but has been linked, when possible, to well-known
ontology models such as FOAF2, the Organization Ontology3 and DBpedia4, among
others. For the design of the ontology, three fundamental political marketing-related
research questions were considered:

1. What opinions do citizens have about the candidates and the political parties?

1 https://catalog.data.gov/dataset/citizen-participation.
2 http://www.foaf-project.org/.
3 https://www.w3.org/TR/vocab-org/.
4 https://wiki.dbpedia.org/services-resources/ontology.
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2. How are the candidates’ and political parties’ proposals in the core elements of
political issues (i.e., health, education, economy, law and order, etc.) received by
society?

3. How are candidates and political parties positioned in comparison to their
opponents?

The ontology, which has been defined in OWL 25 using Protégé6, contains five main
concepts (see Fig. 2), namely, candidates, political parties, political proposals, elec-
torate and opinion. These elements enable SePoMa to answer to the aforementioned
questions and can be defined as follows:

• Candidate: person affiliated to a political party who has made known his or her
intention to seek, or campaign for, local or state office in a general, primary or
special election.

• PoliticalParty: organized group of people with common values and goals,
who try to get their candidates elected to office.

Fig. 1. SePoMa functional architecture

5 https://www.w3.org/TR/owl2-overview/.
6 https://protege.stanford.edu/.
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• Politics: proposals suggested by candidates or political parties as to how the
country or jurisdiction should be governed.

• EligibleVoter: person who has the right to vote at an election.
• Opinion: the expression of a belief or judgment with respect to political proposals

or news about the main political themes (i.e., health, education, economy, etc.).

3.3 Ontology Population

Ontology instantiation has to do with the extraction and classification of instances of
the concepts and relations that have been defined in the ontology. Instantiating
ontologies with new knowledge is a relevant step towards the provision of valuable
ontology-based knowledge services. However, performing such task manually is time-
consuming and error-prone. As a result, research has shifted attention to automating
this process, introducing ontology population, which refers to a set of methodologies
for automatically identifying and adding new instances of concepts from an external
source into an ontology [41]. Ontology population does not affect the concept hier-
archies and the relations in the ontology, leaving the structure of the ontology
unmodified. What is affected are the individuals (a.k.a. concept instances) and the
relationships between individuals in the domain.

The political ontology described in the previous section constitutes the backbone of
the knowledge repository in the SePoMa framework. In order to populate the knowl-
edge base with the relevant instances from the identified data sources, an ontology
population component has been conceived. This component makes use of different
strategies in order to cope with the challenges related to each of the different data
source models considered, namely, structured, semi-structured and unstructured data
sources. A rule-based approach as suggested in [42] has been used to deal with
structured content. This module consists of a set of rules describing the transformation
steps to gather the data from known relational databases and generate the ontology
instances. Similarly, the ontology population from semi-structured data module follows
the guidelines described in [43]. This module is comprised of a document parser, which
transforms the input data into a common representation format in JSON, and a
JSON2RDF algorithm, which produces the ontology instances by making use of an
‘affinity’ function that identifies the ontology classes each instance belongs to. As for
unstructured content, a sentiment analysis (a.k.a., opinion mining) approach as shown
in [44] has been considered. It involves the calculation of the polarity (i.e., positive or
negative orientation) of the different features that can be found in free text documents
(such as news or users’ posts in social sites).

Finally, Linked Data sources have been also considered as a valuable input data
source for the SePoMa knowledge base. For this purpose, a user-friendly graphical user
interface application called PROPheT7 is used. PROPheT enables instance extraction
and ontology population from Linked Data by (i) gathering instances through searches
via SPARQL endpoints, (ii) enriching those instances with data properties, and

7 http://mklab.iti.gr/project/prophet-ontology-populator.
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(iii) mapping it all to a given ontology model. With all, the proposed ontology pop-
ulation component assists in the quick, easy and automatic collection and classification
of large volumes of information.

3.4 Semantic Data Analysis

Ontologies facilitate the management of information at the knowledge level and enable
an integrated access to heterogeneous sources, being able to use various inference and
reasoning techniques to analyze the data [19]. However, it has been demonstrated that
the analysis of large volumes of data has implications for knowledge management [45].
In order to handle such a huge amount of data, different solutions have been proposed
[19, 33, 46–49]. One possibility is the use of the concepts and methods of Formal
Concept Analysis, which is a method where data are structured into units that represent
formal abstractions of concepts of human thought, allowing comprehensive interpre-
tation, and facilitating the representation of knowledge and the management of infor-
mation [19, 33]. Another relevant approach in this context is the generation of a
multidimensional ontology layer to consolidate the analysis at different levels on the
repository, so as to add more meaning to the data, eliminate redundancies and irrelevant
information, and to obtain an enhanced analysis [19].

OLAP (Online analytical processing) systems can also benefit from the use of
ontologies [46]. The ontological model, which provides an unambiguous definition of
the domain terms associated to the specific needs of OLAP, strengthens the correlation
and enrichment of the data automatically with grouping algorithms. It also provides the
means to perform tasks of comparative analysis of highly heterogeneous data origi-
nating from different sources, platforms and technologies. In [47], the authors suggest
the use of rules expressed in SWRL (Semantic Web Rule Language) along with the
intrinsic inference mechanisms of ontologies to analyze knowledge bases thus pro-
ducing new relevant knowledge.

Fig. 2. Excerpt of the political ontology
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The potential shortcomings that can arise from the application of ontology-based
big data management have been explored in [49]. The complexity of the reasoning
process and the related performance issues can be addressed by considering ontology
languages that trade expressivity for reduced reasoning complexity. Yet, the benefits
are massive. The integration of new data sources is facilitated, and usability is boosted.
Both reusability of data and maintainability of applications can be also improved with
the use of semantics. The visualization of knowledge is impacted too, since it is
possible to represent information in different forms thus enhancing end users under-
standing of the insights derived from the knowledge base.

3.5 Electorate Knowledge

The outcome of the semantic data analysis component is specific pieces of knowledge
that can respond to the needs of political marketing. That knowledge, which is related
to the research questions set out in Sect. 3.2 to support decision making in this context,
is represented in the SePoMa framework as the electorate knowledge component. That
is, once the SePoMa framework has collected the data from the different sources,
organized it, and effectively analyzed it, it produces the relevant electorate knowledge
which is to be shown to the political marketing strategists.

The next logical step is to provide end users the means to explore and visualize the
relevant knowledge. Vital requirements at this stage are scalability, functionality and
response time [35]. However, it is necessary to take into consideration some challenges
that might arise due to the large size and dynamic nature of the data, coupled with the
problems related to performance. One of the most interesting proposals to face these
issues is the so called ‘Linked Data Visualization Model’ [32], which is an adaptation
of the ‘Data State Reference Model’ (DSRM) [50] conceived to visualize RDF and
Linked Data. In addition, it extends DSRM with three reusable software components,
namely, analyzers, which that generate the RDF representation of data sources,
transformers, which produce an appropriate RDF structure according to the visual-
ization technique to be used, and visualizers, which create the visualization for end
users.

4 Use Case Scenario

In order to devise the potential benefits of the application of the SePoMa framework in
a real environment, in this section an illustrative use case scenario is presented. The
basic idea behind this sample scenario is to show the typical process flow in political
marketing and describe the usual actors involved. SePoMa would be placed in the
spotlight of the scenario to provide the electorate knowledge that supports decision-
making processes for the definition of communication strategies in political marketing
(see Fig. 3).

The exemplary scenario is depicted in Fig. 3. Candidates or political parties
(1) define sensible political, economic and social proposals (2) which are then trans-
mitted through mass media (3) to the citizens (4). The conveyed messages cause an
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impact on citizens, who share their feelings by posting text comments to different
websites (5). Then, SePoMa collects the data from the different sources, organize it,
and effectively analyze it, producing the relevant electorate knowledge (6). Political
marketing strategists make use of the proper visualization tools to get access to the
required knowledge (7) and take advantage of it to adjust the policy proposals (8). At
that moment, the process starts over again, but this time the candidates’ and political
parties’ communication strategy is better aligned to the changing needs of citizens.

During the recent Mexico’s 2018 Election, social networks were the main means of
interaction for the average citizen, where they not only participated critically, but used
it as a form of communication and graphic reaction (e.g., Internet Meme8) to the
different events, statements or incidents of the candidates’ public activities. Quantita-
tive analyses were performed9, which shown that the winning candidate (Andrés
Manuel López Obrador) had a greater impact on social media than his opponents.
SePoMa could help enhance the insights derived from these analyses and assist in
defining the best political marketing strategies prior and during the elections process.
With SePoMa it would be possible to integrate data coming from heterogenous sources,
analyze such data at the knowledge level, and show the most interesting elements to the
political strategist.

Fig. 3. The SePoMa framework in its context

8 http://www.scielo.org.mx/scielo.php?pid=S0187-57952014000200005&script=sci_arttext [Acces-
sed: 17-Jul-2018].

9 http://www.eluniversal.com.mx/elecciones-2018/amlo-el-candidato-que-mas-crece-en-redes-sociales
[Accessed: 17-Jul-2018].
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5 Conclusions and Future Work

In order to make decisions in political marketing, it is very important to know the
sentiment of the electorate towards candidates, political parties, and their proposals,
which can be referred to as ‘electorate knowledge’. With this purpose, in this paper we
propose a framework with capabilities for extracting data from various sources,
organize the gathered data, and create semantic relationships between the data items.
The resulting ontology-based knowledge repository can enable a more sophisticated
and precise analysis which can lead to a better feedback to improve the political
message and the communication strategy.

As future work, we plan to test the solution in a real environment. Different tests
should be carried out to check the efficiency and effectiveness of each distinct com-
ponent of the framework. On the other hand, the ontology model used in the framework
is in continuous change so that it takes into account all the relevant concepts to better
support the decision-making process. We will study the possibility of integrating an
ontology evolution approach to automate the update of the ontology scheme. With the
aim of defining a framework as flexible as possible, making it even suitable for other
domains beyond political marketing, a plugin set up will be considered. Once in place,
anyone will be able to use the framework with their own built components for ontology
population or semantic data analysis.
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Abstract. Companies and marketing departments are devoting many resources
to the implementation of neuromarketing with facial recognition. This document
presents a systematic review of the literature whose main objective was to look
for computer systems and technologies of facial recognition that are available to
support neuromarketing. As a result, it was found that very few academic and
scientific articles focus on this topic in a systematic way. None carry out an
analysis for a complete solution and the studies are limited with databases that
do not offer a group of images which are sufficiently broad to allow the per-
formance of complete tests. Many works emphasize research on algorithms that
increase the level of accuracy of the information analyzed at the time of facial
recognition.

Keywords: Software � Neuromarketing facial recognition � Technology

1 Introduction

Marketing is a discipline that has been developed under this term for the last century.
It responsible for analyzing the behavior of markets and consumers, always oriented to
the satisfaction of the costumer. Companies want to increase their economic benefits,
getting new clients and reinforcing the loyalty of the existing ones. That is why theymake
use of diverse techniques and tactics through equipment and tools that allow to detect the
clients’ needs in a more efficient way. They even create wishes for a specific product.

Avendaño Castro [1] considers that advances in the areas of psychology, neuro-
science, the cognitive field and understanding of the functioning of the human brain
have enabled other disciplines and areas of knowledge to formulate new theories. This
is the case of marketing. It relies on the latest discoveries about the brain, and has
incorporated strategies to attract clients. Neuromarketing considers the true essence of
man’s thought, uncovering more information about the consumer. This information is
qualitatively richer and more truthful [2].

Neuromarketing applies neuroscience techniques to marketing stimuli in order to
understand how the brain is activated and reacts to marketing actions. The use of facial
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recognition in neuromarketing pursues the collection of the face image with a camera;
The main advantage over other techniques or equipment is that when using a camera, it
is not necessary to physically connect any device to the person; that is, no cables will
be placed or added. It is a very simple and non-invasive way for the consumers, which
is very important when trying to know their tastes and preferences.

This review was made following the process described by Kitchenham [3], who
points out that a systematic review synthesizes existing work in a way that is fair and
seen as fair. For example, systematic reviews should be carried out according to a
predefined search strategy, which explains how effective these studies have been when
used for software engineering issues.

The main aim of this review is to compile the most complete list of software that
allows facial recognition, to support neuromarketing and present these results as a
visual summary (map) of classified characteristics. The classification of the tools will
be based on characteristics which are common to all the studies (mainly related to the
facial recognition due to its importance).

This work contains four more sections: the first one outlines the methodology used
to carry out the systematic review of the mapping, including the formulation of
questions, the selection of sources and studies, the extraction of information and the
mapping process; in the second, the results obtained after carrying out the systematic
mapping of the review are shown; the third one presents the interpretation of those
results and finally the conclusions and the planning of future works are shown.

2 Systematic Review

2.1 Generality

The aim of this study consists of carrying out a systematic mapping of literature review
of facial recognition tools that support neuromarketing, and obtain information on
which computer systems are available and the characteristics they include.

2.2 Definition of the Research Question

The availability of computer systems for facial recognition was obtained by asking the
following question: What facial recognition computer systems are available to support
neuromarketing?

The list of keywords used to carry out the research were the following: software,
neuromarketing, facial recognition and technology.

Once the systematic mapping review was completed, the research question was
formulated and it provided the following results:

• Recognize the software or hardware tools that are used or available for facial
recognition.

• Distinguish the main characteristics of computer systems and technologies related
to facial recognition.

• List the areas supported by the facial recognition computer technology, especially
neuromarketing.
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2.3 Selection of Sources

The objective of this phase is to identify the sources used for searching; in order to do
so, the selection criteria described below were defined: (1) search for digital versions of
articles, journals and conferences on neuromarketing and facial recognition using the
established key words; (2) bibliographic sources must have a search engine that allows
executing advanced search queries; and (3) all the studies had to be written in English.

On the basis of the criteria above, searching was done in the following digital
research libraries: Ebscohost.com, ACM Digital Library and IEEE Xplore.

Although the defined digital sources index the most relevant investigations, other
sources of information were added in the present study, separately for their analysis,
such as web pages of recognized commercial companies that offer software for facial
recognition applied in the neuromarketing.

2.4 Search Strategies

A series of terms and key words were selected to answer the posed question and obtain
the expected results. The search strategy was based on key words and/or synonyms, see
Table 1.

The structured search chain was the following: facial recognition software or facial
recognition technology and neuromarketing. The string was applied to: summary and
full text. When the summary fit the subject of the investigation, the complete article
was obtained and revised. The language or language of searching for the publications
was English. The first year of the publications was 2013.

2.5 Inclusion and Exclusion Criteria

Inclusion criteria: (1) Articles published since 2013; all software has a certain support
time, and then they stop receiving updates; for those who evolve, new studies are
created quickly with the new functionalities; therefore, it is considered that any doc-
ument that studies a tool before this year could be considered obsolete. (2) Software
contents for facial recognition and neuromarketing. (3) Articles from conferences,
magazines and international workshops. (4) When an article is repeated in several
digital libraries as a result of the query, only one of them is selected.

Exclusion criteria: (1) Articles of which content is not related to neuromarketing,
software for facial recognition or something similar. (2) Works on slides and books.
(3) Works which are published outside the specified time range. (4) Gray literature.

Table 1. Key words and concepts used in the systematic review.

Area Key words Related concepts

Marketing Neuromarketing
Systems Facial recognition software, technology Facial recognition technology
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2.6 Extraction of Information and Review of Works

This phase allowed to identify the relevant documents, with respect to the objectives of
this systematic review and the scope of the research question. The main difficulty in
achieving this goal was that the terms used in the question led to results that were too
broad. For example, the word “software” is widely used in many types of publication,
and therefore a large number of documents appeared in the results obtained, see
Table 3.

In order to obtain the most valuable documents and do a deeper analysis in relation
to the aim and the research question, the search chains and additional options applied
were defined, see Table 2.

Table 3 contains the number of articles found, the chains of search and the different
inclusion criteria.

Initially the most relevant documents were obtained through the realization based
on search chain in “any field”, see Table 3. In this first phase, a large number of results
were obtained, but these results were not useful, since they consisted of comments,
letters or repeated works that were not only limited to the search of software or

Table 2. Chain and additional options for search in sources.

Source Chain of specific search Included additional options

Ebscohost.com facial recognition software
or facial recognition technology
and Neuromarketing

Software and technology of facial
recognition, neuromarketing in the
option “any field”

ACM Digital
Library

facial recognition software
facial recognition technology

In the option “any field”, for each
search

IEEE Xplore facial recognition software
or facial recognition technology
and Neuromarketing

Software and technology of facial
recognition, neuromarketing in the
option “any field”

Table 3. Selection of studies.

Phase Inclusion criteria Articles found
EBS ACM IEEE

Based on chain of search
in any field

None 930 167 14

Based on chain of search
in selected fields

Facial recognition software in field
title

25 1 3

Facial recognition technology in field
title
Neuromarketing in field summary

Based on chain of search
in selected fields

All the search terms in field summary 29 19 3
Additional filter in academic
publications

Ebscohost.com (EBS), ACM Digital Library (ACM), IEEE Xplore (IEEE)
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technology for facial recognition, but all kinds of articles were visualized, in which
software applied to different activities was analyzed. The second phase, based on
search chain in fields selected by “titles”, allowed to eliminate some unusable results
and repeated works, making the search of software and facial recognition technology
only in titles; search whose results were not yet adequate to satisfy the investigation.
Finally, in order to obtain the definitive list of primary studies, a search based on the
search chain is performed with fields selected by “summary” and from academic
sources.

During the process of extracting information and reviewing works, it was assumed
that the quality of the work obtained would be guaranteed by the evaluation made in
the sources from which they were taken, since the studies are shown by their relevance.
As regards the collection process, these documents are taken from those that were in
line with the approach of the research question and the systematic review.

3 Results of the Review

Table 4 shows the studies selected for the present work, as well as a comparison
between them, which is based on the relevant information that was found and estab-
lished under the parameters described in the previous section. They are arranged
alphabetically and their order does not determine their importance with respect to the
objectives of this work. This table contains the following information for each analyzed
work: (1) work, (2) ad hoc development, (3) software evaluated, (4) programming
framework or tool, (5) integrated to software or technology, (6) test database, and
(7) related devices.

There are several areas in which we work with facial recognition. Many researchers
have opted for developing their own algorithms in order to be sure that they will
provide reliable results for each area, while others have used available technology to
verify and validate their data. As an attempt to give more validity to their research,
some authors present the programming tools with which they have worked and the
methods used in the analysis of facial expressions and recognition of emotions.

Many articles show that facial recognition algorithms will be integrated to other
technologies and they pursue greater agility in the processing of the information they
have. Opportune feedback is sought mainly by taking their emotions and data are
collected through a webcam and a microphone [12]. There are several databases with
photographs that are currently available to make facial recognition tests, but there are
also many cases in which the authors are creating their own databases. Padrón-Rivera
et al. [22] tested the accuracy of a tool with the Cohn-Kanade images and the results of
the comparisons showed an accuracy of 70%.

As regards hardware related to facial recognition, it was found that there are several
devices that currently serve to capture the images of the faces and facial expressions of
the individuals being investigated. This is somehow uncomfortable because the person
must stop doing their regular activities to lend themselves as models and support the
studies. Others are simply recorded while doing their tasks.
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Table 4. Summary of articles with the detail of the technology used, its characteristics and the
area of application.

1 Software Hardware

2 3 4 5 6 7

[4] Yes Boosted Deep Belief
Network (BDBN)

Extended
CohnKanade
(CK+), JAFFE

[5] No FaceAPI MHP
(Multimedia
Home
Platform,
version
1.1.3)

Moodle y
T-EDUCO

Camera Ip

[6] No S/N TTL
signals

Eyetracking, EEG

[7] No S/N

[8] No S/N TTL
Signals

3dMDface

[9] No Picasa Photographs
[10] No Face2Gene

[11] Yes FACSGen 2.0 animation
software

Facial
Action
Coding
System,
FACS

[12] Yes S/N FILTWAM y
C++

EMERGO
Web
Service
Client

Cohn–Kanade
(CK+)

Web cam and
microphone

[13] Yes S/N Visual
Studio
versión 2010

Ip Camera

[14] No Stimulus control, versión
2.0 Software

[15] Si S/N CFEE, DISFA
and CK+

[16] No FaceReader software Web cam
[17] Yes S/N CASIA,

3DMAD,
UVAD

Kinect

[18] Yes S/N Cohn-Kanade
database,
JAFFE and
FEEDTUM
datasets

[19] No Attention Tool V5.3 de
Computer Expression
Recognition Toolbox
(CERT)

Jerusalem
Facial
Expressions of
Emotion
(JeFEE)

(continued)

Neuromarketing and Facial Recognition 219



The application of facial recognition and its advances in the areas of technology,
medicine and education are those that are being studied the most. Some of the char-
acteristics found in the selected articles are shown below.

3.1 Areas of Study in the Application of Facial Recognition

Area of Technology

The highest percentage of the articles evaluated and categorized corresponds to those
researches related to improving or complementing facial recognition technology. In
these articles we find methods that seek to fully satisfy facial recognition regardless the
circumstances in which an image is taken, such as combining the average face in 3D
and improved Ada-Boost (adaptive algorithm that combines weak classifiers to ob-
have a robust classifier), to recognize facial expressions in motion, under conditions of
poor visibility of the face [27]. Wahab et al. [13], propose an automatic image

Table 4. (continued)

1 Software Hardware

2 3 4 5 6 7

[20] Yes S/N Image
Database

Laptop

[21]
[22] Yes S/N Cohn-Kanade

AU-Coded
Video camera

[23] No FaulhaberComp,
MuecasJointComp,
CamaraComp,
IMUComp, RGBDComp,
JoystickComp

RoboComp Multi-sensor
robotic head,
Microsoft Kinect
and sensor
Xtion PRO LIVE

[24]. No CSIRO Face analysis
SDK

Audio-Visual
Emotion
Challenge
(AVEC)
dataset

Web cam

[25] No G8 commercial face
recognition software

Monitoring
solutions package
provided by L1
systems

[26] No Matlab 7.0,
Emotient FACET SDK
v4.1 (iMotions, A/S,
Copenhagen, Denmark)

KDEF

[27] No AdaBoost JAFFE
[28] No FaceReader 5 Noldus Rosie 2 Eye tracker

technology Tobii
T60XL

1 = Work, 2 = Ad hoc development, 3 = Software evaluated, 4 = Framework or programming tool,
5 = Integrated in software or technology, 6 = Test database, 7 = Related devices
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acquisition system using multicamera to capture facial images from 50 different angular
views, which extend horizontally 180° from left to right, and vertically from horizontal
to 70° above the face; using 30 IP cameras that were mounted on two rigid steel arms.
The technological contributions of the basic forms of emotional expression that appear
on the faces of people are of vital importance for neuromarketing as well as for other
areas that assist with facial recognition. Recio et al. [11], conducted a face classification
study that shows facial expressions of six basic emotions in static and dynamic pre-
sentation modes and three different types of neutral movements. The stimuli were
created with software that allows a detailed control of the action units and the dynamic
characteristics. Those expressions are evaluated by computer vision algorithms for
recognition and registration of databases of millions of images of emotion facial
expressions, under different conditions and environments such as nature [15].

Facial recognition is combined with other technological methods to avoid trans-
gression when used in private security. Studies that involve methods to detect attempts
of impersonation in facial recognition systems are proposed, with the hypothesis that
during the acquisition there will be re-captured biometric samples that allow to create a
discriminatory signature of the video generated by the biometric sensor [17]. According
to Wahab et al. [13], you can recognize facial expressions in 3D formats, get to identify
body language and have accurate biometric control with facial recognition.

Facial recognition also allows to improve many processes such as digital security
and it improves people’s quality of life, as shown by Carter [20]. This author proposes
a password system, which is easy to memorize, graphic, and specifically designed for
older users, achieving a level of password entropy comparable to traditional PINs and
text passwords. It highlights how through facial recognition you can obtain an adequate
selection of proposed images as part of passwords for the elderly. In the field of
robotics, there are studies of mechanisms that allow direct interaction between the robot
and its human companion through the different modalities of natural language: speech,
body language and facial expressions [23].

Area of Medicine

Degenerative diseases can be detected in a timely manner by performing simple scans
and identifying the genes that cause them. There are studies that support this solution,
such as the approach of a facial recognition medical software to achieve the highest
precision in the prediction of the gene that causes a disease of physical deformation [10].

The depressive states can also be clearly identified with the facial expressions
accurately identified by facial recognition. In this sense, it is important to remark a
depression prediction system (mood disorder) that uses a feature selection approach
based on audio, visual and linguistic signals to predict depression scores for each
session [24].

Studies point out that the medical and forensic sciences are finding great support for
their investigations through facial recognition. Whitelam and Bourlai [25] propose an
algorithm that improves facial recognition performance in terms of range identification
rates, with a practical value for forensic tool operators in the field of Biometrics, to
avoid manual locating the eye centers of all the facial images available in a data set.
Parks and Monson [7] conducted a study to examine the accuracy with which facial CT
images were extracted and paired with available photographs for identification.
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Guo et al. [8] present a non-rigid registration method for mapping 3D facial images,
which uses seventeen facial references through recognition of functions. They use an
independent software to help with the development of an antrophotometric analysis of
high content and performance, very useful in anthropology, diagnosis and forensic
studies of the human facial morphology.

Area of Education

Education is another area in which researchers are looking for improvement with the
use of facial recognition. Many online courses allow you to see the faces of the
students, which is being used to provide them with better assistance and support.
Baldassarri et al. [5] indicate that this allows them to personalize the courses so that the
students take better advantage of the content provided.

Computer systems allow the best detection of the student’s emotional state and
transmit it to the tutor so that he or she appropriately addresses the tutoring. The
development of a tutorial platform for IDTV (Interactive Digital TeleVision) that uses
the automatic recognition of facial emotions to improve the tutor-student relationship is
studied. The system goes beyond simply transmitting an interactive educational
application, and it allows the personalization of the course content thanks to the timely
detection of emotions [5].

Nowadays, information is collected on the behavior of people before academic
activities, allowing the synchronization of conductual, emotional and cognitive data.
This is possible thanks to various applications with sensors that incorporate facial
recognition techniques. Studies are being proposed to specifically improve adaptive
assessment environments, such as those by Charland et al. [6], who propose a
methodology to collect and synchronize data on multidimensional engagement in
learning tasks, through the collection of electro-dermal electroencephalography, eye
tracking and facial emotion recognition data in four different computers. The use of
specialized integration software offers a better understanding of dynamics among the
multiple dimensions of commitment.

The virtual training processes are assisted by multimodal recognition, so that
teachers can identify students’ emotions in real time for their feedback, improving
online communication and learning performance. Bahreini et al. [12] propose multi-
modal emotion recognition software in real time to provide more adequate feedback to
students through online communication skills training.

Facial recognition studies and their application in the academic areas generate offer
results for predictive use. For example, there is the research carried out by Padrón-
Rivera et al. [22] that reveals that through facial recognition, students with confusion
during interaction with the mathematics tutoring system had better learning gains than
students who had more instances of frustration on their faces [22].

Other Areas

The systematic review revealed that facial recognition computer techniques are applied
to many areas, beyond the important impact they may have on neuromarketing.

Dalton et al. [16] contribute to the economic area, through a study in which they
use facial recognition and show whether exposure to poverty can lead to affective states
that decrease productivity.
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As for business, the application of facial recognition in the area of administration,
allows to verify the effect of different types of feedback on the performance of a task
and achieve the best strategies of satisfaction of those involved [14].

In the area of human resources, software and technology are considered useful to
examine the emotional responses shown by social workers and those in charge of
health in a child protection center [28].

Facial recognition used by the police is oriented from different perspectives, for
example, independent tools of the standard of suspicion are incorporated, which allow
restricting the scope of criminal investigations and discard innocents, using facial
recognition software and combining it with data mining [21].

In the area of neuromarketing there is few but important research, such as Lopes
et al. [4], who present the evaluation of a simple solution for the recognition of facial
expressions using a combination of standard methods, such as the convolutional
neuronal network and the step of image preprocessing specific to convolutional net-
works, and machine learning methods [4]. Likewise, Mostafa et al. [18] offer a system
that uses the facial action units of the face that identify a person recognized by CNN
(Convolutional neural networks) first and incorporate the recognition of the seven basic
emotional states.

An important contribution related to marketing is posed by Calvo et al. [26], who
present the evaluation of a software that measures basic emotions through calculations.
They show very low levels of intensity in order to know if they can be recognized,
since they have considerable practical relevance for everyday life, where many emo-
tional expressions are subtle due to social restrictions.

Results are not always favorable for the applications created. For example, Yitzhak
et al. [19] present a study that reveals that a facial recognition software can identify the
classic prototypical facial expressions of images recorded in the available databases,
but unfortunately it could not analyze or capture the natural ones as a reaction to a
pipeline, which contain the wealth of everyday emotional communication.

Facial recognition applications can be complex or simple but useful for different
areas, for example when incorporating them to the Picasa software, used by the pho-
tographic archives personnel. It allowed to identify ways in which the creation of
metadata could be automated, giving them time to focus on those areas where human
judgment is most valuable [9].

3.2 Facial Recognition Software

Below there is a short detail of software for facial recognition that has specialized in
supporting the area of neuromarketing at the commercial level, brought from outside
the digital research libraries:

• Software iMotions Neuromarketing Startup Package is characterized by combining
different biometric sensors. iMotions exactly reveals what a person is looking at
(Attention), if he or she is having a positive or negative feeling (Valence), the
intensity of that feeling (Arousal) and the emotions that are expressed at a specific
point [29].
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• Facial Action Coding System is an online platform to measure emotions and
understand human behavior through face analysis. Together with emotional analysis
and moods, they allow a much more accurate prediction of consumer behavior [30].

• Affdex allows facial coding and emotional analysis. Advertisers can measure
unfiltered and unbiased consumer emotional responses to digital content [31].

• E-Prime is a more complete software available for behavioral research. It performs
analysis of patterns of attention, behavior and visual search with the eye Tobii Pro
[32].

• Face recognition made easy Kairo is used for collecting unique information in real
time about people who interact with the company, brand or product, through face
detection, face verification, emotional detection, etc. [33].

Most of the neuromarketing software found on commercial websites has online
testing platforms. You must learn to manage them or cancel consulting to reach an
adequate and correct interpretation of the obtained results.

4 Discussion

Having established that there was a need for this systematic review and that no other
need had been published in this area and approach, the mapping study was carried out.
After conducting the systematic mapping review one of the goals was to identify which
software or hardware tools are used and available for facial recognition.

When reviewing the primary articles, it was found that in some of them the Noldus
FaceReader software was used, which is the one that has been used the most for tests,
since it analyzes data (live, video or still images) saving time in the tests. It can be
downloaded from the web, but it can also be used as an online application on the
Internet. This software is found in some articles because it has been used for more than
a decade, in more than 600 universities, research institutes and market companies.
According to Reeves et al. [28], FaceReader includes several user-selectable models
that provide optimal performance for different groups of people and conditions; it
serves as support for the areas of psychology, education, neuromarketing, etc.

Cohn-Kanade was the most used test database to obtain images, followed by the
Jaffe database and in third place is the Casia database. Cohn-Kanade has become one of
the most widely used test banks for the development and evaluation of algorithms with
the purpose of promoting research to automatically detect individual facial expressions.

In the facial recognition article published in 2016 [34] it was already pointed out
that improvement in this technology is constantly evolving due to the fact that we want
to improve the detection of facial features, even if the person’s face has shadows. It
even detects faces in the dark. At the present time it allows to interact with different
branches of science that facilitate the recognition of an individual through his physical
features of his face and his gestures.

It was found in the review that there are several scientific articles in which there
was an ad hoc development, that is, the application of algorithms created to improve
the times and effectiveness of facial recognition was created and documented.
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Among the articles in which new software and algorithms were found, it is evident
that the characteristic they have in common is the search for ways to achieve greater
speed when performing facial recognition, considering the six basic emotions, which
allows a greater productivity and efficiency, and reaches more than 95% accuracy in the
information analyzed. Most studies find the main weakness when performing facial
recognition, that is, the angle in which the face to be recognized is found or the
equipment malfunctions in low light situations, in addition to long hair, sunglasses or
other objects that cover part of the face, which makes facial recognition very difficult
to do.

According to Fig. 1, the two areas in which the facial recognition studies have
focused the most are: improvement of general facial recognition technologies and
medicine. The percentage of the area called “neuromarketing” corresponds to two
articles specifically related to this area. Both are similar in their goals and contain a
similar scheme of presentation of the research. The two authors make it clear that they
are aimed at supporting the activity of neuromarketing.

Leaving digital research libraries aside, neuromarketing gains commercial interest,
for example in the big industry of Hollywood or in developed countries that have
technology, market and distribution [35]; such is the case that Disney tracks the facial
expressions of an audience when watching a movie in order to evaluate the emotional
reactions to it, recognizing a series of facial expressions of the audience such as smiles
and laughter.

Another very representative case in the use of neuromarketing is the corporation of
Walmart stores, which are even patenting the use of video cameras in the register boxes
or store exits, with which they will analyze the facial expressions and the movements of
the clients in such a way that they will be able to identify unsatisfied customers. The
goal is for as few dissatisfied customers as possible to leave a store without a Walmart
employee coming to listen to their possible problems or dissatisfaction.

Education
[PORCENTAJE]

Neuromarketing
8%

Medicine
[PORCENTAJE]

Technology for 
facial recognition

[PORCENTAJE]

Administration
[PORCENTAJE]

Others
[PORCENTAJE]

Fig. 1. Main areas supported by facial recognition studies
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5 Conclusions and Further Research

This work presents a systematic literary review of neuromarketing mapping with facial
recognition and was carried out following the Kitchenham guidelines [3]. In most of
the articles reviewed, what is documented in the abstracts does not provide specific
information about the potential of the tools, the programming language or framework
used, which makes the literary systematic review process more complex.

After the review had been carried out, a first conclusion was reached that points out
the existence of few published neuromarketing articles about facial recognition. Most
research efforts are focused on finding algorithms that improve the effectiveness of
facial recognition assisted by computer programs. It was difficult to find detailed and
specialized information, but in any case several serious documents were found that
make it possible to clarify terms and find analysis to technical solutions that have been
in the market for several years.

It has become very important to know the reactions of human beings doing facial
recognition through a series of technological tools and equipment, for which algorithms
have been developed that try to solve or improve a series of events and situations such
as: achieving greater productivity in industry, improving people’s quality of life,
facilitating the forensic work, improving teaching methods and expediting the decisions
to buy finished products.

Cohn-Kanade, Jaffe and Casia databases are extensive databases that provide
images of faces (faces) and the complete human body. They have been used to carry
out the algorithms tests.

Although the comparative review shows that there are studies and analysis of
software to perform facial recognition, no significant studies were found that emphasize
its direct application in neuromarketing, so that gaps have been detected that must be
filled. This shows that new lines of research are open to learn more about proposals that
get deeper in neuromarketing with facial recognition, so that these gaps are filled. Yet,
there is not scientifically documented a technique that provides a robust solution for all
kinds of situations in which an image is captured in order to analyze and identify a face
under any circumstance.

As future work, this systematic review of the literature is intended to include more
innovative technologies when reviewing a broader set of digital libraries. Future work
is expected to bring about more findings on the use of hardware and software that
support facial recognition in neuromarketing as the main axis, based on continuous
improvement.
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Abstract. Prior to the digital era, knowing the perception of society towards
the health-system was done through face-to-face questionnaires and interviews.
With this knowledge, governments and public organizations have designed
effective action plans in order to improve our quality of life. Nowadays, as a
result of the irruption of computer networks, it is possible to reach a higher
number of people with a minor cost and perform automatic analysis of the
collected data. Infodemiology is the research discipline oriented to the study of
health information on the Internet. In this work, we explore the reliability of
Opinion Mining to measure the subjective perception of people towards infec-
tious diseases during times of high risk of contagion. In short, linguistic char-
acteristics, among other relevant data, were extracted from tweets written in the
Spanish Language by the end of 2017 in Ecuador. The built model contains the
most relevant linguistics characteristics related to determine positive and neg-
ative pieces of text regarding infectious diseases. In addition, the corpus used in
this analysis has been published for other researchers to use it in future exper-
iments in this area. The results showed Support Vector Machines achieved the
best results with a precision of 86.5%.

Keywords: Infoveillance � Infectious diseases � Natural Language Processing
Sentiment analysis

1 Introduction

Infodemiology consists of the use of online information for public health purposes such
as (1) the prediction of epidemics of infectious diseases, (2) the development of active
public health monitoring programs or (3) the development of tools that measure the
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perception of the users regarding public health concerns [1]. In this essay, we deal with
the third point, that is, regarding the measurement of the perception of public health
concerns.

Opinion Mining, aka Sentiment Analysis, is a major task of Natural Language
Processing (NPL) related to the study of the subjective opinion of customers regarding
a certain topic. Opinion Mining has demonstrated effectiveness as a complementary
method for measuring public perceptions in emergencies such as outbreaks of infec-
tious diseases [2]. International Health Regulations (IHR) has indicated surveillance
systems are a strategical tool in order to schedule and coordinate strategical actions to
mitigate the effects of outbreaks of infectious diseases. Moreover, recent events, such
as the first case of contagion of Ebola in Spain, have highlighted the importance of
these systems since due to the disproportionate, uncoordinated and non-effective
measures adopted [3]. In addition, some types of virus to which humans have not yet
developed any kind of immunity, affect areas with a health system not fully developed
where conducting surveys is time-consuming.

In this work, we present an analysis of the efficiency of Opinion Mining applied to
the healthcare domain from tweets written in the Spanish Language collected from
Ecuador. The results of this experiment can be used to better understand the social
behavior during outbreaks of infectious diseases.

The rest of the paper is organized as follows. In Sect. 2, background information of
related works regarding the retrieval of health information from microblogging sources
and opinion mining was provided. The experiment carried out to analyze the effec-
tiveness of sentiment analysis for the Spanish Language is detailed in Sect. 3. In
Sect. 4, the results and an analysis of the extracted linguistic characteristics are pre-
sented and, finally, in Sect. 5, further lines of research regarding infodemiology are
discussed.

2 Related Work

In the bibliography, we found several works related to measuring the perception of the
society towards public health concerns from data extracted from the Internet. These
works explode two main types of sources: (1) Data queries and (2) Social Networks.
On the one hand, regarding to data queries, Ginsberg et al. 2009, monitored large
numbers of queries in different search engines to analyze the health-seeking behavior
[4]. In [5], the authors conducted an experiment about predicting the dengue influenza
by analyzing queries related to the nomenclature, symptoms and treatment of this
disease. On the other hand, the earlier works regarding social networks, started by
analyzing around two million of tweets related to the influenza under a Sentiment
Analysis perspective. The results obtained in this experiment showed that opinion
mining applied to streaming content is effective in order to evaluate the overall per-
ception of the society [2]. Prieto et al. developed a method to identify tweets concerned
to the healthcare domain by applying regular expressions and machine learning tech-
niques for the Spanish and Portuguese languages [6].

Broadly, every textual piece of information can be categorized into facts and
opinions. Whereas facts represent objective expressions about entities and their

230 J. A. García-Díaz et al.



properties, opinions represent subjective sentiments and appraisals about them. Opin-
ion Mining is a field of Natural Language Processing (NLP) used to measure the
opinions and subjective attitude of users regarding some topic [7]. Therefore, Opinion
Mining is a key activity to develop systems that measure automatically the public
opinion regarding a specific domain.

As a first approach, every Opinion Mining finding can be expressed in a 3-tuples
expressing the author, the topic and the polarity of his/her opinion. Modern approaches
suggested the inclusion of the time as a fourth dimension to express when the opinion
was expressed [8]. There are different ways to register the subjective polarity of the
users. On the one hand, a binary classification can be used to express if the opinion is
positive or negative. On the other hand, more sophisticated approaches give a
numerical score to each sentiment (anger, sad, etc.) [9]. However, the most polarized
systems, that is, those that allow the least range of responses, are usually the ones that
offer the best results.

According to the fine-grained detail of the topic, Opinion Mining can be classified
in three different ways. First, in document level, the polarity of a text is extracted as a
whole. Second, in sentence level, texts are divided into sentences where each polarity is
analyzed individually. Finally, the aspect level classification divides the topic in aspects
and performs a more thorough analysis matching a polarity to each aspect of the topic.
Aspect-level approaches are usually better to perform deep-analysis, but the identifi-
cation of the aspects of the topic and tagging a polarity to each of them is complex. In
[10], authors combine ontological models to solve these issues.

In order to automatically infer the most consensus sentiment labeled to a new piece
of text, Sentiment Analysis offers three main approaches. On the one hand, by iden-
tifying the presence of unambiguous words within the text associated to certain sen-
timents. This approach is easy to use because there are already some repositories
containing these words, such as Senti-Word Net. Nevertheless, due to the ambiguous
nature of the natural languages, this strategy does not always offer the best results. On
the other hand, it is possible to apply machine-learning algorithms to determine if there
is a correlation between some of the characteristics of the texts and its subjective
polarity. In this area, the study of the frequency of single or paired words can be
performed using a Bag of Words model. Other strategies detect more sophisticated
sociological and lexical characteristics from the texts, such as the percentage of words
related to particular domains: health, food, work, leisure, etc. Linguistic Inquiry Word
Counter, aka LIWC, is the de-facto tool to extract these characteristics [11] that has
been tested in several domains such as satire detection [12] and Spanish reviews [13].

3 Validation

The proposed experiment consisted in the creation and validation of a sentiment
analysis classifier of linguistic pieces related to the Zika, Dengue and Chinkungunya
viruses. The training process started with the recollection of a labeled corpus about the
infoveillance domain. The source of the corpus was the microblogging social network
Twitter, because it provides information which is public, easy to obtain and, due to the
limited length of their posts, easy to analyze. However, it is important to remark that
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Twitter is not a magic source of data. In [14], some of the weak points of Twitter as a
source of Sentiment Analysis were discussed. In particular, the major problems reside
in the lack of context of the tweets and problems regarding the bias. However, its
benefits weight more than its drawbacks.

For the current experiment, Twitter API was used to query about tweets written in
Spanish Language containing keywords such as Dengue and Zika in the geographical
area of Ecuador. In this first stage, we automatically filtered tweets with no meaningful
information, composed only by mentions, links or hashtags.

Second, the tweets were normalized performing the following actions:
(1) Removing the at sign from the Twitter usernames, (2) Links were converted into a
special tag in order to make easier to detect duplicated tweets; due to the URL mini-
fication mechanism of Twitter, the same URL is encoded differently in copy-paste
tweets and (3) retweets and duplicated tweets were removed from the corpus. An
example of a positive tweet is shown in the Fig. 1.

Thirdly, the manual classification of the corpus took place. As machine learning
applied to Sentiment Analysis relies in supervised techniques, all the texts had to be
labeled as positive or negative. Manual classification is a time-consuming task. In order
to solve this issue some works propose automatic labeling techniques that search the
presence of emoticons, hashtags in the text, or by combining manual and automatic
strategies [15]. However, due to the minor number of emoticons in this corpus, a
manual labeling process was decided. We counted with the collaboration of a group of
twenty volunteers who every day during four weeks, labeled a set of tweets as positive,
negative and out-of-domain. These volunteers performed a total of 51,127 manual
classifications. It is important to remark that each tweet was revised and classified by
each volunteer, so the tweets with the major consensus opinion were selected, dis-
carding the most controversial tweets.

Figure 2 details the workflow of the manual classification. Grey color represents
how many tweets were marked as out-of-domain; red and orange colors represents
tweets tagged as negative or strongly negative, and yellow and green represents tweets
tagged as positive or very positive.

At the end of this process, we have a balanced corpus with around 1 k positive and
1 k negative tweets. As an additional contribution of this experiment, full list

Fig. 1. Screen capture of a positive tweet
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containing all the tweets IDs is available at http://semantics.inf.um.es/joseagd/
infoveillance-zika-twitter.rar

Finally, once the corpus was developed, we extracted linguistic characteristics to
perform the machine learning classification. We used two approaches to compare the
results: First, the frequency of each term was extracted using a Bag of Words model.
Second, lexical, morphological, semantic, and emotional characteristics were extracted
by using UMUTextStats [16].

4 Results

Once the linguistic characteristics of the texts were extracted, the WEKA framework
[17] was used to build and measure the classification model. Different algorithms were
applied, such as SMO, J48 and BayesNet. WEKA was configurated with a 10-fold
cross validation. This validation consists of a non-exhaustive cross-validation tech-
nique used to avoid cross-fitting that consists of splitting N times randomly the corpus
into two complementary subsets, performing the analysis and the validation indepen-
dently in each subset.

As regards the linguistic model, we extracted a vector with 122 linguistic charac-
teristics for each tweet. The results obtained for each classifier applied to these lin-
guistic characteristics are shown in the Table 1, which contains three metrics:
precision, recall and f-measure. The precision of the model represents the fraction
between the elements correctly classified by the total of relevant instances. The recall
stands for the sensibility of the model and represents the probability of detecting true
positives. F-measure is the harmonic mean of the precision and the recall.

Out of the three classifiers, the Support Vector Machine classifier (SMO) is the one
that obtained the best precession with an 86.5%. This algorithm consists in searching
the hyperplane that maximizes the distance between the positive and negative exam-
ples. The second algorithm that matches the best result was RandomForest with 84.5%
of precision. Random forest consists in the creation of multiple decision trees and
returns the mode of the class of all of them. The objective of using multiple trees with
random initial values fixes the overfitting to their training set. The worst of the three
algorithms was BayesNET with a precision of 73.6%. This network relies in a

Fig. 2. Workflow of the manual classification. (color figure online )
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probabilistic model based on acyclic graphs. In addition, we can observe that the three
classifiers obtained a similar precision and recall which expresses that the method is
reliable.

Figure 3 shows the linguistic characteristics with major info gain ratio, which
indicates the level of uncertainty reduction of each attribute. For the sake of simplicity,
we show only the 20 attributes with major info gain.

We can observe how linguistic characteristics related to legibility are the most
discriminant in this experiment. Transitivity and the use of the infinitive are the two
characteristics of the verbs with major info gain. On the one hand, transitive verbs in
Spanish are verbs that need semantic context due to its broad meaning. This kind of
verbs usually appear in headlines of news. For example, the verbs aumentar and
disminuir are very popular in headlines as we can see in tweet “2017 cerrará con
importante disminución en casos de dengue, zika y chikungunya”. On the other hand,
infinitive verbs are very common to express future events in headlines as for example:
“Destinan 26.6 mdp para prevenir el dengue”. According to sociological

Table 1. Results of UMUTextStats

Classifier Measures
Precision Recall F-Measure

SMO 0.865 0.865 0.864
Bayes NET 0.736 0.736 0.736
Random Forest 0.845 0.844 0,844

Fig. 3. Information gain of the linguistic characteristics
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characteristics extracted we found the importance of words related to personal issues
related to the pleasure.

The individual evaluation of the dimensions is shown in Table 2. These charac-
teristics were grouped by their major category into different categories regarding
(1) Errors (ER), (2) Grammatical elements (GE), (3) Linguistic Process (LP), (4) Socio
Linguistics (SL), (5) Symbols (SY) and (6) Twitter (TW).

We can observe how the grammatical elements contain the characteristics with
major precision of the model. This category is composed by linguistic characteristics
such as the number of adjectives, adverbs, personal pronouns or verbs within the text.
The categories of linguistic processes and symbols achieve a precision of 79.3% and
73.2% that indicates the importance of word length and legibility scores as discrimi-
native characteristics. On the other hand, the Twitter category and the Errors category
achieved the worst results because the majority of the collected tweets were headlines
from news sites with few linguistic errors. As categories are combined, we reach the
results showed in Table 1, but we can conclude that it is not necessary to use all the
linguistics characteristics extracted and it is possible to produce a more reduced set that
achieves similar result with better performance.

A deep study of the linguistic characteristics of grammatical elements is shown in
Fig. 4. The grammatical elements category is composed by the elements which give
structural rules to build sentences including verbs, adjectives, adverbs, etc.

In the previous figure, the grammatical elements with more info gains are:
(1) transitive verbs, (2) conjunctions, (3) infinitive verbs, (4) irregular verbs and
(5) numeral adjectives. As commented above, the presence of the infinitive and tran-
sitive verbs is related with the linguistic style of news headlines. This is not a surprising
result, because some of the styling guides regarding headlines contain these well agreed
patterns. The use of present tenses to indicate past events is a special tense called
historical tense that adds dramatism and highlights foregrounding events [18]. The use
of conjunctions is the second linguistic characteristic with more info gains. In this case,
we observed the use of the Spanish preposition como (such as) in news rated as positive
in headlines such as “Cómo el cambio climático ayudará a predecir virus como el Zika
y el Ébola”; the absence of this conjunction in negative statement calls our attention.
Reviewing positive and negative tweets, we observe how negative tweets should

Table 2. Precision regarding the selected characteristics

Dimension SMO Random Forest Bayes NET
P R F1 P R F1 P R F1

ER 0.502 0.809 0.620 0.498 0.733 0.593 ? 0 ?
GE 0.821 0.827 0.824 0.829 0.812 0.821 0.76 0.739 0.749
LP 0.793 0.749 0.771 0.777 0.716 0.745 0.716 0.64 0.676
SL 0.763 0.800 0.781 0.794 0.753 0.773 0.681 0.721 0.7
SY 0.732 0.665 0.697 0.734 0.696 0.715 0.565 0.794 0.66
TW 0.591 0.443 0.507 0.579 0.621 0.599 0.565 0.586 0.575

Opinion Mining for Measuring the Social Perception of Infectious Diseases 235



indicate specific events to alert society such as “OJO Virus con síntoma del zika avanza
en el Zulia” or “Artemisa registra casos de zika en embarazada”. Numeral adjectives
are the type of adjectives with more info gains because they are commonly used to
report specific statistics, usually more common in headlines with negative subjective
perception.

The built models based on linguistic characteristics were compared against a Bag of
Words Model. A Bag of Words consists on vectors that contains the frequency of the
word of a tweet in the whole corpus. Despite its simplicity, the Bag of Words model
works well for different purposes. Its effectivity has been put in value in the devel-
opment of spam filters [19]. Specifically, all the words of each tweet of the corpus was
collected and the following filters were applied: (1) a stop-words filter, to remove all
the common words in Spanish that do not add extra meaning, (2) a stemmer, to reduce
words to their stem and (3) all words were converted to lowercase. However, the Bag
of Words model is not very suitable for big corpus due to the large number of char-
acteristics extracted. In addition, a major drawback of this approach is that words are
treated in isolation and the context that can be extracted from the surrounding words is
lost. A solution to this problem is the use of an N-gram that extracts sequences of N-
words, resulting in a more powerful approach but with an excessive cost in time and
memory for certain situations.

The results highlight the presence of the verbs evitar (to avoid), prevenir (to
prevent), reportar (to report), confirmar (to confirm), nouns such as niños (children),
casos (cases), campaña (campain), chikungunya; places as Guanajuato or Guatemala,
and symptoms related to the infectious disease such as microcefalia and hemorrágico
(Table 3).

The linguistic characteristics with more info-gains are shown in the Fig. 3. We can
observe how linguistic characteristics related to legibility are the most discriminant in

Fig. 4. Information gain of the grammatical elements category
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this experiment. Transitivity and the use of the infinitive are the characteristics of the
verbs with major info gain. On the one hand, transitivity verbs, in Spanish, usually
need semantic context due to its broad meaning. This kind of verbs usually appear in
headlines of news, which is one of types of twitter publications. For example, the verbs
aumentar and disminuir are very often in headlines as we can see in tweet “2017
cerrará con importante disminución en casos de dengue, zika y chikungunya”. On the
other hand, verbs in infinitive are very common to express future events in headlines as
for example: “Destinan 26.6 mdp para prevenir el dengue”.

Regarding the results obtained by the Bag of Words model, it is important to
remark the vector space obtained for big corpus makes very expensive the construction
of machine learning classifiers. The built corpus, once stop-words were discarded and a
stemmer has extracted the stems, have a total of 9,950 different words were found. The
alternative proposal, based on linguistic characteristics, contains only 187 character-
istics that grouped words by semantic meaning. The difference between the number of
characteristics has a critical performance impact when applying some machine learning
algorithms such as the Random Forest.

5 Conclusions and Future Work

In summary, an analysis of opinion mining has been performed to a balanced corpus
formed by tweets written in the Spanish language collected in 2017 in Ecuador. The
majority of the collected tweets were headlines from news sites; this fact has been
discussed in related works such as [20], where the authors crawled Twitter in 2009 and
found that the majority of the extracted tweets were news headlines.

The analysis has been performed under two different models. On the one hand, a
total of 122 linguistic characteristics have been extracted from the tweets. On the other
hand, the frequency of each word within the corpus has been extracted using a Bag of
Words approach. Both models were compared using different machine learning algo-
rithms such as SMO, BayesNET and Random Forest. The results showed that linguistic
characteristics perform better than the Bag of Words in order to simulate the human
subjective perception of headlines regarding infectious diseases. As an additional
contribution of this paper, the IDs of the tweets that conform the corpus were published
for further experiments regarding opinion mining.

The achieved precision of the Support Vector Machine classifier suggests that it is
effective to apply opinion mining techniques to complement surveys to measure social
perception regarding news related to infectious diseases. The techniques and models

Table 3. Results of the Bag of Words

Classifier Measures
Precision Recall F-Measure

SMO 0.837 0.836 0.836
Bayes NET 0.730 0.730 0.729
Random Forest 0.844 0.843 0.843

Opinion Mining for Measuring the Social Perception of Infectious Diseases 237



used in this experiment can be useful to develop systems for monitoring the social
activity on the Internet. However, it is necessary to complement this approach using
techniques that identify the pieces of texts that are relevant for the domain.

Despite the efforts in the filtering process to avoid duplicated items, some of them
are difficult to detect. For example, some users copy other tweets modifying some
words, turning from singular to plural. Similar tweets are problematic as they introduce
bias to balanced corpus because the linguistic characteristics of the duplicated texts
have more weight in the construction of the model. To solve this issue, some strategies
such as the Levenshtein Distance are being studies. This kind of solutions have
demonstrated effectiveness in the detection of duplicated web pages [21].

The precision of the learned models suggests the possibility of their use in systems
capable of measuring social perception. However, the corpus set was composed
specifically from tweets collected in a specific period of time and a specific geo-
graphical area. As the results suggest, some of the linguistic characteristics and words
obtained are related to specific topics regarding the infectious diseases studies, so this
model should achieve lower performance applied in other contexts. Further research
lines should focus on reducing these drawbacks and developing techniques that seek
discriminant linguistic characteristics more effectively.

In addition, it is necessary to perform a more robust validation of the
UMUTextStats to ensure all the linguistic characteristics contain the minimum number
of errors.

Acknowledgements. This work has been funded by the Universidad de Guayaquil (Ecuador)
through the project entitled “Tecnologías inteligentes para la autogestión de la salud”.
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Abstract. During these last years, the use of mobile and Web technologies
around the world has reached an increasing impact in society and people’s
lifestyle, including different places and social classes. Ecuador is a South
American country with intense seismic and volcanic activity, where current
politics and contingency plans are not optimal, making it necessary to think
about a more efficient solution to mitigate this risks and consequences. Con-
sidering the growing amount of mobile device users, the reach of mobile net-
works and combining the risk of situation in which many countries are alike,
such as Ecuador. This paper sets the design and development of an early alert
infrastructure, through the use of new technologies such as Cloud computing,
geolocation, pervasive computing, and Web services. The implemented archi-
tecture, and the provided Web service has the objective to improve the evacu-
ation logistic and subsequent rescue work after the occurrence of a natural
disaster. The results obtained demonstrate that the use of the system improves to
a good extent of the evacuation by reaching to a safe location.

Keywords: Cloud computing � Geolocation � Mobile devices
Global Positioning System � Location Based Services

1 Introduction

Around the earth planet there are a great number of countries exposed to a variety of
natural disasters which affect the population. One of the many countries that face this
risk is Ecuador. Due to the fact that Ecuador is located in the Pacific Fire Ring,
surrounded by many volcanoes alongside the Andes Mountains range, it is prone to lots
of volcanic eruptions. Ecuador is located around a lot of tectonic faults, the most
important one is the subduction of the Nazca and South American plates [1], as well as
the two main faults that spread throughout the country, which are the Pallatanga Fault,
and Chingual Fault, giving these places a higher risk of telluric movements, tremors or
earthquakes.

© Springer Nature Switzerland AG 2018
R. Valencia-García et al. (Eds.): CITI 2018, CCIS 883, pp. 240–251, 2018.
https://doi.org/10.1007/978-3-030-00940-3_18

http://orcid.org/0000-0002-0903-734X
http://orcid.org/0000-0001-9427-5766
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00940-3_18&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00940-3_18&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00940-3_18&amp;domain=pdf


These are the two main causes Ecuador is at a high risk of having some big
earthquakes each decade, which cause great damages, in some of them human lives are
lost, and there are also economic problems for t the inhabitants of the zone and for the
country.

Currently in Ecuador, the main institution in charge of regulation and control of
natural disasters is the Integrated Security Service ECU-911. According to its home
page, ECU 911 integrates the National Police, National Network of Health (Ministry of
Health and the Ecuadorian Institute of Social Security and other agencies that provide
health services) Armed Forces, Fire Brigade, National Secretariat for Risk Manage-
ment, Red Cross, National Transit Commission, among others. An emergency and risk
central that monitors all kinds of risks and situations which are provoked either the
natural environment or the human being. However, the official notification system for
natural disasters is the one provided by the Geophysical National Institute, which
automatically posts seismic and eruptive data on the official Web page of the institute
and on the official Twitter account.

The main aim of the present study is the design, implementation, and configuration
of a system for a notification and evacuation guide through the use of technological
tools such as Cloud databases, Google Maps Services, Social Networking Media, SMS
and real-time Geolocation, by integrating all these services in an efficient way through a
network architecture that connects a server application written in Node.js and a mobile
application for Android Operating System.

Through the implementation of this system, a technological solution is proposed to
face the lack of knowledge on the subject that exists in the majority of countries. By
exposing these threats around the Pacific Fire Ring, an effective application that notifies
the user in case of a near seismic event is presented, showing the most proximate safe
locations and the most optimal route to access them. Additionally, the system also
notifies to an emergency contact pre-established by the user about the event by sending
an SMS with information about the user and its geographical location (i.e. latitude and
longitude), helping to the rescue teams such as firefighters and paramedics in search of
survivors.

It is worth mentioning that “on the 16th of April 2016, a Mw 7.8 earthquake
impacted coastal Ecuador, being the most devastating registered in northern South
America in this century so far” [1]. This is a convincing reason to fulfil concrete actions
based on applied research.

Therefore, the main contributions included in this study are: (1) a new application
service based on geolocation, assembled on a four-layer architecture, applying the
Scrum agile methodology in a modular way, whose system speed results have been
validated; (2) An architecture design for a distributed application composed of a Web
service, API consumption, and mobile application.

The remainder of this paper is as follows: Sect. 2 describes the related work.
Section 3 explains the experimental and computational method used, as well as the
process of implementation. Section 4 illustrates the obtained results. Last but not least,
Sect. 5 closes the paper with the conclusions and future work lines.
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2 Related Work

The present research is based on the concept of ubiquitous or pervasive computing [2],
which is a model of interaction with omnipresent and reliable communications in the
form of services with high availability. One of the main techniques that has been used
is the real-time geolocation, provided by using mobile devices, which are being
increasingly used (e-Marketer [3]).

Within this context, the geolocation industry has grown in great number in the last
ten years using mobile devices technology. In fact, Location Based Services (LBS) use
real-time geolocation data from GPS devices available in smartphones to provide
information, entertainment or security [4]. However, in addition to all the advantages
provided, the field of LBS also presents itself with difficulties and challenges regarding
research, industrial, and commercial interests [5].

Some concerns to be considered with LBS are the personalization, ubiquity to
mobile user, security, privacy, and transmission context chaining (i.e., time, location,
user profile, and other dimensions) [5]. Another problem not yet resolved and therefore
one of the main objectives of this research work is the fact that diverse LBS appli-
cations running on mobile devices are developed with the use of geographic data of one
of the maps services such as Google Maps, Bing Maps, Yahoo Maps, or free solutions
as Open Street Maps, these have some deficiencies in terms of geographical positioning
(for example, directions and specific points location), limiting the use of these services
in developing countries. Particularly, a lot of routes are not yet defined nor registered.
In this situation, the telecommunication, devices, and software companies in the world
have invested a lot in the development of technology and the acquisition of companies
that let them provide LBS [6].

Based on this context, the industry and the scientific community have been
developing studies to improve the quality of life using ubiquitous computing. Out-
standing examples include geolocation models [7–10], which describe a system,
gadgets, and methods to display searches for network content on mobile devices.

Other topics have been the indoor location method [11–13] with the aim of pro-
viding location services in indoor environments. In addition, there are studies that apply
Augmented Reality [14], with the purpose of allowing users to navigate in an area with
their mobile devices and the interactive discovery of their environments.

There are also tourist guides based on geolocation [15–17] and location of mobile
entities in intelligent environments, where there are proposals for different papers [18–
20] that use systems based on mobile phones that explore the logical location. Finally,
there is LBS to obtain geographic coordinates by providing certain information through
its geographic location, such as [21–24].

3 Experimental Setup and Methodology

3.1 Experimental Topology

A mobile application has been developed for devices with Android OS due it has a
greater number of users in the market. Figure 1, presents its elements integrated in an
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architecture that allows its optimal and efficient operation. For this, the system has been
composed with a server in the Cloud, which host a developed application that uses
Node JS. From here their optimal features are exploited, such as work in real-time, with
the aim of being constantly listening to the publications made on the official Twitter
account of the Geophysical Institute in charge, so that, when the system of it detects
and notifies of the existence of a seismic or volcanic event, the service detects and
downloads a file in XML format that the Geophysical Institute maintains on its official
Website and updates each event. Once the service detects the publication on Twitter, it
compiles an event ID published by straight from Twitter and compares it with the ID
stored in one of the records of the downloaded XML file. From which it can obtain data
such as the geographical location of the event, and its intensity.

Since the specific data of the last reported event has been obtained, it is sent
through a PUSH notification using the notice plug-in provided by One Signal to all the
devices that have the mobile application installed. The One Signal application is based
on the consumption of the Cloud Messaging service provided by Google through its
FireBase platform. Subsequently, the device compares its current location with the
location of the event received in the notification, and based on that comparison, shows
the user a message that is out of risk, or opens a map with the most optimal evacuation
route.

For this, the GPS technology (Global Positioning System) [18], allows to determine
a location at any point on Earth with a certain degree of precision, putting at hand a tool
that allows the user to move with an accurate guide of where the user is and where the
user should move to. Finally, if the user is within the risk zone of the disaster, an SMS
text message is automatically sent to two telephone numbers previously configured by
the user, in order to alert them of their risk situation.

The developed application allows the users to perform several important actions in
relation to guarantee the safety and integrity of them during an event of a natural

Fig. 1. Diagram of the elements in the network architecture.
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disaster, such as knowing the status of the event near their location, getting an evac-
uation route to a safe point through a mobile application, and an automated texts
messages with the location of the victim of the disaster at the time of the event to two
numbers previously configured.

Thanks to a connection through Twitter API it has been possible to obtain data in
real-time from the moment of reading of seismic events by the equipment of the
Geophysical National Institute, which in charge of reporting these events through its
official account. The prototype in its Web service module allows the reading of the
reported event on Twitter and the data sent to mobile applications.

3.2 System Architecture

According to Pressman [25], the software architecture is a representation that allows
analyzing the design efficiency to cover the identified requirements, makes changes and
reduces the risks when creating the software. Using this principle and given that the
focus of LBS applications is based on the positioning of a person, our study has been
developed using a four-level architecture illustrated in Fig. 2, of which a brief
description is provided below.

The Data Persistence layer, where a server in the Cloud stores a relational database
with all the safe points to where it is possible to evacuate according to the type of threat
with its respective position, name, description and type of disaster attributes to which
applies. In addition, the information of the user’s name and telephone numbers to
which an SMS will be sent with an alert that the user is in the risk zone at the time of
the event is stored.

Fig. 2. Four-level architecture system.
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The Client layer, where the Android mobile application receives information from
the database, the Node JS service application through One Signal, and the Google
Maps address service. With this information, the Android application indicates the
user’s risk situation, an evacuation route to safe points and sends an SMS to two
emergency contacts.

The Middleware layer, where a server in the Cloud runs a Node JS service
application, which is responsible for listening, collecting, validating, and sending the
information of events reported as threats automatically and in real-time to the mobile
application. For this, the service uses Twitter API to listen to the publications of a
specific user, read the chain in a defined format, download an updated XML file with
the information of the events from the official Website of the Geophysical Institute,
compares it through an event ID, and sends the pre-processed information to the mobile
application through the Cloud Messaging service of One Signal Firebase Cloud
Messaging.

The Services Layer, provides the system with the following functionalities:
(1) Google Maps Services: Maps, Routes, Directions; (2) Twitter Developer Console:
Real-time listening for a specific account posts; (3) One Signal: Multiplatform service
for administration and Push notifications sending to mobile devices.

3.3 System Implementation

To implement the system, it was initially developed a database with real data obtained
through an experimental research, allowing to store all the descriptive and geographic
data for the safe places. In addition, name and contact telephone numbers were entered,
they will receive a text message with the user’s coordinates at the time of an event such
as earthquakes or volcanic eruption.

Subsequently, the Node JS application has been designed as a listening service,
which allows to know in real-time when there has occurred a natural disaster, event
automatically published by the Geophysical Institute via twitter account. The Node JS
application displays on the screen a message, announcing that the event has been
raised.

On the server, the Node JS application constantly remains listening to the official
twitter account of the Geophysical Institute in charge, with a text analysis algorithm
written in the publication, which is responsible to identify the two main parameters.

The label in which the type of natural disaster or event that has arisen has been
analyzed, it could be #SISMO or #VOLCAN, thanks to the identification of these
labels it allows the server to distinguish the useful publication for the application, so
that the correct notifications can be sent. Each event has an event ID, which is an
alphanumeric code that allows the Geophysical Institute system to identify a unique
form of occurrence.

When the service detects by means of a label that the event is of an earthquake type,
is proceeded by downloading an XML file from the official Web site of the Geo-
physical Institute trough an event “request HttpGet”. Later it evaluates trough a search
in the XML file which ones are the detailed features of the event that is identified in the
XML files with the same event ID that is published-on twitter. This way, the service
automatically obtains the details of the seismic or volcanic event in real-time, to finally
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send these data through the Push notification platform “OneSignal”, which is based on
the FireBase Cloud Messaging platform (FCM) from Google.

The reason for the use of a push notification service in this research project is due to
the efficiency of resources of this type of warnings, given that it allows the application
to receive information while it is closed. All thanks to the fact that a component of
notification implemented in the application that consumes very few system resources
remains waiting to receive information as a background process.

Therefore, the mobile application receives the information through the notification,
which allows the relative position of the user to be evaluated by means of the GPS
device incorporated in the smartphone in relation to the position of the event in latitude
a longitude that was received in the Push notification (Fig. 3a and b). In case the
application detects that the user is not in a risk zone, it will simply show the warning
alerting the user that a seismic event has arisen, and when selected by the user, it will
only show a message indicating that he is not located in a dangerous area.

Fig. 3. SMS received by emergency contact (a) Route generated to nearest safe location with the
option to select another secure site (b)
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4 Evaluation, Results and Discussion

4.1 Efficiency of the Architecture Service

In order to quantitatively evaluate the proper and efficient functioning of the distributed
software, measurements were made of the time invested by the system by notifying the
user about an event, and in the same way taking time for the emergency contacts
mobile phones to receive the text message with the user’s location on the mobile
application. The time collected is presented in the Table 1 in “seconds, thousandths of
a second” and in its respective numerical value for further statistical analysis. The
respective numerical values were stablished by making the transformation from the
time to numerical value and multiplying it by 100, since they are extremely small
values expressed in thousandths of a second. These measurements of times are
demonstrated in Fig. 4.

In order to verify the consistency of the times, and therefore the constancy of the
system state despite the network conditions that could be found both on the server and
on the mobile device, two fundamental statistical measures were evaluated, and they
are arithmetic mean and the standard deviation, from which it has been possible to
obtain a statistical measure of relative dispersion known as the coefficient of variation
(C.V.), whose mathematical model is expressed like (Eq. 1):

C:V : ¼ r
l
100% ð1Þ

Where r is the standard deviation and l is the arithmetic mean, both criteria are
previously calculated by using the following formulas and by obtaining the values
presented below (Eq. 2):

l ¼
P

xi
n

¼ 0:0027175; r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

f xi � lð Þ
n

r

¼ 0:0009019 ð2Þ

Finally, the C.V. is calculated by giving a value as a percentage indicating whether
the measurement is constant. Furthermore, demonstrating that the implemented
architecture favors the consistent functioning of the application in very short answer

Table 1. System notifications times (minutes, seconds and milliseconds)
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times. This value gives as a result that the application works, in a generalized way as an
early warning system with notification in real-time.

4.2 Time to the Secure Location

To evaluate the efficiency of the developed system in the fulfilment of its main target,
that is to safeguard people’s lives by allowing them to reach a safe location in the
fastest way, the time that it takes to reach the nearest safe location was also evaluated.

For this, measurements on three different routes with different starting points in two
different scenarios were done: using the system, and without using it (i.e., following
traditional signage). With the purpose of performing a statistical and comparative
analysis of the times used in both scenarios, the calculation of the arithmetic mean was
made (Table 2).

The data collected from the first route is shown in Table 3, and they represent an
example of them. The same process of data collection and their transformation to
numerical values was carried out for Route 2 and Route 3.

In addition, the C.V. has been calculated to evaluate the times in three destination
routes, in which the proposed architecture has been used versus not using any archi-
tecture. From these results, it can be obtained that the use of the system improves
greatly to evacuate to a safe place (Table 4).

Fig. 4. Time spent in sending the push notifications

Table 2. Route data
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These results demonstrate that this implementation allowed the adequate and effi-
cient use of the available technological resources. Furthermore, it improves the overall
performance of the system and taking advantage of the progress of the mobile network
conditions and the services provided by Google and the advantage of obtaining
information from social networks, allowing users of the same (twitter) to be part of the
solution.

4.3 Discussion

After that the design and implementation of a prototype of the proposed real-time early
warning system was completed, it can be verified the great contribution that it provides
to users when evacuating to a safe location in the case of a natural disaster occurrence.

The implementation of a distributed application architecture with four layers
allowed the adequate and efficient use of the available technological resources,
improving the overall performance of the system, and taking advantage of the progress
of the mobile network conditions and the services provided by Google and the
advantage of obtaining information from social networks, allowing users of the same
(twitter) to be part of the solution.

Regarding the development of location-based services (LBS), a system like the one
presented in this project research aimed in favor of the community and safeguarding
lives can be implemented in national security integrated environments such as the
ECU911 in Ecuador. This integration can allow, for example, that the application
reports to the ECU911 system about the exact location in coordinates of the users at the
time of the natural disaster, facilitating the work of rescuers and other security entities
such as paramedics, firefighters and police.

5 Conclusions and Lines of Future Work

The present of this study has been focused on the design and development of a
complete and distributed infrastructure in layers for a more efficient use of techno-
logical resources, without overloading the processing, memory usage and network use
of a mobile device through the use of a database hosted in the Cloud, consumption of
Google API and analysis of social networks such as Twitter.

Table 3. Calculation of the arithmetic mean and standard deviation.

Data R1� l R1� r R2� l R2� r R3� l R3� r

With system 0.0023 5.9422e−04 0.0016 6.0924e−04 0.0013 4.2728e−04
Without system 0.0056 0.0012 0.0037 6.6926e−04 0.0022 5.8167e−04

Table 4. Coefficient of variation calculation.

Data C.V. Route 1 C.V. Route 2 C.V. Route 3

With system 26.2744% 37.3055% 32.6119%
Without system 21.9044% 18.0983% 26.7607

Early Alert Infrastructure for Earthquakes 249



In addition to the implementation of a server that is responsible for the processing
of information, so that the user is offered a light application. The results show that the
prototype has met expectations, allowing to improve times of evacuation to safe sites,
safeguarding user’s lives in case of natural disasters. Furthermore, it was demonstrated
that the implemented architecture works efficiently through the measurement of
response times since an event is published on Twitter, until notification is received in
the mobile application.

As a complementary study, the analysis of other means has been proposed to obtain
additional data of the social network Twitter, in order to get information from other
types of risk events that may occur like tornadoes or nuclear accidents.
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Abstract. Gamification is an approach that uses game design elements in
nongame contexts. The gamification approach has been successfully applied to a
variety of different contexts such as tourism, architecture, and education. In
Colombia and Ecuador, there are several works that have generated great con-
tributions to the gamification domain. However, in South America, and
specifically in Ecuador, there are few higher education applications based on the
gamification approach. In this sense, this work presents Funprog, a gamification-
based platform for higher education that aims to generate an emotional and
social impact on students. Funprog defines a set of game levels where students
face new challenges that allow them to obtain more knowledge and improve
their skills. Funprog was used by first-year students from the Agrarian
University of Ecuador. Specifically, this application was focused on the teaching
of the Programming Fundamentals subject. Finally, a set of surveys were con-
ducted to know the level of acceptance of Funprog among students and teachers.
The surveys’ results denote a clear acceptance of this application.

Keywords: Gamification � Education

1 Introduction

Gamification is an approach that uses game design elements in nongame contexts [1].
It is suggested that “gamified” applications provide insight into novel, gameful phe-
nomena complementary to playful phenomena. Gamification has proven to provide
positive results in the education sector [2]. In Colombia and Ecuador, there are several
works that have generated great contributions to the gamification domain [3]. However,
in South America, and specifically in Ecuador, there are few higher education appli-
cations based on the gamification approach. On the other hand, there are several studies
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that show a tendency for students to use mobile applications to reinforce the content
learned or introduce new knowledge [4].

Considering the above-discussed facts, this work presents Funprog, an educational
platform based on gamification that aims to generate an emotional and social impact on
higher education students [5]. Funprog addresses the gamification usage in higher
education in Ecuador. Furthermore, the present work describes a case study about the
application of Funprog in an Ecuadorian university in order to better understand how
gamified system-student interaction in higher education is developed. Besides, this
work describes theoretical foundations for the influence of gamification on student
motivation.

The remainder of this work is structured as follows: Sect. 2 discusses a set of
research efforts focused on the adoption of the gamification approach in the educational
domain. Then, Sect. 3 details the components of the Funprog architecture, whereas
Sect. 4 describes the case study regarding the use of Funprog in an Ecuadorian uni-
versity. Section 5 presents a set of surveys conducted to know the level of acceptance
of Funprog among students and teachers. Finally, Sect. 6 discusses research conclu-
sions and future directions.

2 Related Works

The gamification approach has been successfully applied to a variety of different
contexts such as tourism [6], architecture [7], socio-cognitive [8, 9], and education [10],
to mention but a few. For instance, in [11], the authors propose a model for the
introduction of gamification into the field of e-learning in higher education. Also, the
authors mentioned that a proper integration of gamification in the field of e-learning
into higher education will produce a positive impact on the learning process achieving
results such as a higher satisfaction, motivation and greater engagement of students. On
the other hand, in [12], the authors presented the framework GEL (Gamification for
EPUB using Linked Data) which allows incorporating gamification concepts in a
digital textbook, using EPUB 3 and Linked Data. Also, the authors proposed the GO
(Gamification Ontology) ontology which allows discovering other gamified books, to
share gamification concepts between applications and to separate the processing and
representation of the gamification concepts. In [13], authors describe the added value of
using gamification in project management education. In this sense, they evaluated an
actual case study of a gamified PMBOK-based project management course for junior
project managers in Europe. This evaluation covered training, evaluating the reactions
of the participants, the level of cognitive learning, and the way actual behavior
changed. In [14], the authors presented a gamification-based architecture for the Web
environments and addressed its applications and challenges. Also, they present a case
study concerning gamification of electronic tests and discuss how gamification can
change a stressful exam environment to a joyful and yet instructive one.

In [15], the authors defined that the objective of a gamified application is to increase
the comprehension of a subject through game techniques and rewards. In addition, they
found that the gamification approach facilitated the learning of a programming lan-
guage while improved student understanding. On the other hand, in [16], the authors
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concluded that a virtual environment can make students reflect with respect to the
functional, formal or material quality of architectural spaces, which suggests a new
educational path based on the gamification approach. Finally, some authors suggest
that gamification approach can be adapted to the new ways of learning of students since
it promotes the interest of individuals through activities that allow them to make
decisions, be creative and achieve an objective [17]. Hence, the gamification techniques
can be integrated into the curricular design model of the Ecuadorian universities [18]
aiming to improve the learning environment of students and accelerate the process of
skills acquisition.

2.1 Gamification in Education: A Bibliometric Analysis

This section presents a statistical analysis of written publications, such as books or
articles related to the gamification approach in the educational domain. For this pur-
pose, we performed an exhaustive analysis of 56 scientific and academic works that
analyze gamification features. This task consisted of a multivariate statistical analysis
focused on detecting similarities between four explanatory variables that represent the
research works. These variables are the year of publication, publication modality,
language, and gamification features.

Figure 1 shows the occurrence of works published in Spanish and English under
the modalities of book, conference, congress, journal, repository, and symposium, from
the period 2011 to 2017. As can be seen, in the years 2015 and 2017, a greater number
of works related to the gamification approach was published in English under the
journal modality. In addition, in 2015 a greater number of works in Spanish was
published under the modalities of congress, journal, and thesis.

Fig. 1. Research works grouped by type and language.
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Figure 2 shows the MCA (Multiple Correspondence Analysis) [19] for four cate-
gorical variables namely: year of publication, language, modality, and gamification
features (dynamic, motivation, objectives, and goals). These gamification features were
selected because they allow monitoring the content programmed in a Web environ-
ment. As can be seen, the dynamic feature has a major impact on works published in
Spanish under the modality of “Conference” during 2012. Meanwhile, the motivation
feature affects mainly works published in English under the modality of “Journal” in
2013 and 2017. The objectives feature is mainly found in works published in English
under the “Symposium” modality. Finally, it can be observed that the goals feature has
had a great impact since 2015.

3 Funprog’s Architecture

This section describes Funprog, a gamification-based platform for higher education.
Funprog is an interactive application that allows users to reach their objectives and
strengthen their knowledge and capabilities regarding the Programming Fundamentals
subject. Specifically, this application allows users to learn the syntax and structure of
the programming language while playing a game. It is expected that Funprog
encourages the use of this type of tools as a technological resource that supports the
learning process.

The Funprog’s architecture consists of five main layers namely: user interface,
scenarios, game objects, application, and gamification. Each layer contains a set of

Fig. 2. MCA for four categorical variables.
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components with different levels of interdependence. This means that the tasks and
responsibilities of Funprog are distributed through all its layers and components, thus
allowing for scalability and easy maintenance. The functional architecture of Funprog
is presented in Fig. 3.

The layers of the Funprog’s architecture are below described in detail.

• User interface. This layer consists of a multi-device application that allows higher
education students to access all features and services offered by the gamified
platform. That is, to play a game that provides them interactive content focused on
learning the structure and syntax of a programming language.

• Scenarios. This layer provides a scenario-based learning environment that aims to
promote learning by involving students in realistic problems where they are forced
to consider a wide range of factors, make decisions and reflect on the outcomes and
what they have learned from this.

• Game objects. This layer provides a set of game objects that are assigned to the
units of study or levels of learning. These objects provide content that users must
learn to achieve game objectives or awards. When the user achieves an objective,
the game assigns a score. When users reach a score, the game allows them to
advance level in the game. At the end of the game, the application provides users
their final score and certifies their participation.

Fig. 3. Funprog’s architecture.
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• Application. This layer refers to the way users are rated and evaluated, that is, it
provides the user with a general report with the score achieved. In this way, the user
can approve each module or level of the game based on the scenarios and learning
objects included in it.

• Gamification. This layer is responsible for assign badges and awards to users for
each goal they achieved.

The Funprog platform aims to meet with the actions and gamification features
presented in Table 1. These features and actions were selected based on the analysis
presented in Sect. 2.1.

Next, each of the actions presented in Table 1 is described in detail.

• The basis of learning. This action aims to allow the establishment of goals as well as
to reinforce learning competencies within the environment. For this purpose, it is
necessary to use personalized learning objects.

• Use of user-friendly interfaces. This action aims to use user-friendly interfaces as a
motivational and didactic strategy in the teaching-learning process. This will allows
generating specific student behaviors in an attractive and motivating environment.

• The user knows the objective he/she intends to achieve. This action aims to engage
users with the system, as well as to support the achievement of positive experiences
that allow them to achieve meaningful learning.

• To establish a compromise between the player and the game. This action focuses on
limiting the actions of the players in order to keep the game manageable and to
allow everyone to participate. This action is achieved through rules that must be
simple, clear, and intuitive.

• There are different player profiles. This action aims to establish multiple compe-
tencies and complexities in the game in order to allow users to know their progress,
which in turn will generate credibility and reputation.

• There is a predisposition of the user to learning through the game. The user’s
predisposition is evidenced by the freedom to choose and make mistakes. These
actions are scored at the end of the episode, and the system generates statistics on
the player’s performance.

Table 1. Gamification features and action analyzed.

Feature Action

Goal The basis of learning. (Challenge)
Dynamic Use of user-friendly interfaces
Objective The user knows the objective he/she intends to achieve
Motivation To establish a compromise between the player and the game
Objective There are different player profiles
Motivation There is a predisposition of the user to learning through the game
Dynamic To encourage learning through play
Goal The objective of the game is to reach the goal

260 M. Tejada-Castro et al.



• To encourage learning through play. This action helps users to explore and advance
the game based on different possibilities, which motivates the competition and the
feeling of achievement through rewards and goals.

• The objective of the game is to reach the goal. This action helps users understand
the purpose of each activity, thus allowing directing the students’ efforts towards
their academic goals.

4 Case Study

As mentioned above, Funprog is a gamification-based application focused on the
teaching of the Programming Fundamentals subject. This application provides elements
that aim to allow students to develop logic and critical thinking skills. The Program-
ming Fundamentals subject was chosen because it has been included in the curricula of
different courses at the Agrarian University of Ecuador. Specifically, this application is
aimed at first-year higher education students. Some of the topics addressed by Funprog
include Programming Fundamentals, Introduction to Computing, Introduction to C
programming, Control Structures, among others. In Funprog, there are two types of
users who are student and teacher. These users have access to different functionalities
which are described below. Finally, it must be mentioned that Funprog is available in
the Google Play store1.

Fig. 4. Teacher’s interface.

1 https://play.google.com/store/apps/details?id=com.artech.compilou.funandroid&hl=hu.
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Figure 4 shows the teachers interface where they can create groups of students as
well as obtain a detailed report of the objectives and awards achieved by the students.
This report also provides information about the units and lessons completed by each
student. Hence, this report can be considered as part of the evaluation of students in
classroom.

Figure 5 shows the interface that presents the units and lessons to be covered
during the Programming Fundamentals course. Once student complete 100% of each
lesson, he/she performs an evaluation whose results determine if the student can
advance to the next level or lesson.

Figure 6 shows an example of a message that is provided to the student when
he/she successfully concludes a lesson, which will allow him/her to advance to the next
level.

Finally, Fig. 7 presents the interface where students can customize their profile.
Specifically, this interface allows them to choose an avatar, configure additional profile
data, access personal performance reports, consult the awards and results obtained in
each lesson. In order to create a collaborative environment, the student can create

Fig. 5. Example.
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groups with whom to share their achievements and exchange comments. In this way,
the game becomes competitive and exciting because each student will feel motivated to
be part of the game and meet the final goal, that is, to finish the game with the best
score.

5 Evaluation

First, a survey was conducted with a group of 80 students from the Agrarian University
of Ecuador. This group was formed by 43 men and 37 women with an age range of
17–23 years. The objective of this survey was to know how often students use mobile

Fig. 6. Example.

Fig. 7. Example.
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applications or any other software to reinforce the knowledge acquired in the class-
room. Questions used in this survey are presented in Table 2.

The students answered Q3–Q5 questions according to a scale of 1 to 5, where
1 = never, 2 = rarely, 3 = sometimes, 4 = frequently, and 5 = always. Figure 8 pre-
sents the survey results which denote a clear trend towards the use of a tool that helps
students reinforce the knowledge acquired in the classroom.

Once the above-described survey was conducted, students were asked to use the
application for 8 weeks. At the end of this period, a second survey was conducted
aiming to know the level of acceptance of Funprog among students. Table 3 presents
the set of questions asked in this survey.

The students answered questions according to a scale of 1 to 5, where 1 = strongly
disagree, 2 = disagree, 3 = neutral, 4 = agree, and 5 = strongly agree. Figure 9 pre-
sents the results of the survey performed after students used Funprog. In this figure, it
can be seen that most of the students (70%) rated the application with a 4 or 5, which

Table 2. Questions asked before students were asked to use Funprog.

No. Question

Q1 Gender
Q2 Age
Q3 How often do you use a mobile device or a PC to reinforce the knowledge acquired in

the classroom?
Q4 Do you think a tool that helps to reinforce the knowledge acquired in the classroom is

useful for students?
Q5 How often do you use a mobile device or a PC with Internet access?

Fig. 8. Survey results prior to using the system.
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means that they agree or strongly agree with the characteristics of the application. The
first two questions were focused on knowing the students’ opinion regarding the
intuitiveness of Funprog interface. The results of question Q1 indicate that half of the
students completely agree with the fact that the Funprog interface is friendly and
intuitive. Meanwhile, the results of question Q2 indicate that 54% of students rated the

Table 3. Questions asked after students used Funprog.

No. Question

Q1 The interface friendly and intuitive
Q2 Using a scale of 1 to 5, how intuitive is the interface?
Q3 I will use Funprog to reinforce the knowledge acquired in the classroom
Q4 I can solve problems that I could not before
Q5 The interface is appropriate for higher education students
Q6 The content is suitable for higher education students
Q7 Funprog meets the learning objectives of the Programming Fundamentals subject
Q8 How dynamic is Funprog?
Q9 Funprog allows reinforcing the knowledge acquired in the classroom
Q10 How customizable is the user profile?
Q11 The tests provided by Funprog allow to correctly evaluate the knowledge acquired
Q12 I would like to use Funprog to learn other subjects

Fig. 9. Results of the survey performed after students used Funprog.
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intuitiveness of the application with a 4 (using a scale of 1 to 5). Question Q3–Q9 were
focused on knowing the student’s opinion regarding the knowledge and content pro-
vided by Funprog as well as the objectives established by it. The results of these
questions indicate that more than half of students (52%) agree with the knowledge
acquired as well as the goals achieved through the application. Finally, questions Q10–
Q12 were focused on knowing if students would like to use Funprog to learn other
subjects. The results of these questions indicate that most students (71%) would like to
use this application to reinforce the knowledge acquired in the classroom.

Finally, a third survey was conducted to know the level of acceptance of Funprog
among teachers. Table 4 presents the set of questions asked in this survey.

Table 4. Questions asked to teachers.

No. Question

Q1 Funprog allows to correctly evaluate the students
Q2 The content is suitable for higher education students
Q3 I will use Funprog with my students to reinforce the knowledge acquired in the

classroom
Q4 Funprog helps students to interactively learn
Q5 Funprog motivates students by awarding them prizes during the learning process
Q6 Funprog allows students to reinforce their knowledge
Q7 Funprog allows to easily evaluate the students
Q8 I would like to use Funprog to teach other subjects

Fig. 10. Results of the survey conducted among teachers.
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Like the students, teachers answered questions according to a scale of 1 to 5, where
1 = strongly disagree, 2 = disagree, 3 = neutral, 4 = agree, and 5 = strongly agree.
Figure 10 presents the results of the survey conducted among teachers. Considering
these results, we can conclude that most teachers consider Funprog as a tool that can
help students to reinforce their knowledge as well as to make easy the evaluation of
their students.

6 Conclusions and Future Work

The teachers know that there is a culture of play among young people. Therefore,
higher education teachers must implement innovative teaching methods that improve
the learning process of this group of students. In this work, we adopt the gamification
approach as an innovative alternative that is implemented in higher education by means
of attractive activities aiming to improve the learning environment of students and
accelerate the process of skills acquisition [20]. The implementation of this approach
will also allow that teachers create a collaborative environment where their students can
creatively solve problems without fear of being wrong. Funprog encourages students to
achieve their goals by awarding them prizes during the learning process. This appli-
cation defines a set of game levels where students face new challenges that allow them
to obtain more knowledge and improve their skills concerning the Programming
Fundamentals subject. As future work, we plan to use the architecture described in this
work for the development of new gamification-based mobile applications focused on
different subjects and educational levels. At first instance, we plan to develop a mobile
application focused on teaching programming languages. The main objective of this
application will be to improve the logical reasoning of students.
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Abstract. Our world is becomes more and more globalized. Frontiers are not
what they once were, thanks to the discovery of the Internet. Knowing several
languages is something that is almost essential. When we are studying a new
language, we focus on learning vocabulary and all about syntax. In other words,
this means we want to know how to coordinate and join words to create sen-
tences and concepts. But language has another dimension that we usually
overlook: semantics. This dimension is very important in language because it
gives meaning to words. Semantics study could be as wide and complex as
language to analyze itself. Therefore, in order to simplify our tasks, we have
started with a finite set of terms, Specifically we have the first five levels set up
by an English language academy. The objective of this research presented here
was the development of a system that allows to analyze and detect semantic
errors in simple sentences and syntactically correct to support English learning.
Basically, the system we have developed is formed by two different compo-
nents: a semantic analyzer and a web interface. The semantic analyzer has been
built using the programming language Java and utilizes ontology and a reasoner
over it. The use of ontologies allows the classification and categorization of
different words in a language so that we can apply a reasoner to classified
concepts to infer new knowledge and to detect whether a sentence makes sense
or not.

Keywords: Semantic Web � OWL ontologies � English learning

1 Introduction

Knowing several languages is something that is almost essential, not just to be suc-
cessful in work environments, but also to be successful in our personal lives. Thus,
knowing several languages gives one a different view of the world, helps you getting to
know new cultures, new ways of thinking and, definitely, makes you an open minded
person. Among thousands of different languages that exist in the world, we pinpoint
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three of them: Mandarin Chinese, English and Spanish. Mandarin Chinese is the
undeniable winner when we look for the most spoken language, due to the huge
numbers of person in Asian when use this language to communicate with each other.
The other languages, English and Spanish, have a similar amount of speakers, and
depending on the source consulted, one is more spoken than the other one.

Unlike Mandarin Chinese, speakers of English and Spanish are not concentrated in
only one region of the planet. And this is the reason why these languages are more
global. However, between English and Spanish, English is the most widely used. In
fact, it is almost mandatory to have a fluent level of English in order to travel to many
places world wide or just to use modern technologies. When we are studying a new
language, we focus on learning vocabulary and all about syntax. This means we want
to know how to coordinate and join words to create sentences and concepts. But
language has another dimension that we usually overlook: semantics. This dimension is
very important in language because it gives meaning to words. We have created a web
system that lets us analyze and detect semantic mistakes in simple and syntactically
correct sentences.

In this work, a system facilitating English learning is described that has been
developed around two main components: a semantic analyzer and a web application.
The semantic analyzer is built using the programming language Java and utilizes
ontology and a reasoner over it. The use of ontologies allows for the classification and
categorization of different words, so that we can apply a reasoner to classified concepts
to infer new knowledge and to detect whether a sentence makes sense or not. In our
case, we used OWL (Ontology Web Language) ontologies and Protégé editor and
framework. Finally, we used HermiT reasoner due to its “hypertableau” calculus
properties, so providing very efficient reasoning capabilities.

This paper is organised as follows. Section 2 is devoted to give an overview about
both issues semantic technologies and languages learning. In Sect. 3, the methodology
followed in this work is addressed. Section 4 describes the evaluation of the system
developed. Finally, in Sect. 5 the main conclusions are put forward.

2 Semantic Technologies and Languages Learning

Linguistics has always paid more attention to syntax than to other linguistic levels. This
almost exclusive attention is justified by the complexity associated with the semantic
analysis of language [28] the semantic process works on different parts of a sentence. If
it does not exist a previous syntactic analysis, the system must identify these parts. On
the other hand, if the syntactic analysis takes place, number of constituents that
semantic analyzer must considered is restricted enormously, becoming more complex
and less reliable. Syntactic analysis is less costly than semantic analysis in computa-
tional terms (semantic analysis requires important inferences). Therefore, if we have a
syntactic analysis we can save resources and decrease system complexity.

Although we can extract the meaning of a sentence without using syntactical facts,
it is not always possible.

These are the reasons that make evident that we need a good parser if we want to
achieve good results in higher analysis levels.
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2.1 Semantic Web

Web has changed deeply how we communicate to each other, how we negotiate and
how we do our work. It is possible a low priced communication with the whole word at
any time nowadays. We can carry out economic transactions by Internet. We have
access to millions of resources, independently what is our language or where we are.
All these factors have contributed to Web success. However, at the same time, these
factors have occasioned its big problems as well: overload of information and
heterogeneity of sources that causes interoperability problems. Semantic Web helps to
solve these two big problems letting users to delegate tasks in software. Thanks to
employment of semantic in Web, software is able to process its content, to reason with
it, to combine it and to make logic conclusions to solve quotidian problems auto-
matically. Because of this, we can consider Semantic Web as an extended web,
equipped with a bigger meaning in which any Internet user will be able to find answers
to any question in a faster and easier way thanks to better defined information. When
equipping Web with more meaning, and thus, with more semantics, we can get solu-
tions to habitual problems of information search thanks to we will use a common
infrastructure where we can share, process and transfer information in an easy way.
This extended and semantic based Web is supported by universal languages that solve
problems caused by a lack of meaning Web where, sometimes, accessing to infor-
mation is a hard and frustrating task [19].

To equip web with meaning, ontologies have been used. Although this concept has
been used in philosophy for ages, currently, it is more identified with computer as a
vocabulary that machines understand and that is specified with enough precision to
distinguish related terms. With the developed system, we will contribute to semantic
web by creating an analyzer which uses an ontology in order to test semantics in
English sentences.

2.2 Natural Language Processing

According to [26], Natural Language Processing (NLP) is a theoretically motivated
range of computational techniques for analyzing and representing naturally occurring
texts at one or more levels of linguistic analysis for the purpose of achieving human-
like language processing for a range of tasks or applications.

Several elements of previous definition can be further detailed: “range of compu-
tational techniques” is necessary because there are multiple methods or techniques from
which to choose to accomplish a particular type of language analysis; “naturally
occurring texts” can be of any language, mode, genre, etc. The texts can be oral or
written. The only requirement is that they be in a language used by humans to com-
municate to one another. In addition, the text being analyzed should not be specifically
constructed for the purpose of the analysis, but rather that the text is gathered from
actual usage; the notion of “levels of linguistic analysis” refers to the fact that there are
multiple types of language processing known to be at work when humans produce or
comprehend language (it is thought that humans normally use all of these levels
because each level conveys different types of meaning); “human-like language pro-
cessing” reveals that NLP is considered a discipline within Artificial Intelligence
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(AI) because it strives for human-like performance; finally, “for a range of tasks or
applications” points out that NLP is not usually considered a goal in and of itself,
except perhaps for AI researchers. For others, NLP is the means for accomplishing a
particular task. Therefore, you have Information Retrieval (IR) systems that use NLP,
as well as machine translation (MT), question-answering, etc.

Difficulty in NPL systems goes to language ambiguity [27]. A NPL system needs to
determine something of the structure of text normally at least enough that it can answer
“Who did what to whom?” Conventional parsing systems try to answer this question
only in terms of possible structures that could be deemed grammatical for some choice
of words of a certain category. For example, given a reasonable grammar, a standard
NLP system will say that sentence “Our company is training workers” has 3 syntactic
analyses, often called parses:

There is (a), the one humans perceive, where is training is the verb group, and two
others with is as the main verb: in (b) the rest is a gerund (cf. Our problem is training
workers), while in (c) training modifies workers (cf. Those are training wheels). The
last two parses are semantically anomalous, but in most current systems semantic
analysis is done only after syntactic analysis (if at all). This means that, as sentences get
longer and grammars get more comprehensive, such ambiguities lead to a terrible
multiplication of parses. Therefore, a practical NLP system must be good at making
disambiguation decisions of word sense, word category, syntactic structure, and
semantic scope.

2.3 Ontologies

As it has been previously proposed, the huge volume of information available in the
Web, which has been increasing following a geometric progression over the last few
years, make necessary to add meaning to the data on the Web in order to can process
these data like humans do [4]. We achieve this by using ontologies.

Conceptual systems, which are typically represented by concepts and categories,
can be modeled by universal constraints independently of cultural variations [11], in
which case the quality of the categorizations is positively correlated with the level of
simplicity of these categorizations. Ontologies, which are commonly conceived as
explicit formalizations of shared conceptual systems [15], are the most widely used
approach to represent knowledge, due to their properties of modularity, reuse, sharing

Fig. 1. Different syntactic analyses of “our company is training workers”
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and formalization, among others. Knowledge in ontologies has been typically for-
malized using, at least, five components: classes, relations, functions, axioms and
instances [16]. In this sense, although there are several ontological languages, RDF and
OWL have become the de facto Semantic Web standard ontology languages. Besides,
ontologies provide a common vocabulary of a conceptual system and define – with
different levels of formality - the meaning of the terms and the relations between them
(Fig. 1).

All the above described ontological characteristics have resulted in ontologies
being an essential part of several world research trends, leading to the achievement of a
more intelligent web [18] or the automation of science [22, 23]. In particular,
ontologies form the backbone on which to build the Semantic Web [3] and are expected
to be used to provide structured vocabularies that describe the relationships between
different concepts, allowing computers (and humans) to interpret their meaning flexibly
yet unambiguously [24].

2.4 Languages Learning in Educative Systems

When it comes to learning a second language, the most important facet is how learners
acquire vocabulary [6]. Teacher must ensure that his students receive a sufficient
exposure to new vocabulary, both on and off classroom, where multiple exposures help
when it is necessary to counteract forgetting effects, provided that this exposures are
distributed at time intervals. The use of flashcards in the classroom in order to con-
solidate the new vocabulary, instead of trusting just in study at home, avoids students
who do not study a lot learn less than the ones that study more. This way, new
vocabulary can be used, in an effective form, in structural exercises and conversation.
Students notice the success, and it leads to they feel more motivated and willing to
work at home, where ICT can be used to do more written exercises with this new
vocabulary and to consolidate its learning [2]. The developed system here presented is
just one of this ICT tools that can be used to support second language learning.

3 Methodology

The development of this project has followed the steps that are shown in Fig. 2.

Extraction of English terms 
and its classification using an 

ontology

Implementation of a 
semantic analyzer that will 

use the ontology

Testing and evaluation of the 
semantic analyzer

Implementation of a web 
application that will use the 

semantic analyzer 

Testing of the web 
application

Fig. 2. Stages of the development
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3.1 Extraction and Classification of English Terms: The Ontology

We have considered suitable to use terms which belong to the first five levels of
learning set up by an English academy in Murcia, Spain. After knowing which terms
we are going to use, in other words, the vocabulary used by the ontology, we have to
classify these terms, getting father terms, son terms and relationships between them. To
create this categorization, we use an ontology. According to Artificial Intelligence
(AI) [14], the ontology of a program can be described by defining a set of represen-
tational terms. In such an ontology, definitions associate the names of entities in the
universe of discourse (e.g., classes, relations, functions, or other objects) with human-
readable text describing what the names mean, and formal axioms that constrain the
interpretation and well-formed use of these terms (Fig. 3).

As some authors proposed in [7], since the inception of this concept in computing,
the development of languages for modelling ontologies has been seen as a key task.
The initial proposals focused on RDF and RDF Schema; however, these languages
were soon found to be too limited in expressive power [24]. The World Wide Web
Consortium (W3C) therefore formed the Web Ontology Working Group, whose goal
was to develop an expressive language suitable for application in the Semantic Web.
The result of this endeavour was the OWL Web Ontology Language, which became a
W3C recommendation in February 2004. OWL is actually a family of three language
variants (often called species) of increasing expressive power: OWL Lite, OWL DL,
and OWL Full [34]: OWL Lite supports those users primarily needing a classification
hierarchy and simple constraints. For example, while it supports cardinality constraints,
it only permits cardinality values of 0 or 1.

OWL DL supports users who want the maximum expressiveness while retaining
computational completeness (i.e., all conclusions are guaranteed to be computable) and
decidability (i.e., all computations will finish in finite time). OWL DL includes all
OWL language constructs, but they can be used only under certain restrictions (for
example, while a class may be a subclass of many classes, a class cannot be an instance
of another class).

OWL Full is meant for users who want maximum expressiveness and the syntactic
freedom of RDF with no computational guarantees. For example, in OWL Full a class
can be treated simultaneously as a collection of individuals and as an individual in its
own right. OWL Full allows an ontology to augment the meaning of the pre-defined
(RDF or OWL) vocabulary. It is unlikely that any reasoning software will be able to
support complete reasoning for every feature of OWL Full.

Regarding this work, we have used OWL 2. This is an improved version of the first
released of this language, named OWL main differences between the original language
and OWL 2 are following [13]:

• New syntaxes: A new syntax, called the functional-style syntax, is the main syntax
used in the OWL 2 documents. The user-friendly Manchester syntax [19] is an
update of the OWL 1 abstract syntax. The OWL 2 RDF syntax is backward
compatible to OWL 1. In addition, there is an XML serialisation.
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• New species: OWL 2 Full and OWL 2 DL correspond roughly to OWL 1 Full and
OWL 1 DL, respectively. Instead of an OWL Lite species, the OWL 2 documents
specify three OWL 2 profiles [29], which are sublanguages designed for increased
efficiency of reasoning.

• Changes to type separation: Type separation requirements from OWL 1 are relaxed.
Some changes in the semantics accommodate this. In particular, this allows for
some simple metamodeling.

• New syntactic sugar: New syntax has been introduced which essentially provides
macros for some things which can be expressed in OWL 1, but only in a rather
verbose way.

• Language enhancements: New syntax has been introduced which exceeds the
expressivity of OWL 1.

However, this technology would not be accessible either practical if it did not exist
a set of tools that make easier its creation and maintenance process. These tools will be
used to visualise the knowledge with different granularity; combine and extract
knowledge from ontologies; validate automatically the ontologies in search of incon-
sistences or concepts that cannot be satisfied; make easier different people work on the
same information at the same time, and finally, they can be control versions’ tools.
There are a lot of these kinds of tools. In [21], the authors enumerate many of these
systems classified by its architecture, knowledge representation systems, inference
service, and different usability features (graphic representations, collaboration,
ontologies libraries,…). To develop the ontology, we have used one of these tools:
Protégé. Protégé is a free, open-source ontology editor and framework for building
intelligent systems developed by University of Stanford in a medical computing setting
that has a large community of developers [1]. It they been developed in Java using an
extensible architecture based on plugins, which allows developing prototypes and
applications very quickly. Protégé’s kernel define every structure necessary to repre-
sent, visualize and handle ontologies, whereas its plugins are used to widen environ-
ment’s functionality, adapting it to specific needed of each domain. Protégé platform
allows two different ways to model ontologies:

Protégé-Frames [9] is an editor which allows to create ontologies using frames
(Open Knowledge Base Connectivity Protocol – OKBC). In this model, an ontology
consist of a set of hierarchically organised classes, a set of slots associated to classes in
order to describe their properties and relations and a final set of instances or individuals
that belong to one of more concepts and they set up specific values to properties.

Protégé-OWL [24] is an editor which allows to create Semantic Web ontologies
using OWL language. There are various reasoners that can be included in this envi-
ronment using plugins architecture of Protégé. This kind of systems make possible to
get facts that are not represented in the ontology explicitly but they are logic conse-
quence of represented knowledge. Reasoners can detect inconsistences in ontologies as
well.

As it is obvious, we have used Protégé-OWL to create the ontology in its last stable
version 4.3 (released in April 2013).
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3.2 Implementation of the Semantic Analyzer

Next step consists of the creation of the semantic analyzer. It is necessary to analyze
and design the architecture of the analyzer. In broad strokes, we know that the analyzer
needs to pick up sentences and its syntactic analysis from input. Then it has to check
semantics in these sentences using the information stored in the ontology. Finally, it
has to show its own analysis: semantically correct sentence or semantically incorrect
sentence plus correct alternatives.

The unified Modelling Language (UML), which allows visualizing, specifying,
building and documenting artefacts of a system formed by a big amount of software.
This language is suitable to model from information systems for companies to dis-
tributed web applications, and even real-time embedded systems. It is a very expressive
language, which covers every view required to develop and then deploy those kinds of
systems. UML was created in 1997 by Booch, James Rumbaugh e Ivar Jacobson [5].
We have used this language to lay the foundations of analysis and design by using a
CASE tool (MagicDraw).

When we talk about prepare input we mean that we receive the sentence written by
the user and a series of tokens created by the syntactic analyzer where it sets up, in a
certain way, the main parts of the sentence. We have said in a certain way because
syntactic analyzer cannot distinguish between particular kinds of adverbial, for
example, “in the kitchen” or “at the weekend” are “PREPOSITION + ARTICLE
THE + NOUN”, and it is the semantic analyzer which has to notice that “in the
kitchen” refers to a place (adverbial of place) and “at the weekend” refers to time
(adverbial of time).

Now is when the semantic analyzer knows perfectly what words belong to each part
of a sentence and it can use the ontology to analyze. An ontology, according to
Gruber’s definition, is “an explicit specification of a conceptualization”, where con-
ceptualization refers to an abstract model [18].

A reasoner is a key component for working with OWL ontologies. In fact, virtually
all querying of an OWL ontology (and its imports closure) should be done using a
reasoner. This is because knowledge in an ontology might not be explicit and a rea-
soner is required to deduce implicit knowledge so that the correct query results are
obtained.

In our work we have used HermiT reasoner. HermiT, as it is described in [12]
supports all features of the OWL 2 ontology language [7], including all OWL 2
datatypes [31], and it correctly performs both object and data property classification.

Prepare input Check semantics Show results

Fig. 3. Stages of semantic analysis
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In addition to these standard reasoning tasks, HermiT also supports SPARQL query
answering, and it uses a range of optimisations [25] to ensure efficient processing of
real-world ontologies. Furthermore, HermiT supports several features that go beyond
existing standards, such as DL-safe SWRL rules [19] and description graphs—an
extension of OWL 2 that allows for a faithful modelling of arbitrarily connected
structures. A key novel idea in HermiT is the hypertableau calculus, which allows the
reasoner to avoid some of the nondeterministic behaviour exhibited by the tableau
calculus used in Pellet and FaCT++—two other popular and widely used OWL rea-
soners. In order to further improve the performance of the calculus, HermiT employs a
wide range of standard and novel optimisation techniques, including anywhere
blocking, blocking signature caching, individual reuse, and core blocking [10]. HermiT
also implements a novel classification algorithm [12] that greatly reduces the number of
consistency tests needed to compute the class and property hierarchies. Finally, HermiT
is available as an open-source Java library, and includes both a Java API and a simple
command-line interface. It can process ontologies in any format handled by the
OWL API, including RDF/XML, OWL Functional Syntax, KRSS, and OBO.

To access to the HermiT reasoner as well as to access to the ontology we have used
the Application Programming Interface of OWL: OWL API. The OWL API is a
Java API and reference implementation for creating, manipulating and serialising OWL
Ontologies. The latest version of the API is focused towards OWL 2 and it has been
developed primarily at the University of Manchester. It is open source and is available
under either the LGPL or Apache Licenses.

A UML interaction diagram is shown Fig. 4, where we can see how every com-
ponent explained previously interacts with other components.

3.3 Implementation of a Web Application

When it comes to creating a web application, we need to set up the features of our
system: mainly, we need to know what can be done with the application and what the
user interface is like. Since the application will be used to learn English, it would be a
good idea that the interface uses this language. Furthermore, it will be access by
different users, so that, it seems necessary a user management feature where the user

Fig. 4. Interaction diagram of semantic analyzer

Advanced Semantics Processing-Based Information System 277



can create an account with his personal data, edit this data in the future and delete his
account. This leads to a home page where the user must identify himself or he can
create a new account in case he has not got one. Once identified, the user will want to
use the analyzer, hence, main page must show this feature. Considering that there are
two different analyzers, we should use two different pages: one page would allow user
to interact with the syntactic analyzer and another page would allow user to interact
with the semantic analyzer. This way, we have a main idea about the features of the
web application, so, it is time to create the mockups that show the final characteristics
of the user interface. We have used Balsamiq as the wireframing tool to create the
mockups.

Therefore, we have an idea of the user interface, but we do not know anything
about how the application itself is going to be created. It is important to distinguish
model features from view features and control features, so it seems that we need to use
a framework that helps us in this task. Spring framework lets us differentiate these three
facets in an easy way due to it provides a comprehensive programming and configu-
ration model for modern Java-based enterprise applications – on any kind of deploy-
ment platform. The libraries necessary to use this framework are available online on
Maven repository. This framework organise the code of the web application as we can
see following (Fig. 5):

In Fig. 6, we can see a semantically correct sentence. In this case, the output will
have two lines: in the first one we can see syntactic analysis and in the second one we
can see “CORRECT” word. A sentence can be syntactically incorrect and the semantic
analyzer will show message “Syntatic analysis failed”, see Fig. 7. Finally, a sentence
can be syntactically correct but semantically incorrect, see Fig. 8.

It has been used a server of the University to run the system developed. It has been
set up Apache Tomcat (version 7), a widely used web server/container. It is a web server
because it can manage HTTP request/reply protocol as well as it is a web container due
to it can manage JEE web components as Java Servlet and Java Server Pages tech-
nologies. Furthermore, it is open source under Apache Foundation direction [8].

Fig. 5. Spring MVC web application architecture.

278 R. Martínez-Béjar et al.



Fig. 6. Semantically correct.

Fig. 7. Syntactically incorrect.

Fig. 8. Semantically incorrect.

Advanced Semantics Processing-Based Information System 279



At this stage, it was important to access to the web application by different devices,
so that we can test if Bootstrap adapts the elements to the screen resolution. To
accomplish this, we have accessed the web application by both a laptop and a
smartphone.

After reviewing every feature of the developed system, it is necessary to have this
wrap up section where we will show a schema of the architecture of the system.

In previous figure (Fig. 9), we can see that user access the semantic analyzer by a
web application, and this semantic analyzer uses the syntactic analyzer and the
ontology to run.

4 Testing and Evaluation of the Implemented System

After the implementation of the system above described, we proceeded to test it and
evaluate it. To make this stage more automatic, we designed an automatic tester which
accesses the semantic analyzer directly, without using the user interface, testing
semantics of all the sentences of a file.

In order to have a set of sentences that let test every relationship, we have devel-
oped a “sentences’ creator” where we set up what words can be each part of a sentence,
and this “sentences’ creator” choose, at random, words for each part. Some of these
sentences have to be modified to avoid syntactic mistakes, because, if not, semantic
analyzer will not be able to analyze semantics.

Regarding this, we used F-measure (also F1 score or F-score) to measure test’s
accuracy. It considers both the precision and the recall of the test to compute the score:
precision (also called positive predictive value) is the fraction of retrieved instances that
are relevant, while recall (also known as sensitivity) is the fraction of relevant instances
that are retrieved, in other words, precision is the number of correct positive results
divided by the number of all positive results whereas recall is the number of correct
positive results divided by the number of positive results that should have been

Fig. 9. System architecture
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returned. F-measure can be interpreted as a weighted average of the precision and
recall, where F-measure reaches its best value at 1 and worst score at 0.

The traditional F-measure or balanced F-score is the harmonic mean of precision
and recall:

F - measure ¼ 2 � precision � recall
precisionþ recall

Where

precision ¼ relevant documentsf g\ retrieved documentsf gj j
retrieved documentsf gj j

recall ¼ relevant documentsf g\ retrieved documentsf gj j
relevant documentsf gj j

In order to evaluate the system here described, we generate a data set with 1200
random sentences. With regards to correct sentences and with following data set was
obtained:

• Semantically correct sentences (SCS): 569 sentences.
• SCS according to semantic analyzer: 570 sentences.
• SCS between SCS according to semantic analyzer: 549 sentences.

By applying now the above indicated formulae, it was obtained that for correct
sentences, the precision = 549/570 � 0.963157894, the recall = 549/569
0.964850615 and the F-Measure = (0.963157894 + 0.964850615) � 0.964003511.

Regarding incorrect sentences, by proceeding in a similar manner, we got:

• Semantically incorrect sentences (SIS): 631 sentences.
• SIS according to semantic analyzer: 630 sentences.
• SIS between SCS according to semantic analyzer: 610 sentences.

So, in this case the precision = 610/630 � 0.968253968, the recall = 610/631 �
0.966719492 and the F-measure = 2 * (0.968253968 * 0.966719492) =
(0.968253968 + 0.966719492) � 0.967486121.

We can conclude that our analyzer is slightly better at detecting semantically
incorrect sentences rather than detecting semantically correct sentences, but, if we take
into account that a perfect analyzer would have a value 1 of F-measure, we can say that
the analyzer is highly accurate.

5 Discussion and Conclusions

The work presented here aims to promote the creation and use of ontologies to structure
and organize existing information in the field of languages learning. Specifically, the
ontology has focused on information relating to English learning for the learning of
such a language.
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A web application has been developed so that when it proposes correct alternatives
in order to guide users in their learning.

The use of ontologies allows for the classification and categorization of different
words in a language, so that we can apply a reasoner to classified concepts to infer new
knowledge and to detect whether a sentence makes sense or not. In our case, we have
used OWL (Ontology Web Language) ontologies and Protégé as editor the ontology.
Finally, we have used HermiT as the reasoner because, based on a novel “hyper-
tableau” calculus, it provides very efficient reasoning.

It is also necessary to note that sentences analyzed semantically with our system
must be syntactically correct, and this leads to another analyzer that performs before
this one and this new analyzer must detect and correct sentences syntactically and
grammatically, as well as, being able to identify spelling mistakes. The last feature to
underline about the semantic analyzer is that when it discovers something that makes
no sense, it proposes correct alternatives in order to guide users in their learning.

In this work, we developed a web system through which the user can learn a new
language, in this case, English. This was achieved through the application of new
artificial intelligence techniques such as ontologies and reasoners, while we used dif-
ferent frameworks to make the web application easy to access and to use.

The initial results with a sample of 1200 sentences, created by a builder of sen-
tences, were positives. To measure precision and recall we utilized F-measure,
obtaining for semantically correct sentences a precision indicator of 0.963157894 and a
recall indicator of 0.964850615. For semantically incorrect sentences precision indi-
cator was of 0.968253968 and recall indicator of 0.967486121. So, we can conclude
that our semantic analyzer is highly accurate for basic English sentences.

Through this work, we have demonstrated the validity of the approach based on
ontologies to make a semantic analyzer engine to facilitate English learning. The main
advantage is simplicity of maintenance: just include new concepts in the ontology to
enrich the process of the engine.

Regarding future research, we will investigate the use an ontology of concepts and
an ontology of English sentence structures to obtain a flexible engine that supports
concepts and sentence structures as needed, apart from testing the system with a larger
corpus of sentences.
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Abstract. E-learning is the delivery of education through digital or electronic
methods allowing students to acquire new knowledge and develop new skills.
E-learning allows students to expand their knowledge whenever and wherever.
Several authors consider sentiment analysis as an alternative to improve the
learning process in an e-learning environment since it allows analyzing the
opinions of the students in order to better understand their opinion and take
more effective, better-targeted actions. In this sense, this work presents a sys-
tematic literature review about sentiment analysis in education domain. This
review aims to detect the approaches and digital educational resources used in
sentiment analysis as well as to identify what are the main benefits of using
sentiment analysis on education domain. The results show that Naïve Bayes is
the most used technique for sentiment analysis and that forums of MOOCs and
social networks are the most used digital education resources to collect data
needed to perform the sentiment analysis process. Finally, some of the main
benefits of using sentiment analysis in education domain are the improvement of
the teaching-learning process and students’ performance, as well as the reduc-
tion in course abandonment.

Keywords: Sentiment analysis � Opinion mining � Education

1 Introduction

Sentiment analysis, also known as opinion mining [1], is an area of information pro-
cessing that has been successfully applied in domains such as medicine. For example,
there are several works that use opinion mining to analyze the emotional reaction of
patients regarding different aspects of diabetes [2] and asthma [3]. The systematic
review of the literature presented in this paper focuses on the use of sentiment analysis
in the education domain.

Data recovery techniques [4] mainly focus on processing, searching and extracting
factual information from digital education resources or learning environments [5], such
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as blogs, forums, and social networks. The data have an objective and subjective
perspectives. On the one hand, the objective perspective is not influenced by emotions,
opinions, or personal feelings, i.e., it is a perspective based in fact, in things quan-
tifiable and measurable. On the other hand, the subjective perspective is one open to
greater interpretation based on personal feelings, emotions, aesthetics, etc. Sentiment
analysis focuses on analyzing the subjective perspective of data.

The sentiment analysis process is divided into four core phases: data acquisition, data
preparation, review analysis, and sentiment classification. There are two main sentiment
analysis approaches, namely: (1) machine learning, which is divided into supervised and
unsupervised machine learning approaches, and (2) lexicon-based approach, which is
divided into two categories dictionary-based and corpus-based approaches [7].

Supervised machine learning uses techniques or algorithms such as Naive Bayes
[8], which is the simplest and most used classifier that calculates the posterior prob-
ability of a class based on the distribution of words in a document. This algorithm uses
the Bayes Theorem to calculate the probability of a word belongs to a particular tag.
SVM (Support Vector Machine) classifiers are also used in sentiment analysis. SVM
are supervised learning models with associated learning algorithms that analyze data
used for classification and regression analysis. On the other hand, neural networks are
also used in sentiment analysis [10]. The learning process of neural networks requires a
large corpus with positive, negative and neutral opinions collected from data sources
such as social networks or forums. Once the training phase is completed, the network
will be able to classify a new opinion as positive, negative or neutral. Finally, ME
(Maximum Entropy) technique (ME) [11] calculates the probability that a text belongs
to a category. To carry out this process, this technique should maximize the entropy in
order to avoid introducing a bias in the system. Unlike NB, this method does not
assume independence between features or terms.

The lexicon-based approach classifies a text according to the positive, negative and
neutral words contained in it. This approach does not require a training phase. As was
mentioned earlier, the lexicon-based approach can be divided into two categories:
dictionary-based and corpus-based approaches. On the one hand, the corpus-based
approach tries to find co-occurring word patterns to determine the polarity of a text. On
the other hand, the dictionary-based approach uses synonyms, antonyms, and hierar-
chies that are found within the lexical database. The lexicon-based approach uses
techniques such as specialized vocabularies [12] and dictionary construction tech-
niques. For instance, in [13], the authors propose an emotional dictionary for sentiment
analysis applied to online news. Another example of dictionary construction is pre-
sented in [14], where authors propose a dictionary for sentiment analysis based on
common-sense knowledge.

E-learning is the delivery of education through digital or electronic methods
allowing students to acquire new knowledge and develop new skills. E-learning allows
students to expand their knowledge whenever and wherever. Kechaou [15] considers
the sentiment analysis as an alternative to improve the learning process in an e-learning
environment since it allows analyzing the opinions of the students in order to better
understand their opinion and take more effective, better-targeted actions. Hence, it is
important to analyze the use of sentiment analysis in the education domain. Despite
there are currently several works that present literature reviews of sentiment analysis,
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there is still no proposal that presents a systematic literature review of sentiment
analysis in education domain.

The remainder of this work is structured as follows: Sect. 2 presents the research
methodology followed in this literature review. Section 3 describes the systematic
review execution, while, Sect. 4 presents our results. Finally, our conclusions are
presented in Sect. 5.

2 Systematic Review Planning

The literature review presented in this work has three main objectives: (1) to identify
the techniques and classification algorithms used by sentiment analysis in education
domain; (2) to identify digital educational resources or learning environments that serve
as data sources for the sentiment analysis; and (3) to identify the most used techniques
and data sources by the sentiment analysis in education domain.

2.1 Research Questions

For the purposes of this literature review, three research questions were defined to
guide us throughout the research and help us to meet the established objectives. The
research questions are listed below:

• RQ1. What is the sentiment analysis process?
• RQ2. What approaches and digital educational resources are used in sentiment

analysis?
• RQ3. What are the main benefits of using sentiment analysis on education domain?

2.2 Digital Libraries

Table 1 shows the digital libraries that were used to perform the systematic literature
review. Also, this table presents the type of bibliographic source, language, the period
of publication, and search strategy used in this work. As can be observed, a keyword-
based search strategy was used to search for research works focused on sentiment
analysis in education domain. This strategy is described in detail in the next section.

2.3 Search Strategy

To answer the research questions, we use a keyword-based search strategy. For this
purpose, we identified a set of keywords related to sentiment analysis in education
domain as well as synonyms for the set of keywords identified. Once these terms were
defined, we combined these terms with the connectors “AND” and “OR”, resulting in
the following search chain:

(sentiment analysis) AND (sentiment classification OR sentiment
analysis techniques OR opinion mining OR education domain)
AND/OR (digital educational resource) AND/OR (students)
AND/OR (university)
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Finally, it should be mentioned that only the works published in the 2013–2018
period were considered in this work, such as was specified in Table 1.

2.4 Exclusion Criteria

We discarded those papers that were not directly related with sentiment analysis and
education domain. Also, we use next exclusion criteria:

• Research works not written in English.
• Master and doctoral dissertations.
• Duplicated research works obtained from Google Scholar and Web of Science.

3 Systematic Review Execution

This section presents the systematic review execution which consisted in searching for
research works relates to sentiment analysis and education domain in the digital
libraries selected and evaluating the obtained studies considering the inclusion and
exclusion criteria. Also, this review allowed responding to the research questions
presented in Sect. 2.1. These responses are discussed in next sections.

3.1 RQ1. What is the Sentiment Analysis Process?”

Sentiments
Sentiments are attitudes, thoughts or judgments triggered by sensations or mental
processes. Sentiments are defined according to the experiences of each person and are
generated in the subconscious. Also, sentiments are durable and recurrent since they
remain in the emotional memory [16]. Sentiment analysis aims to assign a sentiment
polarity to a text, in this case to texts generated by students. Sentiment polarity indi-
cates whether the message has a positive, negative or neutral sentiment [17]. Sentiment
analysis can be performed at three levels: document, sentence, and entity level.

Table 1. Digital libraries.

Digital library Type Approach Language Period

IEEE Xplore e-books, scientific journals,
conferences, scientific articles

Keywords English 2013–
2018Science Direct

Springer Link Wiley
Google Scholar
ERIC Institute of
Education of
Science
Elsevier
ACM Digital
Library
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Sentiment Analysis Process
Figure 1 shows the sentiment analysis process which is divided into four main phases:
data acquisition, data preparation, review analysis, and sentiment classification. These
phases are described below:

• Data acquisition can implement data mining techniques used in education domain
[18] since data can be extracted from digital educational resources such as forums of
MOOCs.

• Data preparation phase, also known as data preprocessing [19], is a necessary step
for sentiment classification [20]. This phase consists of cleaning and preparing the
text for classification. For instance, online texts contain usually lots of noise and
uninformative parts such as HTML tags, scripts, and advertisements. In addition, on
words level, many words in the text do not have an impact on the general orien-
tation of it.

• Review analysis phase analyzes the linguistic features of reviews so that interesting
information can be identified. This phase aims also to select the words that will be
used in the last phase of sentiment analysis process.

• Sentiment classification phase classifies a new opinion as positive, negative or
neutral based by implementing the machine learning, lexicon-based or hybrid
approaches.

Fig. 1. Sentiment analysis process.
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3.2 RQ2. What Approaches and Digital Educational Resources are Used
in Sentiment Analysis?

Figure 2 shows the sentiment analysis approaches used in education domain according
to the literature review performed. There are two main sentiment analysis approaches
used in this domain: the machine learning and lexicon-based approaches. On the one
hand, machine learning approach can be divided into supervised and unsupervised
machine learning approaches. Regarding supervised machine learning approach, there
are several classifiers used in education domain such as decision tree, linear, rule-based,
and probabilistic classifiers. On the other hand, the lexicon-based approach uses
techniques such as dictionary-based and corpus-based approaches.

Table 2 shows the works analyzed in this literature review. This table presents the
year of publication, sentiment analysis approach, classifier, and techniques used by the
authors, the sentiment analysis level (document, sentence, and entity) adopted, and the
precision achieved by the sentiment analysis process proposed by authors.

Japtap [22], who employed different techniques for sentiment analysis at the sen-
tence level, concluded that it is not reliable to determine the sentiment of a user based
on a brilliant or boring sentence. In this sense, the author analyzed the sentiment
analysis techniques and established that each technique has a percentage of accuracy
when the sentiment of a person is determined.

Table 3 present a set of the works analyzed in this literature review. This table aims
to identify what are the digital educational resources most used for sentiment analysis

Fig. 2. Sentiment analysis approaches.
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in education domain. As can be seen, the most used resources are the forums of
MOOCs followed by social networks such as Facebook and Twitter.

3.3 RQ3. What are the Main Benefits of Using Sentiment Analysis
on Education Domain?

Sentiment analysis in education domain [45] goes beyond just knowing what the
students’ sentiments are. Table 4 presents the benefits that can be provided by senti-
ment analysis to education domain. Some of these benefits are learning process
improvement, performance improvement, reduction in course abandonment, teaching
process improvement, and satisfaction with a course. Furthermore, Analytical learning
refers to the collection and analysis of students’ information and their context aiming to

Table 2. Approaches, techniques and levels of sentiment analysis.

Work Year Approach Classifier Technique Level Precision

[22] 2013 Supervised
machine
learning

Probabilistic
and linear
classifiers

Naïve Bayes,
maximum
entropy, SVM

Sentence (82.9%
SVM)

[23] 2014 Supervised
machine
learning

Probabilistic
and linear
classifiers

Naïve Bayes,
complement
Naïve Bayes
(CNB),
maximum
entropy, SVM

Document (94%
SVM)
(84%
CNB)

[24] 2016 Supervised
machine
learning

Linear
classifiers

Linear
discriminant
analysis
(LDA)

Entity 86%

[4] 2013 Lexicon-
based

Dictionary-
based
approach

Dictionary-
based
approach

Entity N/P

[25] 2014 Lexicon-
based

Dictionary-
based
approach

Dictionary-
based
approach

Entity 90%

[26] 2013 Supervised
machine
learning

Probabilistic
classifiers

Naïve Bayes,
SVM

Document 75–86%,
77–57%

[27] 2013 Supervised
machine
learning

Rule-based
classifiers

Sentiment
fuzzy
classification

Document N/P

[28] 2013 Supervised
machine
learning

Linear
classifiers

Hybrid
approach
(BLSTM
neural
networks and
SVM)

Audio,
video,
document

73%
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Table 3. Education resources used for sentiment analysis.

Work Year Approach Technique Digital
educational
resource

Precision

[29] 2014 Hybrid
(machine
learning and
lexicon-based
approach)

SVM and dictionary-
based approach

Facebook 83.27%

[30] 2014 Lexicon-based
approach

Brown clustering Forums N/P

[31] 2013 Probabilistic
classifiers

Naïve Bayes, SVM. Twitter 84.63%

[32] 2013 Subjective
classification

N/A Learning
journals

N/P

[23] 2014 Supervised
machine
learning

Naïve Bayes,
complement Naive
Bayes (CNB), maximum
entropy classification,
SVM

Computer
texts

(94%
SVM),
(84%
CNB)

[33] 2015 Unsupervised
machine
learning

Clustering Forum of a
MOOC
(massive
open online
courses)

75.1%

[34] 2016 Supervised
machine
learning

Linear regression Forum of a
MOOC

56.1%

[35] 2014 Lexicon-based
approach

Dictionary-based
approach

Forum of a
MOOC

N/P

[36] 2015 Supervised
machine
learning

Naïve Bayes Forum of a
MOOC

83.65%

[37] 2015 Supervised
machine
learning

Neural networks Computer
texts

84.8%

[38] 2016 Supervised
machine
learning

Decision tree classifiers Computer
program

99.7%

[39] 2013 Unsupervised
machine
learning

Clustering N/P 80%

[40] 2013 Supervised
machine
learning

Naïve Bayes Computer
program,
Facebook

87%

(continued)
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understand and optimize the learning process and the environment in which it occurs.
This information is especially important for e-learning systems, which guide students
through the learning process according to their particular needs and preferences. Hence,
this information is also important for teachers since it allows them to know the emo-
tional state of their students.

4 Results

Table 5 shows that forums of MOOCs [46] are the most used resources for sentiment
analysis in education domain. In other words, in the education domain, datasets and
lexicons are mainly built from forums of MOOCs. These data are provided as input to
the sentiment analysis system to allow it to classify a new opinion.

Table 6 shows the most used techniques for sentiment analysis in education
domain. These techniques are grouped according to the sentiment analysis approach to
which they belong. According to the literature review presented in this work, the most
used technique under the supervised machine learning approach is Naive Bayes, which
commonly provides higher precision than other techniques used under this approach.

Table 3. (continued)

Work Year Approach Technique Digital
educational
resource

Precision

[41] 2015 Lexicon-based
approach

Statistical analysis Forum of a
MOOC

67.8%

[42] 2013 Lexicon-based
approach

Semantic-based
approach

Lexical
database

75.8%

[43] 2014 Lexicon-based
approach

Semantic-based
approach

Lexical
database

84%

[44] 2014 Supervised
machine
learning

Naïve Bayes Twitter 75%

[45] 2017 Supervised
machine
learning

SVM Documents 72.79%

Table 4. Benefits that can be provided by sentiment analysis to education domain.

Sentiment analysis advantage Works

Learning process improvement [37, 38, 39, 40, 42, 43, 44]
Performance improvement [35, 36]
Reduction in course abandonment [41]
Teaching process improvement [23]
Satisfaction with a course [23]
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Regarding lexicon-based approach, dictionary-based techniques are the most used for
sentiment analysis. Finally, Table 6 also reflects that machine learning and lexicon-
based approaches can be used in conjunction to perform the sentiment analysis process.

5 Conclusions and Future Work

The systematic literature review presented in this work revealed that there are several
works that use sentiment analysis to improve different aspects of education domain
such as learning process, students’ performance, reduction in course abandonment,

Table 5. Digital educational resources used in sentiment analysis on education context.

Digital educational resource Work

Forum of a MOOC [35, 34, 33, 36, 41]
Computer texts [23, 37]
Learning journals [32]
Twitter [31, 44]
Forums [30]
Facebook [29, 40]
Computer programs [38, 39]
Lexical databases [42, 43]

Table 6. Sentiment analysis approaches.

Approach Work

Supervised machine learning
Naïve Bayes [44, 40, 36, 31, 26, 22]
SVM [23, 31, 26, 22]
Maximum entropy [22]
Decision tree classifiers [38]
Neural networks [37]
Linear regression [34]
Sentiment fuzzy classification [27]
Unsupervised machine learning
Clustering [39, 33]
Brown clustering [30]
Lexicon-based approach
Dictionary-based approach [35, 25, 4]
Semantic-based approach [43, 42]
Statistical analysis [41]
Hybrid approaches
SVM and dictionary-based approach [29]
BLSTM neural networks and SVM [28]
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teaching process, and satisfaction with a course. This review also revealed that forums
of MOOCs and social networks such as Facebook and Twitter are the most used digital
education resources to collect data needed to perform the sentiment analysis process.
Other educational resources used in sentiment analysis are learning journals, computer
texts, software programs, lexical databases, and other electronic documents. Regarding
sentiment analysis techniques, Support Vector Machine (SVM) and Naive Bayes are
the most used techniques. Finally, we note that there is a trend to combine both
machine learning approach and lexicon-based approach to perform the sentiment
analysis process.

As future work, we plan to extend this literature review by including a wider set of
digital libraries such as the Wiley Online Library. Furthermore, we plan to establish
more research questions that help domain experts to obtain a better perspective on the
use of sentiment analysis in education domain. This information could help experts to
propose solutions that address challenges and limitations in education domain.
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