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Abstract. While deep convolutional neural networks (CNN) have been
successfully applied to 2D image analysis, it is still challenging to apply
them to 3D medical images, especially when the within-slice resolu-
tion is much higher than the between-slice resolution. We propose a 3D
Anisotropic Hybrid Network (AH-Net) that transfers convolutional fea-
tures learned from 2D images to 3D anisotropic volumes. Such a trans-
fer inherits the desired strong generalization capability for within-slice
information while naturally exploiting between-slice information for more
effective modelling. We experiment with the proposed 3D AH-Net on two
different medical image analysis tasks, namely lesion detection from a
Digital Breast Tomosynthesis volume, and liver and liver tumor segmen-
tation from a Computed Tomography volume and obtain state-of-the-art
results.

1 Introduction

3D volumetric images (or volumes) are widely used for clinical diagnosis, inter-
vention planning, and biomedical research. However, given the additional dimen-
sion, it is more time consuming and sometimes harder to interpret 3D volumes
than 2D images by machines. Many imaging modalities come with anisotropic
voxels, meaning not all of the three dimensions have equal resolutions, for exam-
ple the Digital Breast Tomosynthesis (DBT) and sometimes Computed Tomog-
raphy (CT). Directly applying 3D CNN to such images remains challenging due
to the following reasons: (1) It may be hard for a small 3 x 3 x 3 kernel to
learn useful features from anisotropic voxels. (2) The capability of 3D networks
is bounded by the GPU memory, constraining both the width and depth of the
networks. (3) 3D tasks mostly have to train from scratch, and hence suffer from
the lack of large 3D datasets. In addition, the high data biases make the 3D
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networks harder to generalize. Besides the traditional 3D networks built with
1 x1x1and 3 x 3 x 3 kernels, there are other methods for learning repre-
sentations from anisotropic voxels. Some studies process 2D slices separately
with 2D networks [9]. To make a better use of the 3D context, more than one
image slice is used as the input for 2D networks [8]. The 2D slices can also be
viewed sequentially by combining a fully convolutional network (FCN) architec-
ture with Convolutional LSTM [1]. Anisotropic convolutional kernels were used
to distribute more learning capability on the xy plane [7].

In this paper, we propose the 3D Anisotropic Hybrid Network (AH-Net) to
learn informative features for object detection and segmentation tasks in 3D
medical images. To obtain the 3D AH-Net, we firstly train a 2D fully convolu-
tional ResNet [10] which is initialized with pre-trained weights and uses multiple
2D image slices as inputs. The feature encoder of such a 2D network is then trans-
formed into a 3D network by extending the 2D kernel with one added dimension.
Then we add a feature decoder sub-network to extract the 3D context. The fea-
ture decoder consists of anisotropic convolutional blocks with 3 x 3 x 1 and
1 x 1 x 3 convolutions. Different anisotropic convolutional blocks are combined
with dense connections [5]. Similar to the U-Net [11], we use skip connections
between the feature encoder and the decoder. A pyramid volumetric pooling
module [13] is stacked at the end of the network before the final output layer
for extracting multiscale features. Since the AH-Net can make use of 2D net-
works pre-trained with large 2D general image datasets such as ImageNet [12],
it is easier to train as well as to generalize. The anisotropic convolutional blocks
enable the exploiting of 3D context. With end-to-end inference as a 3D network,
the AH-Net runs much faster than the conventional multi-channel 2D networks
regarding the GPU time required for processing each 3D volume.

2 Anisotropic Hybrid Network

The AH-Net is designed for the object detection and the segmentation tasks
in 3D medical images. It is able to transfer learnt 2D networks to 3D learn-
ing problems and further exploit 3D context information. As an image-to-image
network, the AH-Net consists of a feature encoder and a feature decoder as
shown in Fig.1. The encoder, transformed from a fine-tuned 2D network, is
designed for extracting the deep representations from 2D slices with high resolu-
tion. The decoder built with densely connected blocks of anisotropic convolutions
is responsible for exploiting the 3D context and maintaining the between-slice
consistency. The network training is performed in two stages: the 2D encoder is
firstly trained and transformed into a 3D encoder; then the 3D decoder is added
and fine-tuned with the encoder parameters locked.

2.1 Pre-training a Multi-Channel 2D Feature Encoder

To obtain a pre-trained 2D image-to-image network, we train a 2D multi-channel
global convolutional network (MC-GCN) similar to the architecture in [10] to
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Fig. 1. The architecture of 3D AH-Net. We hide the batch normalization and ReLu
layers for brevity. The parameters of the blocks with bold boundaries are transformed
from the pre-trained 2D ResNet50 encoder.

extract the 2D within-slice features at different resolutions. We choose the 2D
ResNet50 model [4] as the backbone network, which is initialized by pre-training
with the ImageNet images [12]. The network is then fine-tuned with 2D image
slices extracted from the 3D volumes. The inputs to this network are three neigh-
bouring slices (as RGB channels). Thus, the entire architecture of the ResNet50
remains unchanged. With a 2D decoder upscaling the responses to the original
resolution as described in [10], the MC-GCN outputs response maps with the
same dimensions as the input slices. To fine tune this network, the scaled L2 loss
is used for object detection and weighted cross entropy is used for segmentation.

2.2 Transferring the Learned 2D Features into 3D AH-Net

We extract the parameters of the trained ResNet50 encoder from the 2D MC-
GCN and transfer them to the corresponding encoder layers of the AH-Net. The
decoder of the MC-GCN is thus discarded. The input and output of AH-Net are
now 3D volumes. The transformation of the convolution tensors from 2D to 3D
aims to perform 2D convolutions on 3D volumes slice by slice in the encoder of
the AH-Net. Overall, we permute the weight tensors of the first convolution layer
so the channel dimension becomes the z-dimension. For the rest of the encoder,
we treat 2D filters as 3D filters by setting the extra dimension as 1.

Notations. A 2D convolutional tensor is denoted by T, .. ., where n, m,
h, and w respectively represent the number of output channels, the number of
input channels, the height and width of the i** convolution layer. Similarly, a
3D weight tensor is denoted by T’rileXhX wxd Where d is the filter depth. We use
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pbac.d) (Taxbxexa) to denote the dimension permutation of a tensor Ty xpxexd,
resulting in a new tensor Tyyaxexq With the 15 and 2"¢ dimensions switched.
Plaxb.cd) (Tuxpxexd) adds an identity dimension between the 15! and 24 dimen-
sions of the tensor T, xpxexd and gives Tyx1xbxexd- We define a convolutional
layer as Conv K, x Ky x K./(Sg,Sy,S-), where K,, K, and K, are the kernel
sizes; S, Sy and S, are the stride step size in each direction. Max pooling layers
are denoted by MaxPool K, x K, x K,/(Sz, Sy, S>). The stride is omitted when
a layer has a stride size of 1 in all dimensions.

Input Layer Transform. The input layer of the 2D ResNet50 contains a con-
volutional weight tensor Tgy, 3.7y 7. The 2D convolutional tensor Ty, 5y 77 8
transformed into 3D as

PUE3I(T arr) = Toaxixaxxs (1)
in order to form a 3D convolution kernel that convolves 3 neighbouring slices.
To keep the output consistent with the 2D network, we only apply stride-2
convolutions on the zy plane and stride 1 on the third dimension. This results
in the input layer Conv 7 x 7 x 3/(2,2,1). To downsample the z dimension, we
use a MaxPool 1 x 1 x 2/(1,1,2) to fuse every pair of the neighbouring slices.
An additional MaxPool 2 x 2 x 2/(2,2,2) is used to keep the feature resolution
consistent with the 2D network.

ResNet Block Transform. All the 2D convolutional tensors T mx1x1 and
T} «mx3xs in the ResNetb0 are transformed as

P(1’2’3,47*)(T71i><m><1><1) = Trizxmxlxlxl (2)
and ‘ .

P(172’3747*)( mxmx3x3) = Dpxmx3x3x1- (3)

In this way, all the ResNet Conv 3 x 3 x 1 blocks only perform 2D slice-wise
convolutions on the 3D volume within the zy plane. The original downsampling
between ResNet blocks is performed with Conv 1 x 1/(2,2). However, in a 3D
volume, a Conv 1 x 1 x1/(2,2,2) skips a slice for every step on the z dimension.
This would miss important information when the image only has a small z-
dimension. We therefore use a Conv 1 x 1 x 1/(2,2,1) following by a MaxPool
1x1x2/(1,1,2) to downsample the 3D feature maps between the ResNet blocks.

2.3 Anisotropic Hybrid Decoder

Accompanying the transformed encoder, an anisotropic 3D decoder sub-network
is added to exploit the 3D anisotropic image context with chained separable
convolutions as shown in Fig. 1. In the decoder, anisotropic convolutional blocks
with Conv 1 x1x 1, Conv 3x3x1and Conv 1x1x3 are used. The features are
passed into an zy bottleneck block at first with a Conv 3 x 3 x 1 surrounded by
two layers of Conv 1 x 1 x 1. The output is then forwarded to another bottleneck
block with a Conv 1 x 1 x 3 in the middle and summed with itself before being
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forwarded to the next block. This anisotropic convolution block decomposes a 3D
convolution into 2D and 1D convolutions. It receives the inputs from the previous
layers using a 2D convolution at first, preserving the detailed 2D features. Conv
1 x 1 x 3 mainly fuses the within-slice features to keep the z dimension output
consistent.

Three anisotropic convolutional blocks are connected as the densely con-
nected neural network [5] using feature concatenation for each resolution of
encoded features. The features received from each resolution of the encoder are
firstly projected to match the number of features of the higher encoder feature
resolution using a Conv 1x1x 1. They are then upsampled using the 3D tri-linear
interpolation and summed with the encoder features from a higher resolution.
The summed features are forwarded to the decoder blocks in the next resolution.

At the end of the decoder network, we add a pyramid volumetric pooling mod-
ule [13] to obtain multi-scaled features. The output features of the last decoder
block are firstly down-sampled using 4 different Maxpooling layers, namely Max-
Pool 64 x 64 x 1, MaxPool 32 x 32 x 1, MaxPool 16 x 16 x 1 and MaxPool 8 x 8 x 1
to obtain a feature map pyramid. Conv 1 x 1 x 1 layers are used to project each
resolution in the feature pyramid to a single response channel. The response
channels are then interpolated to the original size and concatenated with the
features before downsampling. The final outputs are obtained by applying a
Conv 1 x 1 x 1 projection layer on the concatenated features.

2.4 Training the AH-Net

Training the AH-Net using the same learning rate on both the pre-trained
encoder and the randomly initialized decoder would make the network difficult
to optimize. To train the 3D AH-Net, all the transferred parameters are locked
at first. Only the decoder parameters are fine-tuned in the optimization. All the
parameters can be then fine-tuned altogether afterwards to the entire AH-Net
jointly. Though it is optional to unlock all the parameters for fine-tuning after-
wards, we did not observe better performance. We use the scaled L2 loss for
training the network for object detection tasks and the weighted cross entropy
for segmentation tasks. We use ADAM [6] to optimise all the compared networks
with 41 = 0.9, 82 = 0.999 and € = 10~8. We use the initial learning-rate 0.0005
to fine-tune the 2D MC-GCN. Then, the learning rate is increased to 0.001 to
fine-tune the AH-Net after the 2D network is transferred.

3 Experimental Results

To demonstrate the efficacy and efficiency of the proposed 3D AH-net, we con-
duct two experiments, namely lesion detection from a DBT volume and liver
tumor segmentation from a CT volume. All the evaluated networks are imple-
mented in Pytorch (https://github.com/pytorch).
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3.1 Breast Lesion Detection from DBT

We use an in-house database containing 2809 3D DBT volumes acquired from
12 sites globally. The DBT volume has an anisotropic resolution of 0.085 mm
x 0.085 x 1mm. We have experienced radiologists annotate and validate the
lesions in DBT volumes as 3D bounding boxes. To train the proposed networks
for lesion detection, we generate 3D multi-variant Gaussian heatmaps based
on the annotated 3D boxes that have the same sizes as the original images.
We randomly split the database into the training set with 2678 volumes (1111
positives) and the testing sets with 131 volumes (58 positives). We ensure the
images from the same patient could only be found either in the training or the
testing set. For training, we extract 256 x 256 x 32 3D patches. 70% of the training
patches are sampled as positives with at least one lesion included, considering
the balance between the voxels within and without a breast lesion. The patches
are sampled online asynchronously to form the mini-batches.

Along with the proposed networks, we also train 2D and 3D U-Nets with
the identical architecture and parameters [2,11] as the two baselines. The 2D
U-Net is also trained with input having three input channels. The 3D U-Net is
trained with the same patch sampling strategies as the AH-Net. We measure
the GPU inference time of networks by forwarding a 3D DBT volume of size
384 x 256 x 64 1000 times on an NVIDIA GTX 1080Ti GPU respectively. The
GPU inference of the AH-Net (17.7 ms) is 43 times faster than that of the 2D
MC-GCN (775.2 ms) though the AH-Net has more parameters. The speed gain
could be achieved mostly by avoiding repetitive convolutions on the same slices
required by multi-channel 2D networks.

By altering a threshold to filter the response values, we can control the bal-
ance between the False Positive Rate (FPR) and True Positive Rate (TPR). TPR
represents the percentage of lesions that have been successfully detected by the
network. FPR represents the percentage of lesions that the network predicted
that are false positives. The lesion detected by the network is considered a true
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Fig. 2. Left: The visual comparisons of the network responses on a DBT volume from
2D MC-GCN and the 3D AH-Net with the encoder weights transferred from it. Right:
FROC curves of the compared networks on the DBT dataset.



3D Anisotropic Hybrid Network: Transferring Convolutional Features 857

positive finding if the maximal point resides in a 3D bounding box annotated
by the radiologist. Similarly, if a bounding box contains a maximal point, we
consider it is detected by the network. They are otherwise considered as false
positives. We evaluate the lesion detection performance by plotting the Free
Response Operating Characteristic (FROC) curves as shown in Fig. 2(b). The
proposed AH-Net outperforms both the 2D and 3D U-Net with large margins.
Compared to the performance of the 2D MC-GCN, the 3D AH-Net generates
higher TPR for a majority of thresholds, except the region around 0.05 per vol-
ume false positives. It is noticeable that AH-Net also obtains nearly 50% TPR
even when only 0.01 false positive findings are allowed per volume.

3.2 Liver and Liver Tumor Segmentation from CT

The second evaluation dataset was obtained from the liver lesion segmenta-
tion challenge in MICCAT 2017 (lits-challenge.com), which contains 131 training
and 70 testing 3D contrast-enhanced abdominal CT scans. The ground truth
masks contain both liver and lesion labels. Most CT scans consist of anisotropic
resolution: the between-slice resolution ranges from 0.45mm to 6.0 mm while
the within-slice resolution varies from 0.55 mm to 1.0 mm. In preprocessing, the
abdominal regions are truncated from the CT scans using the liver center land-
mark detected by a reinforcement learning based algorithm [3]. Due to the lim-
ited number of training data, we applied random rotation (within £20° in the
2y plane), random scaling (within 0.2 in all directions), and random mirror
(within xy plane) to reduce overfitting.

The performance of the AH-Net is listed in Table1, together with other
top-ranked submissions retrieved from the LITS challenge leaderboard. These
submissions employ various types of neural network architectures: 2D, 3D, 2D-
3D hybrid, and model fusion. Two evaluation metrics are adapted: (1) Dice
Global (DG) which is the dice score combining all the volumes into one; (2) Dice
per Case (DPC) which averages the dice scores of every single case. The Dice
score between two masks is defined as DICE(A, B) = 2|ANB|/(|A|+ |B|). Our
results achieve state-of-the-art performance in three of the four metrics.

Table 1. The liver lesion segmentation (LITS) challenge results with the dice global
(Dice-G) and dice per case (Dice-PC). The compared results were obtained from the
LITS challenge leaderboard (lits-challenge.com/#results) before the paper submission.

Method Lesion Liver

Dice-G | Dice-PC | Dice-G | Dice-PC
leHealth 0.794 1 0.702 0.964 | 0.961
H-DenseNet [8]]0.829 |0.686 0.965 |0.961
deepX 0.820 |0.657 0.967 |0.963
MC-GCN 0.788 10.593 0.963 | 0.951
3D AH-Net |0.834 |0.634 0.970 | 0.963
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4 Conclusion

In this paper, we propose the 3D Anisotropic Hybrid Network (3D AH-Net)
which is capable of transferring the convolutional features of 2D images to 3D
volumes with anisotropic resolution. By evaluating the proposed methods on
both a large-scale in-house DBT dataset and a highly competitive open challenge
dataset of CT liver and lesion segmentation, we show our network obtains state-
of-the-art results. The GPU inference of the AH-Net is also much faster than
piling the results from a 2D network.

Disclaimer: This feature is based on research, and is not commercially available.
Due to regulatory reasons, its future availability cannot be guaranteed.
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