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Abstract. Medical image registration and segmentation are comple-
mentary functions and combining them can improve each other’s perfor-
mance. Conventional deep learning (DL) based approaches tackle the two
problems separately without leveraging their mutually beneficial infor-
mation. We propose a DL based approach for joint registration and seg-
mentation (JRS) of chest Xray images. Generative adversarial networks
(GANSs) are trained to register a floating image to a reference image by
combining their segmentation map similarity with conventional feature
maps. Intermediate segmentation maps from the GAN’s convolution lay-
ers are used in the training stage to generate the final segmentation mask
at test time. Experiments on chest Xray images show that JRS gives bet-
ter registration and segmentation performance than when solving them
separately.

1 Introduction

Image registration and segmentation are essential steps of many medical image
analysis pipelines. Registration is important for atlas building, correcting defor-
mations and monitoring pathological changes over time. Segmentation is cru-
cial for disease identification, pathology localization and measuring organ func-
tion. Accurate segmentation improves registration while accurate registration
improves segmentation. Hence a joint registration and segmentation (JRS)
framework is expected to improve both over solving them separately. Earlier
works combining registration and segmentation have used active contours [17]
or Graph cuts [9]. Active contours are iterative, time consuming and may get
stuck in local optima, while graph cuts require high computation time. We pro-
pose a deep learning (DL) based JRS method that uses generative adversarial
networks (GANSs) for simultaneous registration and segmentation.

Previous DL based segmentation methods (e.g. brain MRI [13] and lung
CT [4] ), have used variants of FCN [8] or UNets [12]. DL based approaches
for registration have used convolution neural network (CNN) regressors to esti-
mate deformation field [1,10], or combined them with reinforcement learning
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[7]. These approaches still use a conventional model to generate the transformed
image from the deformation field which increases computation time and does not
fully utilize the generative capabilities of DL methods. RegNet [15] and DIR-
Net [16] are among the first methods to achieve registration in a single pass
but are limited by reliance on spatially corresponding patches to predict trans-
formations. Finding corresponding patches is challenging in low contrast medi-
cal images and adversely affects the registration task. Rohe et al. [11] propose
SVF-Net trained using reference deformations obtained by registering previously
segmented regions of interest (ROIs).

Our proposed JRS method is different from existing methods as: (1) we com-
bine registration and segmentation in a single DL framework, which eliminates
the need to train a separate segmentation network; (2) registration is driven by
segmentation and vice-versa; and ‘(3) we do not require explicit segmentation
of ROIs as in [11], relying instead on segmentation masks generated on the fly
from the GAN and use it for registration. We demonstrate its effectiveness for
intra-patient lung registration over multiple visits. Our DL approach has the
advantage of fast image registration without using conventional time consuming
methods, and we outperform DL based registration and segmentation methods,
as well as conventional JRS approaches.

2 Methods

In our proposed JRS architecture, the generator network, G, takes three input
images: (1) reference image (17¢7), (2) floating image (I7") to be registered to
IRef and (3) Ig:gf, the segmentation mask of I*¢f indicating the organ to be
segmented. The outputs of G are: (1) 177975 the registered image (transformed
version of I71%); (2) IE79", the segmentation mask of I77%"%; and (3) [P¢f~Heev
the recovered deformation field. The discriminator network compares all the
three outputs with their corresponding training data to determine if they are
real or not. During testing only the generator network is used.

2.1 Joint Registration and Segmentation Using GANs

GANS [3] are generative models trained in an adversarial setting. The generator
G outputs a desired image type while a discriminator D outputs a probability of
the generated image matching the training data. The training database has chest
Xray images and the corresponding masks of the two lungs. To generate training
data the images are first translated in the left, right, top or bottom direction
with a displacement range of £[25, 40] pixels. The translated images are rotated
by different angles in the range +[20,180]° at equal steps of 5°. Finally the
rotated images are subjected to local elastic deformation using B-splines with
the pixel displacements in the range of £[1, 15]. We denote this deformation field
as Ipef—app, the applied deformation field. The transformations are such that
when applied to the corresponding segmentation masks, the Dice Metric (DM)
between the original and transformed mask has values less than 0.70. This is done
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to ensure that the transformed images are significantly different from the original
images and truly test algorithm performance. The original images are I7%¢/ and
the transformed images are I7*. Applying synthetic deformations allows us to:
(1) accurately quantify the registration error; and (2) determine the similarity
between 177" and I7¢f. G is a feed-forward CNN whose parameters 6 are,

9 — argmm Zlms( IFlt) [Bef pFu I?:f) (1)

where the loss function /%9 combines content loss (Eq. 2) and adversarial loss
(Eq. 3), and Gy, (IF") = ITrans_ The content loss is,

leontent (1770, IFeF LT [Trams) = NMT +[1 — SSIM]+VGG.  (2)
NMTI denotes normalized mutual information between I%¢f and I77*and is
suitable for multimodal and unimodal deformable registration. SSTM denotes
structural similarity index metric (SSIM) based on edge distribution [19] and
quantifies landmark correspondence between different images. SSIM € [0,1]
with higher values indicating greater similarity. VGG is the L2 distance between
two images using all the multiple feature maps obtained from a pre-trained
VGG16 network [14]. Note that we extract all the feature maps from all convolu-
tion layers of VGG16. This sums up to 64x 24128 x2+256 x2+512x3+512x3 =
3968 feature maps. The feature maps are of different dimensions due to multiple
max pooling steps. Using all feature maps ensures we are comparing informa-
tion from multiple scales, both coarse and fine, and thus improves robustness.
All feature maps are normalized to have values between [0, 1].

2.2 Deformation Field Consistency

CycleGANs [21] learn mapping functions G : X — Y and F : Y — X, between
image sets X = I and Y = I*¢f. Adversarial discriminators Dy differentiate
between images x and registered images F(y), and Dy distinguishes between y
and G(z). G registers I to I7¢f while F registers I%¢f to I Due to space
constraints we refer the reader to [21] for details of CyclicGan implementation.
In addition to the content loss (Eq. 2) we have: (1) an adversarial loss; and (2)
a cycle consistency loss to ensure transformations G, F' do not contradict.

The adversarial loss is an important component to ensure that the generated
outputs are plausible. In previous works the adversarial loss was based on the
similarity of generated image to training data distribution. Since our generator
network has three outputs we have additional terms for the adversarial loss. The
first term matches the distribution of 177" to IT!* and is given by:

Leyecan (G, Dy) = Eyep () 108 Dy ()] + Evepara @) log (1 — Dy (G(2)))], (3)

We retain notations X, Y for conciseness. There also exists Leycgan (F, Dx), the
corresponding adversarial loss for F and Dyx.
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The second component of the adversarial loss incorporates segmentation
information by calculating the logarithm of the dice metric (DM) between the
generated mask Igg;"s during each training step, and Ig:gf the segmentation
mask of 77/, DM is a normalized metric between [0, 1] and acts like a proba-
bility measure similar to those in Eq. 3 The third adversarial loss term is the
mean square error between IP¢f=Arp gnd [Pef~Recv the applied and recovered
deformation fields. The final adversarial loss is

Ly :LcycGAN(G, D]Rcf) + LcycGAN (F, D]th) + log DM([?:;, Igg;ns) (4)
+ log (1 — MSENOrm (IDEf*APP’ IDeffRecv)) ,

where M SENorm is the MSE normalized to [0,1], and 1 — M SENypy, ensures
that similar deformation fields give a corresponding higher value.

Cycle consistency loss ensures that for each x € X the reverse deformation
should bring x back to the original image, i.e. * — G(z) — F(G(x)) ~ x. Similar
constraints also apply for mapping F' and y. This is achieved using,

Leye(G, F) = E, |[F(G(z)) — zll; + Ey [|G(F(y) =yl ()
Thus the full objective function is
L(G, F7 DIF’tvDIR‘i.f) = Laav + lcontent + )‘Lcyc(Gv F) (6)

where A = 10 controls the contribution of the two objectives. The optimal param-
eters are given by:

G* F* = i L(G,F,Dyru, Dyres 7
: argmin | max (G, F,Dyrir, Dyrey) (7)

G (Fig. 1(a)) employs residual blocks having two convolution layers with
3 x 3 filters and 64 feature maps, followed by batch normalization and ReLLU
activation. G also outputs the segmentation mask which is fed back for training.
F (to ensure cycle consistency) has a similar architecture. The discriminator
D (Fig. 1 (b)) determining the similarity between I77%" and I%¢f has eight
convolutional layers with the kernels increasing by a factor of 2 from 64 to 512 .
Leaky ReLU is used and strided convolutions reduce the image dimension when
the number of features is doubled. The resulting 512 feature maps are followed
by two dense layers and a final sigmoid activation. We do not use max pooling
in any layer as we want the input and output images to have the same size.

2.3 Obtaining Segmentation Mask

The segmentation mask is obtained by concatenating the feature maps of differ-
ent convolution layers which function as activation maps highlighting informative
parts of the image [20]. This is similar to the approach by UNet [12] which adds
skip connections between corresponding layers of the upsampling and downsam-
pling path to get the final segmentation map. Since our generator network has
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Fig. 1. (a) Generator Network; (b) Discriminator network. n64s1 denotes 64 feature
maps (n) and stride (s) 1 for each convolutional layer.

no downsampling steps we do not add any skip connections. Instead we take
the feature maps of each convolution layer, normalize its values to [0,1], add
them and finally employ Otsu’s thresholding to get a segmentation mask. Note
that since this mask is generated at each iteration and its similarity with Ig: Fis
being calculated, the feedback is used to update the network weights. Thus, after
convergence the segmentation mask thus obtained is an accurate segmentation
of the image. We do not use a weighted combination similar to [20] because the
weights are also being updated.

3 Experiments

Our registration method was tested on the NIH ChestXray14 dataset [18] with
112,120 frontal-view X-rays from 30K patients with 14 disease labels (multiple-
labels for each image). Since the original dataset is designed for classification
studies, we selected samples and applied the following steps to make it suitable
for validating registration experiments.

1. 30 patients each from all the 14 disease classes were selected, giving a total
of 14 x 30 = 420 different patients. Care was taken to ensure that all the
patients had multiple visits (minimum 3 visits and maximum 8 visits.

2. For each set of patient images the left and right lung were manually outlined.
We manually annotate corresponding region of disease activity for a particular
patient. In some cases there were multiple disease labels for a single patient
and each pathology was outlined by the expert. Consequently one image may
have multiple labels.

3. In total we had 420 reference images from 420 patients and 1087 floating
images (excluding the reference images) across multiple visits of all patients.

Our method was implemented in TensorFlow. We use Adam [5] with 3; =
0.93 and batch normalization. The ResNet of G was initialized using mean square
error and learning rate of 0.001. Subsequently the final GAN was trained with
10° update iterations at learning rate 10~2. Training and test was performed on
a NVIDIA Tesla K40 GPU with 12 GB RAM.
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We show results for: (1) JRS — Net - our proposed JRS network; (2)
JRSNoseq - Tegistration without using segmentation information; (3) FlowNet
- the registration method of [1]; (4) DIRNet the method of [16]; (5) GC — JRS
a conventional joint registration and segmentation method using graph cuts (
[9]); and (6) Elastix [6]. The following parameter settings were used for Elastix:
initial affine transformation and then non rigid registration using normalized
mutual information (NMI) as the cost function. Multi grid B-splines were used
with spacing of 80,40,20,10,5 mm and corresponding downsampling factors
being 4,3,2,1,1. Average training time for an augmented dataset (rotation and
translation) with 98,000 images is 36 h. Affine registration was applied only for
Elastix and not the other methods.

3.1 Results on NIH dataset

The image acquired on the first visit is 77¢/ and images acquired on subsequent
Ref Flt

visits are IF%. T Seg 18 obtained by manual delineation. For subsequent visits /g,
is obtained by our algorithm. This highlights our JRS algorithm’s advantages
since the trained model can be applied to different applications using a single
manual annotation. The total registration error (TRE) and segmentation overlap
measures such as Dice Metric (DM) and 95% Hausdorff Distance (H Dgs) are
calculated before and after registration to quantify each method’s efficacy. Intra-
patient registration and segmentation results for the lung are summarized in
Table 1. We use the UNet trained on the SCR [2] database to segment both
lungs from the NIH dataset. The average values for normal images (DM =
84.9, HD = 8.9) and diseased images (DM = 84.0, HD = 9.3) is inferior than
those reported in Table 1 for JRS — Net.

In the example case of patient 5, from day 0 to day 5 had no pathologies
in the lung, and hence these 6 images are considered non-diseased. However,
infiltration was detected for visits on days 6,7 and these images were considered
diseased. Figure 2 shows results for non-diseased images where I%¢f was day 0
image and I was day 3 image. Figure 3 shows the corresponding results for
diseased case where Iy is from day 6. Superimposed contours (1 gé;]g‘: gf ) on
Il (Figs. 2(c), 3(c) ) clearly show the difference in lung positions and size on

Table 1. Intra-patient image registration results for left and right lung using dif-
ferent methods on the NIH-14 database. Time indicates computation time in seconds.

Normal Images Diseased Images
Bef. | After Registration Bef. | After Registration
Reg Reg
JRS |JRS |DIR |Flow|GCJRS | Elastix JRS |JRS |DIR |Flow GCJRS|Elastix
Net | NoSeg|Net |Net Net |NoSeg|Net |Net
DM (%) 78.9 |89.3 |85.2 84.8 |83.5 |85.6 82.1 79.1 |88.9 |85.0 84.4 |83.1 |85.2 81.5
HDg5(mm)|12.9 | 6.9 | 8.4 8.7 | 9.8 | 8.0 10.8 11.8 7.3 | 8.6 8.9 |10.1 |8.8 11.5
TRE 13.3 7.6 8.9 9.5 |10.6 8.9 11.5 12.9 7.9 9.4 9.7 |11.0 |9.3 12.1
Time(s) 0.5 | 0.4 0.6 | 0.5 | 0.6 21 0.5 | 0.4 0.6 | 0.5 |53 21
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different days due to different acquisition positions. The green and red contours
should coincide for ideal registration and results show JRS — Net outperforms
all other methods (despite diseased images showing more artificats than normal
images) by including segmentation information in the registration task. Segmen-
tation output from UNet is shown in Figs. 2(g), 3(g) using a super imposed yellow
contour which demonstrates the superior performance of JRS over conventional
segmentation methods.

)

(a

(b) () (d) (e)

Fig. 2. Results for normal lung Xray images from NIH dataset (patient 5). (a) Iru
with I2¢9 (green); (b) Igres with I }‘ZZ? (red) and T3¢ before registration; Superimposed
registered mask obtained using: (¢) JRS — Net; (d) DIR — Net; (e) GC — JRS; (f)
Elastix. (g) Segmentation masks of I©'" - manual ground truth (red), JRS — Net
(green) and UNet (yellow).

g
S i .
(a) (c) (d) (e) ) ()

Fig. 3. Results for diseased lung Xray images from NIH dataset (patient 5). (a) (b) I
with 1559 (green); (b) Ires with Ingc (red) and I35 before registration; Superimposed
registered mask obtained using: (¢) JRS — Net; (d) DIR — Net; (e) GC — JRS; (f)
FElastz; (g) Segmentation masks of I - manual ground truth (red), JRS — Net
(green) and UNet (yellow).

(b)

4 Conclusion

We have proposed a novel deep learning framework for joint registration and
segmentation of lung xray images. Generative adversarial networks are used to
register a floating image to a reference image. A simultaneous segmentation of
the registered image is achieved by fusing the outputs of the different convolution
layers in the GAN. The registration is driven by segmentation information, hence
truly integrating registration and segmentation. Experimental results show our
joint approach performs better than existing methods that solve registration and
segmentation separately. The method’s effectiveness is demonstrated on lung
xray images of normal and healthy patients with multiple clinical visits.
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