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Abstract. Given a turbo code generated by parallelly concatenated recursive
systematic convolutional encoders, the turbo decoder comprises MAP decoders
coupled in a serial connection, where each MAP decoder decodes a recursive
systematic convolutional code. We propose a turbo decoding algorithm that, on
a logical level of abstraction, is made of several turbo decoders working in
parallel. Each turbo decoder is initialized with different recursive convolutional
code. Practical implementation of the proposed algorithm may be achieved with
a single turbo decoder, where MAP decoders are working concurrently.
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1 Introduction

Turbo Codes are a class of forward error correction codes invented by Berrou and first
published in [1]. Turbo codes were the first practical system that achieved signal-to-
noise ratio of 0.7 dB above the Shannon’s limit while providing bit error probability of
10−5 [1]. Turbo codes are special sub-type of convolutional codes. In general, a turbo
encoder is any combination of two or more identical convolutional encoders connected
via interleavers. Traditionally, a turbo code comprises two recursive systematic con-
volutional (RSC) encoders coupled in a parallel concatenation scheme (Fig. 1). Turbo
codes are systematic codes, which means that the input sequence appears unmodified at
the output as sequence x. Figure 1 shows two recursive systematic convolutional
encoders that output two coded sequences x; y1ð Þ and x; y2ð Þ, where sequences y1 and
y2 represent the parity bits. The turbo code on Fig. 1 initially has a code rate of 1/3;
however, higher code rates may be achieved by applying various puncturing patterns.
An example of puncturing pattern may be alternating between the parity bits y1 and y2.
The interleaver is a device that outputs a random permutation of the received sequence.
By providing random permutation of the input sequence, the interleaver allows iden-
tical recursive encoders to be used in the hardware design. Thus, two identical recursive
systematic convolutional codes coupled with a random interleaver behave as two
different recursive systematic convolutional codes.

Decoding of a recursive systematic convolutional code may be done with the
Viterbi algorithm [2] or with Maximum A Posteriori Probability (MAP) algorithm [3].
Decoding of the turbo codes, which are made of two parallel systematic recursive
convolutional codes, involves separate decoding of each of the systematic recursive
convolutional codes (Fig. 2).
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The turbo decoder (Fig. 2) is made of two decoders DEC1 and DEC2, which are
modified MAP decoders, also known as BCJR decoders [1]. The two decoders DEC1

and DEC2 may share information several times before the turbo decoder outputs
estimates for each bit. This information sharing is known as iteration. Thus, the turbo
decoder performs several iterations before outputting decision for each bit. The turbo
decoder may be configured to perform two iterations simultaneously [4]. For example,
when DEC1 is working on the i-th iteration, DEC2 may be working on the (i−1)-th
iteration. The two decoders DEC1 and DEC2 may be Max-Log-Map decoders [6, 7],
which is a simplified variant of the MAP decoder that involves the Viterbi algorithm
[2]. More on implementation issues may be found in [5, 8]. Decoders DEC1 and DEC2

are configured to output the logarithm of likelihood ratio (LLR) for each bit xk

LLR xkð Þ ¼ log
Pr xk ¼ 1jobservationf g
Pr xk ¼ 0jobservationf g ð1Þ

where Pr xk ¼ 1 or 0jobservationf g is a posteriori probability of the bit xk. The decoder
DEC1 is activated first and it decodes the encoded sequence x; y1ð Þ and outputs LLR1

quantities for each bit xk. The LLR1 quantities are then fed to DEC2 that decodes the
encoded sequence x; y2ð Þ to produce its own estimates LLR2. The turbo decoding
process continues in iterative fashion, and in the next iteration LLR2 quantities are fed
into DEC1.

From Fig. 2, it may be observed that the turbo decoder is initialized with the first
recursive convolutional code x; y1ð Þ. In this paper we propose a turbo decoding scheme
made of two serial turbo decoders that operate in parallel. The first turbo decoder is
initialized with the first recursive convolutional code x; y1ð Þ and the second turbo
decoder is initialized with the second recursive convolutional code x; y2ð Þ. Results from
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both decoders are combined to produce the logarithm of likelihood ratio (LLR) for each
bit xk.

2 The MAP Decoding Algorithm

A convolutional encoder with M registers is finite state machine with 2M states. Trellis
diagram is labelled n-partite graph, in which every path represents a valid codeword
(Fig. 3). Vertices of the nþ 1 disjoint sets in the trellis represent all possible 2M states
of the encoder. Vertices are labelled as decimal numbers, such that the content of the
leftmost register corresponds to the most significant bit in the decimal number. Edge
labels represent the input letters to the encoder and the appropriate output letters
produced by the encoder separated by the slash symbol.

Trellis diagram of convolutional codes gives a hint about the decoding process; if
the received sequence does not represent a valid path through the trellis diagram, then
we can conclude that errors have occurred. The decoding objective is to find the most
probable valid path though the trellis. Several decoding algorithms exist for decoding
convolutional codes. The most famous are the Viterbi algorithm [2] and the BCJR
algorithm [3]. The Viterbi algorithm is universally used and is highly parallelizable.

The BCJR algorithm can be envisioned as two stage process. In the first stage,
known as the forward a recursion, the decoder moves through the trellis in left to right
fashion and with each state s it associates a probability function ai sð Þ that is recurrently
computed. In the second stage, known as the backward b recursion, the BCJR decoder
recurrently computes additional probability function bi sð Þ and then using the stored
ai sð Þ outputs the logarithm of likelihood ratio for each bit xk.

Let ai sð Þ; s ¼ 0; 1; . . .;M � 1; be a set of state metrics on the n-partite trellis at the
time i. The computation of the forward a probabilities starts from the initial conditions

Fig. 3. Trellis diagram of a convolutional code
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a0 sð Þ ¼ 1 s ¼ 0
a0 sð Þ ¼ 0 s 6¼ 0

�
ð2Þ

and following the edges of the trellis with non-zero branch probabilities ci s; s
0ð Þ, the

decoder, at each iteration stores all ai sð Þ and computes aiþ 1 sð Þ, according to

aiþ 1 s0ð Þ ¼
XM�1

s¼0
ai sð Þci s; s0ð Þ; ð3Þ

where s0 ¼ 0; 1; . . .;M � 1. Stored ai sð Þ are used during the backward computation in
order to compute the log-likelihood-ratio (1) for the i-th information bit xi.

Let bi sð Þ; s ¼ 0; 1; . . .;M � 1; be another set of state metrics on the n-partite trellis
at the time i. The computation of the backward b probabilities starts from the initial
conditions bN�1 sð Þ ¼ 1

M and following the edges of the trellis with non-zero branch
probabilities ci s; s

0ð Þ, the decoder, at each iteration computes bi sð Þ, according to

bi s
0ð Þ ¼

XM�1

s¼0
biþ 1 sð Þci s; s0ð Þ; ð4Þ

where s0 ¼ 0; 1; . . .;M � 1. Then the logarithm of likelihood ratio (LLR) for each bit xk
is computed as

LLR xkð Þ ¼ Log

P
s ai sð ÞPs0 ci s; s

0ð Þbiþ 1 s0ð ÞP
s ai sð ÞPs0 c

�1
i s; s0ð Þbiþ 1 s0ð Þ

� �
ð5Þ

3 Design of Parallel Turbo Decoder

Figure 4 shows a block diagram of a turbo decoder. The turbo decoder is coupled to
receive channel information of a turbo code. The received turbo code is made of two
parallel recursive systematic convolutional codes RSC1 and RSC2. Principle of
operation of the turbo decoder is described on Fig. 2. The turbo decoder is configured
first to decode the first code RSC1, then the code RSC2. The decoder repeats this
sequence for predefined number of iterations.

Fig. 4. Block diagram of a turbo decoder initialized with RSC1
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Parallel decoding of the turbo code made of two codes RSC1 and RSC2 may be
achieved with two serial turbo decoders (as in Fig. 4) working in parallel, such that
each turbo decoder is initialized with different RSC code (Fig. 5).

The parallel turbo decoder (Fig. 5) is coupled to receive channel information for
two parallel recursive systematic convolutional codes RSC1 and RSC2. The parallel
turbo decoder is made of two serial turbo decoders Turbo Decoder1 and Turbo
Decoder2. Each of the serial turbo decoders start operation with different RSC code.
The logarithm of likelihood ratio (LLR) for each bit xk on the output of the parallel
decoder is sum of logarithm of likelihood ratio (LLR) for each bit xk on the output of
each serial decoder. In general, the parallel turbo decoder may be generalized for any
turbo code made of arbitrary number of recursive systematic convolutional codes in
parallel connection. In practice, the parallel turbo decoder (Fig. 5) may be implemented
with one serial turbo decoder (Fig. 2), where, at any moment, one MAP decoder
computes the LLR1 coefficients from the Turbo Decoder1 and the other MAP decoder
computes LLR2 coefficients from the Turbo Decoder2, simultaneously.

4 Practical Results

In our simulation of parallel turbo decoder, we use turbo code made of two recursive
systematic convolution codes (as in Fig. 1). The turbo code is with code rate 1/2, which
means that one of the two RSC codes is punctured out at any bit interval. The con-
volutional encoders are recursive with 16 states. Encoded sequence is 1025 bits long.
The Turbo code is sent over Gaussian channel. To store state and branch metric we use
IEEE 754 double precision format. Results are shown on Fig. 6.

Figure 6 compares performance of a regular turbo decoder (Fig. 2) and parallel turbo
decoder (Fig. 5). Both turbo decoders are set to perform 8 iterations before outputting the

Fig. 5. Parallel turbo decoder
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logarithm of likelihood ratio (LLR) for each bit xk. Both the parallel turbo decoder
(Fig. 5) and the regular turbo decoder (Fig. 2) are tested for bit error rate for various
signal to noise ratios. Figure 6 confirms that the parallel turbo decoder (Fig. 5) performs
better than the regular turbo decoder (Fig. 2), i.e. it shows improved bit error rate.

5 Conclusion

We have demonstrated a turbo decoding algorithm that improves bit error rate in
decoding turbo codes by using parallel turbo decoders (Fig. 5). From the perspective of
improved performance, it is obvious from Fig. 6 that the parallel turbo decoder
improves the classical decoder. From the perspective of running time, using the same
hardware, the parallel turbo decoding algorithm may be slower than the classical turbo
decoding algorithm by a factor of two. However, if we can double the hardware
resources, the parallel turbo decoding algorithm may be as fast as the classical turbo
decoding algorithm.

Two lines of research may be identified in Turbo codes, with goals to develop a
suboptimal turbo decoder that improves a certain bottleneck. One line of research is
trying to minimize memory complexity; thus, requiring less die area and less power [6,
7]. Another line of research is to improve decoding speed of turbo decoders and to
achieve the decoding speed of the LDPC codes. In this line of research, the trellis
diagram of the turbo code (Fig. 3) is divided in subtrellises, which are decoded in
parallel [9]. Advantage of the parallel turbo decoder (Fig. 5) that is introduced in this
paper is that it can be applied on any suboptimal turbo decoder.

Fig. 6. Performance comparison between (regular) turbo decoder and parallel turbo decoder.
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