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Abstract. In this paper, we propose to learn Deep Semantic Space (DSS) for
cross-modal event retrieval, which is achieved by exploiting deep learning
models to extract semantic features from images and textual articles jointly.
More specifically, a VGG network is used to transfer deep semantic knowledge
from a large-scale image dataset to the target image dataset. Simultaneously, a
fully-connected network is designed to model semantic representation from
textual features (e.g., TF-IDF, LDA). Furthermore, the obtained deep semantic
representations for image and text can be mapped into a high-level semantic
space, in which the distance between data samples can be measured straight-
forwardly for cross-model event retrieval. In particular, we collect a dataset
called Wiki-Flickr event dataset for cross-modal event retrieval, where the data
are weakly aligned unlike image-text pairs in the existing cross-modal retrieval
datasets. Extensive experiments conducted on both the Pascal Sentence dataset
and our Wiki-Flickr event dataset show that our DSS outperforms the state-of-
the-art approaches.
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1 Introduction

The development of the Internet and the emerging social media are changing the way
people interact with each other. Meantime, multi-modal online data (e.g. images, texts,
audios and videos) is growing rapidly. In reality, data in different modalities can be
used for describing the same real-world events [1, 2] (e.g., protests, elections, festivals,
natural disasters). For instance, a news website may contain textual descriptions,
images and audios to report an event. Cross-modal retrieval aims to retrieve the data in
different modalities that are relevant to the same event. Multi-modal data can span
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different feature spaces, known as the problem of “semantic gap”, making the mea-
surement on the content similarity among the data more challenging.

Researchers have built up quite a few multimodal datasets for cross-modal retrieval,
such as Wikipedia image-text pairs [3], Pascal sentence [4], Pascal VOC [5]. However,
these datasets focus on strongly aligned data pairs, e.g., an image of cat and its exact
textual descriptions as shown in Fig. 1a. In reality, there may exist more complicated
cases which cannot be expressed by one-to-one data pairs. For instance, given a photo
of news event (e.g., a protest), users may expect to acquire the relevant textual
materials, which are usually not the exact description of the photo but they share the
same label of event. Therefore, we call such data weakly aligned data as shown in
Fig. 1b.

In the context of cross-modal event retrieval, using the user-generated content is
very challenging to obtain a joint representation for multimodal data. The performance
of the traditional techniques, such as CCA [6], CFA [7], is still far from satisfactory.
Recently, due to the development of deep learning, significant progress has been made
in the fields of speech recognition, image recognition, sentiment classification, and
image caption generation. Inspired by these works, we employ deep learning models
for cross-modal event retrieval, especially for the weakly aligned data.

Fig. 1. Examples of strongly aligned image-text pairs from Pascal sentence dataset, and weakly
aligned examples from our Wiki-Flickr event dataset. In particular, the corresponding text is the
exact description of an image in the strongly aligned data pairs. In contrast, the weakly aligned
textual content does not describe an image exactly, but they share the same event label.
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In this paper, we utilize deep learning models to learn a common semantic space in
order to measure the content similarity between data in different modalities. More
specially, we employ a VGG [8] network to transfer semantic knowledge from Ima-
geNet dataset to our Wiki-Flickr event dataset. At the same time, we devise a fully-
connected network to extract deep features from raw textual features, e.g., TF-IDF,
LDA. Furthermore, we map the images and texts to a common semantic space with
high-level semantics, in which the cross-modal data samples can be matched directly
by using similarity measurement. The main contributions of this work are the
following:

(1) We propose a deep semantic space (DSS) framework based on the VGG network
and fully-connected network for cross-modal retrieval. DSS has the advantage of
high discriminative power, and hence can be used to deal with weakly aligned
data.

(2) We collect a Wiki-Flickr event dataset, where the data are weakly aligned unlike
the usual image-text pairs in the existing datasets. We plan to release the dataset
for public use later on.

(3) Extensive experiments conducted on the Pascal Sentence dataset and our Wiki-
Flickr event dataset show that the proposed DSS outperforms the state-of-the-art
approaches.

The rest of this paper is organized as follows. Section 2 reviews the related work on
cross-modal retrieval. Section 3 shows the details of our proposed method. Extensive
experiments and conclusions are given in Sects. 4 and 5, respectively.

2 Related Work

Various approaches have been proposed to deal with cross-modal retrieval, which can
be roughly divided into four categories: subspace learning, hashing-based methods,
rank-based methods, and DNN-based methods. We introduce the basic ideas and a few
representative approaches in these categories below.

(1) Subspace learning. Canonical correlation analysis (CCA) and Kernel-CCA are
representative subspace learning approaches, which aim to learn a common
subspace shared among different modalities of data by maximizing their
correlations.

(2) Hashing-based methods. Considering high-dimensional cross-modal data,
Bronstein et al. [9] proposed a cross modal similarity sensitive hashing (CMSSH)
for efficient cross-modal tasks. Song et al. [10] proposed a novel inter-media
hashing (IMH) model to transform multimodal data into a common Hamming
space.

(3) Rank-based methods. Rank-based methods usually use the strategy of learning
to rank. Bai et al. [11] presented supervised semantic indexing (SSI) for cross-
lingual retrieval. Grangier et al. [12] proposed a discriminative kernel-based
method to solve the problem of cross-modal ranking by adapting the passive-
aggressive algorithm.
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(4) DNN-based methods. The recent DNN-based methods can utilize the advantage
of large-scale data, achieving better performance than the traditional approaches.
Srivastava et al. [13] proposed to learn a shared representation between different
modalities based on restricted Boltzmann machine. Wang et al. [14] proposed a
regularized deep neural network (RE-DNN), which is a 5-layer neural network for
mapping visual and textual features into a common semantic space. Furthermore,
similarity between different modalities can be measured seamlessly. Wei et al.
[15] presented a semantic matching method to address the cross-modal retrieval
problem. However, shallow networks usually perform well on the small-scale
dataset, which may suffer from underfitting when dealing with large-scale
datasets.

3 The Proposed Method

This section elaborates our proposed method for cross-modal event retrieval, which
uses the VGG network and a fully-connected network to learn the common semantic
space. Figure 2 illustrates the overview of our proposed framework.

3.1 Learning Image Semantics with Knowledge Transfer

Considering the degradation problem faced by the deep learning models on dealing
with large-scale dataset, we propose to learn image semantics by VGG network.

Fig. 2. An overview of our proposed DSS. For images, we use a VGG network to transfer
semantic knowledge from ImageNet (in Sect. 3.1). For text, we design a fully-connected network
to obtain text semantics (in Sect. 3.2). Finally, the multimodal data is embedded into deep
semantic space for cross-modal retrieval (in Sect. 3.3).
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More specifically, we fine-tune the VGG network by initializing the parameters with a
network pre-trained on the ImageNet dataset. Furthermore, we feed the output of the
last fully-connected layer oI into a softmax, which generates image semantic embed-
ding SI ε RK over a number of K event categories. Intuitively, the softmax function
maps a K-dimensional vector z to a K-dimensional vector r(z) of real values in the
range (0, 1) that add up to 1. The image semantic embedding SI is defined below:

r : RK ! Z 2 RK jzi � 0;
XK

i¼1
zi ¼ 1

n o
ð1Þ

zj ¼ ðoIÞj for j ¼ 1; . . .;K: ð2Þ

ðSIÞj ¼ P y ¼ jjIð Þ ¼ r zð Þj ¼
ezj

PK
i¼1 e

zk
for j ¼ 1; . . .;K: ð3Þ

where P(y = j|I) represents the predicted probability for the j-th class given a data
sample I. SI 2 RK is the image semantic embedding vector. ðSIÞj represents the j-th
element in the vector.

3.2 Learning Text Semantics by Fully-Connected Network

We design a 4-layer fully-connected network based on raw textual features to obtain
the text semantics as show in Fig. 3. More specifically, we take term frequency–inverse
document frequency (TF-IDF) as an example to illustrate the semantic learning process
for the textual content. Stop words have been removed before obtaining vectors con-
sisting of TF-IDF values for the textual documents. The dimension of the vectors is
equal to the number of tokens in the corpus. Furthermore, we design a 4-layer fully-
connected network to learn the hidden semantics underlying the documents, which is
defined below:

f xð Þ ¼ max 0; xð Þ ð4Þ

h 2ð Þ
t ¼ f 2ð Þ W 1ð Þ

t � T þ b 1ð Þ
t

� �
ð5Þ

h 3ð Þ
t ¼ f 3ð Þ W 2ð Þ

t � h 2ð Þ
t þ b 2ð Þ

t

� �
ð6Þ

oT ¼ f 4ð Þ W 3ð Þ
t � h 3ð Þ

t þ b 3ð Þ
t

� �
ð7Þ

where T represents the input TF-IDF features for each document, f xð Þ represents the
rectified linear unit (ReLU) function, i.e., the activation function, and oT represents the
output of the last fully-connected layer.
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Finally, oT is fed into a K-way softmax, which generates text semantic embedding ST
ε RK over a number of K categories. The text semantic embedding ST is defined below:

r : RK ! fz 2 RK jzi � 0;
XK

i¼1
zi ¼ 1g ð8Þ

zj ¼ ðoTÞj for j ¼ 1; . . .;K: ð9Þ

ðSTÞj ¼ P y ¼ j j Tð Þ ¼ r zð Þj¼
ezj

PK
i¼1 e

zk
for j ¼ 1; . . .;K: ð10Þ

where P(y = j| T) represents the predicted probability for the j-th class given a data sample
T. ST 2 RK is the text semantic embedding. ðSTÞj represents the j-th element in the vector.

3.3 Semantic Matching in the Deep Semantic Space

As mentioned previously, we obtain unified vectors for both image and text, which is
called the deep semantic space (DSS). Therefore, cross-model data samples can be
measured directly in DSS by using distance metrics, e.g., Euclidean distance, cosine
distance, Kullback-Leibler (KL) divergence, Normalized Correlation (NC). In the
experiments, we will investigate the influence of various distance metrics.

4 Experiments

4.1 Dataset and Data Partitions

(1) Pascal Sentence dataset: It is a subset of Pascal VOC, which contains 1000 pairs
of image and text descriptions (several sentences) from 20 categories. We ran-
domly select 30% pairs from each category for training and the rest for testing. The
text-image pairs are strongly aligned data, i.e., text is the exact description of an
image, as shown in Fig. 1.

Fig. 3. Learning text semantics by the fully-connected network.
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(2) Wiki-Flickr Event dataset: We collect 28,825 images and 11,960 text articles,
belonging to 82 categories of events. The images are shared by users on Flickr
social media, while the text articles are collected from different news media sites,
e.g., BBC News, The New York Times, Yahoo News, Google News. In particular,
the data is weakly aligned, as a text article is not the exact description of a certain
photo, but they share the same event label. Some examples are shown in Fig. 1,
and the statistics on the dataset is shown in Fig. 4. For data partitions, 75% of the
data samples are used for training, and the rest are used for testing.

4.2 Experimental Results

(1) Implementation Details. In terms of the images, we crop the images and hori-
zontally flip the images randomly with a given probability of 0.5 for data aug-
mentation. The images are resized to 224 � 224. Then, we normalize the images
with mean and standard deviation. The loss function of the network adopts Cross
Entropy, which is optimized by using stochastic gradient descent with the
momentum of 0.9. The learning rate is 0.001, and the batch size is 16. In terms of
the 4-layer fully-connected network for text, we use the same loss function and
optimization strategy, the learning rate is 0.01, and the dropout probability is 0.5.

(2) Evaluation Metrics. In the experiments, two retrieval tasks are conducted:
retrieving text by image queries (denoted as Image ! Text) and retrieving images
by text queries (denoted as Text ! Image). We evaluate the ranking list by mean
average precision (MAP). MAP is computed as the mean of average precision
(AP) for all the queries.

(3) Compared with Baselines. In terms of the performance of our DSS on strongly
aligned data pairs, we compare with eight popular approaches on the Pascal
Sentence dataset, including CCA [6], CFA [7], JRL [16], LGCFL [17], Multi-
modal DBN [18], Corr-AE [19], Bimodal-AE [20], and Deep-SM [15]. The per-
formance of the baselines on the Pascal Sentence dataset is reported in their papers,
respectively. As shown in Table 1, DNN-based methods [15, 18–20] tend to
achieve better performance than the traditional ones [6, 7, 16, 17]. Overall, our

Fig. 4. Data partitions of our Wiki-Flickr event dataset.

Cross-Modal Event Retrieval: A Dataset 153



DSS achieves the best performance, giving significant improvement. Furthermore,
we compare the proposed DSS with Deep-SM on the Wiki-Flickr event dataset as
shown in Fig. 5, which demonstrates the effectiveness of our DSS for weakly align
data.

(4) Evaluation of Network Structures and Distance Metrics. We evaluate the
influence of adopting different network architectures for pre-training, and using
different distance metrics in DSS. The evaluations are conducted on the Wiki-
Flickr event dataset as shown in Table 2, from which we make two observations:
(1) In terms of the network architectures adopted for pre-training, we can observe
that deep models, such as VGG [8], and ResNet [21], achieve better performance
than the shallow models, such as AlexNet [22], and SqueezeNet [23]. (2) In terms
of the distance metrics, normalized correlation and cosine distance perform better
than Euclidean distance and KL-divergence in the context of cross-modal event
retrieval.

(5) Examples of the Retrieval Results. Intuitively, we take text retrieving images as
an example to show the performance of DSS on Wiki-Flickr event dataset in Fig. 6.
The top-five images are given in the figure, where the event labels are marked at
the lower right corner. Red boxes indicate the mismatched retrieval results, while
green boxes indicate the correct results. Our DSS returns three mismatched images
in the right example. It is probably due to the fact that the categories of ‘Baltimore
protests’, ‘Shooting of Michael Brown’ and ‘Death of Freddie Gray’ share quite a
few similar words and images, making them hard to be distinguished.

Table 1. MAP performance of the approaches on Pascal Sentence dataset.

Method Image ! Text Text ! Image Average

CCA 0.110 0.116 0.113
CFA 0.341 0.308 0.325
JRL 0.416 0.377 0.397
LGCFL 0.381 0.435 0.408
Bimodal-AE 0.404 0.447 0.426
Multimodal DBN 0.438 0.363 0.401
Corr-AE 0.411 0.475 0.443
Deep-SM 0.440 0.414 0.427
Our DSS 0.472 0.495 0.484

Fig. 5. Comparing DSS with Deep-SM on Wiki-Flickr event dataset.
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5 Conclusion

In this paper, we have proposed a deep semantic space (DSS) learning framework for
cross-modal retrieval. DSS embeds multimodal data into a common semantic space
with high-level semantics in an end-to-end manner, which casts cross-modal retrieval
problem as a homogeneous retrieval task. In particular, we collect a Wiki-Flickr event
dataset to advocate the problem of cross-modal retrieval for weakly aligned data.
Extensive experiments conducted on a public dataset and Wiki-Flickr event dataset
show that our DSS outperforms the state-of-the-art approaches.

Table 2. MAP performance of adopting different network architectures and distance metrics in
our DSS on Wiki-Flickr event dataset

Architecture Distance metric Image ! Text Text ! Image Average

AlexNet KL-divergence 0.451 0.380 0.416
SqueezeNet 0.447 0.409 0.428
ResNet 0.438 0.456 0.447
VGG 0.494 0.447 0.471
AlexNet Euclidean distance 0.462 0.410 0.436
SqueezeNet 0.466 0.427 0.447
ResNet 0.461 0.464 0.463
VGG 0.503 0.474 0.489
AlexNet Cosine distance 0.530 0.495 0.513
SqueezeNet 0.539 0.510 0.525
ResNet 0.556 0.537 0.547
VGG 0.576 0.566 0.571
AlexNet Normalized correlation 0.532 0.498 0.515
SqueezeNet 0.541 0.510 0.526
ResNet 0.560 0.538 0.549
VGG 0.578 0.570 0.574

Fig. 6. Two examples of cross-modal retrieval results obtained by DSS on Wiki-Flickr event
dataset. Note the numbers refer to the event labels (i.e., 62: Hurricane Irma, 37: Death of Freddie
Gray, 39: Shooting of Michael Brown, 74: Baltimore protests, etc.).
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