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Abstract. Text Detection in night video footage is hard due to low contrast and
low resolution caused by distance variations between camera and ground under
poor light. In this paper, we propose a new fusion based enhancement method
for text detection especially in night video footage. The proposed method
integrates the merits of color space and frequency based enhanced methods for
sharpening low contrast details. Specifically, for each enhanced image, the
proposed method derives weighted mean for the pixels values to widen the gap
between high contrast (texts) and low contrast (background) pixels. The
weighed means are further modified as dynamic weights with respect to
enhanced images. These weights are convolved with pixel values of respective
enhanced images to produce fused images. The proposed fusion based
enhancement method is tested on images collected from night video footage to
demonstrate the effectiveness of the method. For the output of each enhance-
ment method including the proposed method, text detection rates are computed
to show that the proposed enhancement method outperforms the existing
enhancement methods.
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1 Introduction

As noticed literature on text detection and recognition in natural scene images and
video, researchers are developing new methods to tackle several challenges such as low
contrast, uneven illumination effect, multiple scripts or orientations, complex back-
ground, and font or font size variations [1, 2]. This shows that text detection and
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recognition is important for real time emerging applications, such as surveillance and
navigation apart from image understanding for retrieval [3, 6]. But it is noticed from
literature that none of the methods addressed the issue of text detection in night video
footage, where texts suffer from poor quality due to poor light conditions including
other challenges mentioned above. One such illustration can be seen in Fig. 1, where
(a) is an input image captured at night, in which texts are even invisible from our naked
eyes, (b) gives the result of the existing enhancement method [7] which explores color
space, (c) shows the result of one more state-of-art existing enhancement method [8],
which explores frequency domain, and (d) gives the result of the proposed method.
Note that to test the effectiveness of text detection performances for enhancement
methods, we run the latest method [6] that uses powerful deep learning for text
detection in natural scene images. It can be seen that the text detection method fails to
detect the texts in the input image, and misses the texts from the results of both the
existing enhancement method-1 and method-2. However, the same method [6] detects
texts properly for the result of the proposed method. This shows that text detection
performance is poor for night images, which can be improved for enhanced images.
This is also true that understanding night video footage is essential for surveillance and
monitoring applications especially for the purpose of forensic investigations in crime
cases. Therefore, we focus on image enhancement for improving text detection per-
formance for night video images in this work.

(2) (b) © @

Fig. 1. Text detection performances prior to enhancement and after enhancement, where (a) is
the input image, (b) shows the enhanced image from color space, (c) gives the enhanced image
from frequency domain, and (d) shows the enhanced result from the proposed method.

\ference GuIc

: £
B

There are methods for general image enhancement and text image enhancement
through fusion concept. For example, Sharma et al. [9] proposed contrast enhancement
using pixel based image fusion in wavelet domain. The method explores the combi-
nation of low and high pass filters. Lee et al. [10] proposed an edge enhancement
algorithm for low dose X ray fluoroscopic imaging. This method uses the same filters
as mentioned in above in gradient domain. Jiang et al. [7] proposed night video
enhancement using improved dark channel priors. The method uses inversion pixel
operation in color domain. Rui et al. [8] proposed a medical X-ray image enhancement
method based on TV-Homomorphic filter. It has the ability to balance bright and fine
pixels in images. Maurya et al. [11] proposed a social spider optimized image fusion
approach for contrast enhancement and brightness preservation. The method produces
one high sharp image and one more with high peak signals for each input image. Then
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it fuses the two images to enhance fine details. From the above reviews, it is noticed
that none of the methods considers images with texts for enhancement. In other words,
the objective of the above methods is to enhance the content in general images.
Recently, we can see a few methods for text image enhancement. Pei et al. [12]
proposed multi-orientation scene text detection with multi-information fusion. The
method explores convolutional neural networks for detecting low contrast texts in
natural scene images. The focus of the method is to enhance text information in natural
scene images but not texts in night images. Roy et al. [13] proposed a fractional
Poisson enhancement model for text detection and recognition in video frames.
However, the target of the work is to enhance images affected by Laplacian operation
but not those captured at night. Overall, none of the methods addresses the issue of text
enhancement in night images for improving the performance of text detection.
Hence, in this work, we focus on the enhancement of images captured under poor
light to improve the performance of text detection. Inspired by the method [11], where
two different domains for enhancing low contrast images are used, we exploit the same
idea for generating enhanced images using color space and frequency information.
When there are texts in images, one can expect high contrast information, and
meanwhile the values of such text pixels often have almost the uniform color values.
Based on this observation, we propose new criteria for weight derivation for each pixel
in enhanced images. Additionally, motivated by the method [14] where fusion is
introduced for medical image enhancement, we propose to explore the same fusion
concept for combining two generated enhanced images based on weight information.
Since our weights are derived from fusion operation based on text properties, the
proposed method well enhances text information by suppressing background infor-
mation. This is our contribution, which is different from the existing methods.

2 The Proposed Method

This work considers images containing texts captured under poor light condition as the
input for enhancement. As noticed from the literature, color space and frequency
domain are the main concepts for image enhancement. This is because color is sensitive
to human perception, while frequency coefficients are sensitive to tiny changes at pixel
level. To take the advantage of both the domains, we propose to use color space for
generating one enhanced image, and frequency domain for generating another
enhanced image for each input image. Then to integrate both the enhanced images, we
propose a new fusion method, which derives weights based on text properties to
produce the final fused image, resulting in text enhancement. The block diagram of the
proposed method can be seen in Fig. 2.

2.1 Enhanced Images Using Color Space and Frequency Domain

As mentioned in the previous section, we consider the idea presented in [7] for
obtaining enhanced images using color space. The method treats night video images as
foggy or haze removal. As a result, the method proposes a degradation model, which
requires estimating the global atmospheric light and medium transmission using an
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Fig. 2. The block diagram of the propose method.

improving dark channel prior. The institution to estimate the global atmospheric light is
that the pixels that correspond to atmospheric light should be located in a large smooth
area and during a period of time, the atmospheric light has no changes. In the same
way, the main basis for estimating medium transmission using an improving dark
channel prior is that the pixels on the same object should have the same or similar depth
values. By knowing the transmission map and the global atmospheric light, the method
can obtain the inversion of the enhanced image. The steps can be seen in Fig. 3. The
effect of the enhancement method can be seen in Fig. 4(a), where we can see image
details are enhanced compared to the input image in Fig. 1(a). However, since the
method considers image enhancement as degradation, the method alone is insufficient
to enhance text details in night video footage.

We thus propose another concept to enhance image details based on TV-
Homomorphic filter [8]. It has the ability to reduce low frequency and increase high
frequency information simultaneously, which results in reducing illumination changes
and sharpening edge pixels. It works based on the incident and reflected light model.
For the purpose of filtering, the method uses Fourier transform as the filter, which gives
a filtered image for each input image. The total variation model has been used in
homomorphic filter as a new transfer function. The total variation model is widely used
for image restoration and noise removal. Since homomorphic filter uses the total
variation model, it has the ability to adjust brightness and details of enhancement. The
effect of the homomorphic filter is shown in Fig. 4(b), where one can see the image is
brighter than the result shown in Fig. 4(a). It is also observed from Fig. 4(b) that the
method enhances image details but not only text pixels. Overall, we can conclude that
method-1 focuses on enhancing foreground information, while method-2 focuses on
enhancing background information. Therefore, text pixels that have low contrast and
high contrast are enhanced in separate images. To combine both low contrast and high
contrast text pixels, we propose a new fusion method in the next section.
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Fig. 3. The method for obtaining enhanced image-1 using color space.
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Fig. 4. Fusing two enhanced images for generating a better enhanced image, where (a) is the
enhanced image from color space, (b) is the enhanced image from frequency domain and (c) is
the enhanced image from the proposed method.

2.2  Fusion Criteria for Text Enhancement

As mentioned in the Proposed Method Section, for each pixel in the two enhanced
images given by the methods presented in the previous section, the proposed method
computes mean as defined in Eq. (1). It is true that when there is an edge that represents
text pixels, there will be high contrast values compared to its background. Therefore,
the mean of such pixels gives high values. If there are no text pixels, the mean gives
low values because of low contrast background information. To extract such difference,
the proposed method multiplies the mean values with the current pixel values as
defined in Eq. (2), which we call weights for each pixel in the two enhanced images.
This operation increases text pixel values and decreases non-text values simultane-
ously. However, sometimes, arbitrary contrast variations in an image cause problem for
identifying the gap between text and non-text pixels. To alleviate this problem, we
recalculate weights based on the fact that an image can contain three type of values,
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namely, high values which represent edges (text), low values which represent back-
ground, and middle values which usually represent text pixels affected by arbitrary
contrast variations. Therefore, we recalculate weights as if a weight is greater than 0.6
in the values (text pixels) of the range, 0 to 1 must be multiplied by 0.8. If the weight is
less than 0.6 and greater than 0.2 (affected values), the values are multiplied by 0.5 in
the range of 0 and 1 values. The weight recalculation is defined in Eq. (3). The main
objective of recalculating weights is to classify the pixels which represent texts as white
and the pixels which represent non-texts as black. The values are determined empiri-
cally. The recalculated weights for each pixel in the enhanced images are then used for
obtaining the fused image as defined in Eq. (4). The effect of the proposed fusion can
be seen in Fig. 4(c), where one can see text pixels are enhanced compared to the
images in Fig. 4(a) and (b). This is the advantage of the proposed work. The above
steps are formulated mathematically as follows.

We define the grayscale image of the enhanced image from color space as f!(x,y)
and enhanced image from frequency domain as f2(x, y). For two enhanced images, we

calculate the local mean value of the (i, ])th pixel over an n x n window as m<1iJ.>, m%m

using the Eq. (1):

n—1 n—1
mi;) = FAx, (1)
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where k denotes the index of the enhanced images and & € {1,2}, while n denotes the
size of the window and is set as 7 according to experiments. We compute the corre-
sponding weight using Eq. (2):

m;. .
ko (i)
Wiy = I=p | (2)

=1
where w( denotes the weight at position (i,j) of the image, p is the number of the

enhanced images and is set as 2, k € {1,2}. Then we apply the following Eq. (3) to
change weight values:

. (
wl({.. = Wl((i.j) X Uy Iy <W( J) <t (3)
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where k € {1,2}, w ) is the weight at position (i (i,j) of the enhanced image. u; = 0.8,
W =0.5,1t =0.6, l2 = 0.2 and these values are determined empirically.

D=3 W f1(0) @)
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where F denotes the fused image, f(i,j) is the gray pixel value at position (i,5) in the
enhanced image, while n denotes the number of enhance images, which is set as 2.

3 Experimental Results

As there is no standard dataset available for evaluating the proposed method on night
video footage, we collect our own data by capturing images at night, which includes
500 images under different poor light conditions. The dataset comprises images of
Chinese and English captured by mobile phones in dark scenes. Besides, it also
includes images of book covers, daily necessities, and boxes containing texts. To test
the effectiveness of the proposed method, we collect low contrast images from standard
ICDAR 2015 video [15] and YVT video, which provide 500 images. In total, we
consider 1000 images for experimentation and evaluation of the proposed and existing
methods.

To show the superiority to existing methods, we implement three state of the art
existing enhancement methods, namely, Jiang et al.’s method [7] which uses color
space and a degradation model for enhancing general images, Rui et al.’s method [8]
which uses a TV-Homomorphic filter for enhancing details in images, and Roy et al.’s
method [13] which is developed for enhancing text information in images affected by
Laplacian operation. The reason to consider the above three methods is that Jiang
et al.’s method is the state-of-the-art method for enhancing details in night video
images as the proposed work, Rui et al.’s method is the state-of-the-art method that
enhances image details in low contrast images, while Roy et al.’s method [13] is the
state-of-the-art method that focusses on enhancement of text pixels affected by video
noises as the proposed work.

To validate the result of enhancement given by the proposed and existing methods,
we implement two well-known text detection methods to run on input images and the
result of enhancement images, that is, Zhou et al.’s method [5] which proposes an
efficient and accurate scene text detector based on deep learning and a large number of
features, and Shi et al.’s method [4] which detects oriented texts in natural scene
images based on deep learning and linking segments. The reason to consider these two
methods is that the former one is good for low contrast and low resolution images,
while the latter is good for images affected by blur and uneven illuminations. In
addition, both the methods used deep learning tools for achieving their results. The
results are obtained for prior to enhancement and after enhancement to show that the
proposed enhancement method helps in improving text detection performance com-
pared to prior to enhancement.

To measure the performance of the proposed method, we use standard measures,
namely, Recall (R), Precision (P) and F-Measure (F) as defined in Eqs. (5)—(7), where
True Positive (TP) means the number of items labeled correctly and belong to the
positive class, True Negative (TN) means the number of items labeled correctly and
belong to the negative class, False Positive (FP) and False Negative (FN) means the
number of items labeled incorrectly in positive class and negative class, respectively.
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- P
Precision = —— (5)
TP+ FP
TP
Recall = — 6
TP EN (6)

F-Measure — 2 % Pre'c.ision * Recall (7)
Precision + Recall

Qualitative results of the proposed and existing enhancement methods are shown in
Fig. 5, where we can see that text detection methods detect texts properly for the output
of the proposed enhancement method compared to the results of the other three existing
enhancement methods. It is also observed from Fig. 5 that proposed fusion is better
than the existing methods in terms of fine details of texts. This shows that the proposed
enhancement is better than the existing enhancement methods. The reason of the
existing methods for poor results is that the existing methods are developed with
specific objectives but not text enhancement in night images. In addition, the way the
proposed method integrates the advantage of enhancement results is something new
and contributes for enhancing text pixels in night images.

 TREATMENT
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Fig. 5. Text detection performances for the enhanced results of proposed and existing methods
where (a) is text detection results of EAST [5] and (b) is text detection results of SegLink [4]. The
enhancement images in (a) and (b) are obtained by color space method, frequency domain
method, Roy et al. [13] and the proposed method, respectively.
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Quantitative results of the text detection methods for the output of the proposed and
existing enhancement methods on our dataset are reported in Table 1. Table 1 shows
that the text detection performance for input images is lower than that of enhanced
images. When we compare the text detection performance on the output of the pro-
posed method with the text detection performance on input images, the text detection
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performance for the proposed enhanced images is improved significantly especially on
F-measure. Similarly, the text detection results for the output of the proposed and
existing enhancement methods on low contrast dataset are reported in Table 2, where
the same conclusions can be drawn as Table 1. It is observed from Tables 1 and 2 that
when we compare the text detection performances of the existing enhancement
methods with the text detection performance of the proposed method, text detection
performance of proposed enhancement is better than those of the existing enhancement
methods. This shows that the proposed enhancement is better than the existing
enhancement, and hence we can conclude that text detection performance improves
significantly for the output of the proposed enhancement method.

Table 1. Text detection performance for the output of proposed and existing enhancement
methods on our dataset.
Methods SegLink [4] EAST [5]
P R |F P R |F
Input (prior to enhancement) | 43.6 | 16.0 | 23.4|73.4|18.6 |29.7

Enhancement-1 [7] 41.5/21.2/28.1/69.8|38.2/49.4
Enhancement-2 [8] 43.2133.0(37.4/69.654.8|61.3
Roy’s et al. [13] 41.4|31.435.7(70.8|50.7 | 59.1
Proposed method 46.5|36.6 41.0 | 73.7|57.1  64.3

Sometimes, for the images captured under full dark as shown in Fig. 6, the pro-
posed enhancement method does not work well due to the limitation of automatic
weight calculation. As a result, text detection method [6] does not detect texts properly
for both input and enhanced images. This is valid because our naked eyes fail to notice
texts in input images. Though the proposed method enhances text details compared to
input images, it is insufficient to improve text detection performance. This shows that
there is a scope for improvement in future. To overcome this issue, it is necessary to
consider context information for text detection in such full dark images.

Table 2. Text detection performance for the output of the proposed and existing enhancement
methods on low contrast dataset collected from standard video dataset.
Methods SegLink [4] EAST [5]
P R |F P R |F
Input (prior to enhancement) | 70.3 | 71.9 | 71.1 | 74.5|75.4 | 74.9

Enhancement-1 [7] 69.4|76.5|72.8|77.2|74.2|75.7
Enhancement-2 [8] 74.5/68.4|71.3|78.0|72.7|75.3
Roy’s et al. [13] 69.5|73.8/71.6|73.2(77.0|75.0

Proposed method 79.1/71.2|74.980.1 |74.577.2
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Fig. 6. Limitation of the proposed method. Text detection results are given by the CTPN [6].
(a) Gives input images of different situations, and (b) shows fused images.

4 Conclusion and Future Work

In this work, we have proposed a new method for enhancing texts in night video
footage to improve text detection performance. The proposed method generates
enhanced images based on color and frequency domains respectively to take the
advantage of respective domains. We propose a new fusion criterion for integrating the
advantages of color domain and frequency domain, which results in text enhancement
in night images. Experimental results on the proposed and existing enhancement
methods show that the proposed method is better than the existing enhancement
methods. Additionally, text detection performance of after enhancement is better than
prior to enhancement. However, when an image contains non-uniform blur or varia-
tions in degree of illumination effect, the performance is still poor. This would be our
near future work.
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