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Preface

Services comprise over 60% of the gross world product, and represent the
fastest-growing sector in emerging economies. On the academic side, the field of
Service Science unites researchers in the search for new knowledge and solutions
across academic disciplines and across individual institutions (“Service Systems”).
Starting with the conference 1.0 in 2010, the series of International Conferences on
Exploring Service Science, IESS, has provided a forum for sharing interesting and
noteworthy achievements and developments in this field.

In this volume of “Exploring Service Science”, we have collected the peer-reviewed
papers of IESS 1.8, organized September 19–21, 2018, by the Karlsruhe Service
Research Institute (KSRI) at the Karlsruhe Institute of Technology (KIT) in Germany.
The event gathered academic scientists and practitioners from the service industry and
related disciplines in a collegial and inspiring environment. According to its tradition,
IESS 1.8 covered major research and development areas related to Service Science
foundations under the theme of “Services in the Digital Era”. For the first time, the
event was organized in multiple tracks: Service Design and Innovation, Smart Service
Processes, Service Business Models, Big Data in Services, Service Exploration, as well
as Design Science Research for Services.

A total of 67 submissions were received from authors from 14 countries, out of
which 30 quality full papers were selected in a double-blind review process. All
submissions were reviewed by at least two members of the International Conference
Program Committee, composed of service science experts from over 20 countries.

The book is structured in six parts, based on the six main tracks of the conference.
Each track features contributions describing current research in a particular domain of
service science. Part 1, Service Design and Innovation, deals with research on the
design of new service offerings and customer experience. In part 2, Smart Service
Processes, the necessary environments for smart services in the field of IoT are dis-
cussed, focusing on the technologies, data models, and optimization tasks. In the third
part, Service Business Models, it is discussed how the increasing importance of digital
technologies has given rise to new services and, consequently, new kinds of service
business models. Part 4, Big Data in Services, covers insights from the application of
machine learning and artificial intelligence in different use cases of digital services. Part
5, Service Topics Open Exploration, deals with explorative research in the field of
service science, introducing new frameworks, methods, and IT tools. Finally, part 6,
Design Science Research in Services, focuses on the development of artifacts for value
co-creation by applying methodologies from the field of design science research. Thus,
the book offers an extended, ICT-focused vision on services and addresses multiple
relevant aspects, including underlying business models, the necessary processes, as
well technological capabilities like big data and machine learning. The academic work
showcased at the conference should help to advance service science and its application
in practice.



We would like to thank the IESS Steering Committee for their support and the
opportunity to host this conference. Furthermore, we owe special thanks to the local
organizing team at the Karlsruhe Institute of Technology (KIT). Finally, we thank the
keynote speakers, Werner Kunz and Gerhard Pfau, for their important contributions to
this conference.

We wish you pleasant reading and hope you find the insights from the multifaceted
domain of service science both relevant and useful for your future research endeavors.

August 2018 Gerhard Satzger
Lia Patrício

Mohamed Zaki
Niklas Kühl
Peter Hottum
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The Effect of Service Modularity on Flexibility
in the Digital Age – An Investigation

in the B2B Context

Torben Stoffer1(&), Thomas Widjaja1, and Nicolas Zacharias2

1 University of Passau, Innstraße 41, 94032 Passau, Germany
{torben.stoffer,thomas.widjaja}@uni-passau.de
2 TU Darmstadt, Karolinenplatz 5, 64289 Darmstadt, Germany

zacharias@bwl.tu-darmstadt.de

Abstract. The goal of this study is to investigate the moderating role of digi-
talization on the well-known positive effect of service modularity on service
flexibility. This is important since research findings on the role of service dig-
italization in this context are scarce and still equivocal. Following research on
digital business strategy, we propose and provide empirical evidence that service
digitalization positively moderates the effect of service modularization on ser-
vice flexibility. By doing this, we furthermore enhance this research by con-
sidering service digitalization as a continuum ranging from low (i.e., services
mainly provided by personnel) to high (i.e., services mainly provided by IT). In
addition, we show that service flexibility has a positive effect on service value
which is an important factor for firms’ market success. Hereby we aim to
contribute to research on service modularization and technology management.
Our research is based on survey-data of 147 companies offering IT services in
the B2B context and is analyzed using the partial least square method.

Keywords: Service modularity � Service flexibility � Service digitalization
B2B � PLS

1 Introduction

In recent years, suppliers of business-to-business (B2B) services have continuously
increased the number of digital services in their portfolios by creating new digital
services or altering the degree of digitalization of existing services. An example for the
alteration of existing services are the McKinsey Solutions which comprise services (e.g.,
assessment of firms’ competitive position) that have traditionally been performed by
consultants (i.e., low degree of digitalization) and are now offered completely digitally.
Due to this development, it is of high practical and theoretical relevance to understand
which parts of our knowledge on service design can be transferred to or have to be
adjusted in the context of digital services. Our study aims to contribute to this endeavor
by focusing on the moderating role of digitalization on the well-known effect of service
modularity on service flexibility (cf., Fig. 1 for our research model) [1].

In this study, we propose to conceptualize service digitalization a continuum
ranging from no digitalization to completely digital services. This is in line with, for

© Springer Nature Switzerland AG 2018
G. Satzger et al. (Eds.): IESS 2018, LNBIP 331, pp. 3–15, 2018.
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example, Froehle and Roth [2] as well as Böhmann et al. [3] who suggest that services
are provided by making use of personnel and/or IT resources. Following this way of
thinking, we define service digitalization as the degree to which the service is provided
by IT instead of personnel. Surprisingly, extant literature often has treated service
digitalization as a binary concept and focused only on general changes by a high degree
of service digitalization (e.g., customer self-service) in comparison to traditional ser-
vice provisions (e.g., as a personal service) [4, 5]. Therefore, this more nuanced view
on service digitalization offers possibilities to add to the understanding of the effects of
different degrees of service digitalization.

As stated above, we are focusing on the moderating role of service digitalization on
the effect of service modularity on service flexibility. In line with Baldwin and Clark [6]
and Vickery et al. [7], we define service modularity as the degree to which services
consist of service modules that are designed independently to offer a specific func-
tionality. An example for the modularization of a digital service is the analysis of big
data by Amazon Web Services. The service modules comprise different analytic
frameworks and databases which are used in combination to provide the complete
service (i.e., big data analysis). Beside other effects of service modularity (e.g., reduction
of cost [8], complexity [9], and risks [1]), extant literature especially highlights the
positive effect of service modularization on service flexibility [10]. Service flexibility is
defined as the suppliers’ extent of possibilities to provide different services [11–14].

However, the influence of service digitalization on the relationship between service
modularization and service flexibility remains unclear. On the one hand, extant liter-
ature highlights the positive effect of service modularization on service flexibility both
for services with a low degree of digitalization [15] and services with a high degree of
digitalization [16]. On the other hand, literature in the context of digital business
strategy posits that modularization offers unprecedented magnitudes of flexibility in
combination with digitalization [17, 18]. Therefore, it remains unclear if and how
service digitalization influences service modularity. This leads to our research question:

RQ: Does service digitalization moderate the effect between service modularity and
service flexibility?

We are aware that service flexibility itself cannot be a primary objective for service
suppliers. Therefore, to underscore the practical relevance of our research, we include
service value as an important effect of service flexibility in our research model. Fol-
lowing Stock and Zacharias [19], we define service value as the superiority of a service
in terms of its quality and benefits for the customer. As customer needs are hetero-
geneous and change over time especially in the B2B context [20], suppliers have to
offer services of high value to succeed in the market.

With our research we aim to contribute in three ways. First, we contribute to
technology and innovation management research [4, 17, 18, 21], by elaborating on the
interplay of service modularization and service digitalization. In particular, we provide
insights following the conceptual thoughts of Yoo [17] and Bharadwaj et al. [18]. As
services can take various degrees of digitalization, we provide generalized insights on
the effect of digitalization on service modularity, which is in line with Nambisan et al.
[4] and Iman [21]. Second, we add to the growing research of service modularization
[22] by enhancing the understanding of the effect of service modularization on service

4 T. Stoffer et al.



flexibility in the B2B context. Third, our results help practitioners offering services in
the B2B context as well. Suppliers that want to maximize the success of their services
can benefit from the results by reconsidering the modularization of their services
against the background of the services’ degree of digitalization.

The remainder of this paper is structured as follows: The next section introduces the
extant research on service modularity and the conceptualization of service digitaliza-
tion. Then, the research model is developed. The fourth section describes the survey-
based sample, comprising 147 companies offering B2B IT services, and the constructs’
conceptualization. Afterwards, the research model is assessed. The paper concludes
with the discussion, limitations, and recommendations for future research.

2 Conceptual Background

The conceptual background of this paper is divided in two sub-sections. First, we
discuss the extant literature on service modularity and, second, we introduce the
concept of service digitalization.

2.1 Service Modularity

We build upon early work of Sundbo [23], where he introduces the concept of service
modularity and proposes that service modularity could ease the trade-off between
standardization and customization. In line with Baldwin and Clark [6] as well as
Vickery et al. [7], we define service modularity as the degree to which services consist
of service modules that are designed independently to offer a specific functionality.
Hence, a higher degree of service modularity can be achieved by breaking down
services into self-contained service modules [21]. Then, these service modules can be
flexibly recombined to provide the respective service which is also known as mixing-
and-matching [22, 24, 25].

Extant literature has highlighted various effects of service modularity (e.g., fos-
tering innovation, effective division of labor, mitigating the risks of service adoption,
and enhancing customization). Due to the flexible recombination of service modules,
suppliers have various options to compose innovative services and can avoid the re-
invention of already existing service modules. Hence, service modularity fosters
innovation [22] and enables suppliers to effectively divide labor among different actors
[17]. For example, a consulting service offering a specific strategic planning for a
customer could be divided into service modules regarding the consultants’ technical
skills which are necessary for the consecutive phases of the service provision (i.e., fact
gathering, data analysis, and strategy definition). Thus, this improvement, achieved by
service modularity, reduces costs in operations as well as functionality [9]. Xue et al.
[1] argue that service modularity mitigates the risk of adopting digital supply chain
services by reducing the risks perceived by organizational decision makers regarding
the desirable outcomes of the services. One of the most important effects of service
modularity highlighted in literature is service flexibility [10]. Service flexibility is
defined as the suppliers’ extent of possibilities to provide different services [11–14] and
is achieved by the flexible recombination of service modules [26, 27].

The Effect of Service Modularity on Flexibility in the Digital Age 5



2.2 Service Digitalization

Froehle and Roth [2] classify services based on the role of technology used during the
service provision. Analogously Böhmann et al. [3] state that personnel and/or IT
resources are used during service provisions. Based on these conceptualizations, we
define service digitalization as the degree to which the service is provided by IT instead
of personnel. Hence, the degree of service digitalization can range from low, where the
service is mainly provided by personnel (e.g., a consulting service, where the service
provision consists of the consultants’ work in the first place), to high, where the service
is mainly provided by IT (e.g., software as a service, which is offered as a self-service
with the result that, on the supplier’s side, mainly soft- and hardware is involved in the
service provision). Additionally, as our conceptualization of service digitalization is a
continuum, it can take all intermediate forms between the two anchors (e.g., a project
management service, which consists of a consultant’s work and a complementary
software which is operated by the supplier and used by the customer).

Literature has identified different effects of service digitalization which are related
to our research model. Conceptual literature has emphasized the possibilities of digital
services for service flexibility [17]. This flexibility of digital services can be achieved
by a rapid recombination of service modules without sacrificing cost or quality [25].
The same idea has been pursued by Sambamurthy et al. [28] who state in the domain of
organizational IT that suppliers can succeed in competition through agility which is
inherent in IT.

3 Research Model and Hypotheses Development

The research model, as illustrated in Fig. 1, contains three hypotheses which are
explained in the following. In addition, we include three control variables (i.e.,
investment cost, firm age, revenue) for our focal construct service flexibility.

Service modularity reflects the degree to which services consist of service modules
that are designed independently to offer a specific functionality [6, 7]. For specific
service provisions, these distinct service modules are recombined to provide the
respective services that are offered to customers [22, 24]. This recombination, also
known as mixing-and-matching, comprises the selection of different service modules
and/or service modules’ sequences [8, 25]. Hence, by making use of service modu-
larity, suppliers increase the flexibility of their service offerings [29]. As the intro-
ductory Amazon Web Services example illustrates, the analysis of big data is separated
into different service modules (e.g., different analytic frameworks and databases). The
different analytic frameworks (e.g., Amazon EMR, Amazon Elasticsearch Service) are
combined with different databases (e.g., Amazon DynamoDB, Amazon RDS) to pro-
vide the service (i.e., big data analytics). As a consequence, Amazon Web Services
achieve a high service flexibility through service modularity. Hence, we hypothesize:

H1: Service modularity is positively associated with service flexibility.

Literature has found a positive effect of service modularity on service flexibility
both for services with a low [15] and high degree of digitalization [16], but neglects the
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possible moderating role of service digitalization on the effect of service modulariza-
tion. Conceptual literature on service digitalization keeps emphasizing that digital
services offer unpreceded possibilities of service flexibility [17] in comparison to
services provided by personnel. To address this equivocal relationship, we propose a
positive moderating effect of service digitalization on the relationship between service
modularization and service flexibility. Service digitalization reflects the degree to
which the service is provided by IT instead of personnel. Especially, services provided
by IT to a major part enable suppliers to rapidly recombine service modules without
sacrificing cost or quality [25]. The positive effect of service digitalization on the
relationship between service modularity and service flexibility (cf., H1) can, for
example and among others, be achieved by time- and location-independence of the
service provision, service scalability, and possibilities of automatic recombination of
the service modules. Scalability, which is inherent in digital services, facilitates the
provision of services for a growing number of customers without an increase in cost.
Hence, it increases the service flexibility for a given level of service modularization
[16]. Chan et al. [30] have shown that customer participation to foster service cus-
tomization can create job stress when the services are provided by personnel because of
their loss of power and control, increased input uncertainties, and incompatible
demands and expectations. The same accounts for service modularity and leads to a
stronger increase in service flexibility of services provided mainly by IT in comparison
to services provided mainly by personnel. Hence, the effect of service modularity on
service flexibility is larger for services with a high degree of digitalization than for
services with a low degree of digitalization. This leads to our second hypothesis:

H2: An increase in service digitalization positively moderates the effect of service
modularity on service flexibility.

To succeed in the market, services have to generate value for the customers [5].
Service value reflects the superiority of a service in terms of its quality and benefits for
the customer [19]. As, especially in the B2B context, customer needs are heterogeneous
and change over time [20], service flexibility enables suppliers to offer superior ser-
vices. This is achieved by the suppliers’ increased responsiveness to misalignments
during service provisions and to new market opportunities [31]. Thus, we hypothesize:

H3: Service flexibility is positively associated with service value.

4 Methodology

A survey among representatives of 147 IT suppliers was conducted in September and
October 2017. By addressing the companies’ sales managers and consultants, we relied
on the key informant approach [32]. Sales manager and consultants, who are involved
in the marketing of the IT services and/or their provision, should be knowledgeable
about the characteristics of the offered services and business relationships as well as
about general company characteristics used as control variables.
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4.1 Sample

At the beginning of the survey, the participants had to self-report their level of
knowledge about the suppliers’ marketing activities as well as offered services and only
representatives with a sufficient level were included in the study. In cooperation with a
market research firm, we collected responses from representatives of 147 suppliers of
IT services. Out of these representatives, 51% were consultants, 27% sales managers,
and 12% general managers. In average, the representatives were working in their
respective position for 8 years. The main offerings of the companies were IT system
integration services (40%), IT infrastructure services (26%), business process services
(19%), and general consulting services (9%). That guarantees a variety of services
regarding their degree of digitalization. The companies had at least 50 and in average
3,200 employees.

4.2 Construct Conceptualization

At the beginning of the survey, all participants were asked to choose a service that they
had offered to a customer, which could have finally adopted the service or not, during
the last six months and to describe the chosen service in detail. Afterwards they were
instructed to answer all questions against the background of that service and customer
relationship respectively.

For the measurement items, standard scale development procedures were applied,
including the conduction of a comprehensive literature review. For all constructs except
service digitalization existing measurement items were used which were modified or
further developed when necessary to match the study’s context (cf., Table 1 in the
Appendix). As there is no established measurement for service digitalization in the
literature, a new scale was developed for measuring that construct. Service digital-
ization, that is the degree of service provision which is done by IT, reflects a concrete
service characteristic, which can be suitably measured with a single item [33, 34]. The
measurement was inspired by literature [2, 3] and discussed as well as validated in
multiple interviews with practitioners.

All items were pretested in interviews with twelve independent researchers and
practitioners as well as by investigating the answers of the first 30 participants, which
in combination ensured final clarity of the items’ formulations.

5 Results

To analyze our data, we use the variance-based partial least squares (PLS) method. PLS
is chosen as it is especially suited for exploratory research [35], which applies to our
investigation of the effect of service digitalization on the relationship between service
modularization and service flexibility.
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5.1 Measurement Model Assessment

The assessment of the measurement model’s psychometric properties includes testing
of convergent validity, discriminant validity, and internal consistency reliability [36].
Additionally, we test for the common method bias [37].

To ensure convergent validity, the item loadings and the average variance extracted
(AVE) are assessed (cf., Table 2 in the Appendix). In general, the outer loadings of the
items on their respective construct should exceed 0.7 [35, 38] which is the case for all
items. On the construct level, the AVE is considered to ensure convergent validity. The
smallest AVE of the constructs is 0.580 (service value) and, hence, all AVE values
exceed the recommended threshold of 0.5 [35].

Discriminant validity is given when the items’ loadings are greater than their cross-
loadings on other constructs [39], the Fornell-Larcker criterion is met [40], and the
constructs’ heterotrait-monotrait ratios (HTMT) do not exceed the given threshold of
0.90 [41]. The first criterion, investigating the item level, is established as all items load
higher on their respective construct than on any other construct. On the construct level,
the Fornell-Larcker criterion [40] and the HTMT are applied. As shown in Table 3 in
the Appendix, the Fornell-Larcker criterion is fulfilled for all constructs. Additionally,
all constructs’ HTMT values (highest value of 0.405) meet the threshold of 0.85 [41].
In summary, discriminant validity can be assumed.

Internal consistency reliability comprises the assessment of Cronbach’s α and
composite reliability (CR). The values of Cronbach’s α and CR should meet the lower
threshold of 0.7 [39]. As this is the case for all constructs (cf., Table 2 in the
Appendix), internal consistency reliability is also met.

Lastly, we include a marker variable in our survey to test for a potential common
method bias [37]. The results of the correlation analysis do not indicate any significant
correlations between the marker variable and the other variables and, hence, the test
does not show any indication for the existence of the common method bias [42].

5.2 Structural Model Assessment

After ensuring the validity of the measurement model, first, the estimated structural
model (cf., Fig. 1) is analyzed and, second, the hypothesized relationships are assessed.
To address potential collinearity issues between the exogenous latent variables, the
Variance Inflation Factors (VIF) are examined. All VIF values are well below the
threshold of 5 [35, 43], with the highest VIF value in our data being 1.326. Hence,
collinearity seems not to be an issue. To assess the significances of the path coefficients,
a bootstrap procedure with 5,000 samples is performed. The impact of all control
variables is not significant. In addition to testing the main model as described below,
we perform supplemental analyses which consider a direct effect between service
digitalization and service modularity as well as service value respectively. All results
show to be robust towards these additional constraints.

The effect of service modularity on service flexibility equals 0.297 and is significant
(p-value of 0.001). Hence, H1 is supported. Our RQ aims at investigating the signif-
icance of the moderating effect of service digitalization on the positive relationship
between service modularity and service flexibility. Hence, by following the suggestions
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of Henseler and Chin [44], the moderation (i.e., interaction term between service
digitalization and service modularity) was modelled via the two-stage approach. To test
the moderation (i.e., H2), we followed Hair et al. [36] and Sharma et al. [45]. The
positive moderating effect of service digitalization is significant (p-value of 0.045).
Following Henseler and Fassott [46], the ƒ2 value reflects the moderator’s effect size. In
our study, the ƒ2 effect size equals 0.090 which is considered as a large effect (threshold
of 0.025 [36, 47]). The direct effect between service digitalization (i.e., the moderator
and predictor variable) and service flexibility (i.e. the criterion variable) is not signif-
icant (p-value of 0.084). Hence, we can confirm a “pure moderator” [45], which fully
supports the hypothesis (cf., H2) that service digitalization positively moderates the
effect of service modularization on service flexibility. Furthermore, the effect of service
flexibility on service value (i.e., H3) equals 0.291 and is significant (p-value of 0.001).
Thus, our results strengthen the importance of service flexibility for service value and,
in turn, the suppliers’ market success.1

6 Discussion, Limitations, and Future Research

Based on an empirical model, we have shown that service digitalization positively
moderates the positive relationship between service modularity and service flexibility
and that service flexibility, again, is positively associated with service value. Hence, the
results provide implications for research on service modularization and technology and
innovation management research as well as managerial practice.

Fig. 1. Results of the estimated structural model.

1 Due to the significantly positive effect between service modularization and service value (cf., Fig. 1),
we additionally can confirm a complementary mediation [48].
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First, by considering service digitalization as a moderator for the effect of service
modularization on service flexibility, we have extended the equivocal results of extant
research stating that service modularity positively influences service flexibility both for
services with a low degree of digitalization [15] and services with a high degree of
digitalization [16]. Hence, in contrast to intuition, we showed that the advantages for
service flexibility caused by digitalization outweigh the advantages for service flexi-
bility caused by personnel. Additionally, by doing this, we have empirically under-
pinned the conceptual thoughts of Yoo [17] and Bharadwaj et al. [18] stressing that
service digitalization offers unpreceded possibilities of service flexibility. Furthermore,
we respond to Nambisan et al. [4], who call upon considering digitalization as an
influencer of service modularity and not only as a mere context, and Iman [21], who
recommends to investigate services in general instead of limiting the research to one
degree of digitalization. Second, we respond to the call of Brax et al. [9], who ask
whether service modularization influences the customers’ service experience. By
showing that service modularization positively influences service flexibility which, in
turn, leads to an increase in service value, we investigate one aspect of service expe-
rience in detail. Third, our results yield important insights for practitioners offering
services in the B2B context as well. By showing the importance of service modularity
to achieve service flexibility, our results encourage suppliers to thoroughly check the
modularity of their existing services as well as explicitly consider service modularity
when creating new services. As our results have shown, this accounts especially for
services with a high degree of digitalization. Hence, service modularity could be the
key for suppliers to stay competitive in highly competitive B2B markets which are
characterized by heterogeneous and rapidly changing customer needs [e.g., 12, 13, 20].

The findings of this research have to be interpreted in light of their limitations,
which may provide an avenue for future research. Different effects are connected to
service modularity (e.g., cost reduction, mitigation of risks). As we only focused on the
effect of service modularity on service flexibility, future research should investigate the
mechanisms of other outcomes of service modularity by also considering the possibly
moderating influence of service digitalization. Due to our research design, service
modularization only considers the service modules of one firm. Future research could
broaden this view by considering service platforms which comprise modules of mul-
tiple firms. We assume that this might even further strengthens the moderating role of
service digitalization.

In conclusion, we have offered new insights into the moderating influence of ser-
vice digitalization on the relationship between service modularity and service
flexibility.
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Appendix

See Tables 1, 2, and 3.

Table 1. Measurement Items with respective loadings for the main constructs.

Service Modularity (SM)
Adapted from Vickery et al. [7]; reflective; 7-Point Likert scale with anchors 1 = “strongly
disagree” and 7 = “strongly agree”
SM1 The service is composed of service modules (or self-contained processing units) 0.797
SM2 The service is broken down into service modules that can operate independently 0.788
SM3 Service modules can be added to or removed from the service without changing

other service modules
0.882

SM4 The service is designed so that service modules can be added or removed
without significant changes to other service modules

0.902

SM5 The service is designed to be rapidly disassembled and reconfigured 0.755
Service Flexibility (SF)
Adapted from Nelson et al. [14]; reflective; 7-Point Likert scale with anchors 1 = “strongly
disagree” and 7 = “strongly agree”
SF1 The service can be adapted to meet a variety of needs 0.835
SF2 The service can flexibly adjust to new demands or conditions 0.905
SF3 The service is versatile in addressing needs as they arise 0.862
Service Value (SV)
Adapted from Stock and Zacharias [19]; reflective; 7-Point Likert scale with anchors 1 =
“strongly disagree” and 7 = “strongly agree”
SV1 The service offers unique advantages to our customers 0.760
SV2 The service offers higher quality than services of our competitors 0.803
SV3 The service offers higher value than services of our competitors 0.766
SV4 The service solves the problems of our customers 0.724
SV5 The service delivers high benefits for our customers 0.753
Service Digitalization (SD)
Percentage scale between 0% and 100% with steps of 5%
SD1 Please rate the percentage of the service provision which is done by IT-systems 1.000
Investment Cost (IC)
Adapted from Benaroch et al. [49]; selection among predefined ranges in EUR with the
boundaries 50,000, 0.1 million, 0.5 million, 1 million and 5 million as well as more than 5
million
IC1 What is the amount in EUR approved for this service? 1.000
Firm Age (FA)
Adapted from Demirkan et al. [50]
FA1 What is your companies age in years? 1.000
Revenue (R)
Selection among predefined ranges in EUR with the boundaries: 0.1 million, 1 million, 5
million, 10 million, 50 million, 100 million, 500 million, 1 billion and 1.5 billion as well as
more than 1.5 billion
R1 What is your company’s turnover in the past year? 1.000
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Abstract. The current trend of individualization forces industrial service pro-
viders to search for new ways of standardizing their internal processes without
diminishing the flexibility of satisfying customer demands. This conflict of
interests reaches its peak in the quotation process, where suppliers are spending
a considerable amount of time and effort, often preparing their quotes from the
scratch. The purpose of this paper is to apply the concept of service modularity
to improve the efficiency of the quotation process on both operational and
strategic levels. Using methods of qualitative research, I analyze the corre-
sponding challenges of 19 German service providers and identify possible areas
of improvement with the help of the service modularity. The result of the paper
are 15 requirements for the appropriate IT-support to cover these identified
challenges and enable the realization of the concept in practice. I hereby con-
tribute to the ongoing discussion on service modularity by delivering empirical
insights from the new area of the quotation process.

Keywords: Service modularity � Quotation process � B2B � IT requirements

1 Introduction

Over the past decades, the Business-to-Business (B2B) market and the supplier-
customer interaction, in particular, have undergone many operational and strategic
changes. The requirements of the industrial customers are becoming more and more
individualized and complex, making it almost impossible to offer the same product or
service twice [1]. Complex service projects involve close interaction with customers
and supply-chain partners [2] and require a high degree of expertise often generated
from tacit knowledge, assigned to certain employees [3]. Together with the overall
globalization and increased information transparency, these changes force companies
to optimize their internal processes via standardization in order to remain competitive.
However, the standardization services is only possible as long as the flexibility to meet
individual customer demands is not diminished [4].

This conflict of interest reaches its apogee in the quotation process that can last up
to several months, involving different departments to determine technical and financial
feasibility, often resulting in extremely long quotation documents [5]. While it is
plausible for the customer to send his requests to numerous suppliers and thus apply
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competitive tendering, the suppliers are often wasting considerable amount of their
resources preparing the offer that they may not even get. The problem of such a
“request-mentality” is intensified by the fact that quotation documents and price cal-
culations are often created from the scratch due to seemingly unique customer
requirements [6].

Motivated by the fact that the majority of B2B service providers are still relying
solely on the experience of their senior sales managers with little to none supportive IT
when preparing a quote [7], the purpose of this paper is to show how the concept of
modularity can simplify the overall quotation process and prevent the loss of previous
efforts put in the creation of the quotation documents. Here, the focus on “service
modularity” as a more specific research theme of the general “modular system theory”
is necessary, as it incorporates service characteristics such as immateriality, process
nature, uno-actu principle and a high heterogeneity level especially in the B2B context
along with the specificity of their sales process (e.g., service description or pricing of
the composite service). While there exists sufficient amount of conceptual publications
on service modularity, little is known on how it can improve company’s efficiency in
particular areas of operation such as the quotation process. Using methods of quali-
tative research, I identify the current operative and strategic challenges of 19 German
industrial service providers and explore the potential of constructing quotation docu-
ments in a modular way. Based on these insights I derive 15 requirements for the
appropriate IT-support acting as an enabler of the concept realization in practice. This
paper answers existing research calls for new ways of standardization in the sales
process via IT usage [7–10] and contributes to the ongoing discussion on service
modularity by delivering empirical insights from the new area of the quotation process.

The remainder of this paper is structured as follows. After giving a quick overview
of the theoretical background in Sect. 2, I propose a framework for the quotation
process and its placement within a company’s overall sales strategy and use it for the
collection and structuring of the empirical data. Section 3 elaborates on the used
methodology and interviewed companies. The results, consisting of the structure of the
quotation document, identified strategic and operative challenges in the quotation
process, as well as a derivation of 15 requirements for the appropriate IT-support are
presented in Sect. 4. Finally, Sect. 5 concludes with a short summary of the finding,
implications for the practitioners, research limitations, and future research pathways.

2 Theoretical Background

2.1 Service Modularity

The concept of modularity has been proposed as a possible solution to achieve stan-
dardization and simplification of services without diminishing firm’s capability to meet
individual customer demands [4]. In general, modularity can be seen as a principle of
building a complex system from smaller parts (modules) that can be designed and
improved independently, yet function together as a whole [11], as long as the interfaces
are well-defined and a clear one-to-one matching of modules and functions exists [12].
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For the past 50 years, modularity has influenced the design of products [13],
organizational IT and processes [14], and recently – services. The rise of the service
modularity as a distinct research direction started especially after Pekkarinen and
Ulkuniemi [4], who regarded service modularity as a combination of modular pro-
cesses, modular organization, and a certain level of customer integration. Industrial
services in particular can be regarded as complex systems, which can be decomposed
into individual process steps (modules) consisting of single activities (elements),
although more levels of granularity are possible [15]. Unlike the physical interfaces
within the product domain, service interfaces concentrate on the information flows,
exclusion rules, documentation of the process steps, or assignment of the particular
employee for the task completion [16]. A feasible combination of these pre-defined
modules add up to a particular service variant, which is configured either by the sales
employee based on the input of the customer, or directly by the customer, if he
possesses sufficient technical knowhow.

An industrial example of a complex service from the wind energy sector is a
maintenance plan for a power plant, which consists of different process steps such as
video surveillance, oil exchange, parts replacement, and predictive maintenance. Nat-
urally, all of these steps are independent from each other and can be added or con-
figured using parameters such as power plant characteristics, speed of execution, or
even qualifications of the service technicians. Such a modular service design and
delivery offers an increased external service variety for the customer, while simulta-
neously decreasing internal process variety for the service provider [17]. Other claimed
benefits of providing modular services include the reuse of components for future
development [18], faster development process and decreased time-to-market [8],
economies of scale and scope [19] as well as cost-efficiency in operations [20].

However, while concentrating on the efficient development and delivery of ser-
vices, little attention has been awarded towards how a modular service portfolio can
improve the sales function of the company. Exceptions include the study by Giannikis
et al. [9], which pointed to the possible growth of operating profit by 30% in the field of
legal services and called for more research on how to standardize the tender preparation
process. Similarly, Schmidt [21] has published a survey among members of the
Association of German Engineers (VDI) about quotation management in industrial
companies. The results show that current quotation processes mainly arise from the
practical experience of the upper management, but the trends concerning potential
improvements move significantly towards standardization, modularization and the
reduction of time between request and submission. In this regard, the desire for sim-
plicity and systematic standards, as well as the need for controlling, is made clear.

2.2 The Notion of Quote Preparation

Currently, research activities on quote preparation and selling business services is rather
scarce, even though practitioners have been calling for academic insights already for a
while [21]. The fact that there exists no unified sales process amongst B2B providers due
to the heterogeneity of their services makes it difficult to define where the creation of the
quotation document actually begins and where it ends. Therefore, in order to collect
empirical data and derive requirements for a supportive IT in a systematic way, I first

18 A. Lubarski



propose a simplified framework of the quotation process and its placement within the
overall strategic and operational sales activities of the service provider.

In their framework for service modularization, Lubarski and Pöppelbuß [22] cat-
egorize the long-term decisions regarding the service portfolio as a Build-Time phase,
whereas everyday activities and the operative creation of quotation documents happen
in the Run-Time phase. The decisions made during the Build-Time phase strongly
depend on the underlying customer segmentation, which helps service providers to
define their scope of activity and identify offerings for the customer [23]. Based on the
customer segmentation and the understanding of customer’s needs, providers are then
able to define their service portfolio and develop new services [24]. Simultaneously, for
cost efficiency reasons, the providers are forced to standardize their services, which is
enabled through service modularity [19, 20]. However, the presented elements of the
Build-Time phase should not be seen as a strict process, but rather exhibit a strong
interdependence and can be performed in an arbitrary order.

The Run-Time phase, on the other hand, is a repetitive sequential process that is
executed every time a quote has to be created and is based on the specifications from the
Build-Time phase. For example, in their analysis of the procurement of logistic services,
Söhnchen and Albers [25] derive a stepwise sales funnel for the industrial customer
acquisition, where tender preparation covers the stages of “product presentation”, fol-
lowed by “design of the offer” and “handling objections”. Similarly, the proposed model
of Geiger and Krüger [26] begins with the rough clarification of customer requirements,
over the detailed planning of the technical concept, overall resulting in the finalization of
the calculations and submission of the tender. Finally, Rahikka et al. [23] identified three
main challenges when developing value perception of the business customers – speci-
fication of services, estimation the co-creation efforts, and cost determination. The
intersection of the presented models builds the so called Configure-Price-Quote
(CPQ) process, which is a widely-used term in the B2B product industry [27].

However, I believe that these three steps alone cannot build the base for the
company’s overall ability to react to the customer’s changing requirements, since there
exists no reverse connection to the Build-Time phase. By ignoring former quote
preparations, companies miss out the opportunities of reusing previous quotation
documents both for operational processes (i.e. configuration, pricing and quotation), as
well as continuous monitoring of strategic weak points (e.g. service redesign or
innovation, identification of unprofitable services). Therefore, I add an additional step
of Monitoring and Reporting, where the input from the quotation process (e.g. hit rate1,
the price offered for a certain service package) is gathered and analyzed ongoing, acting
as an additional source of information for the future requests for quotations or the
adjustment of the overall sales strategy. Figure 1 summarizes different perspectives of
the sales process along with their interdependencies.

In order to avoid confusion and to emphasize the focus of this publication, I
summarize the underlying concepts along with their interrelationships. First, service

1 Hit rate is a metric traditionally associated with sales, which represents a relative success of a sales
employee or department. In the context of this publication, I define hit rate as a proportion of
successful quotes or tenders to the number of the overall attempts.
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modularity is an overarching concept that envisages the decomposition of the provi-
der’s service portfolio into functional independent units (modules). Second, a modular
quotation process is the operationalization of the concept from the sales perspective as
it builds on the existing modular portfolio and allows customer-specific (internal or
external) configuration of the desired solution. Finally, this configured service variant is
communicated to the customer in a modular quotation document. In this publication I
assume that provider’s service portfolio has been (at least to some extent) already
modularized (more information on the steps of the typical modularization process can
be found in [22]) and focus on the requirements for the appropriate IT-support that
would enable the creation of a modular quotation document.

3 Empirical Data

To understand the current challenges in the quotation process amongst B2B service
providers and gather requirements for potential IT support, I employed methods of
qualitative research [28]. Qualitative research is especially suitable when the research
area is still emerging and not controllable by the investigators, which is the case both for
the quotation process and service modularity. I applied semi-structured expert inter-
views as the approach for data collection. The questionnaires were divided into thematic
sections according to the framework from Fig. 1. The interviews were conducted in July
to October 2017 and lasted 45 min on average. All interview partners requested to
remain anonymous. The analysis of the data was supported by using professional
software for qualitative data analysis (MAXQDA 12), which eased the process of
arranging, discussing and synthesizing the input into greater units of analysis. When
choosing the interview partners, I searched for B2B companies who face challenges of
addressing highly individual customer demands while simultaneously trying to cope
with variant management by introducing standardization. The empirical data came from
19 B2B companies, which can be clustered into three distinctive groups.

Fig. 1. Placement of the quotation process within the overall sales activities
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Product Manufacturers (N = 7). Even though service modularity is primarily of
interest for service providers, I also included product manufacturers to the sample, who,
in addition to their individualized products (e.g., vacuum components, heating systems,
warehousing equipment), offer supplementary services like leasing, maintenance or
logistic solutions. The majority of this group are well-established big companies with
over 1000 employees (three of the interviewed companies have over 10000), offering
up to 1030 product variations and dealing with up to 5000 quotation requests per year.
All of the companies from the sample were already using a certain level of IT support
for quote preparation, but have stated to have difficulties with assigning services to their
individualized products and drawing conclusions from their historic quotation docu-
ments (e.g. strategic price setting based on the hit rate).

Contract Service Providers (N = 6). The companies in this group are B2B service
providers offering long-term projects ranging from financial or consulting services up
to software development and contract logistics. These providers do not receive as many
requests for quotation but put much more time both in selection of the customers and
the creation of the quotation documents. Unlike the first category, where product parts
and their use are well-defined, a common step for this group is a feasibility check
regarding the required resources (e.g., man-hour) and the estimation of how much of
these resources are needed. In most cases, such an estimation is impossible without the
expertise of the senior management unless it is well-documented within the company.

Product-Enabled Service Providers (N = 6). The third group can be seen as a com-
bination of the first two as it consists of companies offering product-enabled services
such as marketing campaigns, container rental, and transportation. Unlike Group 1, here
the value for the customer is service-dominant with the products being solely a medium
for transmission of the value [24]. The difference to the second group is a relatively high
number of quotation requests to deal with as well as customers’ demands for trans-
parency, forcing them to both accelerate their sales process while still giving detailed
information about price calculation and delivery times. However, as of now most of the
interviewed providers still rely strongly on the expertise of their top management, thus
making sales employee very dependent on the non-documented internal knowledge.

I deliberately picked a diversified sample, in order to derive generic requirements
for the IT support of a modular quotation process that applicable to a wide range of
industrial service providers, irrespective of their individual characteristics. In addition
to the expert interviews, the companies also provided 18 quotation documents on
which I was able to perform document analysis that involved skimming (superficial
examination), reading (thorough examination) and interpretation [29]. By combining
data from interviews with the documentary evidence, I hereby minimize bias and
establish credibility.

4 Results

In the following, I will present the research results in three steps. First, I analyze the
structure of the provided quotation documents and try to find common logic and
constituents. Using the input from the interviews and the quotation documents, I
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identify current challenges in the quotation process amongst industrial service provi-
ders. Finally, based on these results I propose a set of requirements for an appropriate
IT support, covering both the operative and strategic perspectives of the sales process.

4.1 The Structure of the Quotation Document

Despite the differences in service offerings of the interviewed companies, it was still
possible to identify overlaps and derive a typical structure of the quotation document
(Fig. 2), which can also be regarded as a composed system consisting of modular
substitutable elements [4]. However, due to a high individuality of the customer
requests in the B2B sector, I believe that not all modules are fully exchangeable.
Therefore, following the ideas of different interface types for manufacturing firms [30],
I distinguish between standardized, adaptable, or custom-made. The first type (Fig. 2,
blocks without outlines) describes elements that already come constant and complete
and can be reused unlimitedly until they are changed on the strategic level (cf. Fig. 1).
In contrast, adaptable elements (Fig. 2, dashed outlines) need adjustments or man-
agerial approval before they can be reused in the new quotation document. Finally,
when the difference to the former quotation documents is too vast to apply previous
elements, the module has to be custom-made (Fig. 2, solid outlines).

Based on the provided data, a typical quotation document consists of four inter-
connected thematic blocks, which are created anew for each customer. Based on the
provided quotation documents, modules in the middle lane can be seen as a lowest
common denominator, while the remaining ones are optional. The block Introduction
begins with the adaptable management summary and standardized company’s self-
presentation. In addition, using the input from the customer, the status quo before
service provision is analyzed and expectations towards the upcoming cooperation are
documented serving as a basis for the subsequent CPQ-process.

The second block Service description concentrates on the actual sales object. Here
the scope of the service and its demarcation are adaptable, since they are (at least to
some extent) assembled from a set of pre-defined service sub-components and, if

Fig. 2. The modular structure of the quotation document
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needed, are then adjusted or changed based on the customer’s requirements from the
previous block. In some cases, the company also provides profiles of the involved
employees (typically standardized, although project-specific adaptation is also possible)
and a general description of the course of action, which has to be developed together
with the customer.

Based on the service configuration, the anticipated Price is described in the next
section, although the level of detail and transparency strongly depend on company’s
sales strategy and the level of uncertainty of the sales object. The price itself can be
presented either in form of a well-structured and binding calculation table (e.g.,
maintenance costs of a certain machine for Group 1), or a rough effort estimation (e.g.,
software development for Group 2) that can be updated during the actual service
provision. Depending on the complexity and uniqueness of the offered service, the
price cannot always be based on pre-defined elements or historic quotation documents,
but requires managerial approval, making it adaptable. The underlying price drivers
(e.g., workforce, material costs) along with customer-specific discounts (based on the
customer segmentation, cf. Fig. 1) are usually standardized, whereas comparison with
the competitors (if desired) has to be updated each time a quote is created.

Finally, the document ends with Legal agreements and other project-related for-
malities. This block covers not only the legal aspect and penalties of not fulfilling parts
of the contract but also other terms of execution like acceptable travel and catering
expenses, delivery times, payment types, etc. While some of the modules are similar for
all quotation documents (conditions of payment, terms of delivery), others are adapted
based on the customer requirements (supply agreement, formalities, and responsibili-
ties) or are created from scratch (project-relevant appendix)

4.2 Identified Challenges

The analyzed structure of a typical quotation document can now be combined with the
responses of the expert interviews to identify current challenges in the quotation
process. Following the logic of the sales framework (cf. Fig. 1), these challenges can be
assigned either to the strategic or to the operational perspective.

Table 1. Interview quotes (selection)

ID Industry Quote

#1 Finance New colleagues sometimes complain about not really knowing what we
can deliver and thus have difficulties explaining it to the customers

#2 Software
engineering

Sometimes the customer describes requirements that make no technical
sense at all or are simply not feasible. This shows that the customer does
not really know where the problem is, only that there is one

#3 Logistics The estimation is further complicated by the fact that offer documents
are not stored in any central storage location that could serve as a basis
for research for inexperienced sales employees

(continued)
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Strategic Perspective. The first challenge lies in a proper Structuring of the service
portfolio and its external representation (Table 1, #1). This appears to be problematic
especially for companies from the Group 2, who describe their services only in general
terms, leaving their customers unaware of the scope of their expertise. This results in
increased marketing and pre-sales expenses involving on-site visits and workshops to
present own service portfolio and start a dialogue with the customer. Closely interre-
lated is the next challenge of Understanding the customer needs, which can be seen as
an extension of the customer segmentation (Table 1, #2). While companies from Group
1 minimize the level of interaction with the customer in the pre-sales stage (partly due
to the high number of requests), Group 2 and 3 point out that early customer
involvement is inevitable both for analyzing the status quo and for joint solution
development. However, this procedure can take a long time until an customer
involvement is inevitable it, while the success is not guaranteed and the service pro-
vider is not being paid during this time.

Another strategic challenge arises from overall difficulties in Knowledge docu-
mentation and sharing within the company (Table 1, #3). Although some templates are
already used during service definition and price calculation by some of the companies
of Group 1 and 3 – the quote preparation is still mainly based on the employee’s
experience, which exists solely in their heads. As a result, the quotation documents are
not constructed uniformly as the content is individually formulated each time, with
little to none predefined sections for recurring services. This complicates reuse of
historic documents and leads to redundant and timewasting Unstructured communi-
cation between the departments as well as with the customer (Table 1, #4). Moreover,
some of the interviewed companies addressed the problem of knowledge sharing
especially in the context of new employees, who find it very difficult to acquire
knowledge about service composition without a well-structured and constantly main-
tained reference database.

Table 1. (continued)

ID Industry Quote

#4 Consulting From a sales perspective it is quite critical if the customer sends his
requirements and no one knows becomes responsible for it. There is
often a long search process combined with a message “ping-pong game”

#5 Consulting You can also make the mistake by assuming upfront that you will get the
deal and block the necessary resources. However, if in the end the quote
is declined – the company loses money

#6 Automotive You go through the individual service modules of an offer. They are put
together like a jigsaw puzzle, which, if lucky, finally adds up to a price

#7 Software
engineering

Every time you are making an offer – this requires time and effort. This
involves, let us say, 10 employees for three weeks. And this adds up to
10.000€, 20.000€, or even 30.000€

#8 Manufacturing We have a new tool that promises high efficiency. However, while the
quotes are indeed created faster, but their quality is not checked at any
point. Doing something suboptimal faster is not really our goal
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Operational Perspective. One of the main identified operational challenges that
influences the whole CPQ process is the Allocation of experts and resources when
staffing the team for an incoming opportunity (Table 1, # 5). Providers from Group 2
and 3 mention that an overview of employees’ profiles (cf. Fig. 2) can even act as an
important criterion for selecting a provider. Hence, this allocation has a direct influence
on the feasibility and profitability of the quotation request, which brings us to the next
challenge of Pricing and effort estimation (Table 1, #6). Due to individual nature of
service requests, prices have to be calculated for each customer individually, although
there exist certain price drivers. The introduction of appropriate price lists and stan-
dards together with the consideration of the previous calculation could accelerate and
simplify this process.

Another critical challenge that was mentioned by the majority of the interviewed
companies were the Delays and time-consuming procedures (Table 1, #7). On the one
hand, these delays result from the pricing negotiations with the customers due to very
different perceptions of risks and benefits. On the other hand, the quotation process is
decelerated due to additional approval processes and communication within the com-
pany, since no central decision-support system is available. Finally, the ability to
constantly Identify weak points and draw insights from previous quotation documents
is considered another long-term success factor for service providers dealing with a high
number of quotation requests (Group 1 and 3) since the efficiency in the quotation
preparation alone does not necessarily mean the efficiency in winning the tender. By
looking at the hit rate and other controlling characteristics, providers can draw con-
clusions both on the operative (e.g., price adjustments) and on the strategic levels (e.g.,
identifying potential candidates for removing).

4.3 Approaches to Overcome the Challenges

Based on existing literature, I now propose how the identified challenges can be solved
by three structural changes – modular service offerings, customer integration, and
modularity in organizations [4], thus overall simplifying and accelerating the quotation
process. The first challenge of making services visible to the customer can be solved by
a modular service offering [4]. It has been shown that modular service offerings can
help to better specify the services, which leads to a facilitation of managing complex
services and a higher understanding on the customer side. Moreover, modularity
enables the partly replication of service offerings thus avoiding repetitive effort esti-
mations or pricing processes [9]. The accurate definition and the common composition
of service module bundles also make prices transparent and more traceable.

However, although such a modular portfolio helps to present service offerings in a
compact and comprehensible way, this alone would not suffice to fully understand the
customer needs. Therefore, companies should also integrate their customers into the
quotation process, thus enabling value co-creation [23] and minimize subsequent
clarifications and negations. Only if it is transparent which efforts arise for the customer
during service provision, the promised service can be performed satisfactorily and a
price satisfying both sides can be determined.

The mentioned difficulties in gathering expert knowledge and the assignment of the
responsibilities during quotation process could be overcome with the help of a modular
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organization [4]. On the one hand, such an unbounded organization would make tacit
knowledge explicit and understandable for colleagues [31]. On the other hand, it would
provide standard channels for the communication (including communication with the
customer) and bring the right people together to share and combine knowledge [3]. In
this way, teams can be built and reorganized easier and faster in response to new
business opportunities or customer-driven customization requests.

Lastly, the ability to learn from previous quotation documents is indirectly sup-
ported by a modular service portfolio (e.g., it is possible to analyze the popularity of a
certain service module or a price of a service package) and a close customer interaction
(e.g., detailed feedback loops, especially after a rejection of the quotation). An over-
view of the proposed approaches together with the mapped challenges can be found in
Table 2.

4.4 Requirements for the Appropriate IT-Support

With the growing number of service variations and quotation requests each year (as
reported in the interviews), the realization of the upper mentioned approaches becomes
possible only with the use of an appropriate IT support. Therefore, in addition to the
identified challenges, the interviewees were also explicitly asked about what to con-
sider when introducing such solution. Since a real implementation strongly depends on
an individual use case and company’s sales strategy, the goal of this paper was not to
develop a concrete action plan but to start a discussion of the most critical aspects. For
overview purposes, the derived 15 requirements were separated into Functional, Non-
Functional, and Domain Requirements, which is a common categorization within

Table 2. Overcoming challenges by modular approaches

Identified challenges Approaches to overcome challenges
Modular service
offerings

Modularity in
organizations

Customer
integration

Strategic Portfolio structure and
representation

x

Understanding the
customer needs

(x) x

Difficulties in knowledge
sharing

x

Unstructured
communication

x (x)

Operative Allocation of experts and
resources

x

Complex pricing and effort
estimation

x

Delays and time-
consuming procedures

x x

Identification of the weak
points

(x) (x)
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Requirements Engineering literature [32]. Functional requirements focus on what
functionality the system should provide to its users and how it should behave in
particular situations [33]. In addition to the classic steps of the CPQ process (config-
uration of the service modules, pricing of the final service and generating a quotation
document), the interviewed companies stated the access to employee profiles to be an
important feature for project management. Similarly, to allow direct interaction and
value co-creation between the business units as well as with the customer, structured
communication channels, and project-dependent right management should be ensured.

Non-functional requirements define system properties and constraints and affect
overall architecture rather than individual components [34]. First, all the steps of the
quotation process should be integrated and executed in one place. Second, a central
point of data accessible to authorized users is needed to simplify knowledge sharing
and shorten approval processes during the creation of quotation documents. This can
work only if the data is consistent and constantly maintained and the system is accepted
by its users. Finally, since the overall motivation of the use of the IT support and
service modularity is performance improvement and foreseeable cost-efficiency, the
advantages of the standardized quotation process (in particular shorter completion time
and overall higher success rate) should exceed the initial investment in the restructuring
of the service portfolio and software implementation.

Lastly, the Domain Requirements are imposed by the operating environment [32].
Especially in the context of B2B markets, the system should have an interface with the
customer both during quotation preparation and service provision, although this inte-
gration should not be solely IT-based in order to maintain a necessary level of personal
touch and customization ability. Furthermore, the software should also have a reporting
unit connected to the central point of data, in order to make reuse of previous quotation
documents and learning loops possible. Finally, such a software should not act as a
stand-alone solution, but being able to integrate in existing enterprise systems to ensure
data consistency. Each of the presented requirements is aimed to realize the proposed
approaches (i.e. modular service offerings, modular organizations and customer inte-
gration) as well as ensure overall performance of the software (Fig. 3).

Fig. 3. Requirements for the IT-support of the modular quotation process
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5 Conclusion

With the current trend of individualization and quickly changing market environments,
companies are searching for new ways to go that extra mile for their customers, while
still standardizing their internal processes for cost-efficiency reasons. This conflict of
interest reaches its apogee in the quotation process, which requires a considerable
amount of time and effort, while often still resulting in the rejection of the offer. With
this background, the concept of service modularity can be seen as a possible solution to
achieve a sound balance between customer-driven individualization and company-
driven standardization ambitions. In order to derive a solution empirically, I applied
methods of qualitative research and presented the results in three consecutive steps.
First, I analyzed the structure of the quotation documents and discussed different types
of modules within this document as well as their potential for exchangeability. Second,
current strategic and operative challenges were mapped against three different archi-
tectural approaches – modular service offerings, modularity in organizations and cus-
tomer integration. Finally, these results served as a basis for the derivation of overall 15
requirements for the appropriate IT-support to realize the full potential of service
modularity in the context of the quotation process. Thereby I contributed to the
ongoing discussion on service modularity by delivering empirical insights from the
new area of quotation process.

However, the results of this paper do not come without limitations. Due to a
relatively small sample of 19 companies, the results of the paper cannot provide uni-
versal validity, thus calling for more quantitative research in this direction. Further-
more, the identified structure of quotation documents and the derived requirements for
the IT-support of service modularity are meant to start a discussion of the most critical
aspects, rather than claim completeness and universality. In this regard, more case
studies are needed that would concentrate on the specificity of the operating envi-
ronment and provided services, thus resulting in additional or more detailed require-
ments. Finally, the transition to a modular quotation process and the implementation of
a prototype would also deliver valuable insights and reveal practical difficulties, which
can best be seen when conducting a longitudinal action research. In conclusion, it
should be said that the topic of modularized quotation process is still in its infancy and
yet to attract more attention of researchers from both marketing and the IS.
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Abstract. This article investigates the existing omni-channel service architec-
tures in the front-office of technology-based business networks. It discusses the
implications from the existing alignment between the network-preferred channel
with other channels and clients. The methodological approach is qualitative,
exploratory in nature, and employs case study research in a large private retail
bank in Portugal. It includes multiple sources of data collection for corrobora-
tion purposes, including semi-structured interviews, direct observation and
institutional documents. Although we have identified four types of omni-
channel architectures in a business network context, the case analysis revealed
that only two of them meet all the requirements, namely: the mixed services and
pure virtual services. For academics this is the first attempt to discuss a growing
topic in the operations management literature. Thus, this study may also help
practitioners to understand the challenges they may have to deal with an omni-
channel strategy in a business network context.
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1 Introduction

Services have become an integral part of modern society [1–3], in a continuously
evolving context stimulated by diverse factors such as new technologies and online
channels. The integration of online service delivery channels, employing self-service
technologies and interfaces (e.g. self-service checkout systems) are enabling firms to
change and optimize the design of service encounters in order to meet customer
requirements and convenience at an unprecedented pace [4, 5]. This happens along
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with an unprecedented level of customer connection and empowerment [6], that is
enabling customers to exhibit preferences towards the existing channel options when
conducting processes for purchasing goods and services [7–9]. In this context of
technically equipped, empowered and knowledgeable customers’ organizations are
compelled to continuously adapt their service approach, and evolving from a multi- to
omni-channel strategies [10], with profound implications for the management of ser-
vice systems and operations. The adoption and operation of new channels is a chal-
lenging task that requires for huge efforts of channel coordination and integrating with
the other existing resources from the firm [11]. One viable option, that organizations
can consider when they have different priorities or limited capacity to quickly add new
channels and technologies to their portfolio, is to look for synergies with other pro-
viders with already established specific capabilities or resources that offer opportunities
to customers and organizations [12]. Recent work on competitiveness has also
emphasized the importance of business networking, the evidence illustrating that those
firms which do not co-operate reduce their ability to enter into exchange relationships
[13] and lose the capacity to share markets [14]. The underlying argument here is that
we are witnessing the evolution of some companies that previously operated solely in a
business-to-consumer (B2C) context and are now moving to a technology-based
business network, with other providers, a move that allows them to be more compet-
itive and flexible for providing quick and agile answers to customers’ evolving demand
for rich and technology infused service encounters. However, it is timely to ask about
how familiarized are the companies that are joining these business networks with the
front-office service architectures that result from the combination of channels and
providers, to address customer interactions? Are companies prepared for the challenge
of working in an omni-channel network environment, involving the alignment of the
service experience along multiple providers? This is of particular concern since firms
can only be properly managed if practitioners understand the omni-channel service
architectures and how they function on a business network context. The next sections
aim to provide some answers to these questions.

2 Literature Review

Service business aiming for an effective adoption of multiple delivery channels, need to
invest in the deployment of adequate operational capabilities. This process involves
different stages of maturity in what concerns the level of interconnection and process
integration for the different channels [15]. Many companies expand their business from
one single channel to a service configuration employing multiple channels [10, 16].
Several concepts have been advanced to label these different channel strategies,
(multi–, cross–, omni–channels), and whereas they are often used indistinctively in the
academic literature, researchers continuously try to determine boundaries to avoid
overlaps. For this reason, it is important to put forward some defining elements to frame
each concept, and support our study. Channels are often defined as a customer contact
point through which a firm interacts with their customers [17, p. 96]. Sousa and Voss
[18, p. 357] distinguish virtual from physical channels: where “virtual channels consist
of a means of communication using advanced telecommunications, information, and
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multimedia technologies (e.g. self-service checkout)” and “physical channels consist of
a means of communications with customer employing a physical (“bricks-and-mortar”)
infrastructure”. From a service process standpoint, channels can be addressed as the
sum of routes or paths for customer-provider interaction employed by a company to
deliver its products, services, or exchange information with recipients [19]. As cus-
tomers are increasingly offered different channel alternatives and modes of commu-
nication with service providers [20], multi-channel strategies raise major technological
and organizational concerns [21]. Jeanpert and Paché [21] stress that, in the literature
dedicated to this theme, the emphasis is being placed on a global and combined
management of all channels offered to consumers in terms of their coordination or even
their integration. Sousa and Voss [18] define multi-channel service as a service
involving components (physical and/or virtual) that are delivered through two or more
channels and it may comprise a combination of virtual and physical services. A virtual
service is defined as the “pure information component of a customer’s service expe-
rience provided in an automated fashion (without human intervention) through a given
virtual channel” [18, p. 357], whereas a physical service is defined as the “portion of a
customer’s service experience provided in a non-automated fashion, requiring some
degree of human intervention, either through a virtual or a physical channel” [18,
p. 358]. Cross-channel service emerges as a set of integrated activities that involve the
use of a widespread set of channels to offer accessible services or products in-store
and/or on the Internet, whereby the customer can trigger partial channel interaction
and/or the retailer/service provider controls partial channel integration [21, 22]. In a
cross-channel context, the complementarity and compatible nature of channels is a
significant consideration for managers [23] as this is considered a crucial characteristic
of this strategy [24]. Lastly, omni-channel services have been defined as a seamless and
integrated shopping experience across all channels that blurs the distinction between
physical and online stores, and culminates in an integrated brand experience [25, 26].
Although researchers have witnessed a continued evolution of channel strategies, there
is already academic evidence of organizational synergies that are beyond the omni-
channel concept, as they bring together a mix of channels and providers that need to be
articulated in a seamless interaction with the customers [12]. These synergies may be
interpreted as technology-based business networks, which are formalized as business-
specific linkages negotiated between individual organizations [27] providing services
delivered through a set of advanced technologies [28]. Each participating partner is
mutually dependent upon resources controlled by the other, so that certain goals only
become attained when their divided resources are combined [29]. Empirically, Reis
et al. [30] found that these technology-based business networks (Tb2N) involve two or
more companies in partnership, combine more than one channel and more than one
service, which the customer perceives as an integrated network of brand experiences or
multi-brand experiences (Fig. 1).

Technology-based business networks are introducing new dynamics; this strategy
can be considered the next evolutionary step of omni-channel services, supporting the
argument that this channel strategy arrived to stay.
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3 Methodology

This article employs a qualitative case study approach as the omni-channel service
phenomenon should be studied in its natural setting; also because the case study
methodology lends itself to early, exploratory investigations, where the variables are
still unknown and the phenomenon not at all understood [31–33]. This methodology
consisted on the analysis of multiple sources of data collection, including 7 semi-
structured interviews, direct observations and analysis of institutional documents from
a large private retail bank in Portugal. This study was conducted in Portugal because
the banking industry offers a rich setting of increasing employment of omni-channel
services. Over the past three decades’ banks have been pioneers in adopting new
information communication technologies [34] and in adopting new technology-enabled
services [35], with the goal of improving customer relationships by empowering
customers [36]. The prime source of data in this case study are semi-structured inter-
views, which is perhaps the most common type of interview used in qualitative social
research [37]. Convenient and snowball sampling were used to select interviewees. The
researchers made use of their personal network of contact inside the bank to identify the
respondents who were in a best position to provide replies to the interview protocol.
Subsequently, they were asked to nominate other employees, from different functional
areas and different levels of responsibility, at the bank’s physical branch. This process
continued until theoretical saturation was achieved [38]. Direct observation as a source
of evidence, contributes to the development of robust case studies, since it is an
appropriate way to measure reality and generate truth about the world [39]. This
technique allowed for the collection of aspects of everyday activities that may go
unreported by participants, and gave the researchers direct experience of the phe-
nomena being studied, while providing the opportunity to see and listen what was
happening in the social setting as opposed to the focus on solely narrative descriptions
of participants [40, 41]. For a reliable and accurate observation, field notes were taken
[42]. These field notes served to document real life phenomenon events, serendipitous
moments [43] and informal conversations with the interviewees [44]. The institutional
documents are generally produced by organizations for communications or record-

Fig. 1. Integrated network of brand experiences [30]
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keeping purposes [41] and are a source of exceptional data collection because they
were accessible and record the organizations’ day-to-day activities. Official documents
included organizational newsletters [42], internal records and reports available from the
official bank website. The data was analyzed according to the technique of content
analysis [45]. The textual data was categorized into codes or categories to identify
consistent patterns and relationships between variables to reduce data and making sense
of them [39]. NVivo 11 software was used to implement the data analysis procedure
described, thus contributing to the robustness of the chain of evidence [46]. The
reliability and validity of the case research data was enhanced by a well-designed
research protocol [47], it was improved by using the multiple sources of evidence and
by double-checking the transcripts and interview analyzes by participants.

4 Findings

This section provides an empirical summary that includes real-life statements, collected
from the bank employees, direct observations and documental analysis.

4.1 Case Study General Overview

SIBS Group has been providing payment services worldwide over the last three dec-
ades. In Portugal, it performs a central role as a technology operator in the payments
sector. In particular, with respect to the banking services, it manages the ATM network
and the latest MB WAY brand [48]. The MB WAY has a vast number of adherents,
including banks and retail stores, that have merged into a business network. With this
solution it is possible to purchase services employing mobile payments (m-payments)
in retail stores or online. SIBS, as a well established technology-based business firm, is
managing the network, recruiting other companies and linking these companies by
using a network-preferred channel (MB WAY). In this research we conducted a case
study within a bank that joined the network and uses the network’s preferred channel to
do business. Our case is a well established private retail bank operating in Portugal, it
uses a vast array of its own physical and virtual channels that are available to customers
for service provision purposes. The bank mainly interacts with their customers using
direct channels: (1) bank mail; (2) bank website, which includes two communication
icons (click to call/chat) – click to call, a virtual icon that allows customers to receive
contacts from the bank, and the click to chat, a virtual icon that allows customers to
interact with the bank using a chat box; (3) call center; (4) brick-and-mortar; (5) social
networks. As the bank has already joined the business network, this poses an immense
challenge to operations management, since the bank will have to interact with the
channels of other companies. Although there are no systematic metrics that allows us to
accurately measure the degree of omni-channel intensity of an organization, we
observed that the bank services have omni-channel characteristics. For instance, the
bank employees have presented a mortgage loan as an omni-channel service, showing
that the service purchase can go through all of the bank’s direct channels, from the
initial consultation to the provision of the loan. The purpose of this case study was to
analyze if the omni-channel concept can be extended beyond the portfolio of channels
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owned and managed directly by an individual organization, i.e. integrate an entire
business network, and the mix of proprietary channels and those of partner companies
and providers, as the case of MB WAY. With this assumption, we are going to
investigate the existing omni-channel service architectures in the technology-based
business network (Tb2N).

4.2 Omni-Channel Architectures in a Technology-Based Business
Network

The MB WAY concept, developed by the SIBS group, works as the network-preferred
channel. This solution allows the bank addressed in the case study to connect with
several retail companies that have joined the network. The network-preferred channel is
a solution for mobile payments that enables immediate transfers and payments for
purchase in several channels via mobile device and can thus combine an act of physical
purchase with a virtual payment. The continuous evolution of wireless technologies, in
combination with the widespread use of mobile devices, has paved the way for fast
evolution of mobile commerce settings [49]. Several employees reported that there is
an involvement of mixed services in a technology-based business network. From the
interview data, it was possible to ascertain that mixed service encounters occur when
two different and heterogeneous companies are involved, encompassing, simultane-
ously, a physical and a virtual purchase with a virtual payment to deliver a service to a
customer. The direct observations corroborated the aforementioned arguments, with the
witnessing of settings where a customer may choose a retail store from the business
network to purchase a physical service, the purchase can be paid by e.g. mobile devices
(m-payment), which connects the bank with the retail store. These mobile devices have
advantages known as queue avoidance, immediacy, ease of use and low cost [49]. This
experience can be considered as an omni-channel mixed service architecture in a
technology-based business network; it comprehends a virtual payment to acquire a
physical purchase. The Fig. 2 illustrates this real-life situation.

Recent studies are in line with this concept in the sense that the Tb2N presuppose a
trilogy crossing heterogeneous companies-channels-services; Reis et al. [30] argue that
in a Tb2N context there is the involvement of two or more companies in a partnership
(e.g. bank, retail store), the combination of more than one channel (e.g. smartphone,
point of sale) and more than one service (e.g. bank transaction, customer support –

Fig. 2. Omni-channel mixed service architecture in a Tb2N context
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human agent), which is perceived by the customer as an integrated network of brand
experiences or multi-brand experience. For those reasons, this omni-channel service
architecture is a full Tb2N experience. Notwithstanding, the interview data also dis-
tinguished the abovementioned concept from other traditional mixed services. Tradi-
tional mixed services are offered when a single provider employs more than one
channel, to offer different services, i.e. not involving more than one organization. The
bank employees stated that, for instance, many of those customers that opt to open an
account online, first search for additional information through the call center, and then
upload all the necessary documents to open the account through the virtual channel,
using their mobile device (e.g. table, smartphone). To finish the account opening
process, they must perform a monetary transfer e.g. through the network-preferred
channel, to officially start using the new account and complete the process. This sit-
uation involves the combination of more than one service (account opening and bank
transfer), more than one channel (virtual channel and physical channel), but is missing
the involvement of another company in the process, which is a pillar of the multi-brand
experience triangle [30]. For that reason, we consider this as an incomplete architecture
with regard to the Tb2N, although we recognize that traditional omni-channel archi-
tectures, working within organizations, may eventually be generalized in the future to
the entire network.

Data analysis also reported the existence of pure virtual services in a technology-
based business network. From the interview data it was possible to determine that pure
virtual services comprise two different companies (e.g. bank and SIBS), it also com-
prehends different channels (e.g. mobile devices and ATM), and services (e.g. with-
draw and balance inquiry). Official documents corroborated this information, and
mention that customers may establish electronic bridges from their bank and automatic
teller machines that are managed by SIBS. This connection is performed by mobile
device, using the network-preferred channel (e.g. MB WAY), in order to withdraw
money without any human intervention. We consider this experience as omni-channel
pure virtual service architecture in a technology-based business network; it compre-
hends a virtual purchase to collect a physical service delivery. The Fig. 3 illustrates this
real-life situation.

Traditionally, these services do not involve two companies, e.g. transactions using
debit/credit cards, which reinforces the idea that Tb2N is different because it includes
more than one company in the process. In the Fig. 3 it is involved the user’s bank (e.g.
an adherent bank) and the company that manages the ATM network (i.e. SIBS). What

Fig. 3. Omni-channel pure virtual service architecture in a Tb2N context
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underlies is that customers are not just debit/credit card holders, they make part of the
process as self-service buyers and the purchase is encompassed by virtual services, and
is virtually involving two companies. As self-service buyers, these customers also have
other features that further distinguish this service from the traditional one. Customers
are increasingly involved in the service, being able to interact with other customers, e.g.
by sending a code, so that a member of the MB WAY can withdraw money from an
ATM in real-time and geographically elsewhere.

Other example can be offered concerning the virtual pure services when customers
goes to a retail store and pay their purchases at the self-checkout (employing what is
known as self-service technologies), scanning their acquisitions and making the pay-
ment without any or low human intervention. In this example, we may include the use
of a self-checkout, owned by the retail store (e.g. hypermarket), and the MB WAY
application, that represents the customer’s bank (network adherent bank). By using
these self-service technologies, customers perform the service, or part of the service,
traditionally performed by the service provider [50]. Recent research is in line with this
concept: as self-service checkout systems intend to improve the efficiency of checkout
operations and minimize the negative effects of traditional checkout service (e.g.
minimize waiting experiences) [5], as this promote the expansion of virtual services
through a business network. For these reasons, this omni-channel service architecture is
a full Tb2N experience, which unlike the previous examples, fulfills the full require-
ments of the multi-brand experience triangle.

Lastly, the front-line employees also reported that there can be also an involvement
of pure physical services in a technology-based business network. From the interview
data we learned that the pure physical is a traditional service that comprises only one
company (e.g. bank), it includes more than one channel (e.g. call center, bank
employee) and services (monetary transfers, account opening). The bank employees
mentioned a situation similar to one previously identified, where customers that open
an account, first they search additional information through the call center (cf. Fig. 3,
A), just then they start the process at the branch (cf. Fig. 3, B). Similarly, to the
traditional mixed services, we consider this experience as omni-channel pure physical
service architecture. The Fig. 4 illustrates this real-life situation.

Extant theory is in line with the aforementioned concept of physical service [vide
18]. Human intervention can take place in the front office, the back office, or both [18],

Fig. 4. Omni-channel pure physical service architecture
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in this case we just considered the front-office. For the above reasons, we consider this
experience as an incomplete architecture with regard to the Tb2N, since it does not
fulfill the requirements of the multi-brand experience triangle. Table 1 summarizes this
section.

The existing business ecosystem (Table 1) is as complex as unique, due to its own
specific relationships and technological features; therefore, the results should not be
generalized to other contexts, although there are resemblances with similar networks
(e.g. Apple Pay). We do acknowledge the traditional and physical banking services
may include more than one company in partnership, which seems to contradict our
results. This remark depends on the adjustment of the scope for a specific service, any
of them can have a complete/incomplete architecture. To avoid misconceptions, we did
map all the existent banking services and channels, thus we did not find any signs of
business-to-business (B2B) relations that could call into question the incompleteness of
both architectures (i.e. traditional mixed service encounter and pure physical service).
The bank under study actually does establish B2B relations with other firms (i.e. by
outsourcing services), but none of those firms operates inside the ecosystem. We do not
exclude the possibility of one of those firms to join the ecosystem, or the bank to
establish new and direct partnerships within the network. If all the modalities dis-
covered in the case would satisfy the multi-brand experience triangle, our arguments
would be strengthened and of greater value to achieve effective and adaptable omni-
channel service architectures.

4.3 Bringing Operations Management to a Successful Channel
Integration

A few years ago we observed a move from the adoption of multi- towards omni-
channel strategies [10]. Launching an omni-channel strategy raises the challenge of
managing and integrating the operations between several business partners. Previously,
during the transition from brick-and-mortar to bricks-and-clicks, we noticed that
channels were developed and managed separately by companies with limited inte-
gration [10, 51]. The multi-channel shopping revolutionized retail operations. For

Table 1. Omni-channel service architectures in a Tb2N

Omni-channel service
architecture

Triangle of Tb2N multi-brand experience (full experience)
Combination
of more than
one service

Combination
of more than
one channel

Involvement of
more than one
company in
partnership

Is this
architecture a
full Tb2N
experience?

Mixed
service
encounter

Tb2N X X X Yes
Traditional X X No

Pure virtual service X X X Yes
Pure physical service X X No
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traditional retailers the growing importance of online sales meant creation of new
business models, which required a solid understanding of the operational processes
[52]. Companies had to redesign their processes within their premises. But, with the
need to integrate operations within business networks, there is a need to redesign
processes among several companies and, therefore, retailers’ success often depended on
the alignment between operations and the brand image [53]. The expanding range of
online offerings and mobile devices are significantly changing firms’ structures; for
many firms, this implies completely new operational processes [52]. Thus, the
implementation of an omni-channel strategy requires different companies to stop
attempting to improve their own processes independently, in order to achieve a global
benefit [54]. A parallelism can be made when retailers recognized the difficulty inherent
in “going it alone” in the transition to an online environment [55]. One way of over-
coming these difficulties was through joining an established partnership and integrates
different interests among the business networks. The use of a common language among
several companies has been fundamental for understanding each other. Nowadays, the
challenge of technological integration and the consequent implementation of an omni-
channel strategy pose challenges as well. For instance, Hansen and Sia [56] described
how Hummel, a European sports fashion company, overcame the challenges and
successfully transitioned toward omni-channel retailing. These authors noted that
companies must focus on changes in technology infrastructures and organizational
practices to successfully transform towards an omni-channel strategy [24]. Hansen and
Sia [56] identified four lessons: (1) embrace your channel partners in the omni-channel
strategy, which requires a continuous clarification of its omni-channel focus, specially
in a business network; (2) Recognize that a successful omni-channel strategy requires
deep change, it is not just about adding channels, it requires integration; (3) leverage
the strategic role of chief digital officer, to establish a common mind-set across the
organization; (4) evolve the role of chief information officer (CIO) in enabling an omni-
channel strategy, to continue to be relevant in a digital transformation and in updating
technical competencies in managing more front-end, customer facing IT systems. As
depicted in Table 1, not all architectures are integrated as a full Tb2N experience. In
other words, there are traditional architectures that use the network-preferred channel,
but are not yet operating all their services within the network. Although the evolution
from multi- to an omni-channel strategy within a company is far from being
straightforward, and it might require a transition, inherent to the complexity that a
move from a strategy to another implies [26]; we believe the same process takes place
within the business network. Through direct observation we verified that not all the
network organizations have the same omni-channel maturity and are not integrated into
the business network to the same extent. The move to a Tb2N involves new challenges
as it requires a transition based on operations management to allow these firms to adapt
their processes and channels, in order to be able to collaborate in a heterogeneous
network of firms [30]. Data analysis has shown that not all companies are fully pre-
pared for the challenges of working in an omni-channel network environment, since
they are not aware of the service architectures potential enabled by the entire
technology-based business network. One possible solution is to invest in operations
management, in a way that would be possible to integrate all the channels of a certain
organization that join the network. The bank’s employees were peremptory, companies
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should not manage the omni-channel services alone, this concept must be extended to
the entire network, which means that the omni-channel strategy should go beyond
individual organizations and should integrate the entire business network. Only in this
way managers can move to the next level and integrate all the architectures of the omni-
channel service as a full Tb2N experience, which is currently incomplete (cf. Table 1).

5 Concluding Remarks

The case study analysis revealed two types of omni-channel services architectures in
the front-office of technology-based business networks, namely: mixed services and
pure virtual services. Although we found four types of omni-channel architectures not
all of them fulfilled the requirements of the multi-brand experience triangle and for that
reason they were excluded. It is likely that this study will help practitioners to
understand the challenges they will have to overcome within a Tb2N. However, it is
possible that this article does not provide a complete classification of the omni-channel
service architectures, since the ones that have been presented are limited to one case,
and the theme is taking the first steps. Despite the exploratory nature of the article, we
intend to fill a gap in the literature, for which this study may be a relevant contribution.
Due to confidentiality reasons we do not provide any information about key informants
and the respective organization, as the researcher is responsible not only for main-
taining the confidentiality of all information but also for information that might affect
the privacy of the research participants [57]. A number of avenues for future research
arise from our study: first, empirical work is needed to enrich the Tb2N, as it may be
interesting to conduct a study within the Tb2N that would focus not only on collecting
data from one company but from the entire network; second, there is a need of mea-
surement instruments to determine the maturity level for omni-channel banking ser-
vices, so as to measure the degree of omni-channel intensity of those organizations.
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Abstract. The purpose of this paper is the development of a customer-centered
understanding of smart services by utilizing customer-dominant logic as a the-
oretical view. It extends current perspectives on smart services and proposes a
definition highlighting the relevance of customer centricity and customer data
management for service engineering. For this purpose, smart service dimensions
will be deduced from current literature. These dimensions represent the foun-
dation for a procedure model that will be developed and tested within a research
initiative focusing on the restaurant industry. This procedure model is intended
to support the discovery of new ideas based on data as well as the management
of data requirements to successfully design smart services. The restaurant sector
serves in this context as an innovative application field for smart service pro-
totyping. The paper represents current research in progress, outlines the objec-
tive of the research initiative and demonstrates first empirical research results.

Keywords: Smart service engineering � Customer-dominant logic
Personalization � Customer data management � Procedure model

1 Introduction

Driven by digitalization, whole economies are transforming into digital service
industries. In the time of big data, the Internet of Things and servitization, there is an
unprecedented potential for service innovation based on emerging technologies and
new volumes of data [1, 2]. Rising amounts of sensor data, social data and more, new
levels of information exchange and intelligent algorithms create the foundation for new
services that offer exciting value propositions to customers [2, 3].

Smart services have emerged and spread into a variety of different industries, e.g.
smart home, smart mobility or smart tourism [4–6]. Characterized by the inter-
connectedness of their ecosystem, they make use of available data and offer close
customer interaction and intelligent, context-based solutions [5, 7]. In this way, they
follow increasing customer expectations, in terms of convenience, participation or
transparency in our information-driven society [8].

After the financial, automotive and electricity sector, the food industry has started
its digital transformation [9]. As one important cornerstone of the branch, the ongoing
digital revolution of the restaurant sector shows very clearly how digitalization is
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changing traditional service industries, e.g. [10]. Service processes, such as reservati-
ons, food delivery, or payments are increasingly supported by IT solutions [11]. Social
Media, chatbots, and voice technology transform communication processes and the
Internet of Things has brought innovative sensor-based digital contact points, such as
interactive tables, bars or digital signages [12]. This does more than creating new
experiences of interaction and co-creation with customers [13]. Data tracks produced at
every digital contact point also offer new opportunities for intelligent data-based ser-
vice innovation, such as personal menu recommendations [3, 14]. Even if this repre-
sents an exciting playground for innovation, it seems reasonable to make use of
systematic approaches to start the journey of tapping into this potential due to massive
volumes of data, an increasing amount of diverse service providers and rising com-
plexity, e.g. [15].

The research area that focuses on the structured development of services is the field
of service engineering. Being part of the service science discipline [16], it is an
interdisciplinary approach that aims to systematically design service value propositions
using frameworks, methods and tools [17, 18]. With increasing demands for perso-
nalized offers in the food industry [19, 20] just as in other sectors, customer centricity
and personalized customer solutions have gradually gained in importance in service
engineering [21, 22]. Services need to be tailored more strongly to the individual,
which means that detailed customer knowledge has become more valuable than never
before [23]. For this reason, personal customer data has been highlighted recently as a
key concept in service innovation [15, 23]. With the aid of personal customer data, a
broader customer understanding can be developed [3, 15] and innovative value pro-
positions, higher-quality services and deeper customer relationships are created based
on personalization [5, 23]. However, managing personal customer data is also asso-
ciated with several challenges – especially in a world of growing amounts of (big) data.
Data needs to be aggregated and processed from different contact points and disparate
external and internal systems – often even in real-time to generate value to customers
[6, 24, 25]. New data formats need to be handled [23] and privacy and data ownership
issues ensured [15, 25]. With recent changes, such as the new European GDPR
regulation [26], these issues become even more crucial.

As a result, this work points out that the management of customer data for smart
service innovation requires a specific focus. It is postulated that efficient innovation
processes to rapidly design novel prototypes based on customer data require new
approaches due to their specific requirements. For this reason, this research aims to
further develop the perspective on smart service innovation to a strong focus on per-
sonalization and personal customer data management.

2 Research Objective and Paper Contribution

As mentioned above, recent digital movements result in an increasing significance of
systematic service engineering [27, 28]. However, even if more and more researchers
emphasize the importance of personal customer data [23, 29], there is currently less
research, e.g. [28, 29], that focuses specifically on the role of data as a resource for
smart service innovation, while simultaneously addressing relevant data management
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aspects associated with, for example, rising volumes of data or increasing interde-
pendencies of service partners.

As a consequence, this research initiative has the objective to develop a new
procedure model with a focus on customer data management in order to evolve the
research field of smart service engineering. For this purpose, the following research
questions have been formulated:

RQ1: How can smart service engineering benefit from a focus on customer data
management?
RQ2: Which requirements need to be considered in smart service engineering that
are related to personal customer data?

This procedure model is intended to support the discovery of innovative ideas
based on customer data as well as the management of data requirements by offering
appropriate guidelines and methods [30]. The restaurant industry serves in this context
as innovative application field.

Following a design science approach, the research will be divided into three dif-
ferent phases taking advantage of various methods, such as prototyping, interviews,
workshops and systematic literature reviews [31, 32]. In the foundation phase, the
application field will be analyzed with the aim to understand current challenges of the
transforming restaurant industry. Furthermore, a systematic literature review evaluates
existing models and assembles relevant criteria that are related to customer data
management. Based on these results, a procedure model will be developed.

The second research phase aims to apply the model in a practical environment. For
this purpose, a research project has been set-up in cooperation with TNC Group in
Leipzig and a consortium of stakeholders, such as the food and beverage industry (e.g.
Coca Cola, Nestlé), tool providers (e.g. OpenTable, Vectron, etc.) and leading res-
taurant owners, that constitute a good representation of the German restaurant land-
scape. Workshops and interviews are being organized around this consortium in order
to test relevant concepts and methods and to generate learnings for model refinement.
A third evaluation phase simultaneously assesses the use of models and methods to
further improve the artefacts by means of surveys and interviews.

This paper provides theoretical groundwork for the development of the procedure
model and can therefore be located in the primary research phase. It will present a
customer-centered smart service definition as a base for systematic smart service
engineering [30]. Such a definition of the essence of smart services is currently missing
due to little theoretical knowledge [15, 33, 34] and no common understanding of smart
services [33, 35].

By outlining relevant research contributions in (1) service engineering and
(2) smart service innovation, smart service characteristics will be linked to a theoretical
perspective focusing on customer centricity and customer knowledge: the customer-
dominant logic that is grounded in the research tradition of the Nordic school of service
management [36–38].

Using this customer-centered approach, the role of customer data management will
be emphasized. Simultaneously, a broader view on smart services will be developed
[39, 40] in order to guide smart service innovation, for example in the restaurant sector,
in wider directions to create more encompassing customer solutions. Finally, this paper

An Approach for Customer-Centered Smart Service Innovation 47



summarizes the first empirical results utilizing the definition for first idea management
and requirements analysis and rounds off with an outlook to further research activities.

3 Theoretical Foundation

3.1 Service System Engineering

Service engineering (SE) approaches are based on the conviction that systematic ser-
vice design needs to consider the specific characteristics of services [41] that diffe-
rentiate them from products [30]. Furthermore, service-dominant logic (SDL) has
significantly influenced the SE discipline. SDL specifically highlights the customer’s
role as well as the concept of value-in-use utilizing available resources for value
creation (e.g. labor, knowledge). In addition, it describes services as a mutual process
of co-creation and collaboration between service provider and customers [42, 43].

Services are increasingly created in service value networks with multiple agents
that cooperate and exchange resources [44, 45]. This view on service systems offers
new possibilities for innovation based on resource sharing, but it also signifies that the
network of multiple agents has to be taken into account in service engineering [46].

Due to digitalization, ICT plays an enormous role in service systems and changes
the way interaction and information exchange take place [1, 47]. There are, however,
still major differences in the degree of IT usage [48]. On the one hand, interconnected
objects, new forms of product-service systems or cyber-physical systems [3, 49] have
emerged, triggering automatic service processes and work without any human inter-
action, e.g. in smart factories. On the other hand, there are industries, such as the
restaurant sector, where services are strongly focused on personal interaction. Even if
these human-centered service systems are transforming and a rising share of “eser-
vices” are supported by ICT [50], they still require special attention on personal
interaction [51, 52].

With the widespread presence of eservices, digital contact points and the resulting
rise of information exchange, information-intense services or knowledge-based ser-
vices offer new potential for service innovation, e.g. econsulting, elearning [2]. In this
context, successful SE needs to consider the management of data sources, data col-
lection, analysis of data or the information delivery, etc. [29]. Additionally, if infor-
mation is allocated across different service systems, e.g. in diverse IT systems, SE
needs to take care of the systematic management of data within the whole network [15,
29]. Here, multi-sided service platforms have gained in importance in order to simplify
centralization and access to data [6, 15, 23].

To conclude, services have specific characteristics that need to be considered.
However, the understanding of services has recently changed dramatically due to the
significance of ICT in service provision. ICT and new volumes of data do not only
transform service industries, such as the restaurant sector, they also offer novel
opportunities for new service innovation [5].
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3.2 Smart Service Innovation

Smart service innovation is on the agenda of a lot of different research streams, e.g.
business literature [53], service management & marketing [4], IS literature [5] as well
as in practice [7]. It is understood as a transformation of existing service systems, a
recombination of existing service elements [28] or even the establishment of new
service systems [54].

Research in this field often takes place in specific industries, e.g. smart home [55],
smart mobility and smart cities [56] as well as smart tourism and hospitality [33]. Even
if there is no mutually defined understanding of smart services [33, 35], there are
particular characteristics that differentiate them from previous forms of service provi-
sion. Key characteristics are (1) the use of data (e.g. web logs, sensor networks, social
networks, etc.) [3, 7], (2) the ability to infer intelligence and actions based on algo-
rithms and machine learning [33, 35], and finally (3) the interconnectivity to objects
and products as well as the synchronization of different technologies [55]. As a con-
sequence, they can be described as extremely information-intensive or knowledge-
based services [15, 29]. Smart services can significantly differ in their visibility and the
associated level of customer participation [57]. Smart interactive services, for example,
are characterized by a high level of interaction. In contrast, self-regulating services
[35], such as smart home applications for temperature regulation, do not require any
active customer participation. Arising research themes are, for example, user accep-
tancy or further success factors for smart service usage, e.g. embeddedness in daily
routines, visibility, user engagement, etc. [4, 55, 56]. Additionally, the field of product-
service systems [58] and cyber-physical systems [3, 49] as a combination of product-
service bundles has received a lot of attention recently.

Furthermore, first important frameworks have been formulated. Nadj et al. [35], for
example, have categorized specific activities (sensing, decision making and learning)
and abilities of smart services (e.g. autonomy, proactivity, etc.). Klein [34] has exa-
mined barriers of implementation and has formulated specific design guidelines for
smart service development. Kleinschmid et al. [52] have developed design principles to
align service system engineering with business modelling in human-centered service
systems. The specific role of personal data for smart service innovation has been
highlighted by certain researchers [15, 29]. Increasing volumes of data offer oppor-
tunities for a new customer understanding [3, 23], but need to be managed syste-
matically across service systems as mentioned above. The ability to do so also depends
on the appropriate infrastructure and organizational capabilities, e.g. [6, 29]. User
context or user profiles need to be built for personalization [22] and data privacy must
be guaranteed [3, 15].

4 A Customer-Centered Smart Service Definition

As mentioned, smart service research is a relatively young research field with little
theoretical foundation. Even if the existing body of research describes particular cha-
racteristics of smart services [35, 54], research is often marked by the dependency of
domains, use cases or specific research issues, e.g. user acceptancy [34, 55]. As a
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consequence, there is a lack of comprehensive understanding of the essence of smart
services [33, 35]. Even if a strong emphasis on customer orientation and data is
embedded in the understanding of smart services, so far barely any research could be
identified that focuses specifically on the significance of personal customer data and
analyses associated requirements for smart service design.

Nonetheless, the development of a procedure model for smart service engineering
requires a definition that formulates and conceptualizes relevant service dimensions and
focuses on customer data management. For this purpose, this paper aims to develop a
theory-grounded definition that uses customer-dominant logic (CDL) [36, 37] as a
theoretical lense.

This work postulates that this perspective is not only suitable for emphasizing
strong customer orientation in smart service design [39]. It also provides new per-
spectives for innovative customer solutions based on successful customer data
management, thus responding to rising challenges in terms of customer empowerment
and competition [38]. Smart service characteristics are conceptualized in the definition
below and distinct dimensions are worked out with the aim to guide the analysis of
requirements and the engineering process of smart services. In the following part, the
fundamental principles of CDL will be described. Service literature has been analyzed
in order to synthesize perspectives for the definition of smart service dimensions.

Customer-dominant logic (CDL) represents a managerial perspective on service
management that originated from the business and marketing field [36, 37]. In contrast
to service-dominant logic, CDL does not focus on the single service situation and
interaction process between service provider and customer. Instead, it positions the
individual customer and the understanding of their daily life and objectives in the
center of activities.

Personalized: Heinonen et al. [36] address the necessity of considering the customer’s
specific individual situation, their objectives, daily routines and experiences. Their
activities are based on their own individual logic driven by their aspirations, tasks, and
previous experiences [38]. Heinonen and Strandvic insist that value formation is also
dynamic and varies depending on the individual customer. Consequently, services need
to adapt to the customer’s individual situation.

Smart service literature also states: smart services should assist customers in their
daily tasks by understanding the customer’s individual context [5, 7].

Applying this to a smart service definition, smart services need to be personalized
and tailored to the individual customer/customer’s logic and provide in this way a
personal value to them, e.g. finding the right restaurant for the right situation and place.

Data-Based: CDL states that the consideration of the customer’s individual context
requires deep knowledge for building up understanding of activities, practices and
experiences. Understanding the customer’s logic should be the center of the service
offering [37]. By taking advantage of growing information sources, e.g. sensors, social
media, etc., technology and data can be utilized to create such a deep understanding
[22, 23]. Generating this knowledge within the customer’s service system [36] is,
however, related to the analysis of relevant contact points, e.g. inside and outside the
restaurant, describing customer activities and processes as well as the collection,
management and aggregation of valuable customer data. This also depends on
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possibilities of smoothly identifying the customer across different contact points (e.g.
via NFC-technology or face recognition).

Intelligent: Comprehensive knowledge then allows “to participate in and support
customer’s processes” with the aid of individual service offerings [36].

Analytics can, thereby, support businesses to build up this knowledge about the
customers’ reasoning and logic. According to Heinonen and Strandvik [37], an
important assumption is that the customer’s logic can be identified and classified into
“a usable number of groups”. Analytics and algorithms can discover these patterns in
customers’ activities, to group logics together and to build up valuable knowledge
about the customer.

According to current literature, smart services tailor assistance by making use of
analytics and logics on how to best assist customers with relevant activities (e.g.
recommendations, decision-supporting, etc.), e.g. [35].

Consequently, it can be stated that smart services are intelligent services that take
advantage of analytics and algorithms with the aim to build up deep knowledge about
the customer’s logic.

Solution Bundle: According to CDL, value creation never takes place in a vacuum of
single service situations. Customers need to handle different problems in their daily
activities so that services should support the orchestration of these activities. Heinonen
et al. [36] postulate that customers create their value independently in different service
situations and orchestrate them to reach their objectives. Services should facilitate this
orchestration. This indicates that activities should not be perceived separately. For a
successful restaurant experience, for example, guests need to reserve or look for a table,
they must choose a meal, order, pay, etc. These activities should be interpreted as a
network that needs to be supported by solution bundles instead of separate services [59,
60]. This understanding can also be found in smart service contributions, defining
smart services as solution bundles combining products and services in encompassing
product-service systems [5].

Consequently, smart services need to bundle different service components with the
aim to simplify the orchestration of customer activities and to offer valuable solution
bundles to customers [7].

Interconnected: Paying attention to daily routines and activities of the customer also
means that services need to be integrated into the customer’s life. Heinonen and
Standvic [37, 38] postulate that (service) providers need to be “present” and involved in
customers’ lives and service offerings should be embedded smoothly in customers’
activities in order to create value.

New cyber-physical applications (screens, tables, smart devices, etc.) go beyond
digital services, such as smartphone or desktop apps, and allow for a much deeper
positioning of services in daily routines. Consequently, smart services are able to
support daily activities at their best when technologies are deeply embedded in
customers’ lives [4, 55]. This also requires convenient forms of information provision
in the context of the service provision [29]. Furthermore, based on cloud computing,
virtualization and synchronization of different technologies [55] smart services need to
be device-independent so that the services can be used on every suitable device [55].
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Control Features: CDL further develops the role of the customer and emphasizes that
customers are not only co-producers like in SDL [42]. Instead, they are the initiators
that utilize and control service processes for pursuing their objectives [36]. This sig-
nifies that they are also fully in control of their resources. Transferring this critical point
to a customer-centered definition, this demonstrates that smart services should do more
than ensuring visibility and interactivity [4]. Appropriate instruments are also necessary
to enable customers to initiate and control services as well as the active exchange of
resources, including personal data. Smart services must simultaneously allow custo-
mers to transparently look at their data and to actively control the provision or the “not-
provision” of their information. This is also in line with available research [4] as well as
privacy regulations (EU GDPR).

The following Table 1 displays relevant service dimensions related to the main
statements of the customer-dominant logic (CDL) perspective.

Table 1. Overview: smart service dimensions.

CDL [36–38] Smart service dimensions

Personal value in customer lives. Dimension I: Personalized
Smart services are customer-centered services offering
personalized value by assisting customers in their
activities to reach their individual objectives.

Deep knowledge at the center of
service offerings.

Dimension II: Data-based
Using available information sources in the customer’s
ecosystem, smart services are based on customer data by
integrating & connecting data to a single customer with
the objective to reach an holistic view of them.

Customer logic can be classified
into groups.

Dimension III: Intelligent
Smart services make use of analytics to build up
knowledge on how to best understand the customers’ logic
and to assist them with relevant activities (e.g.
recommendations, decision-supporting, etc.).

Services must facilitate the
orchestration of activities.

Dimension IV: Solution Bundle
As digital assistants, they offer solution bundles that
facilitate the orchestration of services for customers’ daily
life tasks.

Embeddedness in daily routines. Dimension V: Interconnected
With the aid of technologies (applications, cloud
computing, virtualization, etc.), smart services are
interconnected with relevant objects to integrate service
provision as deeply as possible in daily life activities.
Simultaneously, they can be used across contact points or
devices so that customers can make use of the service at
every relevant device or contact point.

As initiators, customers control
service processes.

Dimension VI: Control Features
Smart services are interactive services enabling customers
to control service processes as well as relevant resources,
especially personal data, at any time.
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5 Empirical Results

In empirical research, the smart service definition has already been applied to offer
guidance for the work on smart service innovation. A first workshop served as starting
point to build up practical knowledge of the application field, to understand current
stakeholders, technical systems and current collaboration structures as well as to dis-
cuss current challenges and opportunities for the restaurant industry. Furthermore, it
has been utilized to analyze necessary requirements for smart service engineering from
a practical point of view.

For this purpose, design thinking methods, such as personas and customer journey
mapping were chosen. Design thinking approaches with a strong focus on user cent-
ricity, customer integration and multidisciplinary collaboration have recently become
highly relevant in SE [61] driven by the growing emphasis on customer orientation and
service systems. Consequently, these methods have been highly suitable for the
customer-centered development of smart service ideas. In preparation for this work-
shop, a systematic review of current market studies (restaurant/food industry) was
conducted. Relevant consumer studies were utilized (e.g. [19, 20]) in order to describe
six personas that summarize actual trends in customer needs and behaviour, e.g. the
need for information transparency, customization and convenience during the restau-
rant experience [19]. Furthermore, journey mapping was used to display a typical visit
at a restaurant with typical tasks and activities, such as table reservation, waiting for
food, etc. In this way, specific customer needs were deduced that served as starting
point for idea generation.

The workshop resulted in four smart service ideas, e.g. a health and nutrition
platform for customers that demonstrate the opportunities of smart services in the
restaurant industry. By developing these ideas, characteristics of smart services and
related requirements were derived from the discussion how to bundle different services
and to manage personal customer data for personalized offerings. The results are dis-
played in Table 2. Requirements related to customer data management are, for
example, organizational issues, e.g. the development of new business models, the
clarification of data ownership, or process issues, such as channel management as well
as the set-up of interorganizational platform architectures to ensure information
exchange. Even if these aspects only represent the beginning of a systematic require-
ments analysis, similar points could be already identified within current literature, e.g.
[6, 15, 25].
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Table 2. Workshop results (Nestlé Competence Center, Frankfurt am Main, September 2017).

Dimensions Workshop Results Structured by Smart Service Dimensions  

Dimension I:  
Personalized

Personalized Value Propositions  
● Personalized service in restaurants
● High-quality consulting in health care and nutritional matters  
● Exclusive invitations for restaurants and events and entertainment services 
● Shopping functionalities and home delivery for favorite products (e.g. wine)
● Ordering processes within specific activities, such as gaming or driving 
● Personalized offerings and gratification processes 

Discussed Requirements 
● Mutual business model for all service providers within the service system 
● Ownership of infrastructure 
● Novel business potentials through cooperation and data sharing
● Payment options on customer side vs. service provider side

Dimension II:
Data-based

Customer Data
● Contact information, wine preferences, car brand, allergies, hobbies, 

profession, average meal size, last orders, collected points for gratification 
system, health information, favorite restaurants, Youtube stars/influencer 

Discussed Requirements
● Necessity of contact information & permission management
● Necessary reason for data provision on customer side 
● Open APIs and interconnectedness of available systems (e.g. reservation 

systems, POS systems, etc.) 
● Identification method: One central log-in on customer-side, other identification 

methods, such as face recognition
● Central management of customer data on service provider side 
● Central management of all data sources for data integration

Dimension III:
Intelligent 

Analytics 
● Recommendation engine: content or entertainment services, restaurants, 

menus, etc. 
● Location-based services 

Dimension IV:
Solution Bundle 

Bundling Features 
● Platform as possibility to bundle different services across various industries 

Discussed Requirements 
● Open access & cooperation models 

Dimension V:  
Interconnected

Possible Contact Points  
● Alexa, Siri, smartphone apps, tables, instore signages, sms, car, call-center 

assistant, waiter, chatbot, augmented reality, digital ear-prompter, Youtube, 
smart TV, wearables 

Discussed Requirements 
● Independency of devices or contact points; virtualization 
● Form of information provision (voice-assistant vs. sms vs. online games) 

Dimension VI:
Control Features

Possible Control Features 
● One central portal for self-management of personal data 
● Search engine to receive relevant recommendations based on profile 

information and search queries
● Configurators, filter options, etc.
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6 Future Research

As mentioned above, the customer-centered definition of smart services serves as
starting point for further research. This paper displays current research in progress and
intends to expand research knowledge on smart service design. Defined dimensions
will be used for the development of a procedure model that guides the engineering
process by focusing on personal customer data management. A preliminary exempli-
fied model is displayed in Fig. 1. The model contains more than the relevant steps
along the engineering process, e.g. idea management. It also forms a guide to new
potentials and summarizes relevant requirements by focusing on customer data
management. The dimensions of the smart services definition represent relevant gui-
ding perspectives for service innovation, e.g. regarding the innovation potentials that
arise from information control/provision features, or data requirements related to the
bundling of services. In this way, the model aims to guide the engineering process by
identifying new potentials for service innovation (RQ1) as well as managing relevant
issues (RQ2) around customer data.

Based on a comprehensive literature review, further requirements for smart service
engineering will be assembled. Existing procedure models will be compared and a
detailed criteria catalogue will be developed. For this purpose, insights from different
research fields such as CRM, information management, network theory and service
system literature will be utilized. The objective is to structure particular aspects and to
develop guiding principles as part of the procedure model that will be continuously
discussed and supplemented with the aid of further empirical and theoretical work.

In future workshops, further methods will be tested that highlight the potential of
customer data for service innovation and guide in this way the innovation process.
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Abstract. Service Engineering (SE) evolved in the mid-1990s and has become
a popular and interdisciplinary field of research in service science since then.
However, the diffusion of SE research results into practice is still rare. This is
especially crucial, since structured SE methodologies are required to support
businesses with the ongoing digitalization of their services. To help closing the
gap between research and practice, we conducted 13 semi-structured interviews
with experts from eight enterprises in Lower Saxony, Germany, that are
involved in (technical) services. The results reveal several requirements and
barriers, which hinder companies from implementing and using structured SE
methodologies. The findings can be used to help researchers developing
industry-friendly approaches and practitioners to set up their enterprises for
future-oriented (smart) service engineering.

Keywords: Service engineering � Practice � Science � Empirical analysis
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1 Introduction

The opportunities and the importance to offer services as a company to stay competitive
grows [1], which is particularly true for small and medium sized enterprises (SME) [2].
This trend, often referred to as servitisation or service innovation, can be capitalized on
by using Service Engineering (SE) methodologies, which gained increased attention in
this regard since associated methods strive for structured approaches to support com-
panies transition towards digitalized services [3, 4]. Primarily producing companies
have shown an increasing interest in servitisation due to changing business models and
profit margins and, therefore, have evolved a demand for SE methodologies over the
recent years [5].

To support enterprises in implementing and applying systematic SE, an increasing
amount of procedure models has been developed and published [5, 6]. However,
although many models are extensively discussed in relevant literature, only few SE
procedure models are actually implemented and used in practice [7]. Not only does this
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cast a critical glance at the practical applicability and usefulness of these models, but
also bears significant disadvantages for enterprises, since the usage of standardized
structures and processes facilitates an increased growth in productivity and quality [8].
In previous studies, the usage of SE methods in practice has already been investigated:
Meiren showed that 70% of their interviewed companies have no or little formalized
service development procedures [9]. The project “KoProServ” (run-time 2009 to 2012)
conducted a similar analysis [7] and found that there is a huge demand in managing
service offerings and IT tools in companies. Similarly, Spath et al. stated that “one of
the main gaps in the PSS [(Product-Service System)] design and SE is the absence of
industrial tested methodologies […]” [10]. Both PSS and SE methods aim at the same
goal, developing integrated solution offerings containing products and services [11].

In opposite to service development, many producing companies already use
structured and digitalized methods to develop e.g. their product models by means of
CAD applications [12]. Therefore, knowledge about the benefits of using structured
methods and procedures in general can be assumed. Since the previous studies in the
field of SE are no longer current and partially do not address SME, we determine the
following three research questions (RQ) for this contribution:

1. What is the state-of-the-art with respect to the usage and acceptance of SE proce-
dure models in practice?

2. Which barriers exist that hinder the adoption of SE procedure models?
3. Which requirements do SME have regarding SE procedure models?

To address these research questions, 13 interviews with experts from eight different
companies have been conducted with primary focus on SME. Using the interview
results, we gained insights into the gap between scientific efforts in terms of SE on the
one hand, and the requirements of practitioners working in practice on the other hand.
The look into both perspectives enables us to propose solutions to scientists and
practitioners to close the gap, which may facilitate companies to adapt SE methods that
focus on their specific needs and allow them to increase their ability for a successful
servitisation and therefore a more sustainable business model.

With respect to the research questions, the paper is structured as follows. First, a
brief introduction to SE (Sect. 2) and a detailed explanation of the research method
used is given (Sect. 3). The results of the interviews are presented in accordance to the
research questions stated above in Sects. 4.1 to 4.3. In addition, Sect. 4.3 proposes
guidelines, which support future research in developing new SE procedure models.
Finally, the results are discussed and reviewed in Sect. 5.

2 Service Engineering

Since the 1960s the impact of services on economies can be found in scientific literature
[13] and are firstly examined in depth in the “new service development” phase in the 1970s
and 1980s [14] which resulted in the emergence of service engineering in the 1990s [15].
Since then the interest in this topic decreased, which changed with the arise of concepts
such as internet of things (IoT) or smart products as well as their academic pendant
“(smart) service systems” [16, 17] and ultimately led to the “second wave” of SE [10].
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SE aims at a “systematic development and design of services using suitable models,
methods and tools as well as the management of service development processes” [18].
The tools and methods usually compile from other, engineering related research fields
like product, process or software engineering or operations research [19]. However,
todays markets do not focus on products or services solely, but strive for the integration
and thus the integrated development, which is also referred to as service systems or
product-service systems (PSS) engineering [20]. Therefore, SE increasingly seeks for
integrating (or integration into) development approaches from other disciplines to
develop the service aspect in these systems with respect and interfaces to the other
components (e.g. product or IT). By doing so, companies can achieve a reduction of
complexity, reusable artefacts and usage of efficiency potentials [19] which enables
them to provide more efficient and higher qualitative offers to their customer by means
of service, in which producing companies as well as pure service providers are inter-
ested in [21].

To support companies in adapting SE, structured methods to guide the designers
through the process have been proposed in relevant research [22]. Such SE methods
assist enterprises in executing the development process in a structured manner and
reduce the complexity of the project by ex-ante defining the different phases [23]. Well-
known examples of SE methods are for example published by Pezzotta et al. [24] or
Bullinger and Schreiner [25].

3 Research Method

We conducted semi-structured expert interviews in accordance to [26, 27] to obtain
qualitative information from practitioners regarding the usage of SE. Semi-structured
interviews have been chosen as a methodology to address the stated research questions,
since they promise good practical data. As a preparatory step, an interview guideline
has been prepared to ensure quality, integrity and topic-related information [28]. In
addition, we evaluated the first iteration of the guideline within a pre-test with other
researchers to prevent ambiguity and complexity of used phrases and terms and to gain
first insights about parameters such as time spent and complexity of terms. The
interview guideline is divided into three sections: (1) the interview starts with a short
introductory part including information about the interview and general questions
regarding practical background of the interviewee. Beside the interesting insides about
the interviewee, it introduces them with basic questions to the situation and reduces
barriers in terms of the relationship between the interviewer and the interviewee.
Subsequently, the main part (2) focuses on the usage of SE procedure models, as well
as advantages and drawbacks, involved people and requirements for an application of
such models in practice. Closing with (3) final comments and personal opinions of the
interviewees, the interviews took an average of 30–40 min. The questions and the
structure respect the guidelines from Porst [29], for example the introductive questions
mentioned above and the avoidance of hypothetical or disjunct questions.
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The interviewees are primarily employees of SME and work in the middle and
higher management. However, employees from a larger enterprise is included as well
to allow a comparison of the results. In total 13 experts from eight different companies
were interviewed. Employees from the same company are from different departments to
obtain a richer understanding of the whole company. To get a variety of insights,
companies have been chosen that are spread across different industries, from machine
construction through mobility to pure (IT) service provider. A list of all companies and
their interviewed employees including additional information is given in Table 1.

To evaluate the transcribed interviews, we follow the quantitative content analysis
approach from Mayring [30], which is a three-step-process that aims for reduction of
the results to a set of relevant statements. First, the statements are paraphrased and, in a
second step, generalized towards a generic abstraction level. Following this, Mayring
proposes a reduction of the generalization to the most important messages in two
additional steps, which has been applied with respect to RQ2 and RQ3. In terms of
RQ1, the interviews are assessed regarding statements that concern the usage of SE. All
steps are performed by two researchers independently and merged afterwards to ensure
a common understanding. The results of our analysis are presented and explained in the
following.

4 Results

4.1 Usage and Acceptance of Systematic SE Development Methods (RQ1)

The interviews revealed five categories of SE method usages that are plotted in Fig. 1,
describing the state-of-the-art for the adoption and acceptance of systematic SE
methods in practice. The results show that currently no experts use or are aware of SE
procedure models (a = 0%). Only one respondent stated that their company applies a
defined procedure, which is, however, adopted from other fields such as engineering

Table 1. Interviewees (NOE: Number of employees)

# Company industry Revenue NOE Interview experts & position

1 Agricultural engineering 4 Bill. € 11.500 1. Company & product development
2 HVAC industry 68 Mill. € 720 2. Manager smart service

3. Manager sales
4. Team leader marketing

3 Electrical engineering 23 Mill. € 160 5. Division manager
6. CEO
7. Technical manager

4 Agricultural engineering 45 Mill. € 125 8. Technical manager
5 IT & software provider 4 Mill. € 60 9. Manager marketing
6 Mobility 121 T. € 8 10. Authorized representative

11. Product development
7 Energy ‒ 3 12. CEO
8 Consulting ‒ 1 13. Manager/consultant
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and thus did not primary originate in the field of SE (b = 7%). The majority of experts
(c = 77%, 10 respondents) indicated that they do not use a method to develop their
service offering at the moment, but are aware of the opportunities and advantages a
systematic procedure may yield for their company. The remaining interviewees are
split equally over the remaining categories (d, e = 8%, one respondent each) and
therefore either do not see advantages of using a systematic method for SE or were not
able to contribute to this topic.

Resulting from the insights given, RQ2 and 3 are set to shed additional light into
reasons that lead to SE adoption respectively rejection. Especially the results of cate-
gory (c) have appeared very promising in this regard, since 77% of interviewed experts
are aware of potential benefits that SE methods may come along with, but multiple
reasons seem to have prevented an implementation yet. Henceforth, Sect. 4.2 deals
with issues that are currently considered as a hindrance for SE method adoption.
Subsequently, Sect. 4.3 reveals requirements that a SE method needs to incorporate in
order to be practically applicable.

4.2 Barriers for Companies to Adopt and Use SE Procedure Models
(RQ2)

Figure 1 highlights shortcomings within the adoption of SE procedure models in
practice. Hence, RQ2 specifically addresses barriers and obstacles expressed explicitly
by the interviewees. An overview is given in Fig. 2, which is explained below.

Reviewing the results, particularly one problem stands out, which is the informa-
tion gap (45%) with respect to SE and corresponding models. Almost half of the
experts state that they are not aware of the existence of SE methods or rather which of
them are applicable for their specific industry and how the enterprise should use and
benefit from them (e.g. “I haven’t thought about whether a method exists. I don’t really
think so now.”).

Further stated barriers (with 27% each) are product focus, missing perceived value
and customer invocation. Product focus refers to the current focus on physical prod-
ucts, rather than a combination of product and services, in most of the enterprises
interviewed within this paper. Therefore, many methods that originate in related fields

0%
7%

77%

8% 8% a) Scientific SE method in use
b) No specifi method in use
c) No method in use, but adv. are seen
d) No method in use, no adv. are seen
e) No statements given

Fig. 1. Proportional distribution of usages of SE methods in practice
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such as engineering or product development are applied, without the use of additional
service-related methods. In one case, related methodologies have been modified in
order to support the development of the service as well. (c.f. category (b) in RQ1).
Naturally, these results are influenced by the industries interviewed, which are in this
case German SMEs that are primarily manufacturing-intensive firms. However, this
also indicates the need for integrated product/service systems (c.f. Sect. 2). Another
barrier is a missing perceived value for using systematic methods to develop new
services. Many interviewees stated that, now, experienced domain experts are involved
in developing services in their field. Hence, the perceived added value of adhering to a
structured procedure for service development is seen as rather low, since the domain
experts are already knowledgeable in SE. However, interviewed managers state that in
case these experts may leave the company in the near future, their knowledge will
mostly be lost, which can lead to a situation where new methods for subsequent
employees are needed (e.g. “It will be useful, when the employer turnover will be
higher”).

Customer invocation refers to the situation that many services are often invoked by
the customer himself. Therefore, such services are treated at the moment of occurrence
and thus are not planned and developed in comparison to regular service offerings. This
might also relate to the industries examined, since in manufacturing companies service
offerings usually are synonymous to maintenance and repair.

The last two aspects are related to statements concerning expert knowledge present.
The employees seemingly have enough knowledge and thus most companies do not see
the need to offer a more structured service, so that customer requests are executed

0%
5%

10%
15%
20%
25%
30%
35%
40%
45%
50%

Fig. 2. Barriers for companies to use SE methods
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“spontaneous” (“I can’t imagine an example where we have to document what we have
to do”). Limited flexibility is another barrier that has been mentioned throughout the
interviews. If the service offering is planned and structured too much in advance,
companies express fear to lose a certain degree of flexibility and adaptability in terms of
service features and its execution. In addition, this is related to project complexity,
which is, according to the interviews, another barrier for SE adoption. For smaller
projects or service offerings, there is no need for a systematic design, since the costs
exceed the benefits (“[…] depends on how big the project is”). The costs themselves
have also been referred to as barrier and have often been associated with the expenses
needed to establish the necessary structure, e.g. organizational structures (“[…]
sometimes a matter of budget”). The last major point that has been stated more than
once during the interview is the relation to the business partners of the interviewed
enterprises. The explanations thereby were based in the service structure of the com-
panies, which is partly outsourced to firms who act as resale and maintenance provider.
To prevent cannibalizing their own partners and due to the not required own structures,
no systematic methods for the service development were used.

Furthermore, few barriers were stated which affect the time needed (related to the
cost-barrier), the competencies necessary are not established yet and that the man-
agement does not seem the necessity for using structured procedures.

4.3 Guidelines to Develop Practical Applicable SE Procedure Models
(RQ3)

Addressing RQ3, the conducted interviews revealed 30 requirements that were men-
tioned by the questioned experts with respect to a practical applicability of procedure
models specifically tailored towards the development of service within their company.
In addition, three requirements have been deducted by the authors from assessing the
stated barriers of adopting SE procedure models. Henceforth, in total 33 identified
requirements are summarized in Table 2. Within this table, the identified requirements
have been differentiated regarding their source (“I” = Interviews; “B” = deducted from
barriers, see Sect. 4.2) and are clustered and consolidated (column “C”) according to
their general point of concern into ten requirement clusters, described below.

Cluster A summarizes requirements that concern embedding structured SE into an
organization. Here, interviewees stated the necessity of a SE procedure model to be
adaptable to the organizational structure (“We need […] a constant flow of information
between product development department and sales department”). Exemplarily, many
businesses have not implemented a separate corporate entity specifically for SE pur-
poses. Therefore, SE is interwoven into different departments, such as product devel-
opment and sales. Similarly, the SE procedure model should be able to be applied across
different functional domains, without being limited to the service department only.

Within Cluster B, the interviews have revealed a number of requirements that
address the wish to consider various forms of information in service development (“We
have a treasure of experience in our customer relations department, especially regarding
services”). Thus, this cluster encompasses for example non-process related information
such as roles and responsibilities, but also the integration of information flows and IS
interfaces.
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Cluster C primarily focuses on the SE procedure model itself. In the interviews it
has been noted that a structured, iterative cycle is preferred as an SE model by prac-
titioners (“We work with defined milestones for each project, with a separate idea
phase, a concept phase […]”). The cycle should consist of distinct phases and needs to
be customizable towards specific organizational needs. Furthermore, the SE procedure
model needs to incorporate a validation phase to ensure service quality. In general, the
model should be of low complexity while providing a high degree of pragmatic quality
to ensure comprehensiveness. Cluster D contains a single requirement that reflects the
expressed need to ensure that the SE procedure model considers the current techno-
logical state-of-the-art (“We need to ensure quality and general applicability of used
technology before entering the market”). Hence, services that result from applying the
model for service development are built with technological advances in mind, such as
improved sensor technology or mobile devices.

Table 2. Requirements for SE procedure models (C = Clusters)

# C SE procedure model reqs. # C SE procedure model requirements

1 A I SE method should fit the
organizational structure

17 F I Integrate cost view

2 I Applicability in different
functional domains

18 I Integrate market analysis

3 B I Add non-process relevant
information

19 I Integrate project management

4 I Integrate corporate knowledge
base

20 I Integrate resource planning

5 I Integrate information flows 21 I Plan service scope and vision
6 Integrate IS interfaces 22 G I Define USPs
7 C I Customizable 23 I Ensure service quality
8 I Consist of distinct phases 24 H I Broad domain respectively company

acceptance
9 I Ensure validation 25 I Follow compliance rules
10 I Provide different entry points 26 I Standard conformity
11 I Structured procedure model 27 I I Handbook/guidelines/documentation
12 I Incorporate continuous feedback

loop
28 B Promotion/marketing/best practice

13 I SE procedure model is of high
pragmatic quality

29 B Guidelines for consistent SE

14 B SE procedure model is of low
complexity

30 J I Customer integration

15 D I Service development considers
technical SotA

31 I Employee integration

16 E I Incorporate/include service object 32 I Maintain flexibility of employees
33 I Partner integration
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Similarly, Cluster E represents a single requirement that puts focus on the service
object on which the service activity is performed. During the interviews, statements
have been made that specifically addressed the need to center a SE approach to the
service object offered by enterprises, as well as the desire to integrate service object-
specific procedure models into SE (“Services are rather a co-product resulting from our
product development cycle”). This has become predominantly apparent in the manu-
facturing industry, where the development of products such as machinery and corre-
sponding services, e.g. maintenance, is closely tied and often follows specific
procedure models originating in the engineering domain.

Cluster F primarily comprises requirements that concern the integration of
preparatory planning phases (“[SE] is a matter of budget”). In the interviews, practi-
tioners have expressed the necessity for a sophisticated market analysis and resource
planning, which need to precede the service development. Additionally, an SE pro-
cedure model needs to incorporate aspects of project management as well as maintain a
holistic cost view across each phase to allow for target costing a service offering.

Cluster G summarizes requirements that concern the service itself as a result of SE
procedures. Here, practitioners express the demand to clearly determine a service’s
USP within its development cycle (“We need to know that the [service’s] USPs are”).
Similarly, measures should be established within a SE method that ensure a certain
degree of quality of the result.

In Cluster H, requirements primarily concern rules and regulations that influence
service development coming from both external and internal authorities. This includes
compliance rules on the one hand (“We need to consider NDAs […]”), but also
standards and norms to be followed within service development and service delivery.

Cluster I addresses requirements for a successful implementation of the SE pro-
cedure model. During the interviews, practitioners highlighted the importance of a
holistic and comprehensive documentation and guidelines on how to apply the SE
procedure model within their enterprise (“We need to ensure a consistent procedure and
consistent quality”). Furthermore, best practices need to be given in order to facilitate
the implementation process.

Lastly, Cluster J subsumes different stakeholder perspectives that need to be inte-
grated into the service development procedure. Specific emphasis is put on customer,
employee and partner integration, which includes e.g. customer touch points and entry
points for partner participation, but also the consideration of specific stakeholder
demands during both service development and service execution (“I would strongly
recommend integrating service technicians in service documentation and development”).

Based on the stated requirements and the derived clusters, we propose ten guide-
lines below that can be used to steer SE development towards a more practical
applicability. Herby, each cluster is associated to a specific guideline:

(A) SE procedure models need to be able to adapt to the specific organizational
structure of an enterprise

(B) SE procedure models should be designed to incorporate various forms of infor-
mation flow, as well as information objects processes related interfaces to external
IS
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(C) SE procedure models should be designed as a structured, iterative cycle that
consists of distinct phases, which are customizable towards the enterprise’s needs

(D) SE procedure models need to consider the current state-of-the-art in terms of
technological advances

(E) SE procedure models need to put primary focus on the service object on which the
service is performed

(F) SE procedure models should integrate a systematic planning and strategy phase
within their cycle that precedes service development

(G) SE procedure models need to explicitly determine a service’s USP and ultimately
ensure service quality

(H) SE procedure models must incorporate external and internal rules as well as
guidelines across different domains

(I) SE procedure models need to be comprehensively documented and provide
guidelines of how to successful implement the model

(J) SE procedure models must integrate each service stakeholder into the service
development process and reflect their specific necessities

Ultimately, the proposed guidelines may serve as a blueprint and evaluation schema
for developing SE procedure models that incorporate the need of SE domain experts
and thus facilitate the usage of structured service development approaches in practice.

5 Discussion, Conclusion and Outlook

The results of our analysis reveal that only few experts do not know about SE methods
or acknowledge the benefits of using specific methods, but have not been able to
implement it within their firm yet. In terms of the advantages of SE for businesses and
their business models, this result has to be valued positive. Beneficial for both research
and practice, one of the most dominant barrier stated, the information gap with respect
to SE methodologies, can be tackled with additional information provision and training
only. Additionally, interviews also reveal a growing trend of enterprises further
investing in SE, in particular structured procedure models for service development.
Still, obstacles have to be overcome:

From a practical point of view, regular education and trainings, especially in the
field of SE and the development of service offerings, need to be implemented in order
to build a sustainable knowledge base about advantages, benefits and best-practices in
SE. In addition, management executives need to propagate these benefits of SE
methodologies, for example in terms of new and innovative business model respec-
tively value generation within their enterprise. Top level management is advised to
strengthen the integration of external partners into their business model or to incor-
porate external businesses as well as to invest in SE by engaging employees, increase
transparency, establish designated service departments and hire employees specifically
educated in SE. The overall objective needs to be the integration of the service per-
spective into the product sales and its development.

From a research perspective, additional focus is needed on the interconnection of
product and service development, since the results demonstrate that both perspectives
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are still mostly perceived as distinct discipline. Additionally, SE research needs to be
aware of a more differentiated view on various stakeholder groups, which should be
covered within an appropriate method. Furthermore, existing project management
methods should build the base of the procedure model to improve familiarity and
reduce complexity. The awareness of further service details, which are important in
practice for service development, such as interfaces to internal or external IS, links or
specific phases, and the provision of a detailed documentation and guidelines, are
equally important success factors mentioned by SE experts. Lastly, one should elab-
orate on strengthening transparency on the corporate benefits obtained by SE methods.

However, limitations of this study need to be considered: First, the findings are
based on 13 interviews within German SMEs. Further research needs to verify the
results within a larger scope of experts. Hence, expanding the interview towards a
larger set of interviewees coming from a background that is more diverse seems to be a
fruitful direction for subsequent work. Furthermore, comparing the results with data
from additional sources like literature would strengthen the study, e.g. [11]. Third,
primary focus of this contribution has been put on SE procedure models. Therefore,
other forms of support for service development, for example tool support, have not
been covered in the conducted interviews. Nevertheless, the obtained results yield a
valuable insight into the practical application of SE methodologies within German
enterprises. No major contradictions occurred during the interviews, the knowledge and
quality of experts have been perceived as high. In addition, the results of the different
research questions confirm each other, which supports the validity of the findings.
Therefore, this contribution can confirm the findings of previous research (see Sect. 1),
that offering services is often not linked to the main business model (usually a physical
product) of a firm. In addition, our findings extend previous studies by barriers and
requirements specifically for SMEs.

Therefore, the need for further research in SE, especially for practitioners, is given.
Based on the findings and to assist the development the next steps in the research are to
evaluate, how the proposed guidelines (Sect. 4.3) can be implement and to adapt
existing SE procedure models. In addition, they need to be evaluate with practitioners
to be able to develop e.g. a platform, which can be used by companies to develop their
service offering according to a specific procedure model.
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Abstract. The objective of this research is to investigate the use of social media
for customer interaction for developing new services. To collect data we adopted
a multi-phase research approach used in several recent ethnographic studies. The
findings suggest that a firm must use social media to interact with the customers
while developing new services. Other traditional methods of customer interac-
tion also play a key role in developing a successful new service. The article has
implications for the financial service firms interested in marketing new services
in the United States and other developed countries.
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1 Introduction

New Service Development (NSD) is the primary driver of growth in a firm and
therefore, it is an important area of research [8, 55]. Despite the emergent robustness of
the NSD literature, scholars have argued that more needs to be done because the extant
literature has failed to offer consistent solutions to many problems faced by the service
managers [8, 54]. One such complex problem is that new service failure rate continues
to be very high [61]. The literature on new service and product success and failure has
invariably suggested that capturing voice of customers during the NSD process is a key
to success [e.g., 42]. This suggestion for capturing the voice of customers has led many
firms to increasingly interact with the customers at various stages of new product and
NSD process [18, 25].

However, the literature of customer interaction has focused mainly on the tangible
product domain as shown in a recent study by Bosch-Sijtsema and Bosch [9]. To fill
this gap, scholars have called for more research on customer interaction that apply
specifically to the services area [17, 46] The somewhat growing literature base of NSD
and customer interaction points to two key challenges that are involved in customer
interaction. One such challenge is that the NSD literature has taken a traditional
approach in which it suggest that a firm must interact with their customers via inter-
views, focus group, group discussion and so on [3]. However, as Lemon and Verhoef
[38] have argued, the customers interact with a firm via multiple channels including the
emerging touch point of social media. Indeed, over the last decade the digital media
have revolutionized the overall marketing practice by offering new ways to reach out to
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customers [37]. As a result, during this time frame a number of articles have been
published that relate to the use of social media platforms for various marketing
activities [27, 39, 58, 60, 62]. More specifically, the literature related to the use of
social media for engaging customers is rather robust [e.g. 32, 36]. Acknowledging the
growing importance of social media, Alam [1] proposed a NSD model that contains the
use of social media for customer input. Yet, how to engage customers via social media
for obtaining their input for NSD is largely unknown.

Against the above backdrop, we investigate the main research question: How to use
social media to obtain customer input for NSD? By answering this question we propose
a process of obtaining customer input via social media that can help service firms
address various tactical issues when developing new services. To achieve this goal a
case study of NSD was conducted in a financial service firm in the USA. The case
study investigates the development of new services with inputs from company’s cus-
tomers. This research is set in the financial services industry in which we investigate
the business-to-business (B2B) services. We selected financial services industry
because of the increasing focus on the innovation related activities in that industry
resulting from several structural and technological changes [22, 63, 64]. In addition, we
were motivated to select B2B services because of the growing importance of the B2B
service industries [26], the increasing use of social media by many B2B firms [52] and
the dearth of social media research in the B2B context [52]. The rest of the article is
organized as follows. First, we discuss the literature related to NSD and customer
interaction. Next we also review the literature related to social media as customer touch
points. We then outline the research methodology. In the subsequent section we discuss
findings and theoretical and managerial implications. The articles concludes with a
discussion of research limitations and future research agenda.

2 Literature Review

The extant literature has paid increasing attention to the NSD research that can broadly
be categorized into three research themes. The first research theme has focused on the
process of NSD or service innovation. In line with [8, 17], for this research we use the
term service innovation and NSD interchangeably. The second research theme has
focused on exploring why new services fail and the role of customer interaction during
NSD in avoiding new service failure [16, 47]. More recently, a third research theme has
focused its attention on the emerging role of social media in product and service
innovation. We review these three research themes next.

2.1 New Service Development Process

Innovation literature is strongly biased towards tangible products because new product
development has been studied for several decades resulting in a large body of
knowledge about new product development process [e.g., 10, 14, 30, 31]. Taking the
lead from this rich literature base, service researchers have proposed several NSD
models over a period of last 30 years starting from Barras [6] and Bowers [11, 12] to
Alam [1]. Notable among them is the NSD model proposed by Scheuing and Johnson
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[56], in which they suggested a structured 15 step model for developing new services.
After over a decade, Alam and Perry [4] proposed a model containing 10 development
stages including strategic planning, idea generation, idea screening, business analysis,
formation of cross-functional team, product design and process/system design, per-
sonnel training, product testing and pilot run, test marketing, and commercialization
and added that customers’ input into the new services should be obtained throughout
the development process. Later, emphasizing the importance of involvement of cus-
tomers, frontline employees and other stakeholders, Kindstrom and Kowalkowski [35]
offered a four stage NSD model including, market sensing, development, sales and
delivery. Similarly, Song et al. [59] also proposed a four stage model containing the
stages of business and market opportunity analysis, service design, service testing and
service launch. More recently, Alam [1] challenged the applicability of the above
models in the current era of technological advancement and social media, and proposed
a much simplified and improved model containing only four phases of NSD: initiation
phase, comprehension phase, corroboration phase and execution phase. He claims that
these four phases are the better representation of NSD process because they take into
account the influence of social media and digital technologies. Consequently, in this
research, we use this model to analyze the customer interaction process. Since, cus-
tomer interaction during NSD is an important construct and the focal concept of this
study, we review the literature of customer interaction in NSD next.

2.2 Customer Interaction in NSD

Both scholars and practitioners agree that customer interaction during product/service
development is a source of competitive advantage [18, 21, 40]. Several empirical
studies have investigated the benefits of customer interaction in both new product and
service development and reported that customer input might lead to high-quality
innovations [3, 24]. As Cui and Wu [20] have argued there are three forms of customer
involvement: customer involvement as an information source, customer involvement as
co-developers and customer involvement as innovators. We focus on first two types as
these are directly related to the main domain of this study. As buyers of current and
future new services, the customers may contribute to all the stages of NSD, from idea
generation to commercialization. For instance, Hoyer et al. [34] studied customer
interaction in new service development and reported that customer interaction during
the early stages of a development process significantly influenced the performance of
new services products. Therefore, they argued for intense interaction between cus-
tomers and product/service developers during the innovation process. Likewise in the
case of NSD, Alam [3] suggested that the intensity of service producer-customer
interactions during the idea generation stage should be higher than all other stages. He
also noted that customer interaction results in important benefits such as reduced cycle
time, superior services and customer education. Extending his research on customer
interaction, Alam [2] further reports that customer interaction during the fuzzy front
end, i.e. the first three stages of idea generation, idea screening, and concept devel-
opment are more important than other later stages. However, Chang and Taylor [18]
report that many firms do not interact with their customers on a regular basis and
thereby miss a significant opportunity of developing successful new products and
services. They assert the need for more research on customer interaction.
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2.3 Social Media for Customer Interaction

For this research we define social media as “any web based interaction platform that
can be deployed to generate content (such as online postings on a firm’s various social
media platforms including Facebook, microsites etc.) and develop networks (such as
online communities)”. The literature dealing with social media and their roles in var-
ious business issues is robust [37]. To make a coherent contribution to our under-
standing of the social media for NSD, we must first define our focal concept, which is
the use of social media for customer interaction for NSD. Therefore we restrict our
review as it relates only to customer interaction and new product and service idea
generations using social media particularly a “microsite”. A microsite is website which
is distinct and separate from a firm’s main website and which is created for a short time
only for a specific purpose such as a promotion or an event.

As customers are increasingly relying on social media to gather information about
products and services, many firms are also using social media tools to gain customer
knowledge and behavior [43]. A recent IBM study suggests that getting closer to the
customers is a top priority of the CEOs and therefore many firms are building social
media platforms to interact with their customers [5]. Scultz and Peltier [57] have argued
that marketers need to move beyond the short term goal of promotion to a more long
term goal of using social media for regular customer engagement and interaction.

As reported previously, idea generation from customers using the traditional modes
of interaction has been the subject of intense scrutiny both in new product [e.g., 25, 34]
and new service development literature [e.g., 3, 40]. The literature has also started to
emphasize the importance of social media in customer interaction by suggesting the
fact that it has provided a new mean of researching the market and customers. For
example, social media facilitate active customer involvement that results in co-creation
of products and services [45, 65]. In addition, social media can be an inexpensive
interactive marketing tool and a means for getting customer information rather quickly
[49]. As a result, for the last few years the use of social media for generating new
product and service ideas has been gaining momentum in many firms [39]. For
example, Starbucks, Dell and Walmart have used microsites such as Mystarbuck-
sidea.com, Ideastorm.com and getontheshelf.com respectively to generate new product
ideas from their customers [7, 19]. Similarly, several open online platforms such as
innocentive.com and ideascale.com develop a community of customers who are willing
to offer new product ideas via social media [39]. More recently, based on their study of
the online brand communities Hajli et al. [29] have argued that social media platform of
online communities provide an important platform for customer interaction and
co-creation of products and services. Yet, despite the increasing attention on the use of
various social media, many firms are unsure about how to convert data collected
via social media posts into actionable business strategies [28, 58]. In conclusion,
social media can provide a platform for both types of customer interaction and
involvement: customer involvement as an information source, customer involvement as
co-developers [44]. Yet, we are not aware of any research that directly investigates the
process of customer interaction for NSD using social media.
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3 Research Methodology

To discover how a firm interacts with its customers for NSD, we adopted a single case
setting that would allow an in depth understanding of the pattern of customer inter-
action. For this purpose, we intended to identify a case firm engaged in NSD in the
B2B financial services industry. After negotiating with several firms, we gained access
to one of the leading US based firms Ameri Corp Inc. (a pseudonym) that employs 400
people and markets mostly the B2B services. Our research design adopted a multi-
phase research approach used in several recent ethnographic studies [e.g., 13, 50]. The
data were collected over a period of 9 months in 2017 by using several qualitative data
collection techniques including in-depth interviews [41, 51], ethnographic observation
[53] and netnography [50]. Over the nine month period the author along with several
company managers ethnographically observed and analysed NSD activities. We also
followed an abductive research method of moving back and forth between literature
and the data that emerged during our research [23, 26]. In the first phase of the research,
we interviewed the managers of the service firms. In the second phase, we observed
customers’ interaction via social media postings. In the third and final phase, we
interviewed the business customers who were involved in the NSD process. We coded
and analysed the data by adopting the theoretical sampling method recommended by
Bryman and Bell [15]. We were motivated to develop this research design because of a
recent call for more research on NSD using qualitative research approaches, including
in-depth interviews, action research, ethnographic research and participant observations
[8].

In phase one of the research we interviewed the mangers of Ameri Corp. We relied
on a theoretical sampling procedure to identify respondents across various functions,
provided they were involved in NSD activities and had significant knowledge about the
NSD initiatives in the firm. Initially we selected 10 managers but found that only 6
managers were directly involved in NSD and customer interaction strategies. The main
objective of the in-depth interviews with the managers was to investigate how the
service managers had obtained the customer input for their NSD projects in the past
and how they plan to proceed with the similar projects in the future. Using an interview
protocol we posed several questions to probe the overall NSD process used by the
company and the managers’ overall perception about customer interaction methods
employed by them. In phase two, we contacted 70 customers and requested their
participation in the research project. After prequalification, we selected only 59 cus-
tomers who had the richest information to offer; yet only 38 customers agreed to
participate in the research. Following Homburg et al.’s [33] approach, in selecting the
customer respondents, we attempted to maximize diversity among the participants so
that we could discover a variety of new service concepts and ideas. These customers
then joined the research team at various phases of the NSD to provide input. The details
of both manager and customer respondents are summarized in Tables 1 and 2
respectively.
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During this second phase of the research we also started a microsite www.
Ameriideas.com (now closed) for collecting new service ideas from the customers. We
invited all the 38 customers to log in to the site and provide input on various issues and
factors related to the NSD. The main objective of this microsite was to facilitate frank
discussion about customer needs and obtain solutions for their needs. The microsite had
all social media tools needed to encourage interactions among customers including,

Table 1. Detail of the manager respondents

First
name

Position in the
Firm

Experience
(no. of years)

Experience in NSD
(no. of years)

No. of projects
completed

David Marketing
Manager

16 06 21

Isaac Marketing
Supervisor

13 09 11

Peter District Sales
Manager

09 03 07

Sarah Vice-President
Sales

07 02 05

Marilyn New Product
Manager

11 06 07

Madison Customers
Service Manager

12 04 02

Table 2. Detail of the customer respondents

Type of customer
firms

Experience no. of years
in their firms

No. of years. dealing
with Ameri Corp.

Number of
respondents

Handicrafts
exporter

7 5 2

Insurance firm 8 5 3
Automobile dealer 8 4 6
Leather goods
manufacturer

5 3 6

Construction
company

12 8 3

Travel agent 2 2 2
Software firm 4 1 4
Small retailer 5 3 3
Manufacturer of
paper products

9 6 2

Leather tannery 4 2 4
Tire manufacturer 4 2 1
Exporter of textiles 10 4 2
Total Avg. 6.5 years Avg. 3.75 years 38
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discussion forums, online chats, product and service reviews, product and service
ratings, likes and dislikes, blogging features, video postings etc. We adopted several
methods from the literature to facilitate customer interaction over the social media and
instructed the customers to freely post their ideas and offer critiques of the ideas
suggested by other users [e.g., 13, 29, 39]. The customers could also offer 1–5 star
rating of the ideas suggested by other users. Consistent with the previous studies
customers were free to submit as many or as few ides the desired and there was no time
restriction on their postings. Customers were also instructed to post the details of their
unmet needs and overall dissatisfaction with the existing services being offered in the
market. Any user that shares the same concern can simply use the “Like” feature
similar to the Facebook to support the concerns raised by their peers. Any user could
ask any questions and other users could freely answered the questions. No incentives,
either monetary or non-monetary were offered and customers agreed to participate
voluntarily. Based on the content analysis of the microsite social media posts, we
recorded a total of 336 posts and 219 “Likes” during the nine months period. We
selected the individual discussion and post as the unit of analysis. To discover
emerging themes in the data we conducted a thorough text analysis of these posts using
the NVivo 9.0 software. To code the data we used the triangulation method suggested
by Bryman and Bell [15] in which three different research assistants coded the data
separately and compared their coding with each other. After the comparison and
successive readings we modified the interpretations and codes. During the coding
process we looked for distinct data patterns and common elements and differences.

In phase three, we interviewed all the 38 customers who had posted their responses
on the microsite. The objective for the customer interviews was to obtain corroboratory
evidence. All the interviews were tape-recorded and details notes were taken. We
started each interview with a grand tour question asking informants to describe their
overall experience [41]. Next we structured the interviews around the following
questions: (1) what input did you provide to this firm for their efforts in developing new
services? (2) how would you describe your experience with this project both in online
and offline settings? and (3) given this opportunity again in the future what is your
suggestions in regard to customer interaction? To avoid active listening we carefully
phrased the questions [41]. Each interviews lasted 60–90 min and were tape recorded
and subsequently transcribed resulting in 207 pages of data. During the interviews we
took extensive notes. We also consulted several company documents and archival
records for data triangulation purpose. These customer interviews served as an effective
means of data triangulations and improving the credibility of findings. We analysed the
data line by line using NVivo 9.0 software and looked for broader data themes. Using
the method of abduction, we compared and contrasted the data themes with the liter-
ature related to NSD, customer interaction and social media marketing discussed
above.
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4 Findings and Discussions

The interviews of the managers revealed three emergent themes: (a) process of cus-
tomer interaction using the traditional research methods (b) various stages of customer
interaction and, (c) the future of customer interaction and how the social media can be
employed for the purpose of obtaining customer input. During the managers’ inter-
views the respondents went to great lengths to convey the importance of customer input
for NSD particularly in the financial services industry. One manager described his
feeling this way: Financial service market is complex and the customer needs are
evolving everyday due to regulatory and other environmental changes. I can’t imagine
developing new services without customer inputs. Although, customer interaction and
input is a new strategy, it has become a must in our organization.

After the completion of manager interviews, the research team that included the
author and six managers approached the customers and asked for their input and
suggestions at various stages of the NSD. During the nine months period we conducted
focus group interviews and in-depth interviews of all the 38 customers and sought their
input for the new services. In addition, the firm organized several innovation retreats,
informal mixers in which several customers actively participated and provided input
into various aspects of the new services. Some of the active customers also worked as
part of the NSD team. In regard to the effectiveness of each mode of interaction the
managers reported that in-depth interviews provided very rich and usable information
because they could elicit rather detailed responses from the customers related to the
new service ideas. One manager explained the benefits of interviews this way: “Any
type of interaction is good and effective, yet I believe the very nature of the interviews
provides more opportunities to inquire, assess and probe the customer inputs. It
facilitates frank discussion about customer needs and requirements. Customers open
up more in one on one meetings”. However the customer respondents provided a
different perspective on the modes of interaction. They suggested that the working as
the NSD team worked very well for them because it was very enriching experience for
them and that they provided input that are workable and usable, as illustrated by a
customer respondent: “As part of the team, I suggested many ideas that some liked and
a few disliked, yet we could still work on these ideas after going back and forth on the
merit of each ideas. The team dynamics and discussion format provided a platform
where we all could analyse and synthesize the new service ideas and the final outcome
of the new services”.

The theme generated from interviews of both service managers and customers
supported the notion that social media particularly a micro site can produce very
important insights into the new service ideas. A manager respondent illustrated his
preference for social media this way: “We have been observing some of our customers
for several years now. They are avid social media users. They blog, tweet and post on
social media regularly. It dawned upon us why not use social media for interaction and
your (the researcher) involvement further boosted our confidence in the process.” The
customer interviews further substantiated the managers’ claims that many customers
prefer a more modern approach of interaction particularly via social media because it
provides them more flexibility. This comment of a customer clearly outlines the
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customers’ preference: In the past the company will call us and ask our availability to
talk or they call me and say can we meet. I suggested to them that why don’t your start
a website. Give me a link and I will post my responses to your questions whenever I am
free. It was easy. I forwarded the link to many of my acquaintances who were also the
customers of this company. In summary, the need for social media was driven by the
customers who demanded the use of digital media. Thus, we discuss the data collected
via social media next.

4.1 Social Media Interactions

While conducting customer interviews, we simultaneously started the microsite for the
interaction purpose. During the research period, all the 38 selected customer actively
participated in the research by posting their responses. Some of the more active cus-
tomers even contributed to the blog feature on the site itself in which they wrote
detailed analysis of their needs. Discussion about customer need related topics were the
most prevalent area of discussion comprising of 80% of the postings. A majority of
customer also provided detailed critiques of the suggested ideas that helped us screen
the new service ideas. However, some of the postings about new service ideas were
rather vague and not specific enough. Yet, a few customers posted a very detailed and
specific analysis of their needs and how the company can best solve their needs by a
developing a new services. We probed this contradictory finding while interviewing the
customers. One customer’s remark explains the situation this was: There is a lot I can
add to the discussion about the needs. However, I am not a professional. I have been
the customer of the company for the last 4 years and have some ideas, yet can’t tell you
how they should solve my problem. I can provide insight; they have to turn that insight
into a product. In an interview with another participant 2 weeks later the respondent
stated: “I had mentioned to one of the managers of the company about an idea for a
new pension product for my employees. I had provided all the details and how the
pension will work. I am pretty savvy with the financial businesses, yet my business is
not financial services. I am an exporter of leather garments. Yet, I am sure I and a lot
of others will definitely adopt this service if offered”.

Table 3. Customer input from the social media at various stages of NSD

NSD Stages [1] Input from social media postings No. of posts
(comments)

No. of
likes

Initiation stage Suggest desired features, benefits and preference for
a new service

41 56

Identify customers’ problems not solved by the
existing services

37 32

Provide a new service wish list and key attributes 39 31
Offer critiques of the existing services available in
the market

31 12

Comprehension
stage

Rate the liking, preference and purchase intents of
all the new service ideas suggested in the previous
NSD stage

27 9

(continued)
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The above findings suggest that all customers are not equal. Each bring different
sets of skills and resources. It is the responsibility of the service managers to use their
input appropriately and involve the customers based on their skills and talents. Also a
considerable amount of discussion occurred about the overall marketability of the new
service ideas in which customers commented about overall service delivery process,
pricing and performance issues. One post clearly describes how the customers took
some of the issues rather seriously. “It is a price sensitive market. There are many
banks who want my business. I would say in this market one should look extremely
carefully at the fees and charges that are levied on some of the financial products your
company wants ti impose’. This one post attracted the single largest “Likes” from other
participants. Further analysis of data resulted in the identification of actual input that
the customers can provide at various stages of the NSD. All input/posts are summarized
in Table 3. The data summary in Table 3 also points to the fact that the first and the last
phases of NSD recorded the largest number of posts. Although, social media interac-
tions provided rich information about the new services, the managers reported using
several traditional modes of interaction as well including interviews, innovation
retreats, customers inducted into the NSD teams and informal customer-managers
mixer as mentioned in previous research [3]. This comment of a manager clearly
illustrates the benefits of the combined use of social media and traditional methods of
interaction: “We had used several methods of interactions in the past. We bring our key
customers to our head office regularly and conduct mini conferences, innovation
seminars and idea clinics and even organize picnics and barbeques. These events have
been extremely productive. The social media site that we added for this purpose
provided us an additional method for obtaining customer input”. The customer input
data obtained from other modes of interaction is summarized in Table 4.

Table 3. (continued)

NSD Stages [1] Input from social media postings No. of posts
(comments)

No. of
likes

Corroboration
stage

Suggest improvements by identifying fail points in
service delivery

21 21

Compare their wish list with the proposed blue
prints of the service

23 12

Execution stage Comment on various aspects of the marketing plan
for the new services

24 18

Comment on their satisfaction with marketing
mixes including pricing and distribution system

27 7

Suggest desired improvements to the final new
services

37 7

Promote the new service ideas to other potential
users within their respective networks

29 14

Total 336 219
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After the completion of the research project, a total of 19 new service concepts were
generated. These concepts were related to various financial services that the firm was
planning to develop: group pension plans mutual fund investment and stocks and
securities products, business insurance, money market products cash management
systems, industrial asset management, direct equity investment. Due to confidentiality
reasons we are unable to provide more details of these new services. We analysed the
quality score ratings of these new services by collecting buying intent rating from a
different set of customers (n = 61). We pre-screened these respondents to ensure that
none of them was involved in the previous idea generation and NSD tasks. We sent a
questionnaire to the respondents asking them to rate their willingness to buy/adopt the
services and assess the strengths and weaknesses of each service concepts in the scale
of 1–5. We received 42 completed questionnaires after two reminders. The majority of
the respondents liked the service concepts and clearly indicated their willingness to buy
the new services if offered by the company.

5 Implications of the Study

Scholars have argued that due to the fast changing marketing environment the tradi-
tional marketing methods are becoming less effective and the customers are demanding
new modes of interaction [e.g., 37, 48]. Social media is one such mode of interaction
and collaboration that has replaced many traditional mode of accessing and sharing

Table 4. Summary of customer input obtained at various stages of NSD

NSD stages [1] Customer input Modes of interaction

Initiation stage Describe needs, problems and possible
solutions

Face to face interviews

Evaluate existing services by
suggesting likes and dislikes

Focus group interview

Comprehension
stage

Examine the overall sale-ability of a
new service

Working as part of NSD team

Jointly develop initial new service blue
prints

Innovation retreat
Working as part of NSD team

Corroboration
stage

Observe the service delivery trial by
the front-line service personnel

Innovation retreat

Observe and participate in mock
service delivery process by the key
contact employees

Team meetings and discussion

Participate in a simulated service
delivery process as part of NSD team

Innovation retreat
Working as part of NSD team

Execution stage Adopt the service as a trial and provide
feedback

Face to face Interviews

Feedback about overall performance
of the service along with desired
improvements

Occasional meetings and
feedback. Informal customer-
manager mixer
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information. Several recent studies have investigated such collaborations and interac-
tion process over social media [e.g., 13, 29]. Yet, compared with the current literature,
our research offers the first empirical evidence of the use of social media for customer
interaction in NSD in the B2B context. In particular, we contribute to the emerging
research on the importance of social media by studying the use of social media for
customer interaction for NSD. The extant literature mostly investigates how to interact
with the customers and obtain input from them for NSD. In contrast, we study how
social media adds value to the interaction process. To that end, we delineate the actual
process of obtaining customer input via the social media for NSD. Our second con-
tribution is to empirically show that social media can be an additional mode of cus-
tomer interaction and can complement the traditional interaction modes used by many
firms and reported in the extant literature. Based on findings of this research we argue
that various modes of customer interaction as reported in the literature still have a role
to play, yet adding social media to the mix can provide better results. Thus, we extend
the customer interaction literature by showing the importance of social media for the
purpose of customer interaction.

Although the use of social media has grown rapidly and been the beneficiary of
significant scholarly attention, we still know very little about how it is used for NSD.
Particularly, the use of a microsite for customer interaction is relatively an un-
researched area. As shown in this article, the social media tool of microsite provides
greater customer value by facilitating connections among customers. Therefore, a
company needs to invest in technologies and platforms that attract customers to their
sites and encourage them to build their networks which in turn empowers them to
communicate with each other and the managers. We agree with Perron and Kozinets
[50] that these sites work best if there is a free flow of messages and communication as
observed in this study. Our findings also support Rapp et al.’s [52] assertion that the
use of social media is becoming rather important in the B2B context and collaborative
communication is critical to the success of inter-firm relationship particularly for the
B2B firms.

This research provides evidence that customer interaction in NSD is an iterative,
interactive and experiential process. In addition, the intensity of interaction varies
across various stages of NSD. Therefore, a variety of contact points are needed for a
successful interaction strategy. For example, besides social media interactions, three
other strategies are particularly critical to developing an effective interaction strategy:
(1) conducting face-to-face interviews with the customers at various stages of NSD
(2) increasing the amount of communication and informal interactions among the
managers and customers, and (3) inducting innovative and expert customers into NSD
teams. In summary, our research highlights the substantial benefits that accrue from
harnessing customers’ input and information by developing social media campaigns
and combining the efforts both for social media and traditional marketing research.
With the increased popularity of online and social media activities, the managers need
to continuously develop strategies that harness the power of online social interactions
and deciphering those interactions to develop new products or services.
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6 Limitations and Future Research Directions

There are several limitations of this study that offer opportunities for further research.
First, the exploratory nature of this study hinders the generalizability of the findings.
Thus, a large scale quantitative empirical study is an avenue for further research.
However, given the complex nature of this emerging research area, future research
employing a pluralistic approach, integrating the use of interpretive and quantitative
method is appropriate. Second, our data is based on B2B companies. Future research
can replicate this study in other B2C service sectors and tangible products. Third, the
single case design limits the generalizability of the result. Future research could use a
multiple case research approach. Finally, this research relates to the financial services
industry. A different pattern of findings may emerge in other service industries. Thus
future research could investigate the process of customer interaction for developing
several other types of services.
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Abstract. Servitization has received significant attention from schol-
ars and practitioners over the last decade. However, despite substan-
tial research contributions in the fields of new service development and
service innovation, product-focused small and medium-sized enterprises
struggle to develop sophisticated service offerings. This paper attempts
to better understand this discrepancy and suggests ways to overcome
it. We have conducted a case study with a medium-sized manufactur-
ing company that currently undertakes first steps in the development of
advanced services. In terms of a theoretical contribution, our study indi-
cates a limited understanding of the perceived value of services during
the fuzzy front end of service innovation. Therefore, companies need to
adopt new ways to understand their customers (i.e. increase customer
intimacy). However, they often struggle to directly involve customers in
the co-development of advanced services. In terms of a practical contribu-
tion, our research suggests that employee-centric service innovation—the
idea of utilizing front line employees as proxies of customers—is a viable
strategy to mitigate the identified challenges.

Keywords: Front line employees · Service innovation · Servitization

1 Introduction

Due to constant product competition, manufacturing companies have to enhance
their offerings continuously [14,23]. As a result, they rarely focus on manufactur-
ing alone, but typically offer a variety of supplementary services associated with
their products [26]. Moreover, companies integrate products and services into
product-service systems as means to lock out competitors, lock in customers,
and increase the level of differentiation [26,40]. This transformation is known as
servitization and has been defined by Baines et al. [2, p. 1207] as “the innovation
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of an organization’s capabilities and processes to shift from selling products to
selling integrated products and services that deliver value in use”.

However, servitization is no guarantee for success. Research shows that even
larger enterprises struggle to recoup the costs of service development [13,33]
or achieve cost-effectiveness with their service offerings [9]. As a result, service
development often does not materialize the expected competitive advantage [29].
To stay competitive, manufacturing companies need to move up the value chain
and create increasingly sophisticated products and services. Therefore, the abil-
ity to incorporate and leverage emerging technologies—especially those associ-
ated with information and communications technology (ICT)—has become an
essential enabler of servitization [26] and a crucial success factor for the develop-
ment, integration, and delivery of sophisticated service offerings [1]. Companies
currently benefit from two developments: Firstly, as ICT infrastructure is matur-
ing and becoming commoditized, companies can develop services that rely on
ICT with minimal upfront investment and scale them by utilizing variable cost
structures [1]. Secondly, techniques for the automated collection and analysis of
data are increasingly available. Companies can now leverage their data to better
understand their customers, address complex needs on an individual level, and
ultimately create more value through tailored and customized services [14].

This obligation to leverage technologies and data to develop advanced service
offerings [9,35] adds an additional layer of complexity to the many documented
challenges, risks, and barriers associated with servitization [21,28]. Schüritz
et al. [35, p.4] specify this layer in their work and label the phenomenon as datati-
zation—meaning the “innovation of an organization’s capabilities and processes
to change its value proposition by utilizing data analytics”. Their work identifies
challenges companies face when utilizing emerging technologies to adapt their
value proposition (e.g., design of offering, design of revenue model, etc.). Thus,
datatization can be considered a modern way of servitization that requires a
transformation of the capabilities and processes of companies.

So far, no standard process on how to manage servitization and datatization
has emerged [35]. Companies often struggle specifically in the early stages of
the innovation process—which are known as the fuzzy front end. The term was
initially coined by Smith and Reinertsen [37] to describe the early and intan-
gible phase of product development in which critical properties of solutions are
determined. The term was subsequently adopted to reference the early phases
of service innovation—mainly idea generation, idea screening and concept devel-
opment [6]. Research shows that this stage is crucial for the long-term success
of service offerings [6,25]. However, few companies have adopted structured pro-
cesses to manage this stage [42].

The study presented in this paper originates from our work with industry
practitioners trying to find better ways to support service innovation in their
organizations. Although the literature on servitization, service innovation, and
service design is plentiful, there is a lack of alignment between the topics ana-
lyzed by scholars and those relevant for practitioners [4]. Neely [26] notes that
while academic literature does highlight the importance of servitization, surpris-
ingly little empirical evidence on the topic is available. Additionally, the top-
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ics have primarily been studied with large manufacturing companies. Neverthe-
less, product-service systems, servitization, and datatization are also intriguing
for product-focused small and medium-sized enterprises (SME). Unfortunately,
these companies often neither possess the required resources nor the experi-
ence to develop, deliver, or scale labor-intensive services—as they operate under
stricter constraints [13,20]. In other words, the challenges outlined in this section
are more severe for these companies and, thus, remain highly relevant.

In this study, we aim to contribute to the mitigation of the challenges of servi-
tization, and more specifically of datatization, in the context of product-focused
SME. According to Baines et al. [4], the challenges manufacturers face in the
development of advanced services are rarely explored in literature and, so far, the
capabilities companies need to succeed in the very early stages of innovation are
little-researched [17]. Accordingly, we raise the following two research questions:
(1) What capabilities are relevant in the fuzzy front end of service innovation for
product-focused SME. (2) What are new and efficient ways for product-focused
SME to overcome the challenges associated with these capabilities.

The methodology to answer these questions is twofold: To address the first
question an empirical study is conducted. Building on the results of this study,
the second question is approached through conceptual work. As there are cur-
rently few empirical studies available that address these topics, we decided
to conduct an in-depth case study instead of utilizing a survey-based app-
roach. The in-depth case study provides a unique, empirical perspective on the
challenges manufacturers encounter in the fuzzy front end of service innova-
tion and the capabilities they need to develop. Through a qualitative research
approach—combining and contrasting perspectives from managers and employ-
ees with perspectives of multiple customers—two under-emphasized challenges
faced by product-focused SME are outlined. Preliminary reasoning is provided
that explains and emphasizes the importance of these challenges for servitiza-
tion. Finally, the paper concludes by describing the concept of employee-centric
service innovation and positioning it as a viable proxy for customer-intimacy.

The paper is structured as follows: Sect. 2 outlines the research methodology
and presents how the empirical data was collected. Section 3 describes the results
of the study—focusing on two capabilities essential in the fuzzy front end of
service innovation. Finally, Sect. 4 outlines how companies can increase customer-
intimacy by leveraging and empowering their front line employees.

2 Methodology and Data

This work aims to extend the understanding of capabilities SME require in the
context of servitization and datatization—especially in the fuzzy front end of
service innovation. To study this topic, an in-depth case-study is reasonable—
especially as access to companies at the beginning of the transformation from
selling products to offering advanced services is rare and empirical evidence,
therefore, difficult to obtain [44]. To provide a comprehensive picture, incorpo-
rating an internal perspective (i.e., managers, customer service and technology
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partners) and an external perspective (i.e., customers) is essential. Overall, the
applied methodology is based on grounded theory [15]. More specifically, a mod-
ified approach that adapts grounded theory for information systems research is
applied [12].

A suitable company, at the beginning of the transformation from selling
industrial products to offering advanced service was found in a market-leading
manufacturing company involved in the sale and operation of auxiliary equip-
ment in the plastics industry. The company’s 230 employees manage a global
distribution network that serves customers in multiple industries (e.g., health
care and food packaging). While the company has traditionally focused on the
sale of their approximately 450 distinct products, the company nowadays offers
basic supplementary services (i.e., technical support, training). While these ser-
vices have been well received by customers, limited resources prevent the com-
pany from offering these labor-intensive services at scale: “We have learned that
we don’t have the manpower [...] or required resources” (DP). Additionally, due
to increasing competition, the currently offered services provide little long-term
competitive advantage. As a result, the company has recently started working
with technology providers to develop advanced services (i.e., predictive mainte-

Table 1. Internal research suspects

Interviewee Role Description Data collection

FCR Backoffice Technical customers service Interview

TSR Backoffice Technical customers service Interview

FST Technician Technical field service Interview

PSA Technician Product specialist Interview

PSB Technician Product specialist Interview

DP Dispatcher Dispatching technicians Interview

FS Management Manages service team Interview

SM Management Manages service division Interview

MGMT Management Product management Observation

TP Technology External partner Observation

Table 2. External research suspects

Company Industry Revenue Employees Data collection

Alpha Packaging <$100M <250 Interview

Beta Plastic caps <$1.000M <10.000 Interview

Gamma Logistics <$500M <10.000 Observation

Delta Medical <$1.000M <10.000 Observation

Epsilon Logistics <$20.00M <100.000 Observation

Zeta Plastic hoses <$100M <250 Observation
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nance) that can replace the current labor-intensive services and overall improve
the availability of their customers’ machinery.

Empirical data has been collected over a four-month period in the summer
of 2017. The study consists of semi-structured interviews—varying in duration
between thirty minutes and two hours—with eight employees of the company
and two customers (see Tables 1 and 2). Additionally, participant observations—
spanning several days in total—were conducted with two employees as well as
multiple customers to supplement and verify the data obtained from the inter-
views through a close observation of work responsibilities and environments in
the industry. Studies on the capabilities needed for servitization generally present
results on a high level of abstraction. To derive provisional codes for our analysis,
we compiled a list of 30 capabilities through a structured literature review based
on Webster and Watson [43]. The analysis of the data focused on systematically
comparing the recorded practices, challenges, and concerns with the collected
servitization capabilities. These findings were further examined and contrasted
with the prevailing understanding in the servitization literature. While a num-
ber of documented capabilities were confirmed in the interviews, through the
analysis of the data two capabilities emerged as essential for product-focused
SME. Primarily, as the employees and customers agreed on their importance
while presenting conflicting perspectives on the reasons for their importance.

3 Essential Capabilities of Product-Focused Enterprises
in the Fuzzy Front End of Service Innovation

As outlined by Brax [7], industrial services are difficult to manage as they require
organizational settings different from those needed for the production of physi-
cal goods. Therefore, providing industrial services is not just a matter of chang-
ing the offering, but requires organizations to “re-focus [their] attention” [7,
p.152] and adopt new practices and technologies [3]. Competing through services
fundamentally requires companies to change their strategy for market leader-
ship. While product-focused companies typically focus on product leadership or
operational excellence, the service economy requires companies to focus on cus-
tomer intimacy. Customer intimacy is typically defined as a company’s ability to
acquire and “combine detailed customer knowledge with operational flexibility”
to quickly respond to customer needs and tailor offerings accordingly [38,39]. In
practice, however, manufacturing companies often struggle with this paradigm
shift and need to progressively develop “the capability to design and deliver ser-
vices rather than product[s]” [26, p. 114]. In this context, we have identified two
capabilities crucial for the servitization of product-focused SME—especially in
the fuzzy front end of service innovation: (a) managing shifting expectations of
value-in-use, and (b) collaboration and learning in service systems.

3.1 Managing Shifting Expectations of Value-in-Use

Traditionally, manufacturing companies rely on their customers to integrate pur-
chased products into their work environment and maximize value-in-use by them-
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selves [5]. Driven by the servitization of these companies, today the focus is shift-
ing from the delivery of products to the facilitation of value creation [18,26,41].
This transformation is particularly challenging for previously product-focused
SME [22]. Primarily, because customer engagement [21,27] requires resources,
capabilities, and activities to be integrated and coordinated [18].

While our case study has confirmed these challenges from the perspective of
the service provider, it has also revealed that customers face similar challenges.
Customer Beta expected implementation efforts of servitization to be high due
to operational barriers and the necessity of change management when “starting
from scratch”. Customer Alpha further highlighted the importance of under-
standing the scope of service offerings: “I think it’s a big undertaking. [...] To
say ‘yeah let’s go do this’, I have to understand where the transformation starts
and stops”. The requirement of new forms of collaboration and the intangible
nature of services further complicate the evaluation of service offerings. In par-
ticular, customers were missing prior experiences to asses the impact of utilizing
advanced services to reduce downtime: “We don’t say ‘that machine was down
for two hours and that costs us X dollar’. Nobody tries to do that.” (Beta). Fur-
ther, customers emphasized different objectives. For example, Alpha and Delta
focus foremost on product quality, while Epsilon focuses on productivity. Accus-
tomed to optimize value-in-use of products by themselves, customer transferred
this mindset to service offerings. This behaviour led to misaligned expectations
of how services would create value. Further, advanced services irritated cus-
tomers as they blur the boundaries between supporting and replacing their core
competencies: “I’m not sure how we feel about giving all those [responsibili-
ties] up” (Alpha). Thus, developing new capabilities to systematically identify
and manage these implicit expectations is essential for overcoming hesitant cus-
tomer behavior. Especially at the early stages of the service innovation process,
uncertainties regarding value-in-use explain this ‘dilemma of closeness’ [32].

3.2 Collaboration and Learning in Service Systems

Servitization requires three new forms of collaboration: (a) between internal
units [17,19], (b) with partner networks [14,18] and (c) with customers in long-
term relationships [9,26]. Whereas different variants of collaboration are dis-
cussed in literature [4,35], the impact of cross-sector partnerships (e.g., with
new technology partners) has not yet been analyzed. Close collaboration with
customers facilitates a learning relationship beneficial for the development of
new services [32]. However, it requires a shift in the mindset and culture of
product-focused SME [2,28,36]. Today, companies no longer only sell products,
but enter into long-term relationships with their customers through the services
they sell. The servitization of manufacturing companies, therefore, fundamen-
tally “changes the nature of what is being sold” [26, p. 115].

The case study indicates that companies need to adopt a service system view
on collaboration. In particular, the case company and the TP intensified their
cooperation gradually to meet additional challenges arising from co-developing
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services with customers. However, we observed multiple challenges: Due to lim-
ited resources, the high efforts required to build customer intimacy, and the dif-
ficulty of convincing customers to “[allow] their data to leave their facility” (SM)
only a small number of customers was involved in the co-creation. Additionally,
in many cases the opinions and expectations of the customers contradicted each
other (e.g., which machines should be connected first). While managers valued
the “hands-on feedback” (MGMT) from customers, they quickly became con-
cerned about the narrow selection of partners and feared “losing sight of the
bigger picture” (MGMT). Primarily, as only long-term customers were selected
and volunteered to participated in the development of these services. Including
more customers in co-development was expected to decrease the willingness of
these participants to share sensitive data, because “many [...] customers are com-
petitors” (SM). Unfortunately these ‘handpicked’ customers ultimately provided
neither relevant insights (i.e., as they already expressed above-average satisfac-
tion with the products) nor were they representative of the entire customer base.
As including more customers was not a sustainable solution, new approaches to
collect data on the concerns and needs of customers were required.

4 Towards Employee-Centric Service Innovation

To meet the challenges outline in Sect. 3, companies need to increase customer
intimacy. While this insight is not new, the problem remains unsolved for SME
as scholars have primarily studied large corporations. However, SME differ from
these cases by their limited resources and varying capabilities. Therefore, how
SME can increase customer intimacy remains unanswered. Building on the data
obtained in the case study, the following conceptual work outlines an efficient
way for product-focused SME to overcome these challenges. The section outlines
(a) the challenges of customer-centric service innovation, and (b) the advantages
of employee-centric service innovation.

4.1 Challenges of Customer-Centric Service Innovation

Manufacturing companies primarily have two responsibilities: producing existing
products reliably, and driving innovation for new products and services. Patŕıcio
et al. [31, p. 9] outline that focusing on what is perceived valuable by the cus-
tomer is essential. As customers “know their own contexts best”, they propose
that companies should integrate customers through active participation in their
innovation processes (i.e., co-development).

However, our study shows that SME struggle to find practical ways to
acquire and integrate customer knowledge through direct involvement of their
customers. Engaging a representative set of customers and managing the com-
pany’s resources to actively participate in the co-development with customers
often is challenging. More specifically, attaining customer-intimacy traditionally
means instilling top-down a customer-centric mindset in employees. However, for
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SME this often leads to an innovation fallacy: Approaches such as design think-
ing and co-development address these issues, however, are time-consuming and
challenging for product-focused SME. Focusing on these approaches, therefore,
might even be counterproductive for these companies, as co-developing solutions
with few customers might not address the needs of their heterogeneous customer
base: “[...] our equipment is used everywhere” (SM).

While customer intimacy is, in fact, essential for servitization, our research
shows that leveraging the potential of the company’s front-line employees, sub-
sequently called employee-centric service innovation, is a viable proxy for an effi-
cient representation of customers’ perspectives in a service innovation endeavor.
Companies can benefit by moving from a top-down and outward-focused app-
roach to customer intimacy (i.e., becoming more customer-centric by getting
closer to customers) towards a bottom-up and inward-focused approach (i.e.,
becoming more customer-centric by leveraging internal expertise). The idea of
utilizing front-line employees to facilitate service innovation has been mentioned
before [34]. However, the concept is typically discussed in the context of profes-
sional service firms [11]. However, product-centric companies also have employ-
ees with naturally high levels of customer-intimacy (i.e., service technicians).
Unfortunately, these employees do not necessarily collaborate with employees
that develop new services and could benefit from their knowledge (e.g., service
product owner). Moreover, their job descriptions rarely emphasize knowledge
sharing beyond their own work environment. As our interview partners put it,
the information their front-line employees capture “rather serves for [service]
documentation purposes” (FS). Hence, product specialists have to “pick up on
[machine failure] trends” themselves.

4.2 Advantages of Employee-Centric Service Innovation

Ostrom et al. [30, pp. 133–135] note that rapidly changing contexts in which
services are delivered require companies to increase “employee engagement to
improve service outcomes” by “incorporating the voice of the employee in service
innovation”. According to Benkenstein et al. [5], service work in the context of
servitization is insufficiently understood and needs further research. Only few
authors examined the potential of front line employees (i.e., customer service
and sales) on the service innovation process [8,10,16,24]. Notably, Feldmann et
al. [11] explore multiple instruments (e.g., enterprise crowd funding) for engaging
front line employees in the service innovation process—primarily focusing on
professional service firms and knowledge intensive domains.

Our study shows that front line employees of product-focused SME are excep-
tionally customer-centric, since customers have “[problems] all across the board”
(FCR) which require employees to constantly “read between the lines” (FCR).
Therefore, knowledge about customers often is acquired as a side-product of cus-
tomer support for example when “customers don’t understand how to configure
a machine properly” (FST) or are running a machine “completely different than
it was intended to” (PSA). Customers already engage with front line employees
through co-creation where it meets their needs. This requires service employees
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to “[continuously] learn” (FCR) and understand the “huge variety of different
use-cases [...] for the same piece of equipment” (PSA). Employees acquire this
knowledge implicitly through their work, but only leverage it themselves. There-
fore, most of this knowledge is neither captured nor used in the service innovation
process. The vast majority of the knowledge is lost without structured processes.

There are two ways front line employees can be leveraged for service inno-
vation: (a) customer knowledge assimilation, and (b) customer co-development.
Customer knowledge assimilation is about absorbing the knowledge of customers.
In this case, front line employees act as proxies for customers in internal service
innovation projects by contributing their in-depth understanding of customers.
The second level is the facilitation of co-development with customers. This, more
active, role leverages their personal relationships with customers to facilitate,
by proxy, the engagement of customers in the service innovation process. Both
activities benefit from the interpersonal skills of front line employees, the trust
they have earned as problem solvers for customers, and their in-depth knowledge
of a wide range of customer concerns acquired through their daily job respon-
sibilities. Unquestionably, this knowledge is difficult to obtain from customers
through other means.

Managing job enlargement of front line employees is essential for their integra-
tion into the service innovation process. While our study outlines the high levels
of expertise and interpersonal skills front line employees possess, the study also
outlines how incorporating front line employees would add significant complex-
ity (i.e. recording data, managing concerns, managing contacts). Collecting data
through smart devices can help bridge this knowledge gap, but without human
interpretation few insights are generated as “someone has to understand the
data that is coming in” (FCR). While the high number of customer encounters
constitutes a unique resource for service innovation, leveraging these employees
requires managers to find ways to relieve them of other tasks. However, the same
technology that can be used to develop new services for customers (i.e. Internet
of Things) can be used to relieve front line employees of repetitive tasks. Man-
agers need to allow employees to focus on their core competency to ultimately
enable them to additionally support the companies co-creation efforts. Man-
agers need to take their employees ‘job-to-be-done’ into account and align them
with the design of new service offerings. New tools that facilitate the co-creation
and enable new forms of communication are required to validate insights from
customer experiments and facilitate a targeted knowledge generation.

5 Conclusion and Outlook

This paper reports on our work to understand the practical challenges product-
focused SME face in the fuzzy front end of service innovation. While emerging
technologies do enable the development of increasingly complicated services,
managing servitization and datatization requires companies to overcome a num-
ber of challenges. Through an in-depth case study, this work contributes to the
understanding of these capabilities. While most literature analyzes servitization
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from the perspective of service providers, this study additionally explores the
customer perspective [4].

The study shows that developing complex services requires SME to gain a
deeper understanding of their customers—especially as expectations and per-
ceptions of value-in-use differ significantly from product-focused contexts. Cus-
tomers tend to apply and transfer their mindset of ‘buying a product’—which
requires maximizing value-in-use on their own—to service offerings. The study
shows that failing to manage these concerns can lead to a discrepancy of expected
risk and effort. Therefore, companies need to adjust how they learn from their
customers in these service systems. The study provides support that especially
front line employees can play a key role in acquiring a deeper understanding
of customers required for service innovation. This led to the hypothesis that
‘employee-centric service innovation is a viable proxy for customer-intimacy
for product-focused small and medium-sized enterprises’. Contrary to top-down
approaches to customer intimacy, often positioned in the literature, our findings
indicate that managers should focus on learning from their customer-centric
front line employees and incorporating them into the service innovation process.
Our observations lead to the following conclusions: While improving customer-
intimacy certainly is an essential requirement for servitization—and is already
outlined by servitization literature as such—the concept of employee-centric
innovation is a viable means for product-focused SME to improve customer-
intimacy. Companies can benefit tremendously from the experience their front
line employees have gained through customer support and the close relationships
they have built with decision makers of customers.

These results align with earlier research. They confirm Brax [7] hypothe-
sis that industrial services require an overhaul of organizational culture. They
further contribute to the research priorities positioned by Ostrom et al. [30]
by outlining—based on empirical evidence obtained through an illustrative case
study—a concrete example in which incorporating employees in the service inno-
vation process is not only beneficial but preferable to other service innovation
approaches. Our study further builds on the work of Feldmann et al. [11], by
transferring the proposed concepts to SME—specifically embedding the pro-
posed ideas in the manufacturing domain.

Overall, the identified capabilities are not meant to be exhaustive, nor can
the drawn conclusions be applied to all companies. However, the study provides
empirical support that companies—so far product-focused SME—should utilize
their front line employees in their service innovation processes. Learning how
to leverage the knowledge of front line employees will likely increase in impor-
tance given the growing share of services in our economy. While this research
emphazises the value of front line employees, it also outlines multiple challenges
(e.g., managing job enlargement) of incorporating them into the service inno-
vation process. Hence, more research is needed to derive and evaluate practical
frameworks for leveraging front line employees for service innovation.



98 M. Vössing et al.

References

1. Ardolino, M., Rapaccini, M., Saccani, N., Gaiardelli, P., Crespi, G., Ruggeri, C.:
The role of digital technologies for the service transformation of industrial compa-
nies. Int. J. Prod. Res. 7543, 1–17 (2017)

2. Baines, T.S., Lightfoot, H.W., Kay, J.M.: Servitized manufacture: practical chal-
lenges of delivering integrated products and services. Proc. Inst. Mech. Eng. Part
B: J. Eng. Manuf. 223(9), 1207–1215 (2009)

3. Baines, T., et al.: Towards an operations strategy for product-centric servitization.
Int. J. Oper. Prod. Manag. 29(5), 494–519 (2009)

4. Baines, T., Ziaee Bigdeli, A., Bustinza, O.F., Shi, V.G., Baldwin, J., Ridgway, K.:
Servitization: revisiting the state-of-the-art and research priorities. Int. J. Oper.
Prod. Manag. 37(2), 256–278 (2017)

5. Benkenstein, M., et al.: Topics for service management research - a European
perspective. J. Serv. Manag. Res. 1(1), 4–21 (2017)

6. Boukis, A., Kaminakis, K.: Exploring the fuzzy front-end of the new service devel-
opment process - a conceptual framework. Procedia Soc. Behav. Sci. 148, 348–353
(2014)

7. Brax, S.: A manufacturer becoming service provider - challenges and a paradox.
Manag. Serv. Qual. Int. J. 15(2), 142–155 (2005)

8. Cadwallader, S., Jarvis, C.B., Bitner, M.J., Ostrom, A.L.: Frontline employee moti-
vation to participate in service innovation implementation. J. Acad. Mark. Sci.
38(2), 219–239 (2010)

9. Coreynen, W., Matthyssens, P., Van Bockhaven, W.: Boosting servitization
through digitization: pathways and dynamic resource configurations for manufac-
turers. Ind. Mark. Manag. 60, 42–53 (2017)

10. Dubruc, N., Peillon, S., Farah, A.: The impact of servitization on corporate culture.
Procedia CIRP 16, 289–294 (2014)

11. Feldmann, N., Fromm, H., Satzger, G., Schüritz, R.: Using employees’ collec-
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Abstract. Smart services are increasingly gaining in popularity amongst
diverse industries. Their special character–combining physical components,
smart components, and connectivity components supported by embedded ICT
and big data analytics–allows for an entirely new approach of service offering.
Adopting smart services within their solution portfolio, confronts companies
with challenges related to servitization and digital transformation that are not
only impacting their operation, but also their innovation. Based on a literature
review, this study investigates the current state of research on innovation
management for smart services. Findings are conceptualized within six cate-
gories: Topics, Resources, Knowledge & Information, Processes, Principles, and
Methods & Tools.
Consequently, this study consolidates existing knowledge on challenges,

changes and approaches for smart service innovation in a structured manner and
identifies the need as well as potential for further research in this field.

Keywords: Smart service � Innovation management � Service Design

1 Introduction

Digital transformation is challenging diverse industries–forcing companies to redefine
the way they think of their products, as well as their entire business. Two megatrends
are omnipresent and particularly fueling the urge to transform [1–3]: servitization and
digitalization. Not only are companies increasingly trying to enhance their traditional
products and business models with additional or supplementary services, most of them
also feel the need to adopt the use of digital technologies within their organizations and
offerings in order to not be left behind [4].

As a result, smart services emerge in the intersection of both challenges by
(1) expanding the service portfolios of companies and (2) following the technological
trend of digitalization. While services reflect “the application of specialized compe-
tences (knowledge and skills) through deeds, processes, and performances for the
benefit of another entity” [5] the term ‘smart’ emphasizes the use of intelligent digital
technologies in service provision [6, 7]. MICHELIN Fleet Solutions, a service offered
by the tire manufacturing company Michelin, uses sensors that measure miles travelled
and thus allows truck fleet managers to rent tires as a service instead of buying them.
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CLAAS, an agricultural machinery manufacturer, uses digital technologies within their
machines to—for example—precisely determine the amount of fertilizer needed in a
specific field section based on the planting density.

Smart services, thus, reflect a special type of services that are composed of three
core elements: physical components, smart components, and connectivity components
[9]. Their data-driven character is facilitated by sensors, cyber-physical or embedded
systems, and cloud computing [6] which allows for sensing conditions and sur-
roundings and giving in-time feedback [11].

Smart services differ from traditional (e-)services in multiple ways: (1) Smart
services rely on embedded information and communications technology (ICT) that
allows for data transmission and information generation [13]. (2) Smart services
integrate and are enabled by big data analytics [14]. (3) Smart services are completely
or at least partly automated and they are perfectly aligned with human interaction. Such
automated service actions are only possible by the integration of smart components like
cognitive systems [14]. (4) From a customer perspective, smart services allow for
greater customization of services by reacting on environmental-conditions or customer-
requests (e.g. smart services adapt based on users’ location data).

The new smart level of services not only results in various new opportunities, but
also in challenges—especially for the innovation management in companies. Innova-
tion and implementation of additional smart features for services need a completely
new technology infrastructure and skillset including software development, systems
engineering, data analytics and online security expertise [16]. Furthermore, the addi-
tional technology perspective within smart service systems are related to extended
opportunities for both value creation solutions and value co-creation between different
companies. Based on the integrated smart features in the service system, completely
new service offerings are made possible and nearly every existing industry might get
chances to design new smart services. At the same time, the value chain is getting more
interfaces for cooperation. Thus, more actors and industries could be involved in the
value creation process of smart services [15].

Despite the popularity of smart services in industry, they are barely represented in
academia, especially in non-technical contexts. Regarding the nature of smart services,
being different from products and mere services e.g. in terms of value proposition or
skills and departments necessary for their development and operation, both the
potential and the need can be perceived to further explore the challenges and changes
evoking by smart services.

This study especially focuses on how smart services are innovated and developed.
While innovation is a key competence to stay competitive, it is explored, whether and
how innovation management must adapt to the specifics of smart services.

In context of this paper smart service innovation is understood as the development
and market introduction of a new, redesigned or substantially improved solution [13]
consisting of physical, smart and connective elements. The meaning of innovation
management is understood as “[s]haping frame conditions in order to enable the
emergence and successful implementation of new ideas” as well as the “[a]ctive search,
development and implementation of innovation ideas”. [18] It describes the initiation,
planning, execution and control activities necessary to cause innovations. By con-
necting these definitions, smart service innovation management can be defined as
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activities shaping frame conditions and support actively the emergence, development
and successful implementations [18] of new, redesigned or substantially improved
goods and services [19] consisting of physical, smart and connective elements.

In order to start this endeavor, we conduct a literature review, focused on pre-
existing knowledge on how to innovate smart services. Our research, therefore, con-
tributes to the current body of knowledge by providing an overview of existing the-
oretical knowledge on smart service innovation management, and by identifying gaps
for further research. The remainder of this study is structured in the following manner:
Within the next section, the design of the literature review is described. Chapter three
summarizes and conceptualizes the findings, and chapter 4 discusses them. Finally, a
short conclusion and implications for future work are given.

2 Design of the Literature Review

The literature review follows the approach of Webster and Watson [20]: Relevant
papers are identified by a database research and investigated by authors citied forward
as well as backward and findings in the chosen papers are processed in a matrix by
authors and paper contents.

Starting with the database search, the two following combinations of relevant
keywords are applied in the four scientific databases Academic Research, Google
Scholar, JSTOR and Science Direct: First “Smart AND Service AND Innovation” and
second “(Digital OR IoT) AND Service AND Development”.

Papers that were published between January 2007 and November 2017 are selected
if they fulfill at least one of the following selection criteria: Either a direct relation to
innovation processes for smart services can be seen or an indirect relation to the
innovation process for smart services can be assumed. More precisely, four guiding
questions are used to decide if a paper is relevant: (1) WHAT topics are relevant for
SSI, (2) WHO should participate in the SSIM process, including what knowledge does
this person has to have, (3) WHICH assets are needed for SSI (e.g. resources or
processes), (4) HOW is SSI be done, meaning methods and tools are needed. The
questions are oriented on the 8W model [42]. The 8W model is used to understand and
describe processes in companies. Since the model is very comprehensible and straight
forward, it serves as a good starting point to structure content of unknown and not yet
completely defined processes—which is the case for the process of SSIM. A paper has
to provide answers to at least one of those questions. In the first iteration, the titles and
abstracts of the papers are screened. In the second iteration, the papers that are selected
in the first iteration are completely scanned to decide if a paper is relevant. Next,
backward search (BS) and forward search (FS) are conducted to complete final papers
selection.

This literature basis is analyzed regarding approaches and tendencies in the field of
SSIM. The findings are clustered in defined categories for each paper and are connected
in concept clusters. By mapping papers and relevant findings, a comprehensive over-
view of current research tendencies is generated.
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3 Findings

In total, 3.304 papers have been found with the data base search, including possible
overlaps. In the first step the paper titles and abstracts were screened, which resulted in
30 potentially relevant papers. Those papers were screened considering the complete
paper in a second iteration. Finally, 14 papers were identified as relevant after those two
steps. In the BS, six more papers could be found. In the following FS, ten additional
papers were selected.

Combining all literature research steps, in total 27 relevant papers are identified.
The distribution of papers across databases and search process steps is presented in
Fig. 1.

To structure the relevant papers and to give an overview over the content of the
papers, a combined top down – bottom up approach is used. In the first step the relevant
papers were structured bottom down in the four clusters defined by the four guiding
questions explained in section two. A paper that provides answers to more than one of
the four questions is assigned to all relevant clusters. In the second step, clusters are
divided bottom up to sharpen the categories. Ultimately, the combination of (1) the
questions from the 8 W model used in the top down analysis and (2) the further
findings based upon the bottom up subdivision of the clusters, results in the following
six categories: Topics from the question ‘WHAT’, Knowledge & Information from the
question ‘WHO’, Resources and Processes, both evolving from ‘WHICH’ as well as
Principles and Methods & Tools as categories from the ‘HOW’ cluster. A description
and differentiation of the categories, and their connection to the four guiding questions
is shown in Fig. 2.

Fig. 1. Overview of the papers selected including research overlap
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The main findings within each category are described in the following.

Topics. A huge variety of topics are discussed and covered in the papers. This also
represents the complexity of SSIM. Topics dealing with general design principles and
approaches (e.g. Valencia et al. [12]) including data driven innovation processes [10,
21], the importance of big data analytics (e.g. Ju et al. [22]) and new ways of stake-
holder interaction & communication (e.g. Mehrsai et al. [23]) appear most frequently.
Moreover, information & communication technology (ICT) [24–26], digital transfor-
mation & technology [8, 17, 27], and changing service ecosystems [22, 28, 29] are
discussed. Some authors also focus on business model innovation [28, 30] complete
life-cycle management [8], knowledge integration & structure [31, 32], new approa-
ches for idea generation [10, 33], as well as the need for legal regulations & warranty
issues [9, 15].

Resources. SSIM requires an increasing set of resources. First of all, the complexity of
smart services require strong R&D capabilities [34] including researchers from
diversified disciplines [25]. To handle the huge amount of knowledge from different
industries and areas, a knowledge based structure of the resources is necessary [32].
Moreover, systems engineers are required to cope with the increasing complexity of the
systems [9]. Additionally, several authors raise demand for an improved collaboration
and ICT infrastructure, to ensure seamless interaction between the stakeholders [31].
With reference to this, both, an excellent ICT infrastructure ensuring efficient com-
munication [23, 28, 35], and approaches such as an open ecosystem [22] and digital
platforms (e.g. for co-creation) are discussed in the papers [36]. Besides, smart services
require a new technology infrastructure [9], for example, as already mentioned, a state
of the art ICT infrastructure including all time connectivity, this time to ensure a
flawless use of smart services for users. Beverungen et al. [29] also mention smart
products as resources to develop smart services. Ultimately, data related resources,
such as a quality scale for smart service systems [14] to guarantee basic quality
standards for data analytics, are seen as relevant [22] (Fig. 3).

Fig. 2. Paper content categories.
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Fig. 3. Concept clusters of current literature related to SSIM.
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Knowledge & Information. Papers dealing with topics related to knowledge or
information, put a clear focus on knowledge around data. For instance, Demirkan et al.
[15] raise the need for knowledge in the area of data privacy and data security, incl.
existing regulations and standards and Thomas [8] states that new legal policies are
required. Furthermore, several authors highlight the need of expert knowledge in data
analytics [9, 25, 37]. Stakeholders involved in the service creation are in need of an
easy and safe way to exchange data and information as well [28]. From a more general
perspective, heterogeneous knowledge [17] e.g. on new technologies [8] is required.
Finally, continuous learning mechanisms are needed to keep up with a fast-changing
environment [27].

Processes. New processes have to be developed in the areas of idea generation (e.g.
Lee et al. [38]), service development and continuous improvement (e.g. Mehrsai et al.
[23]). In this context, Lim et al. [37] propose nine concrete process steps “From Data to
value”. Moreover, it should be specifically concentrated on the process to define the
functions needed for smart services [9] and to choose the right technology by using
data analytics [30]. Schuritz et al. [30] also state, data analytics should be integrated as
an additional specific part in the business model generation. Yoo et al. [17] focus on
creating business models around platforms, including license agreements for technol-
ogy use. Furthermore, value co-creation processes [31, 34]—also across industry
boarders [15]—have to be defined. Since service innovation is more and more dis-
tributed [17], and many players are involved, IT architecture and the service infras-
tructure have to be aligned [39].

Principles. Several underlying principles can be identified in the papers. Many of
them deal with demonstrating needs for new services from a human centered per-
spective [40]. Some of them combine the user perspective with market gaps [38] and
new technologies as enablers [10]. Beverungen et al. [29] name smart products as a
foundation for developing smart services, since they serve as boundary objects between
the physical world and the service layer. Moreover, dynamic innovation is necessary.
Specifically, innovation needs to be continuous, relentless and fast [17] and balanced
between structure and flexibility [27]. Schuritz et al. [30] name data as a service as new
business principle, while Opresnik et al. [41] introduce the information layer as a new
principle. Additionally, value co-creation and intra-organizational collaboration are
important SSIM principles [13, 26]. Ultimately, it is important to consider the complete
lifecycle for SSIM [8].

Methods & Tools. More than two thirds of the papers propose methods and tools for
SSIM. However, many of them are rather concepts, ideas and needs for future methods
and are not yet tested or verified. Many authors propose methods that serve as inno-
vation approaches such as the “integrated market pull technology push morphology”
by Geum et al. [10]. Methods and tools in the area of business model innovation are
proposed by Schuritz et al. [30] (“5 patterns of data-infusion”) and by Ju et al. [22]
(“IoT Business Model Canvas”), amongst others. Chasin’s “Social Representations
Model” [33] describes an approach to identify future needs, by analyzing social media.
Several authors propose the integration of big data, e.g. Opresnik et al. [41] in form of
a big data strategy. Furthermore, several collaboration and communication tools are
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explained—such as a VR toolset [35] and Collaborative Innovation Centers [31]—to
enable seamless interaction between stakeholders. Finally, it is dealt with the devel-
opment of resources and infrastructure. While Breidbach et al. [24] pledge to real-
locate the existing resources to develop smart services, Porter et al. [9] propose to
establish a completely new technology stack.

Reflecting the results for each category by looking at the leading questions
‘WHAT’, ‘WHO’, ‘WHICH’ and ‘HOW’ makes different levels of detail visible and
demonstrates the current status in research on SSIM. Most findings are referring to the
questions on ‘WHAT’ Topics and ‘HOW’ in relation toMethods & Tools. But, whereas
the described Topics are already representing a good overview on the most relevant
components that should be included in SSIM, the granularity of the identified Methods
& Tools only give a broad answer to how SSIM can be realized and mainly refer to
already existing approaches from (non-smart) service innovation processes. In com-
parison to this, less results are found for the questions on ‘HOW’ in relation to
Principles, ‘WHO’ in relation to Knowledge & Information and ‘WHICH’ in relation
to Resources & Processes. Apparently, even the relevant topics seem to be obvious, the
translation on what is specifically needed is not clearly exposed so far. In addition, for
each category focal points can be defined by the number of sources found: Regarding
to the category Topics, Design Principles and Approaches as well as Big Data Ana-
lytics are connected with SSIM most frequently. In terms of Resources needed in the
SSIM process, Technology as well as ICT- and Collaborative Infrastructures are the
focused. The most relevant Information & Knowledge sources seem to be Big Data
Analytic skills and experiences combined with Data Security and Legal Policies.
Besides, Service Design and Improvement is the main component when looking on the
category of Processes. In relation to the Principles, this should be especially combined
with a Human Centered approach. Finally, the Methods & Tools focus on innovation
approaches first, followed by Business Model innovation and Big Data Integration.

4 Discussion

Our literature review revealed that only very few papers which are directly related to
“smart service” or “smart service innovation” still exist. First relevant publications are
from 2012, whereas nearly all relevant papers were published within the last five years.
The number of published papers relating to SSIM are slightly increasing in the last
years, but nevertheless it still does not seem to be a focus topic. Even though the need
and potential for smart services is mentioned, a clear research trend for new approaches
to tackle the challenges in SSIM cannot be observed, so far.

Considering key topics identified through our research approach, the central topics
mentioned in context of SSI are Big Data Analytics, ICT infrastructure and Service
Design. Overarching frameworks for re-designing innovation processes and activities
to account for the new nature of smart services, are still not existing. Current concepts
indicate that scholars are rather concentrating on showing ways of how smart services
can be understood. They consequently remain on a general level. This can also be seen
for methods and tools mentioned in context of SSIM. Although, methods and tools to
support the smart service innovation process are discussed, these tools rather stem from
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to service development in general rather than introducing new dedicated solutions for
SSIM. In general, the review of literature reveals that previous studies relating to SSIM
mainly focus on single aspects within the smart service innovation process, but no
comprehensive approach or framework is found. Accordingly, research needs to
account for an overall framework, procedure or tools for the management of smart
service innovations.

5 Conclusion and Future Research

Smart services constitute a particular new type of service combining physical, smart
and connectivity components. For corporate innovation management it is necessary to
account for the specifics of smart services. The goal of this study, therefore, was to
generate an understanding of current research on smart service innovation manage-
ment. Based on a literature review, we identified 27 papers with relevant contribution to
the research area. These papers’ content was structured along six major categories
(Topics, Resources, Knowledge & Information, Processes, Principles and Methods &
Tools) in order to summarize pre-existing knowledge on smart service innovation
management Our analysis reveals, a lack of practical knowledge on the transformation
of innovation activities and processes in organizations necessary to account for the new
smart and connective nature of smart services. The relevant challenge will be to define
how the three different levels of smart services – physical, smart and connectivity - can
be aligned and managed within the smart service innovation process.

Finally, this study not only contributes by summarizing the status quo perspective
on innovation management for smart service, but also by identifying starting points for
future research in the field of SSIM. However, the literature review is only a first step
towards holistically understanding the impact, smart services will have on innovation
management. On basis of the overview given within this paper, future research will
need to create a more comprehensive understanding of the innovation management of
smart services. In particular, it is suggested to conduct several case studies to fully
understand the challenges and changes, of the introduction of smart services into a
company’s solution portfolio.
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Abstract. Fostered by technological developments, a growing tendency
towards interconnectedness of people, solutions, and organizations can be
observed. In close alignment to this trend, the notion of ‘ecosystems’ is
becoming popular to describe a system of complex relationships between
diverse actors in analogy to natural ecosystems. With growing prominence of
ecosystems, a stronger need for collaboration and co-creation beyond traditional
supply chain networks is arising—including co-innovation amongst a diverse set
of loosely coupled partners. Research in service science and on open innovation
capture the topics of collaboration in systems and joint innovation, but still, open
innovation research uses to focus on mainly firm-centric aspects of distributed
innovation. The service ecosystems view, adopted by service science research,
provides a means for studying how the co-creation of value is performed in
systems of weakly tied actors.
The purpose of this paper is to broaden the perspective of research in open

innovation and to advance the understanding of open innovation in ecosystems
by combining insights from service science research with the concept of open
innovation. Consequently, this paper stems from four propositions that address
gaps in knowledge related to the understanding of co-innovation in dynamic
ecosystems of multiple actors and, thus, proposes directions for future research.

Keywords: Open innovation � Innovation ecosystems � Service ecosystems

1 Introduction

Today’s world is more connected than ever: social networks connect people all over the
globe [1], companies connect with their customers in co-creation initiatives [2], and the
paradigm of Internet of Things (IoT) connects devices [3]. The notion of people,
organizations or devices being part of a network of interdependent relationships is
described as interconnectedness [4]. Not least because of currently emerging tech-
nologies, a growing tendency towards interconnectedness can be observed: Blockchain
technology—from a technical point a “distributed database, which is shared among and
agreed upon a peer-to-peer network” [5]—is suggesting a novel way of providing trust
amongst diverse parties in (business) networks. As a technical infrastructure, block-
chain technology enables the formation of service systems, allowing for trusted col-
laboration, and resource integration in a decentralized setting, without the need for an
intermediary. Since all participants of the network are thoroughly connected, sharing a
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common platform, language and understanding, the exchange of information between
the parties is facilitated.

Similar trends can be observed for the current rise of the Internet of Things. As
products and services become smarter and connected, they require a rethinking of
traditional assumptions on business, processes and structures [6]. Products become
components of broader systems. Take popular smart home application systems: Using
geo-fencing technology on the user’s smartphone, the smart home system is informed
that he is leaving his workplace heading home and smart thermostats are beginning to
heat up the temperature. When the smartphone logs into his apartment’s WLAN, the
smart lighting system automatically turns on the light and a verbal command send to
the home assistant ensures that a smart TV is turned on.

These above-mentioned technologies not only connect people, organizations and
devices, they have the potential to radically change the organization structure of
companies and industries. At the heart of this development is the idea of ecosystems
—“complex relations built into the web of dependencies among […] different ‘spe-
cies’” [7]—and one finds ecosystems appearing in discussion and commentary on an
enormous range of topics. With the emergence of ecosystems, a stronger need for
collaboration and co-creation beyond traditional supply chain networks will become
obvious [6]. As Moore describes it: “In a business ecosystem, companies co-evolve
capabilities around a new innovation: they work cooperatively and competitively to
support new products, satisfy customer needs, and eventually incorporate the next
round of innovations” [8]. Research-sides, collaboration in systems and joint innova-
tion are topics captured by service science [9], as well as research on open innovation
(OI) [10].

Service science as the study of service systems in which value is co-created within
complex constellations of integrated resources [9] has increasingly embraced a sys-
temic perspective within the last years with a growing focus on value co-creation in
ecosystems [11, 12]. This service ecosystems view constitutes a shift from a focus on
dyadic exchange to various forms of interaction and resource integration including the
highlighting of largely loosely coupled relationships [11]. Distributed innovation
processes with purposively managed knowledge flows across organizational boundary
[13], known as open innovation, are gaining rising popularity among scholars and
practitioners. As the original concept of OI is firm-centric [14], research in this field has
mainly been focusing on how a single organization can best leverage internal and
external knowledge flows to accelerate its innovation performance. With the trend
towards ecosystems, which is particularly fueled through technological advances,
conventional conceptualizations of dyadic and unidirectional innovation collaborations
no longer adequately describe the dynamic multidirectional processes needed to
innovate within ecosystems.

This paper shall, therefore, provide an understanding of the current research in open
innovation with a focus on (eco)systemically oriented concepts. On this basis, we
propose a research agenda that spans across levels of analysis for open innovation in
ecosystems. To do this, we specifically draw on knowledge on service ecosystems, to
develop a deeper understanding of how service ecosystem actors collaboratively co-
create value in dynamic and loosely coupled relationships.
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The remainder of this paper proceeds as follows: Sect. 2 provides the theoretical
foundations on service (eco-)systems and innovation in such settings. Sect. 3 gives an
overview of research in the field of open innovation with a focus on current studies
stressing an ecosystem-view on open innovation. In Sect. 3, it is discussed, how the
two research streams can cross-fertilize each other and research propositions for the
study of open innovation in ecosystems are discussed. We conclude our research by
summing up our contribution, critically examining limitations and giving an outlook on
future work.

2 Service (Eco-)Systems: A Concept from Service Science

Service science is the study of service systems including the co-creation of value within
complex constellations of integrated resources, and therefore inherently embraces
system thinking. In this context, service systems are defined as value co-creation
configurations within constellations of integrated resources [9]. They are composed of
organizations, people, and technology, and shared information that interact to create
value [15]. Service systems scale up from systems composed of multiple types of
knowledge workers, to enterprise-, industrial-, national- and global service systems
[16].

The notion of the service system is in line with the service-dominant logic (SD-
logic) [17, 18], which provides a theoretical framework for research in service science.
SD-logic postulates that value is always co-created, meaning that value is created in a
mutually beneficial way through resource integration and relationships within and
among service systems. Special focus is placed on resource integration as it is a central
element to value co-creation [11]: Organizations (firms, customers, etc.) exist to inte-
grate and transform e.g. specialized competences into complex services [18].

Starting with a rather narrow view on value co-creation between firms and cus-
tomers, there has been a pivotal shift in the last years, which is triggered by the rising
scientific importance of the SD-logic, to take a broader perspective and to allow for a
more holistic and dynamic approach on value creation, e.g. regarding a more inclusive
configuration of actors [19]. From the former perception of dyadic, bi-directional
exchange between firms and customers, SD-logic has evolved to consider interactive
processes among various entities, including different types of stakeholders (e.g. gov-
ernmental actors). In this context, Vargo emphasizes actor-to-actor approaches
regarding value co-creation relationships, instead of distinguishing between B2B or
B2C relationships [20]. This zooming out has also resulted in a major turn towards an
(eco-)system orientation. Service ecosystems, can be defined as “relatively self-
contained, self-adjusting system[s] of resource-integrating actors [which] are connected
by shared institutional arrangements and mutual value creation through service
exchange” [19]. A service ecosystem, thus, consists of mainly loosely coupled, value-
proposing social and economic actors, that co-produce service offerings, engaging in
mutual service provisioning and co-creation of value [21].

This new view on services accounts for the complex and dynamic nature of social
and economic systems consisting of a diverse set of stakeholder (e.g. firms, customers,
government entities), in which interaction and resource integration occurs [11, 21].
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With the concept of institutions, SD-logic also emphasizes, how social contexts
influence and are influenced by service ecosystem actors in the value co-creation
process [11]. Institutions can, therefore, be interpreted as social norms and common
rule systems, serving as a means for coordinating and governing interactions [11, 19].
As coordination mechanisms, they facilitate some forms of co-creation, e.g. tasks and
relationships which are in need of a formalized setting, while potentially constraining
other co-creation activities [22].

Traditionally, service research can be divided into streams of different view points
on service innovation [23]. While research following the assimilation perspective
believes that service and goods innovation follow the same rules, researchers taking the
demarcation perspective assume substantial differences between service and goods
innovation, therefore calling for new models and theories for service innovation [23].
The service ecosystems perspective on innovation is in line with the third perspective,
the synthesis view [22]. With its systemic perspective on value creation between actors,
the idea of service ecosystems zooms out from a notion of ‘products vs. services’ and
‘producers vs. consumers’ to value being co-created by actors [22]. Innovation in
service ecosystems, consequently, is not considered as the introduction of new products
or services, but rather addresses transformations in the value co-creation process [24].
Institutions are the core object of change for innovation form a service ecosystem
perspective [12]. In this sense, innovation in service ecosystems is characterized as
“innovation as the institutionalized changes in service ecosystem structures that stem
from either a new configuration of resources or a new set of schemas (social norms and
rules) and result in new practices that are valuable to the actors in a specific context”
[25]. Koskela-Huotari et al. [22] emphasized that this process of re-configuration
depends on successfully balancing the breaking of old and making of new rules of
resource integration, while maintaining some of the prevailing institutions and insti-
tutional structures – a concept referred to as “institutionalization” [26].

3 Open Innovation: Managing Purposive Knowledge
In- and Outflows

3.1 The Concept of Open Innovation

Open innovation is a phenomenon gaining increasing importance in research as well as
practice since the publication of Chesbrough’s seminal book in 2003 [10]. Open
innovation refers to a “distributed innovation process that relies on purposively man-
aged knowledge flows across organizational boundaries” [27]. In accordance to the
open innovation paradigm, firms’ organizational boundaries are permeable allowing for
knowledge in- and outflows. This is often illustrated with the picture of a porous
innovation funnel [28]. These knowledge flows can be classified in three core process
archetypes: the outside-in process, the inside-out process, and the coupled process [29].
The outside-in process describes the enrichment of a company’s knowledge base
through the integration of knowledge from customers, suppliers, and other external
knowledge sources to increase the company’s innovativeness. Innovation contest,
crowdsourcing, or innovation communities are common methods firms use to acquire
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and integrate knowledge from external actors [30, 31]. The inside-out process refers to
the idea of bringing un- or under-utilized internal ideas to the market by selling IP
rights, licensing, or through spin-offs. When inside-out and outside-in are combined,
one is talking about the coupled process which occurs, when complementary partners
are collaborating.

Open innovation has become a paradigm for managing innovation. It assumes that
in order to preserve innovativeness, organizations can and should use internal as well as
external ideas, and intern as well as external paths to bring ideas to the market [32]. The
reasons, firms engage in OI practices are manifold. Chesbrough [10] argues that due to
the increasing mobility of knowledge workers and rising potential to manufacture high
technology products, also in emerging countries, product lifecycles get shorter,
development costs become higher and companies can no longer rely solely on internal
knowledge for innovation. The potential success of open innovation practices, in turn,
have been demonstrated in various qualitative studies on individual cases, but also in
quantitative studies [33–36].

Considering research on open innovation, Randhawa et al. [37] identify three focus
areas in open innovation research: (1) firm-centric aspects, (2) management of open
innovation networks, and (3) the role of users and communities. Research on the firm-
centric aspects of OI is centering around topics such as open innovation strategies [38–
40], challenges and organizational competencies for OI [41, 42], or open innovation
business models [43]. From a theoretical point, absorptive capacity [44], and dynamic
capabilities [45] are building the basis for firm-centric studies. Within the second focus
area, regarding the management of open innovation networks, studies broach the issue
of inter-organizational innovation [46], living labs as innovation networks [47], or the
general role of intermediaries in OI networks [48, 49]. Tools for user-integration [31],
user-types (e.g. lead user method) [50] and communities [51] are topics that fall within
the third focus area.

While most attention has been paid to firm-centric aspects [7], the role of users and
communities, as well as the management of networks, has received relatively little
attention from OI researchers. Furthermore, the fast majority of the studies on open
innovation focus on inside-out, rather than outside-in or coupled processes [32, 52].

Consequently, the following chapter will specifically focus on open innovation in
ecosystems.

3.2 Open Innovation in Ecosystems

Innovation ecosystems can exist on different levels regarding their geographical
boundaries or facilitating infrastructure [53]. Corporate innovation ecosystems typi-
cally consist of suppliers, users, and partners. District- or city-based, regional, and
national innovation ecosystems (e.g. hubs or clusters) are distinguished based on their
geographical boundaries. Digital ecosystems, which are often facilitates by online
platforms, allow actors to build synergistic relationships–often centered around a core
offering (e.g. Google’s or Apple’s developer ecosystems) [53]. While prior research on
innovation systems [54], innovation networks [55], or R&D alliances [56] exists, these
concepts hardly embrace the dynamic, and loosely coupled nature of (service)
ecosystems.
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The creation open innovation ecosystems is subject to different case studies that
investigate how firms manage to establish such an ecosystem [57–59]. Traitler et al. [60]
identify 10 major topics from leadership and internal experts to passion, that determine
the success of OI ecosystems provide specific recommendations for the reinvention of
R&D in open innovation ecosystems. Furthermore, research on innovation ecosystems
concentrates on strategies to align internal innovation strategies with the innovation
ecosystem [61–63]. Gawer et al. [64] demonstrate the impact of industry platforms and
ecosystems on product innovation. The concept is addressed by Riedl et al. [65], as well,
as they highlight the role of central platforms bringing together multiple actors that
follow the OI paradigm within an ecosystem. They furthermore propose a framework
that shows individual actors’ capabilities with regard to services innovation, and
strategies for ecosystems to exploit them in order to advance service innovation.

A promising current approach to emphasize the importance of broadening the
perspective of open innovation from a firm to an ecosystem view is the idea of Open
Innovation 2.0 (OI2.0) [66, 67]. While in his seminar book, Chesbrough [10] presented
case studies on the collaboration between two organizations, he now acknowledges that
the concept of open innovation is being used to “orchestrate a large number of players
across multiple phases of the innovation process” [13]. Curley et al. [68] define Open
Innovation 2.0 as new paradigm based on principles of integrated cross-organizational
innovation collaboration based on co-created shared value and mission, cultivated in
ecosystems of diverse actors (quadruple helix of government/public, academia,
industry, citizens). Settings where innovation in the notion of Open Innovation 2.0 is
performed, are starting to be observable in real-world: Avalog, a banking software
provider, allows partners, including Fintechs to integrate their banking software
solutions into the Avalog platform which is offered to financial institutions within the
Avalog community. Philips opened up their research lab in Eindhoven and generated a
research campus where they co-innovate with researchers from more than 140 other
firms [69]. With a move from bilateral cooperation to innovation ecosystems, new
approaches to understand, design and manage dynamic innovation in ecosystems,
become necessary [13].

4 Open Innovation 2.0: Rethinking Innovation
from a Service (Eco)System Perspective

Open innovation and service science are first brought together in Chesbrough’s [70]
work on ‘Open Services Innovation’ that demonstrates how companies can shift their
perspective from product- to service-centricity while relying on the principles of open
innovation. With its latest conversion towards an ecosystem view, service science has
gone through a transition, which the concept of open innovation is most likely to equally
go through within the next years. This becomes particularly obvious, when considering
similarities between service ecosystems and the vision of open innovation 2.0: The idea
OI2.0 aligns closely with SD-logic’s system view, as both center on dynamic interac-
tions among multiple stakeholders. SD-logic suggests that the reason why different
actors interact, is their goal to create value for themselves and for others in the service
provision process. As compared to OI2.0, service science applies a broader view on

Open Innovation in Ecosystems – A Service Science Perspective 117



reasons for firms, customers, and other stakeholders to collaborate than just for inno-
vation activities. Nevertheless, both research streams agree, that all activities performed,
are accomplished in a mutually beneficial manner—or as Curley [69] states in a “Win
more—Win more” situation. Drawing on the integration of social and economic actors,
SD-logic suggests that customers, employees, but also other stakeholders (e.g. gov-
ernments) are actors and therefore resource integrators [11], which complements the
view of Open Innovation 2.0’s quadruple helix system of innovation actors.

Contrary to the attractiveness open innovation has had on research and industry,
conceptual frameworks and robust empirical investigations—especially in the field of
open innovation in ecosystems—are still under represented [37]. Building on the
perception, that service science and the ecosystem-perspective of open innovation have
substantial potential for cross-fertilization, the proposition for future research on open
innovation ecosystems (Table 1) is organized along the elements of the service sci-
ence’s value co-creation framework [71].

Table 1. Emerging topics and questions for research on open innovation ecosystems

Value co-creation
framework

Topics addressed in
service science

Overarching research propositions
for open innovation in ecosystems

• Actors Engagement
[72–74]

• Inter-actor
relationships [75, 76]

Investigate how actors with different
roles (organizations, employees,
public institutions etc.) can be
engaged to participate in innovative
activities within OI ecosystems

• Actor interaction [77]
• Co-creation practices
[78]

Investigate how innovative co-
creation practices proceed within OI
ecosystems and identify ways to
further facilitate co-creation in
ecosystems

• Governance and
orchestration [79]

• Value capturing and
sharing (i.e. business
models) [80–82]

Investigate how value in ecosystemic
innovations can be captured and
shared among different actors

• Emergence and
formation of service
ecosystems [11, 83]

• Evolution of service
ecosystems [84, 85]

Investigate how and why OI
ecosystems emerge and evolve and
to what extent digital technologies
influence the emergence of OI
ecosystems
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According to this framework, service ecosystems consist of different actors that are
involved in resource integration and service exchange which is enabled and constrained
by institutions and institutional arrangements. Consequently, four foundational con-
cepts—actors, resource integration and service exchange, institutions and institutional
arrangements, and service ecosystems—can be distinguished, and build the foundation
for further conceptual exploration. Topics of relevance and emerging themes are
extracted from ongoing research endeavors in the field of service science with focus on
service ecosystems. We therefore, screened the databases Web of Science (WoS) and
Elsevier Scopus for articles with the keyword ‘service ecosystem’ in either topic
(WoS) or title, abstract or keywords (Scopus). Papers were further selected based on
whether they contribute by addressing general aspects of service ecosystems in a
theoretical, conceptual or empirical manner rather than describing ecosystems in certain
domains (e.g. health care) or regions. Subsequently, key topics were extracted and
categorized according to the value co-creation framework (Table 1). Based on the four
foundational concepts of the value co-creation framework, we identify overarching
research propositions and theoretical perspectives that have the potential to further
enhance the understanding of open innovation in ecosystems.

The first category refers to the concept of actors in services science, which posits
that all social and economic actors are service-providing and value co-creating entities
of varying sizes ranging from individuals to firms [21]. Service scholars strongly
emphasize actor engagement as prerequisite for inter-actor value creation [72–74] and
aim to analyze the nature of relationships between actors [75, 76]. While in open
innovation research firm-centric aspects and co-innovation with customers have been in
the focus of attention, the ecosystem-view of service science proposes to generalize
from firms and firm-customer innovation as focal point to a wider circle of parties
involved (e.g. governments, public organizations etc.). How these diverse actors can be
engaged in innovative practices in open innovation ecosystems, needs to be investi-
gated in future studies.

Service innovation performance is contingent on the way in which resources are
integrated and service exchange is performed. Key topics identified within this category
are interactions between actors [77] and co-creation practices [78]. Co-creation prac-
tices encompass “activities, where actors engage collaboratively in activities through
interactions within a specific social context”, [78]. In the case of service ecosystems,
interactions in environments of dynamic nature are the reasons, co-creation practices
are being re-examined through the ecosystem lens. This will also be the case for
understanding interactions in open innovation ecosystems. Therefore, we suggest for
future research to investigate, how innovative co-creation practices proceed within OI
ecosystems. In a second step, identifying and testing how these co-creation activities
can be further facilitated to enhance the ecosystem output (e.g. by shaping or altering
environmental settings) can be addressed in future studies.

The third category covers the service science concept of institutions and institu-
tional arrangements. Service scholars aim to understand governance and orchestration
mechanisms [79] that allow service ecosystems to function, as well as the processes in
which they are created and agreed upon. In addition, capturing and sharing jointly
created value are topics addressed in service ecosystem research [80–82]. As shared
value as well as a shared mission represent foundational elements of innovation in
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ecosystems, these concepts extend OI research beyond the topic of IP right manage-
ment. Research is needed to thoroughly explore how value in ecosystemic innovations
can be captured and shared among different actors.

Emergence and evolution of service ecosystems, are overarching topics in current
service science research endeavors. Research on open innovation, until lately, has
mainly investigated innovation settings, in which individuals (e.g. Wikipedia) collab-
orate or in which firms as initiators ask for participation of individuals (e.g. innovation
contests). Future research needs to cast light on how and why OI ecosystems, con-
sisting of different actors form and evolve. This includes the identification of initiators,
potential roles of hub-actors that facilitate OI ecosystem emergence, and the motivation
of actors to participate in ecosystem innovation. In addition, future research could
investigate the impact of actors being tied together in digitally or technologically
induced ecosystems (e.g. on industry platforms, or in IoT or blockchain networks) on
innovation activities amongst them [64, 86].

5 Conclusion

The service ecosystems view suggests that service systems are made up of dynamic
connections with permeable system boundaries. Because of this, exchange flows take
place both within and among service systems, ultimately interweaving a multitude of
service systems into a larger ecosystem. We argue, that the concept of service
ecosystems, which evolved in service science research, is closely aligned with the
ecosystem view on open innovation.

This paper, therefore, provides a general understanding of the concept of service
ecosystems, and presents an overview of current research in open innovation with a
special focus on (eco)systemically-oriented concepts. Furthermore, we identify
research gaps for open innovation in ecosystems and formulate research propositions
that span across the concept of value co-creation in service ecosystems including the
focal points actors, resource integration and exchange, institutions and institutional
arrangements, and service ecosystems. Our paper contributes to the current body of
knowledge with its interdisciplinary approach on several levels of analysis. First, we
provide a unifying lens on both concepts, SD-logic and open innovation arguing for
further cross-fertilization between these areas of research. In particular, we argue that
the service ecosystem view on value co-creation and the according process of zooming
out from dyadic to systemic views on value-creation will be a necessary step for the
field of open innovation. Consequently, research directions and emerging topics in the
context of service ecosystems can guide research endeavors in understanding open
innovation in ecosystems. Second, we systematically identify current research topics
related to the concept of service ecosystems. We demonstrate that related concepts are
relevant, yet not extensively adapted in the open innovation literature. Our third and
final contribution stems from four propositions that address gaps in knowledge related
to the understanding of how co-innovation can take place in dynamic ecosystems of
multiple actors. These proposition, consequently, provide opportunities for future
research. While the research propositions posed in this paper are by no means
exhaustive, this paper not only aims to highlight the potential of reciprocal knowledge
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exchange and adaption between the two research streams but emphasizes the relevance
of an ecosystem view on open innovation.
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Abstract. The ubiquity of smart devices in vehicles, such as smart-
phones allows for a crowdsensing-based information gathering of the
vehicle’s environment. For example, accelerometers can reveal insights
into road condition. From a road authorities’ perspective, knowing the
road condition is essential for scheduling maintenance actions in an effi-
cient and sustainable manner. In Germany, expensive laser-based road
inspections are scheduled every four years. In future, they could be
extended or completely replaced with a crowd-based monitoring ser-
vice. This paper determines whether the lower accuracy of crowdsensing-
based measurements is redeemed by its potential of near-real time data
updates. Partially observable Markov decision processes are applied for
determining maintenance policies that minimize roads’ life-cycle costs.
Our results show that substituting laser-based road condition inspections
by a crowdsensing-based monitoring service can decrease total costs by
5.9 % while an approach, which combines both monitoring approaches,
reduces the costs by 6.98 %.

Keywords: Crowdsensing · Internet of Things
Predictive maintenance · Road condition
Partially observable Markov decision processes
Reinforcement learning

1 Introduction

The road network is regarded as a valuable asset for road authorities. Next
to the decisions “when”, “where” and “how” to construct new road links for
expanding the network, also the existing infrastructure has to be maintained.
Besides considering maintenance costs, road authorities have to consider road
user costs related to the road condition [15].

A sustainable road maintenance requires knowledge of the actual roads’ con-
ditions for coming up with efficient decisions about maintenance actions. Next
to this, knowing the current road condition is of interest for road user as well
since they can avoid vehicles wear by taking a detour on a smoother road [11].
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Road conditions can be inspected with specialized equipment, such as cam-
eras and lasers attached to special-purpose vehicles. These can provide highly
accurate measurements and serve as a sound information basis for maintenance
decisions. However, due to limited resources, inspections are performed irregu-
larly at long time intervals or are not performed at all. In the case of Germany,
the federal road network is monitored at coarse-granular four year intervals. Fur-
thermore, roads with multiple lanes are not covered fully. Just the right lane is
considered. For roads managed by counties and municipalities, there is not even
a uniform procedure for road condition monitoring. The assessment is sometimes
carried out with pen and paper leading to rather subjective results.

The growing number of smart devices such as smartphones, mobile navi-
gation systems, wearables, etc. represents a vast potential for a crowdsensing-
based improvement of the current road condition monitoring, while serving as
a road condition information service for road users and authorities. Collecting
and analyzing such data beside the position and speed from multiple vehicles is
called an Extended Floating Car Data (XFCD) approach [9]. In a former study
of ours, we describe how data from accelerometer, gyroscope and GPS sensors
from heterogeneous cars and smartphones can be analyzed automatically for
predicting the road’s condition [12]. Thus, heterogeneous cars and sensor types
can easily participate without any manual calibration effort. The main potential
of such a crowdsensing approach is the spatio-temporal coverage. Next to this,
cars are driving on the roads anyway. Gathering and analyzing their data in a
centralized backend system would constitute only a small additional effort. Even
though the measurements performed by individual cars are not as accurate as
those from official inspection drives are, they are performed by many more cars
and at a much higher rate—nearly at real-time. Figure 1 outlines the objective
of our research. It depicts the usage of conventional road condition inspections
by a road maintenance decision support system (DSS) and it indicates inspec-
tions based on smart technologies as providing a substitutional or supplemental
potential. Based on our former findings focusing on the technological perspective
of a crowdsensing-based road condition monitoring, the focus of this paper is on
the economic benefits of analysing and exploiting XFCD for road authorities.

Fig. 1. Outline of research objective: a road condition monitoring service for sup-
porting maintenance decisions based on official measurements with specially equipped
inspection vehicles and a crowdsensing-based approach as substitute or supplement.
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Thus, we quantify the monetary effect of this crowd-based approach on the per-
formance of maintenance policies. Accordingly, the research questions answered
in this paper are as follows:

1. Given crowdsensed road condition inspections, what is the effect of (a) uncer-
tainty and its (b) potential of being performed more frequently on an optimal
maintenance policy that currently relies on accurate laser-based measure-
ments?

2. To what extent can maintenance and road user costs be reduced by deter-
mining an optimal maintenance policy making use of both, crowdsensing and
laser-based road condition inspections?

Knowing these effects, from a managerial perspective, road authorities are
able to decide whether crowdsensed inspections alone or combined with current
inspection cycles are beneficial.

The paper is structured as follows: In the next section, related work is pro-
vided. This is followed by a foundation section about partially observable Markov
decision processes (POMDP) and related Markov models. Section 4 describes
our approach of parameterizing the POMDP models for answering the research
questions. Section 5 concludes the paper by summarizing and exposing possible
future research directions.

Table 1. Differentiation of Markov models by the controllability of transitions due to
actions and by observability of actual states.

Control over transitions States fully observable

Markov chain × �
Markov decision process � �
Hidden Markov model × ×
Partially observable Markov decision process � ×

2 Related Work

Smart devices have recently become a great source of sensor data from accelerom-
eters, gyroscopes and GPS units. This made the crowdsensing-based road condi-
tion monitoring an interesting research field [2,6,8,13,14,22]. In former work, we
present an approach that allows for a seamless integration of new participants
with different smart devices and vehicle types in such crowdsensing-based sys-
tems for predicting the road condition without the need for manual calibration
[12].

A widely used metric for quantifying the road condition that can be mea-
sured with smartphone equipped vehicles is the international roughness index
(IRI) developed in the course of the road roughness experiment by the World
Bank [18]. The IRI is defined as the ratio of the accumulated movement of a
suspension system and the hereby driven distance. Common units are m/km
and inches/mile.



130 K. Laubis et al.

Extensive work has been done in the modeling of road deterioration and
maintenance task scheduling through Markov decision processes (MDP). Gao
and Zhang developed a MDP model for a road maintenance optimization prob-
lem including road user costs and compute an optimal maintenance policy [7].
Smilowitz and Madanat extended MDP approaches by considering uncertainty
within the inspection methods [20]. They call this approach latent MDP. Sim-
ilar approaches are also known as POMDP. The proposed approach considers
discrete condition states. Schöbi and Chatzi describe the implementation of a
continuous state POMDP that likewise considers inspection uncertainty within
maintenance planning [19]. The results are compared to a discrete model.

Even though there has been research done in both fields—crowdsensing-based
road condition monitoring and optimal scheduling of road maintenance tasks
based on road conditions—to our best knowledge a combination of both fields
has not been investigated. This is where our paper contributes.

3 Partially Observable Markov Decision Processes

Markov chains have been proved useful for modeling of stochastic processes
[17]. The key characteristic of Markovian chains is the Markov property, which
describes the fact that Markov chains are “memoryless”, i. e., the conditional
probability distribution of a system’s state at time step t + 1 only depends on
the present state at time t. This property allows for computing probabilities for
state transitions and thus related costs. The basic model can be extended by
including uncertainty about the system’s state, what is called a hidden Markov
model, or influencing the state transition probabilities by the agent’s actions
(MDP). Furthermore, applying a POMDP both can be modeled, uncertainty and
control over state transitions. Table 1 provides an overview of the characteristics
of the mentioned Markov models. A verbal differentiation is given below.

Hidden Markov models account for the fact that the information about a
system’s state is often imperfect, e. g. due to measurement errors [1]. This can
be modeled by assuming an underlying Markov chain, which is unobservable,
i. e., its states are hidden. However, observations are made which relate to the
real states according to a predefined probability distribution. Using Bayesian
updating, a probability distribution of the possible sequences of state transitions
for a given sequence of actions and observations can be computed to define
the most probable hidden state and reduce the uncertainty. This probability
distribution is called the belief state and contains all information about the
past.

A Markov decision process involves the possibility to perform certain actions,
which are associated with different state transition probability matrices [16].
Assuming perfect information, policies for performing optimal actions, i. e., max-
imizing the expected rewards, can be determined by value iteration or policy
iteration algorithms.

Partially observable Markov decision processes combine both approaches [3,
10]. Thus, it can be modeled that states are not completely observable and
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actions can be taken to control the state transitions. A formal description of a
POMDP is provided in Definition 1.

Definition 1. (Partially observable Markov decision processes). A
POMDP can be formally described as a tuple (S,A, T,R,Ω,O, d) where:

– S is a finite set of states that are not completely observable.
– A is a finite set of actions that can be taken to control the state transitions.
– T is a probabilistic state-transition function S × A �→ Π(S).
– R is an immediate reward function S × A �→ R.
– Ω is a finite set of observations.
– O is a probabilistic observation function S × A �→ Π(Ω).
– d ∈ [0, 1] is a discount factor.

The question that shall be answered by a POMDP is which action is optimal
at a certain stage of the process given the belief state and the current observation.
Therefore, the expected cumulated reward associated to each action is iteratively
determined. Information of the history of observations and actions is inherently
contained in the belief state, which is updated in each iteration of the process.
The computational effort for solving a POMDP increases exponentially with the
number of states, actions and observations.

For a discrete state-space POMDP, there exist several algorithms that pro-
vide exact or approximate solutions, e. g., Enumeration [21], Two-Pass [21], Wit-
ness [3], Linear Support [5] and Incremental Pruning [4,23]. All of them are based
on an iterative forward-backward approach. The belief state is calculated for a
given time horizon and subsequently the optimal value function—that maximizes
the expected reward associated to actions and states—is computed recursively.

4 Assessment

For assessing the relevance of crowdsensing-based road condition inspections to
road authorities, we compare four different scenarios. The scenarios differ in
the type and frequency of inspection (laser-based and crowd-based) performed.
Laser-based inspections can be performed at the beginning of each year or at
four year intervals as it is the case for the German federal road network. Crowd-
based road condition measurements are gathered within one year and aggregated
at the end of each year for having a single robust crowd-based inspection. Com-
bining these inspection types, we came up with the following four scenarios:
scenario 1—laser-based inspection every year, scenario 2—laser-based inspec-
tion every fourth year, scenario 3—crowd-based inspection every year and sce-
nario 4—laser-based inspection every fourth year and crowd-based inspections
every other year. For each scenario we apply a POMDP for finding an optimal
maintenance policy. Given these policies, a road authority knows in which year
and at which condition a certain maintenance decision should be performed for
minimizing the expected total costs (maintenance costs and road user costs) for
a time horizon of 100 years. Its parameterization is described in the following
section.
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Table 2. Road condition states S are defined by whole numbers of the RQI [7]. Next to
the RQI and the corresponding IRI ranges, each state is provided with representative
RQI and IRI values, which are considered within the analysis.

IRI range (m/km) RQI range Representative IRI (m/km) Representative RQI

s1 0.327–1.169 4 ≤ RQI ≤ 5 0.683 4.5

s2 1.170–2.529 3 ≤ RQI < 4 1.784 3.5

s3 2.530–4.409 2 ≤ RQI < 3 3.405 2.5

s4 4.410–6.808 1 ≤ RQI < 2 5.544 1.5

s5 6.809–9.726 0 ≤ RQI < 1 8.202 0.5

4.1 Parameterization

Using the POMDP Definition 1, the states S reflect road conditions, the actions
A reflect different maintenance tasks. Transition probabilities T describe the
effects of maintenance tasks and road deterioration. The observation probabili-
ties O indicate the accuracy of the inspection methods. The immediate rewards R
consist of both cost components, maintenance and road user costs. The states,
actions, transition probabilities and rewards are defined in correspondence to
the work [7]. The observation probabilities for the crowd-based inspections are
defined based on our findings in [12]. All these parameters are defined and
described below.

For defining the road condition states S = {s1, s2, s3, s4, s5} the ride quality
index (RQI) is derived from the IRI by using Eq. 1 and splitting the resulting
range into whole numbers, which facilitates classifying IRI values into discrete
quality states.

RQI = 6.122 − 1.963 ·
√

IRI (1)

The states are shown in Table 2. A low IRI and a high RQI indicate a good road
condition. Thus, s1 stands for good condition, whereas s5 stands for complete
infrastructure failure.

There are three maintenance actions A = {a1, a2, a3} that can be scheduled
by road authorities. These are reconstruction a1, resurfacing a2 and just doing
minor tasks or nothing a3. Reconstructing a road segment is considered as reset-
ting it in the best possible state s1. A resurfacing action on an asphalt road
section improves the condition according to Eq. 2 [15].

IRIt − IRIt+1 =
0.66 · IRIt

7.15 · IRIt + 18.3
θ (2)

Thus, the IRI after resurfacing IRIt+1 depends on the IRI before the main-
tenance task IRIt and on the resurfacing thickness θ in millimeters. In this
analysis, a thickness of 40 mm is chosen to keep comparability with the study
from Gao and Zhang [7]. It is obvious that performing no maintenance action
has no direct effect on the road condition.
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Table 3. Transition probabilities T composed of rehabilitation due to maintenance
action A performed at the beginning of the year and annual deterioration (rounded)
[7].

a1 (reconstruction) a2 (resurfacing) a3 (nothing)

s1 s2 s3 s4 s5 s1 s2 s3 s4 s5 s1 s2 s3 s4 s5

s1 0.74 0.26 0 0 0 0.74 0.26 0 0 0 0.74 0.26 0 0 0

s2 0.74 0.26 0 0 0 0.74 0.26 0 0 0 0 0.83 0.18 0 0

s3 0.74 0.26 0 0 0 0.28 0.61 0.11 0 0 0 0 0.86 0.14 0

s4 0.74 0.26 0 0 0 0 0.19 0.70 0.11 0 0 0 0 0.87 0.13

s5 0.74 0.26 0 0 0 0 0 0.09 0.79 0.11 0 0 0 0 1

Transition probabilities T are determined by the maintenance actions per-
formed and the road deterioration. The annual deterioration of an asphalt road
segment can be describe with Eq. 3 [7,15].

IRIt+1 = (IRIt + α)eβ (3)

In this equation, α = 0.2 is defined as ε(1 − e−β), where ε depends on road
type and traffic and β = 0.0153. This parameterization is analogous to [7]. The
actions, which are described above, are performed at the beginning of each year.
If a maintenance action is performed (a1 or a2), first, the condition is improved
as described above and second, the annual deterioration is considered based
on the maintained road. This combination of maintenance and deterioration
probabilities results in the combined transition probabilities, which are shown
in the columns headed with a1 and a2 in Table 3. If no maintenance action
is performed at the beginning of a year, the road is expected to deteriorate
according to the probabilities provided in the right columns a3 of Table 3. These
deterioration probabilities are directly derived from Eq. 3.

A finite set of possible observations Ω is defined accordingly to the set of
states Ω = S. Observation probabilities O depend on the inspection method
(laser- and crowd-based). For the laser inspections we assume a 100 % accuracy.
This means that given a RQI value observation, it is assumed that it reflects the
actual road condition. The observation probabilities for this certain inspection
method can be modeled as an identity matrix, which is depicted in the first
laser-based columns of Table 4. For the crowdsensed inspections, we consider an
accuracy in observing the actual state of 85%. This accuracy results from our
former study in which we built supervised models for predicting the IRI with
smartphone equipped vehicles [12]. Since we drove on a 2.28 km road link of a
district road in Germany, which was in an overall good condition, we extrapo-
lated the hereby determined accuracy from the states s1 and s2 to the states
s3, s4 and s5. These empirically determined observation probabilities are pro-
vided in the crowd-based columns of Table 4. In two of our considered, scenarios
the laser-based inspections are not performed on an annual basis, but on four
year intervals. Thus, we extend the state set by the cross product with the four
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Table 4. Observation probabilities O for laser-based inspections are defined as an
identity matrix since certainty is assumed. For crowd-based inspections, findings from
a former study of ours are considered [12].

Laser-based Crowd-based

o1 o2 o3 o4 o5 o1 o2 o3 o4 o5

s1 1 0 0 0 0 0.850 0.150 0 0 0

s2 0 1 0 0 0 0.075 0.850 0.075 0 0

s3 0 0 1 0 0 0 0.075 0.850 0.075 0

s4 0 0 0 1 0 0 0 0.075 0.850 0.075

s5 0 0 0 0 1 0 0 0 0.150 0.850

Table 5. Annual maintenance costs and road user costs in Euro/year for one road seg-
ment depending on segment state and maintenance action performed at the beginning
of the year. Rewards R are defined as the sum of maintenance costs and road user
costs. Costs are from [7] and are translated from Hong Kong Dollar into Euro at the
closing exchange rate 0.1162 on 02.11.2016.

a1 (reconstruction) a2 (resurfacing) a3 (nothing)

MC RUC MC RUC MC RUC

(e/year) (e/year) (e/year) (e/year) (e/year) (e/year)

s1 36.249,91 158.037,99 13.942,30 87.739,89 0 82.891,46

s2 36.249,91 158.037,99 13.942,30 87.739,89 0 193.477,04

s3 36.249,91 158.037,99 13.942,30 157.234,91 0 357.251,23

s4 36.249,91 158.037,99 13.942,30 324.099,64 0 573.788,56

s5 36.249,91 158.037,99 13.942,30 555.065,01 0 823.950,81

different treated years Y = {y1, y2, y3, y4}. This results in 20 states si,j with
i ∈ {1, . . . , 5}, j ∈ {1, . . . , 4}. Likewise, we extend the transition and observation
probabilities in a way that a state Si,j will always result in a state si,k with one
year offset, i. e. k = (j + 1) modulo 4. However, in our description we keep the
way of addressing states without mentioning a special year.

Below describe both cost components considered in this study, road mainte-
nance and road user costs. The maintenance costs depend on the maintenance
action A performed at the beginning of a year. A reconstruction a1 is expected to
cost e45.32 /m2 and a resurfacing a2 e17.43 /m2 [7]. Assuming a 200 m asphalt
road segment having a width of 4 m, the aggregated maintenance costs per year
are given in Table 5. The annual road user costs are also provided in this table.
They are composed of vehicle operating costs and costs caused due to additional
travel time. The vehicle operating costs are composed of expenses for fuel, tire
wear and vehicle repair. These costs linearly depend on the road’s roughness
[15]. The costs for travel delay depend on maintenance actions, since work zones
can cause traffic jams and thus forces road users to stop or drive slower. The
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Fig. 2. Average annual total costs of investigated inspection scenarios (with and with-
out utilizing crowd-based road condition monitoring service).

determination of the road user cost aggregates is provided by Gao and Zhang [7],
while considering the annual average daily traffic, the road’s capacity of three
lanes, the duration and effects on speed of work zones and the wear of two dif-
ferent car types (passenger cars and trucks). In this research in progress we first
consider the effects for the middle lane. While considering multiple years in our
analysis we apply a discount factor d = 0.95 to future rewards.

4.2 Results

The scenario specific policies lead to the following expected total costs (mainte-
nance and road user costs, discounted for a 100 years horizon and for a 200 m
asphalt road segment): scenario 1 — e1, 739, 908, scenario 2 — e1, 938, 836,
scenario 3 — e1, 824, 365 and scenario 4 — e1, 803, 470. Figure 2 provides the
corresponding average annual total costs for each scenario and segment. It can
be seen that performing laser-based inspection every year results in the lowest
annual total costs (e87, 513.53) compared to the other scenarios. Due to limited
resources, however, this frequency cannot be applied to the German federal road
network. Performing the laser-based inspections just every fourth year—as it is
done in Germany—causes the highest annual total costs (e97, 519.17). Relying
on inspections of a crowd-based monitoring serve instead reduces the costs to
e91, 761.53. A further cost reduction to e90, 710.55 can be achieved by comple-
menting four year laser-based inspections with annual crowd-based inspections.

5 Conclusion and Outlook

For assessing the implications of a crowdsensing-based road condition monitor-
ing service to road authorities, we applied POMDP for determining maintenance
policies for different scenarios. The scenarios differ in the inspections’ accuracy
and frequency. For considering inaccuracy in the scenarios that model crowd-
sensing inspections, we made use of observation probabilities which we derived
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from our former study [12]. The effect of this uncertainty and the potential of
performing crowdsensing-based inspections more frequently is addressed by the
first research question. The results show that having annually, but less accurate
crowd-based inspections reduces maintenance and road user costs by 5.9% com-
pared to performing laser-inspection at four year intervals. This finding shows
that from a managerial perspective the inaccuracy of a crowdsensing-based mon-
itoring is overcompensated by its potential of providing measurements more fre-
quently. The second research question is answered by supplementing laser-based
measurement with annual crowd-based inspection. It is shown that the combi-
nation of both inspection types reduces the total costs by 6.98%. With respect
to a DSS for road maintenance, the use of a crowdsensing-based approach can
be recommended as a substitute and as well as a supplement to the nowadays
expensive laser-based monitoring. Thus, analysing and exploiting XFCD should
be considered within road monitoring systems.

There are limitations that can be addressed in future work. We empirically
determined the observation probabilities on road segments, which were in condi-
tion states s1 and s2. We were required to extrapolate the determined uncertainty
to the other states. This can be addressed by an empirical determination of the
probabilities for the residual states. Furthermore, except to the differentiation in
inspection methods, up to now we consider a fixed set of parameter values. Even
though they are well chosen, an analysis of the results’ sensitivities to parameter
changes such as different road types, lane types and the amount of traffic can
broaden the current findings. Next to these limitations, future work can con-
sider costs for the different inspection methods and thus allow for an optimal
scheduling of the measurements.

References

1. Baum, L.E., Petrie, T.: Statistical inference for probabilistic functions of finite
state Markov chains. Ann. Math. Stat. 37(6), 1554–1563 (1966)

2. Bhoraskar, R., Vankadhara, N., Raman, B., Kulkarni, P.: Wolverine: traffic and
road condition estimation using smartphone sensors. In: 2012 4th International
Conference on Communication Systems and Networks, COMSNETS 2012. IEEE,
Bangalore (2012)

3. Cassandra, A., Kaelbling, L.P., Littman, M.L.: Acting optimally in partially
observable stochastic domains. In: Proceedings of the Twelfth AAAI National
Conference on Artificial Intelligence, AAAI 1994, pp. 1023–1028. AAAI, Seattle
(1994)

4. Cassandra, A., Littman, M.L., Zhang, N.: Incremental pruning: a simple, fast,
exact method for partially observable Markov decision processes. In: Proceedings
of the Thirteenth Conference on Uncertainty in Artificial Intelligence, UAI 1997,
pp. 54–61. Morgan Kaufmann Publishers Inc., San Francisco (1997)

5. Cheng, H.T.: Algorithms for partially observable Markov decision processes. Ph.D.
thesis, University of British Columbia (1988)

6. Eriksson, J., Girod, L., Hull, B., Newton, R., Madden, S., Balakrishnan, H.: The
pothole patrol: using a mobile sensor network for road surface monitoring. In:
Proceedings of the 6th International Conference on Mobile systems, Applications,
and Services - MobiSys 2008, pp. 29–39. ACM, New York (2008)



Crowdsensing-Based Road Condition Monitoring Service 137

7. Gao, H., Zhang, X.: A Markov-based road maintenance optimization model con-
sidering user costs. Comput.-Aided Civ. Infrastruct. Eng. 28(6), 451–464 (2013)

8. Hara, T., Springer, T., Muthmann, K., Schill, A.: Towards a reusable infrastructure
for crowdsourcing. In: 2014 Proceedings of the 7th International Conference on
Utility and Cloud Computing, pp. 618–623. IEEE (2014)

9. Irschik, D., Stork, W.: Road surface classification for extended floating car data. In:
Proceedings of the 2014 IEEE International Conference on Vehicular Electronics
and Safety (ICVES), pp. 78–83. IEEE (2014)

10. Kaelbling, L.P., Littman, M.L., Cassandra, A.: Planning and acting in partially
observable stochastic domains. Artif. Intell. 101(1), 99–134 (1998)

11. Laubis, K., Simko, V., Schuller, A.: Crowd sensing of road conditions and its mon-
etary implications on vehicle navigation. In: 2016 International IEEE Conferences
on Ubiquitous Intelligence & Computing. Advanced and Trusted Computing, Scal-
able Computing and Communications, Cloud and Big Data Computing, Internet
of People, and Smart World Congress, pp. 833–840. IEEE, Toulouse (2016)

12. Laubis, K., Simko, V., Schuller, A.: Road condition measurement and assessment:
a crowd based sensing approach. In: Thirty Seventh International Conference on
Information Systems. AIS, Dublin (2016)

13. Masino, J., Pinay, J., Reischl, M., Gauterin, F.: Road surface prediction from
acoustical measurements in the tire cavity using support vector machine. Appl.
Acoust. 125, 41–48 (2017)

14. Mohan, P., Padmanabhan, V.N., Ramjee, R.: Nericell: rich monitoring of road
and traffic conditions using mobile smartphones. In: Proceedings of the 6th ACM
Conference on Embedded Network Sensor Systems, SenSys 2008, pp. 323–336.
ACM, New York (2008)

15. Ouyang, Y., Madanat, S.: Optimal scheduling of rehabilitation activities for mul-
tiple pavement facilities: exact and approximate solutions. Transp. Res. Part A
Policy Pract. 38(5), 347–365 (2004)

16. Puterman, M.L.: Markov Decision Processes: Discrete Stochastic Dynamic Pro-
gramming. Wiley-Interscience, Hoboken (2005)

17. Revuz, D.: Markov Chains, 2nd edn. North-Holland, Amsterdam (1984)
18. Sayers, M.W., Gillespie, T.D., Queiroz, C.A.V.: The international road roughness

experiment: establishing correlation and a calibration standard for measurements.
Technical report 45, The World Bank, Washington (1986)
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Abstract. Increasing competition and decreasing margins force manu-
facturers of industrial machinery to augment their products with com-
plementary services—several dependent on field service planning. Hence,
the efficient delivery of field services has become a main competitive dif-
ferentiator and is driving companies to digitalize their processes and uti-
lize decision support systems. Based on a qualitative interview study of
maintenance providers, the paper provides empirical insight on the role
of organizational knowledge and decision support systems in this digi-
tal transformation. The study shows that while maintenance providers
have digitized their field service processes, many are only beginning the
process of digitalization. Today, employees heavily rely on tacit and
embedded knowledge in their decision-making. Therefore, knowledge-
driven decision support systems—which have not yet been adopted in
the industry—have been identified as an important cornerstone of the
coming digitalization of field service planning.

Keywords: Decision support systems · Digitalization
Field service planning

1 Introduction

Since the invention of the programmable logic controller in the 1960s, machines
have supported human work in a variety of industries [17]. In an increasingly dig-
ital world, technological advances such as cyber-physical systems, the Internet
of Things, and constantly improving analytical capabilities (e.g. machine learn-
ing) are once again transforming how humans and machines collaborate. Finding
new ways to leverage the individual strengths of humans and machines is a chal-
lenge faced in many industries—with an enormous influence on established work
structures, business models, and processes. However, even though the emerging
technologies have matured in recent years, only few industries have incorpo-
rated these technologies into their processes. In many, transforming established
processes and overcoming organizational habits have proven to be more chal-
lenging than companies have expected. According to Ross [28], many companies
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have underestimated the challenges associated with digitalization by overem-
phasizing the technological aspect of their digitization initiatives—an important
prerequisite of digital transformation. Digitalization, therefore, requires “fun-
damental changes in how people work”. Employees play a crucial role in the
digital transformation of organizational processes due to their high familiarity
with the processes on an operational level. Nowadays, companies are exploring
human-centered ways to accelerate this digitalization of work systems and design
services based on their employees’ requirements.

Ostrom et al. [21] note that business-to-business services are currently under-
represented in service research. As a contribution to this field, this study exam-
ines how providers of maintenance services leverage machines—in the form of
decision support systems (DSS)—for field service planning. In recent years,
increasing competition and decreasing margins have emphasized the importance
of continually reshaping and improving the organizational, controlling and man-
ufacturing aspects of products and services. As a result, there is an increasing
awareness among maintenance providers that decision-making processes associ-
ated with service delivery need to be improved—making it a suitable use-case
for this research. Many companies augment their products with complemen-
tary services (e.g. repair, maintenance, and overhaul) to offer their customers
integrated solutions. Efficient field service planning—a subset of workforce man-
agement focused on the allocation of service requests to a company’s field ser-
vice workforce—is essential for the delivery of these services. Research shows
that providing good after-sales product support is an important competitive
advantage [15] and that improving field service planning processes, therefore, is
an important source of profit and future growth for maintenance providers [5].
However, field service planning practices have not kept up with technological
advanced and changing work environments.

To illustrate how dispatchers, team leaders, and service managers utilize
machines in their decision-making, this study explores field service planning pro-
cesses through a study of seven maintenance providers. The research focuses
on the adoption and usage of DSS as well as the role of organizational knowl-
edge. The structured analysis shows that while maintenance providers do utilize
communication-driven, document-driven, and data-driven DSS in their decision-
making, companies rarely leverage knowledge-driven DSS. Additionally, employ-
ees emphasize the prevailing importance of tacit and embedded knowledge in their
decision-making. Based on these insights, the study shows that to further digital-
ize their processes companies should focus on developing knowledge-driven DSS.

The paper is structured as follows: In Sect. 2, relevant literature on organiza-
tional knowledge and DSS is summarized to provide the theoretical foundation
for the study. Section 3 describes the research methodology—focusing on the
interview design, data collection, and analysis of the empirical data. Section 4
presents the results of the analysis by outlining the role of organizational knowl-
edge and DSS in the context of field service planning. In Sect. 5, the results of
the analysis are discussed and put in the context of digitization and digitaliza-
tion. Finally, Sect. 6 summarizes the results, provides managerial implications,
and acknowledges limitations.
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2 Theoretical Foundations and Related Work

This chapter puts the research in context to relevant literature. First, literature
on organizational knowledge is presented to illustrate the relevance of different
types of knowledge in decision-making. Second, five distinct types of DSS are
presented, and their importance in information systems is outlined. Third, field
service planning is introduced and relevant studies are outlined.

2.1 Organizational Knowledge

The concept of knowledge has been a significant focus of research for many years.
However, as an increasing number of researchers have adopted a “knowledge-
based” view of companies, the concept has gained a new strategic importance
for the development of information systems [2]. Today, the importance of orga-
nizational knowledge for product innovation and organizational innovation is
undisputed. Researchers view organizational knowledge as an invaluable source
of competitive advantage [20] and an important synergistic advantage [2]. Nonaka
[20] describes knowledge as a “multifaceted concept with multilayered meanings”
that is traditionally defined as “justified true belief”.

This study adopts Horvath’s [11] definition of three distinct types of knowl-
edge: explicit, tacit, and embedded knowledge. Explicit knowledge refers to for-
malized and codified knowledge that can be expressed in words and numbers [24].
It is easy to identify, store, and retrieve and is labeled by Brown and Duguid [2]
as “know-what”. It is typically disseminated within companies through official
documents such as drawings, operating procedures, and manuals, and is trans-
mittable in formal, systematic language. Tacit knowledge is defined by Howells
[12] as “non-codified, disembodied knowhow that is acquired via the informal
take-up of learned behavior and procedures”. Tacit knowledge is intuitive, diffi-
cult to define, and largely experience-based knowledge of individual employees.
Brown and Duguid [2] label this type of knowledge as “know-how”. According
to Grant and Gregory [7], it is often encountered in situations where the actions
of employees are embedded in the context of individual perspective. Typically, it
is prevalent when an action requires simultaneous information processing or the
recognition of patterns in diffuse and subsidiary clues. The acquisition of tacit
knowledge has largely been attributed to learning by doing (e.g. the personal
assimilation of knowledge). When tacit knowledge is commonplace, the overall
knowledge of companies does not increase over time but becomes increasingly
codified in rules of thumb and routines [7]. Embedded knowledge, while similar
to tacit knowledge, specifically encompasses knowledge that is not individually
acquired by people but embedded in products, processes, organizational culture,
and routines.

2.2 Decision Support Systems

Decision support systems (DSS) play an important role in organizational
decision-making. Power et al. [26] define a DSS as an ancillary or auxiliary “infor-
mation system that supports decision-making activities [and] enhances a person



Digitalization of Field Service Planning 141

or group’s ability to make decisions”. These computer-based systems improve
decision-making by facilitating communication, structuring knowledge, analyz-
ing situations, or recommending actions. Burstein and Holsapple [3] empha-
size that these systems “relax cognitive, temporal, and economic limits of deci-
sion makers” and amplify “decision makers’ capacities for processing knowl-
edge”. DSS compensate weaknesses in human decision making by providing deci-
sional guidance [33] and increasing the effectiveness and efficiency of decision-
making [32]. According to Hoch and Schkade [10], they enable human deci-
sion makers to capitalize on their strengths while compensating for their weak-
nesses. A large body of research literature recognizes the use of computer-based
DSS as an important driver of organizational change alongside human change
agents [33].

A number of academic disciplines provide an essential foundation for the
development of DSS. Today companies leverage multiple types of either off-
the-shelf or custom-designed DSS. Power and Sharda [25] classification of DSS
is adopted in this research. Their work defines five distinct types of DSS:
Communication-driven DSS that facilitate and enhance collaboration and enable
shared decision making. Data-driven DSS that emphasizes access to and manipu-
lation of internal data. Document-driven DSS that provide document (e.g. proce-
dures, corporate documents) retrieval and analysis. Knowledge-driven DSS that
use artificial intelligence and statistical inference to recommend actions. Model-
driven DSS that emphasize access to and manipulation of optimization models
to provide decision support. This distinction provides a valuable basis for further
research.

2.3 Field Service Planning

The term field service refers to offerings in which spatially distributed employees
(e.g. field service technicians) must be allocated to spatially distributed service
demand. Field service planning is encountered in a variety of industries such
as telecommunication [4], in-home health care services [19], military aircraft
operation [29], or industrial maintenance [23]. Traditionally, these businesses
are conducted in a transactional fashion. Customers signal service demand to
the provider, who then assigns and delivers the required service at a suitable
time. This scheduling and dispatching of delivery resources to service demand is
referred to as field service planning [34]. The process is traditionally performed
by human dispatchers who follow simple dispatching strategies and rely on their
personal experience [9]. However, DSS are increasingly adopted to increase the
efficiency of service delivery and develop new value propositions for customers.

Overall, humans play a crucial role in the delivery of these services. So far,
few studies have been conducted from a human-centered perspective to better
understand the needs and requirements of employees: A study by Yamauchi
et al. [36] explores patterns of information usage by service technicians during
problem-solving. The study outlines implications for the general use of technol-
ogy to improve the organization of work. A similar study conducted by Makri and
Neely [16] identifies barriers and facilitators of incident reporting in the context
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of servitized manufacturers through a series of semi-structured interviews. In the
context of healthcare services, Wong and Blandford [35] study how dispatchers
make decisions in the process of scheduling emergency ambulance to support
the development of novel DSS. In a related study of medical dispatchers, Møller
et al. [18] study barriers in the process of handling emergency calls and conclude
that continuous professional development and DSS are potent levers to improve
medical dispatching. However, the challenges and requirements of many key
stakeholders in the field service planning process—namely dispatchers, service
technicians, and customers—have not yet been studied similarly.

3 Research Methodology

This work aims at extending the body of knowledge in information systems by
understanding how organizations leverage DSS for field service planning, and
how their use of organizational knowledge is related to the development of these
systems. The research explores these phenomena through an empirical investi-
gation. Data is collected via in-depth interviews, and qualitative analysis is used
to derive an understanding of the explored concepts [27]. The following chapter
outlines the overall research methodology. More specifically, the interview design
and data collection (see Sect. 3.1) and the analysis of the data (see Sect. 3.2) are
highlighted.

3.1 Interview Design and Data Collection

As outlined in Sect. 1, field service planning is essential in many industries.
Therefore, the study must be sufficiently broad to encompass any variations
across these industries and sufficiently rigorous to ensure the results are reliable.
An exploratory in-depth interview study is used to broaden the understanding of
the presented concepts in the context of field service planning. The intention is
to learn about the companies individual challenges, through a rigorous analysis
of interviewees’ circumstances, experiences, perspectives, and backgrounds [27].
In this context, the flexibility of exploratory research is advantageous as it allows
the direction of the research to change in response to new insights [31]. Collected
data is explored to identify themes and issues to concentrate on in following inter-
views. Therefore, explanations emerge as a result of the research process [31]. As
the purpose of the study is exploratory, the research utilizes comparison focused
sampling, a non-probability sampling technique, in which cases are selected to
compare, contrast, and learn about factors that explain the similarities and dif-
ferences [31]. The number of interview candidates to draw upon is limited in the
context of maintenance providers, as few companies have developed extensive
field service networks relevant for the study. Further, access to interviewees is
limited, because the efficient delivery of field service is an important competitive
advantage in the industry.

The selection process led to a sample of seven companies (cf. Table 1) that
offer maintenance, repair, and overhaul services. To avoid contextual bias, the
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study covers perspectives from technical service providers (e.g. facility manage-
ment and cleaning services, maintenance and assembly services), producers of
industrial machinery (e.g. machine tools or reserve vending), as well as producers
of household appliances. The cases draw on expert interviews to gather insights
on the companies’ use of DSS and organizational knowledge.

Table 1. Overview of cases

Case Interviewee role Industry Employees Revenue

Alpha Dispatching, management Maintenance services 10k–50k e0.5B–e1B

Beta Dispatching, management Maintenance services <10k e0.2B–e0.5B

Gamma Dispatching, team lead Industrial machinery <10k e0.5B–e1B

Delta Dispatching, team lead Domestic appliances 10k–50k e1B–e5B

Epsilon Dispatching, technician Robotics >50k e5B–e50B

Zeta Dispatching, team lead Industrial machinery 10k–50k e1B–e5B

Eta Dispatching, technician Domestic appliances >50k e5B–e50B

3.2 Interview Analysis

To derive a sound understanding of the role of knowledge and the adoption
of decision support tools from the non-standardized interviews, a qualitative
analysis was used [30]. Meaningful analysis of the data collected in the non-
standardized interviews requires the data to be condensed (summarized) and
grouped (categorized) before the data can be interpreted through the use of
conceptualization [31]. The data extracted from the interviews was analyzed
through a theoretical coding approach—sometimes referred to as selective cod-
ing [6,30]. The analysis primarily relies on predefined central categories derived
from the academic literature on DSS and organizational knowledge presented
in Sect. 3. However, the analysis was open to emergent concepts and ideas that
could have led to new patterns of association. Codes resulting from an initial
open coding phase are aggregated into these core categories, which are presented
in Sect. 4 and serve as a basis for the discussion in Sect. 5. The transcripts were
separately coded by two researchers and the presented results (see Tables 2 and
3) are based on a critical comparison of the individual codes.

4 Results

Section 4.1 present the results of the study, starting with an overview of the
adoption of DSS across companies, which is followed by a section outlining the
role of organizational knowledge in field service planning. The section is struc-
tured to first reflect on the usage and adoption of DSS and the importance of
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different types of knowledge in the process of field service planning. Based on the
analysis of the process of field service planning in seven organizations. Section 4.2
synthesizes the data and presents the results following the two central topics:
decision support systems and organizational knowledge. Each subsection consists
of a condensed synthesis of the insights that were identified during the in-depth
interviews. The insights are enriched with quotes from the interviews.

4.1 Decision Support Systems in Field Service Planning

The study shows that companies leverage DSS to support a variety of activities
(see Table 2). Companies utilize these tools to increase the responsiveness of their
processes, prefer the use of commercial products over in-house developments, and
utilize a number of specialized products to support individual tasks.

Communication-driven DSS are the most prevalent and are leveraged across
companies to increase communication among stakeholders—most commonly in-
between field employees and dispatchers. “Technicians have mobile devices and
received their assigned tasks daily” (Gamma). Tools that improve communica-
tion are omnipresent in field service planning to simplify the flow of information
relevant for a variety of processes. “Technicians use mobile clients [...] to write
and share their reports” (Epsilon). Likewise, document-driven DSS are common-
place to simplify the retrieval and access to documents relevant for the creation
of work orders (e.g. contracts, service-level agreements). “We can see the loca-
tion of the technician [...] and the location of the customer” (Zeta). “We have a
support software where product information is available” (Delta). Overall, the
majority of DSS simplify preliminary activities in the planning process. Addition-
ally, data-driven DSS simplify access to internal data and provide basic analysis
capabilities—for example for the calculation of deterministic maintenance cycles.
“Our [maintenance cycles] are calculated from historical data” (Beta).

However, “planning an optimal route [remains] a manual process” (Zeta) in
many companies. Interviewees that previously have used model-driven DSS—
systems that could support route planning through the use of optimization
models—attribute their dissatisfaction with model-driven DSS to the fact that
the complexity of their processes exceeds the capabilities of the available solu-
tions. “We tried a semi-automatic dispatching tool, but it could not handle our
situation” (Gamma). Finally, interviewees across different cases suggest that
planning is a process that needs to be managed by human dispatchers: “Humans
do this work [...] no [available] software can do [planning] right” (Alpha). The
adoption of DSS is similar across the companies (see Table 2). Interestingly
knowledge-driven DSS—systems that use artificial intelligence and statistical
inference to recommend actions—are rarely utilized for field service planning.

4.2 Organizational Knowledge in Field Service Planning

The study shows that companies, despite the availability of decision support
systems, still heavily rely on tacit and embedded knowledge in their decision-
making (see Table 3). Across companies, interviewees state that knowledge pri-
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Table 2. Adoption of decision support systems for field service planning

marily resides in the heads of dispatchers and back office employees. The concen-
tration of organizational knowledge in “communities-of-practice” makes knowl-
edge essential for field service planning difficult to contextualize and document.
Interviewees emphasize that knowledge of many aspects of field service planning
is primarily accumulated through operational exposure [7]. “I prioritize cus-
tomers based on my past experiences with them. [...] Intuition and experience
define what we do” (Gamma). The description of these behavioral patterns cor-
responds to the definitions of tacit and embedded knowledge outlined in Sect. 2.
Knowledge is rarely explicitly recorded. Interviewees outline that knowledge is
often deeply embedded in situation-specific contexts (i.e. the current backlog of
work orders or utilization of technicians) and require fast decision-making (i.e.
to respond to unexpected machinery breakdowns)—which is typically for tacit
knowledge.

Table 3. Role of knowledge in field service planning

Dispatchers refer to their experience and skills as ‘feel’, and emphasize its role
in recognizing patterns in diffuse situations—for example when selecting suitable
employees for work orders, when estimating traffic conditions, or when estimat-
ing the duration of work orders. “Successfully estimating a customer’s problem
depends on the experience of the dispatcher. [...] Experience defines a dispatcher”
(Alpha). Dispatchers leverage their accumulated knowledge specifically for work
order specification, work order prioritization, and disruption recovery. These rou-
tines and mostly repetitive tasks characterize operational field service planning
but are difficult to transmit to new employees. Additionally, these skills can not
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be learned by mastering their fragments, but only by discovering how to coor-
dinate all aspects of field service planning simultaneously. As a result, many
companies train their employees on the job [7].

5 Discussion

The study reveals multiple insights: First, companies utilize a variety of data-
driven, document-driven, and communication-driven DSS to support human
decision-making in field service planning. Second, employees emphasize the pre-
vailing importance of their accumulated knowledge (i.e. tacit knowledge) and
established routines (i.e. embedded knowledge) and rely heavily on both in their
decision-making. Third, model-driven DSS are rarely used and knowledge-driven
DSS have not yet been adopted, even though interviewees show a willingness to
adopt DSS and also explicitly express the demand for DSS that further simplify
their work. Based on these insights, the following conclusions can be drawn.

DSS are an essential aspect of field service planning. However, knowledge-
intensive planning activities (i.e. work order specification and quantification,
work order prioritization and planning, and disruption recovery) are rarely sup-
ported by DSS, even though interviewees do express a demand for improved
support systems. As available support systems currently cannot manage the
complexity and uncertainty of field service planning, employees have to rely on
tacit and embedded knowledge in their decision-making. However, companies can
already envision how knowledge-driven support systems could leverage emerg-
ing technologies to better support their decision-making. “Knowing the risk that
some event might overturn the schedule—something that certainly could be esti-
mated with big data and statistics—that would simplify the planning process
significantly” (Beta). They further envision support systems that recommend
actions, automate repetitive tasks, and simplify complex aspects of their work.
“Rescheduling takes too much time. If a system could automatically suggest a
solution [...], this would be much better than what we can do today” (Zeta).

These findings are especially interesting in the context of digitization and
digitalization. While these conceptual terms are often used interchangeably, dig-
itization refers to the transformation of information from an analog to a digital
medium meanwhile digitalization refers to the adoption of digital or computer
technologies in companies [1]. Digitization drives the standardization of business
processes and is an essential cornerstone of efficiency, operational excellence, and
predictability in many industries [28]. Digitalization, however, is the adoption of
digital technologies to capture value—sometimes on the foundation of digitized
processes [14]. Ross [28] outlines that failing to distinguish digitization from dig-
italization is a fatal mistake for companies. According to Hess [8], today, many
organizations are in the process of digitization, but not necessarily in the pro-
cess of digitalization. The conducted interviews show that maintenance providers
have successfully digitized their field service process and use data-, document-
, and communication-driven DSS to facilitate the access, transfer, and use of
information. However, the study shows that many companies are only beginning
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their digitalization. Field service planning still relies heavily on tacit knowledge
of human dispatchers to capitalize on the available digital information. The
available systems do not utilize digital technologies in the decision-making on a
higher level yet. The results of the study suggest that digitalization is the key to
reducing the reliance on tacit and embedded knowledge in field service planning.

6 Conclusion and Outlook

Advances in information and communication technology (ICT) have fundamen-
tally changed the context in which services are delivered [22]. In the context of
field service planning, cyber-physical systems, and improved analytical capabil-
ities have paved the way for the transformation of established processes. Reduc-
ing the dependence of processes on tacit and embedded knowledge is a com-
plex challenge—but a valuable opportunity for the digitalization of field service
planning. The conducted study provides empirical insights into the way orga-
nizational knowledge and decision support systems (DSS) affect field service
planning. Notably, the study identifies that maintenance providers are heavily
depended on tacit and embedded knowledge. This study shows that the develop-
ment of knowledge-driven DSS can be a viable strategy for the digitalization of
field service planning. This paper provides a consolidated overview of the adop-
tion of DSS across multiple industries, identifies a shared demand for knowledge-
driven DSS, and thereby lays the foundation for future research. Leveraging
emerging technologies to better manage the use of tacit and embedded knowl-
edge provides an important opportunity to advance field service planning and
accelerate the digitalization of maintenance providers.

6.1 Implications

The research has multiple implications: First, managers need to recognize the
importance of organizational knowledge. Through the interviews, tacit and
embedded knowledge has been identified as a fundamental aspect of field ser-
vice planning. Second, DSS are often limited to the retrieval and processing
of information, which cannot replace the tacit knowledge of field service plan-
ners. Consequently, DSS are not able to support human decision-making on
a advanced level. However, emerging technologies—such as cyber-physical sys-
tems and advanced analytical capabilities—provide novel ways to streamline
processes, simplify planning, and reduce the dependency on tacit knowledge.
Third, managers need to reassess how digital technologies can enhance their
capabilities and create new customer value [28]. Therefore, managers need to
investigate DSS designed for their environments instead of purchasing generic
DSS.

Fundamentally, reorganizing established work structures requires companies
to empower their stakeholders. Therefore, researchers and practitioners need to
collectively explore how established processes can leverage emerging technologies
and how novel knowledge-driven DSS can be developed. In the context of field



148 M. Vössing et al.

service planning, machines can increasingly predict performance problems as
well as maintenance demands, and automatically communicate these insights to
support systems. Lee et al. [13] define this continuous assessment of the current
or past condition of a machine and the automatic reaction to the output of this
assessment as “self-awareness”. Knowledge-driven DSS can use this information
to automatically reorganize schedules to prevent machines from malfunctioning.

6.2 Limitations and Future Research

The research poses limitations that need to be addressed in future research.
First, additional maintenance providers (e.g. viticulture machinery) and compa-
nies not involved in maintenance but dependent on field service planning (e.g.
elderly care) should be included to gain additional insights. Second, even though
all cases support the drawn conclusion and indicate a qualitative saturation, no
quantitative verification of the results has been pursued yet. Future research
should, therefore, be used to confirm the conclusions. Third, while the research
has shown the need for knowledge-driven DSS, further research is needed to
understand why companies have not yet adopted these systems and how emerg-
ing technologies can be leveraged in their design. Accelerating the digitalization
of field service planning requires further systematic research. However, the study
outlines the wide-spread demand for knowledge-driven DSS and therefore not
only lies the foundation for further research, but also guides practitioners in the
digital transformation of their field service processes.
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Abstract. Purpose - The topic of this paper is about Smart Service Systems
(SSS), as recent evolution of service systems. The aim is to focus on the con-
nection between structural/system traits of SSS and the value co-creation
therein, and how the achievement of a co-creative experience is effectively
supportive of the SSS viability.
Design/methodology/approach - This conceptual paper deepens two scientific

propositions: (i) Are we able to distinguish between ‘structural’ and ‘system’
features of SSS as drivers for value co-creation processes? (ii) Are we able to
define effective value co-creation processes the blue-print for SSS viability? The
lens used is, in particular, the Viable Systems Approach (VSA).
Findings - Findings confirm a link among traits of SSS and value co-creation

processes, regarding (i) multi-part specialized contribution, (ii) unopportunistic
behaviours and (iii) co-working and enjoying for results (win-win logic). The
smartness of SSS is considered as the basis of their viability.
Research limitations/implications - Limits of this work depends on the the-

oretical nature of reflections introduced up-to-know. This framework will
stimulate future studies by deepening case studies or empirical surveys.
Practical implications - Applying a smart context to modern service ‘events’,

we can enjoy important changes in our life. These assumptions find practical
evidence on stage of studies on Service worldwide.
Originality/value - Advances in Literature on Service Science (SS) lead us to

better understand the essence, organization and design of SSS. Studies and
reflections on System Thinking support observers to highlight static pre-
conditions and dynamic determinants featuring with value co-creation processes.
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1 Research Purpose and Scientific Propositions

The topic of Smart Service Systems (SSS), seen in Service Science (SS) studies as the
recent evolution of service systems, is interesting to deal with. Worldwide practical use
of SSS as Service ground is evident [1], as well as they affect multi-domain emphasis
from many theoretical foundations of systems view.

In many field of interest, SSS are able to totally reword all devices definitions, such
as smart-phone, smart-grids, smart-box, and so on. We can find SSS in any sector as
Healthcare, Tourism, Energy, Education, Retail, Logistics or ICT [2]. The attention
paid by every player in markets has increased the relevance of SSS in the economy as a
whole. Progresses in technologies (not only in computer science) bridge this evolution
showing us what is really going on.

Advances in literature on SS lead us to better understand a number of insights in
Service on the essence, organization and design of SSS. In the same way, Systems’
studies and System Thinking reflections appear helpful to support observers particu-
larly in defining structural and system traits [3–5], in order to highlight static pre-
conditions and dynamic determinants featuring with value co-creation processes. SSS
are scalable, functional, user-friendly, updated and able to learn and upgrade the level
of performances if needed. SSS are able to efficiently adapt themselves to external
changes by re-configuring the organization structure and modifying actions, which also
fits with value co-creation.

This paper aims to focus on the existing connection between structural and system
traits of SSS and inner value co-creation, and how reaching a co-creative experience is
effectively supportive of the viability of SSS in terms of survival over time (being
‘viable’).

The two main scientific propositions are there as follow.

(1) RQ1: Are we able to distinguish between ‘structural’ and ‘system’ features of SSS
(according to the SS Paradigm) as drivers for value co-creation processes?

(2) RQ2: Are we able to define an investigated effective value co-creation processes
as the acid test for SSS viability and their ability to survive in the long run?

The scientific lens used for this kind of interpretation is represented by System
studies [3–7] and Viable Systems Approach (VSA) in particular [8–13]. In detail, the
main contributions from VSA to this study are the Foundational Concepts (FCs) re-
cently outpointed, while historical assumptions borrowed from System studies are
system openness, system interactions, system hierarchical organization (sub- and supra-
systems), holistic view, cognitive approach, system equifinality, autopoiesis and
dynamic balance in system context.

The paper is structured as follows: in Sect. 2 the main characteristics of SSS and
their emergence are introduced; the third section deals with the distinction between
structural and system traits of SSS. Section 4 copes with the issue of describing static
pre-conditions and dynamis determinants of value co-creation in SSS according to the
cathegories of Sect. 3; in Sect. 5 the concept of potential and effective value enabled by
fitting, engagement and innovation and the Value co-creation as acid test for viability
of SSS are presented; the final remarks follow.
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Findings confirm a link among traits of SSS and value co-creation processes,
especially regarding (i) multi-part specialized contribution, (ii) unopportunistic beha-
viours and (iii) working together for a common goal (under a win-win logic). All of
these evidences foster the smartness of SSS as the basis of their viability and the way to
not lose the own identity over the time.

Specifically, SSS typical behaviour calls for engagement to include and involve
costumer in collaborative actions able to improve business performances and an
increase the perception of value-in-use after any exchange and effective value. Then, in
order to meet the customers’ expectation, every SSS works to better fit with their needs
and wants. Moreover, dynamic interactions between actors operating in the same
context (just like a service eco-system as defined in SS) and influencing each other
(consciously or not) are exploited to catch a common final goal.

Limits of this work depends on the theoretical nature of reflections introduced up-
to-know. This framework will stimulate future lines of research in service by deepening
case studies or empirical surveys on stage.

2 All Together Working for a Smarter Planet

In the last decade, through the development of modern interpretations of service sys-
tems, we have seen the centrality of customers in the process of service creation and
delivery, reinforcing the iterative and cyclical mechanism of contemporary service
provision [14]. System studies played an important role, by including studies on
resource allocation, advantages of collaboration, alliances and cooperative strategies
[15] helpful to manage and conduct operations in service.

In order to stimulate thinking about smart concepts, soon referred to as the Specific,
Measurable, Agreed, Realistic and Timely phenomenon [16, 17], SS researchers have
investigated every potential evidence of service research ‘on stage’, referring to
something really iterative, interactive, instrumented, interconnected, intelligent [2]. In
this direction, a new generation of service systems which are capable of describing and
analysing situations occurring and making decisions based on the available data in a
predictive or adaptive manner could be defined as Smart [18, 19]. In fact, recent
developments in SS Research have led to a new concept of service systems, leading to
the definition of SSS.

SSS are then based upon interactions, ties and experiences among actors and
facilitators, important parts of SSS [11].

In SSS, service is seen as the final goal, rather than a normal throughput. SSS are a
kind of human-centred service system, meaning that knowledge and capabilities are
determined by people [20]. Advances in SSS enhanced a shared vocabulary among
disciplines, which is one of the main goals for the development of a unified SS [21],
crossing different perspectives on SSS. In this sense, the intelligence of SSS derives not
from intuition or chance, but from systemic methods of learning, service thinking,
rational mode in actions, social responsibility and networked governance [22, 23].
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3 The SSS Insights

3.1 Defining ‘Structural’ Traits of SSS

Organizations are smart if they react to some circumstances and make a rational and
efficient use of resources [2]. System studies introduced the notion of equifinality,
based on the achievement of different and mutual goals for each entity. All sub-systems
(level L−1) of any organization share a common goal, a determined finality pursued by
the system (level L) as a whole [24], similar to the way in which SSS are oriented
towards enduring performance and satisfaction of all the involved actors. All supra-
systems (level L+1) usually are able to influence and shape plans and strategies of
organizations [10].

SSS structure concerns with several elements interacting with each other and
working together for a common final goal (just like system equifinality calls for). Using
the lens of VSA, structural traits of SSS could be clustered into a number of macro-
categories focusing on several levels of investigation for different hierarchical orga-
nization we want to focus on. VSA FCs [11–13, 25] help us to point out SSS structural
traits. VSA scholars stated that every system emerges from a defined structure
respecting the strong believes and the capacities of each organization showed in every
situation they operate [10]. According to the structure/system dichotomy (FC6), we
assume that the set of structural components provides such assistance to user; a
business structure, as configuration of elements, counts a number of distinctive
resources, information and static relationships. The context analysis highlights con-
sonant relationships among interested actors operating in the same path (FC7) designed
for a right complementarity and completeness.

We can intend SSS structure as characterized by a static condition, in which all
elements are connected, possibly convergent, following consonant relationships and
aimed to catch the same proposition of survival over time, in the long-run.

Structural traits, evident, visible, understandable and measurable, ought to include
physical or intangible elements needed for doing well the planned operations; they
include all resources and assets available in a stated period of any organization oper-
ating like a SSS; but a simple set of static elements is not yet enough to foster real and
effective co-creative situations.

In sum, structural traits are fundamental but not sufficient to reach the business final
goal and so they seem to be the useful pre-conditions for a business success and,
consequently, for any kind of co-creation experience.

Using insights of VSA it is possible to build a sort of thank helpful to cope with, so
we can identify the following structural variables frameworking SSS, as showed below.

Distinctive Resources. According to SS, everything that has a name and is useful can
be viewed as a resource. In SS, systems are essentially dynamic configurations of
resources (people, technology, organisations, and shared information) that create and
deliver value between the provider and the customer through service provision [21]. All
actors are resources, and all service tools are considered useful instruments for business
activities [26].
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Relevant Information. Any system is an open entity able to catch handy information
from outside. System thinking assists us to have a key interpretation for the observation
of complex phenomena by focusing on the analysis of information among socio-
economic entities, in search of news and suggestions [9, 27].

Static Relations. We can consider, as static relationships, internal relationships
(among sub-systems), according to a common purpose, shared rules and roles, legiti-
mated government body, all for a potential consonance; and external relationships
(among supra-systems), according to the links with all the relevant players active in the
surrounding context, as subjectively perceived by any organization.

According to a relational optic [28–31], SS suggests that all actors are considered as
dynamic, operant and active, enabling reticular/networked connections [32, 33] ori-
ented to balanced customer centricity [34]. Therefore, activities and entities are not
associated to dyadic relations, but always close to many-to-many relationships [35] that
seldom can be limited to relationships among main business actors, and have to be
considered within a wider set of actors, which include many other involved parts.
These relations are consciously determined and finalized to a necessary mutual satis-
faction [36] as a function of systems consonance and competitiveness [10].

3.2 Defining ‘System’ Traits of SSS

Today business scenarios are characterized by globalization, social and political evo-
lutions, technological innovation and other factors that determine a rising hyper-
competition. This, in turn, leads to complexity. These conditions, examined by system
theories, imply the inability of organizations to act in an unstable context, in which
rules are not ‘a priori’ defined and the risk is high. To tackle with this uncertainty, firms
should broaden their boundaries and establish relationships with other entities oper-
ating in the same context [37, 38].

The evolving and increasing role of interconnections, enablers, measures, standards
and procedures represent the theoretical evidence of evolution of SSS. Intelligent utility
networks and metering, intelligent transportation, consumer driven supply chains,
intelligent oilfields, manufacturing productivity, instead, are the practical applications
[11]. SSS are able to foster connections and interactions between the various actors
involved in the process of exchange, following several channels of communication
between businesses, consumers, and stakeholders [26]. In this light, SSS combine
advances in IT tools with the evolution in thinking about system dynamic interactions,
adaptive skills, sustainable development, enhanced learning, reconfiguration capacities
and service innovation [39] in complex situations [20].

VSA FCs can help us to point out SSS system traits. VSA scholars stated that
physical and not physical components of any structure might relate potentially in many
different ways. The ‘other’ part of each organization is the system emerging by the
activation of relations (i.e. interactions), the dynamic resource integration and the
diffusion of existing information.

System viability (FC8) faces with the ability of any organization to sustain its own
activity over time effectively. System adaptation (FC9) deals with a steady alignment
among critical available resources and mode in actions, able to make the offer fitting
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with users’ expectations and needs over time. This leads to an adaptive impulse of
workers in search of positive interactions with each other.

The stronger are mutual interest, shared values and schemes, the higher will be the
chances to identify the determinants of the exchange. The decision maker of SSS,
according to System studies, is the strategic guide and coordinator of the actions taken
by the organization, in order to realize its vision. The decision maker has the mission of
continuously analysing the evolving conditions of the specific context (as subjectively
perceived and interpreted), trying, as far as possible, to prevent and avoid negative
contingencies. By means of change and adaptation, SSS decision-making passes
through a continuous learning process of re-organization of the owned knowledge [40].

SSS appear today as resource integrators, socially constructed and knowledge-
based. System traits of SSS aligned with the vision all business organization want to
rely on. Of course among actors, customers play a key role, since they demand a
personalised product/service, high-speed reactions, and high levels of service quality;
despite customer relevance, SSS have to deal to every other actor’s behaviour, who’s
expectations, needs and actions directly affect system’s development and future con-
figurations [11].

In sum, under the VSA traits of SSS affect the effective participation of actors in the
co-operation, and then seem to be the real determinants of value co-creation.

Using insights of VSA it is possible to build a sort of thank helpful to cope with, so
we can identify the following system variables frameworking SSS, as showed below:

Resource Integration. In SSS, all actors with the correct attitude, and thanks to their
shared purposes, are motivated and most likely willing to develop harmonic interac-
tions offering and integrating resources needed for ‘viable’ service exchanges.
Examples of resource integration are: mode in actions (useful experiences, competitive
advantages, re-plans); doing specialization (education, training on the job, learning by
doing and failing); products and processes enhancing (innovative process, increased
knowledge, aim to change); service approach emergence (adaptive behaviour, scalable
re-configuration, fitting customer needs, complexity management).

In our opinion, service research, and specifically SS, offers intriguing insights on
the issue because of the underlying theoretical framework based on resource
integration.

Information Sharing and Decision Making. VSA stated that, in presence of infor-
mation variety, categorical values are the strongest and deepest believes responsible for
the acceptance or refusal of change that support the application of specific Interpre-
tation Schemes.

In SSS is required to achieve own main objectives, in doing this IT obviously plays
the major role. Such IT-based SSS are understood as specifically designed for the
prudent management of their assets and goals while being capable of self-
reconfiguration to ensure that they continue to have the capacity to satisfy all stake-
holders over time [11].

Dynamic Interactions. The interactions and tie among actors represent an important
aspect of any SSS. These may be internal interactions (empathy, supportive actions,

156 F. Polese et al.



problem solving, brain storming); and external interactions (networking, mutual
interests, co-creative processes).

SSS are socially constructed collections of service events in which participants
exchange benefits through a knowledge-based strategy that captures value from a
provider-client relationship.

4 Looking for Static Pre-conditions and Dynamic
Determinants Featuring Value Co-creation in SSS

4.1 The Static Side of Value Co-creation in SSS

In today economy, any supply-chain could be re-conceptualized as SSS, and for this
reason being changeable, adaptable and evolving in relation to changing contextual
conditions [41], as context is subjectively felt [9, 10]. The multi-part contributions of
knowledge, the application of skills, the ability to configure and re-configure, and the
desire to maintain long-terms relationships, all represent the elements of a systemic
way of being adaptive in SSS and link to several leverages of value generation,
decision making and sustainability.

This concerns RQ1; in particular, the process of value co-creation deserves to be
more investigated under a system view because it matches with many assumptions in
literature worldwide. Nevertheless, value co-creation [31, 42, 43] is difficult to measure
and predict in SSS for its emergent style of going on. As discussed, the VSA
structure/system dichotomy implies the identification of both a structural dimension—
which is static and considers the parts and the relationships that exist among them—
and a systemic dimension, which is dynamic and concerned with the identification of
the interactions, while taking into account the structural components. In this system
perspective, problem solving issues are usually linked to routines and known paths of
resolution, while the decision-making is more linked to emergency and strategic
thinking and emphasizes the fundamental role of the governing body/decision maker.
This is fundamental for value co-creation processes in SSS and the VSA lens can help
in defining the structural traits, as listed before, which represent static pre-conditions
for co-creative processes, as detailed in what follows.

Distinctive Resources for Co-creation. Resource setting strongly affects the context
in which service is experienced. The socio-economic context may contribute to facil-
itating or hindering system conditions [44] that lead to the development of the users’
potential (e.g., awareness of their rights and expectations, self-determination and sense
of responsibility) and, consequently, facilitate or hinder the integration of resources as
an opportunity to further promote processes of value co-creation. As highlighted in
Service mainstream, the user through participation may broaden and transform his/her
resources into skills that can be positively activated while resource integration takes
place and ensure that the potential compatibility among the actors who operate in the
same context [25].

Relevant Information for Co-creation. Any SSS is considered as an open system
that establishes relationships (for exchanging flows of energy, resources, commodities
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and information), not only with the sub-systems, which contains and manages, but with
supra-systems also in which it is included [45, 46]. As the world is becoming smarter
[2], SSS must be people-centric, information-driven, and e-oriented to adapt and
mutually satisfy any participant involved within the same service eco-system, while the
community should encourage and cultivate people to collaborate and innovate [47].
With respect to the attitude to respond to specific needs of the market or to create new
ones, the skill to understand the needs (by rightly interpreting critical information) is an
intermediate solution that is most likely effective in terms of sustainability of SSS.
These are basic elements for a co-creative interface.

Static Relations for Co-creation. SSS are temporally and spatially defined. In an
attempt to point out that most of the qualification of a specific actor operating therein, it
is necessary to dwell on the relationship that binds to other actors, with which he/she
shares the ultimate goal, some resources and information. Only deepening the role and
the relevance of these relations, without dwelling too much on how the actor is con-
cerned, you can try to reinforce the logic of win-win cooperation. The sense of
responsibility of actors and the intensity of their participation determine the develop-
ment of positive commitment and a spontaneous participation to the generation of value
[12] and definitively allow a co-creative situation. From this point of view, it does not
matter to qualify the operators involved: the distinction between supplier, customer or
user becomes irrelevant, defining all relations as Actors-to-Actors (A2A) [25].

4.2 The Dynamic Side of Value Co-creation in SSS

In the same way, VSA lens can be the tool-kit by which we are able to deepen also the
system aspects of SSS dealing with value co-creation. The system traits, as listed
before, could represent dynamic determinants for co-creative experience, as detailed in
the following.

Resource Integration for Co-creation. In markets, customers are crucial for
enriching the product and are therefore essential. However, customers are not isolated,
and the provider-customer relationship is not only bilateral [48] the result is the co-
creation of value pursued through resource integration among actors of the exchange.
Thus, no single actor or provider can provide a complete co-creative experience.
However, consumers do not obtain value directly from the product itself, but from its
use, processing or consumption and by comparing it with other entities interested in the
building process [49]. The value derives from both the benefit of underlying service
and the process of co-production, co-design, and co-marketing, involving multiple
contributions, thanks to the sharing of information, resources, skills, needs and risks.

Information Sharing and Decision Making for Co-creation. We should note that
decisions are influenced a lot by information, highlighting the role of big data, elab-
oration of new contents, and intense analysis of feedback; nowadays, managers (in
public or private sectors) make many informed decisions, more than in the past. The
variety and variability of information about possible connections between SSS promote
new forms of cooperation, interpreted as interactions between cognitively aligned
actors [40]. Big Data supports both smart decisions in SSS organizations [50], and SSS
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governance related to the definition and the pursuing of a formal big data strategy,
warranting data quality, leveraging information and maintaining its value during the
process of its co-creation.

Dynamic Interactions for Co-creation. Value is co-determined by providers and
users at the time of purchasing, through a personal ‘consumption’ process favoured by
constant interaction with other parts of the SSS in which users operate [51, 52]. The
value co-creation logic is defined in a win-win sense, considering the interaction
between different entities and the desire to gain a collective mutual satisfaction. The
win-win interactions are developed only through the promotion and maintenance of
active relationships with stakeholders or through a common wants to encourage the
process of co-creation by fostering not-opportunistic behaviour, long-term relationships
and shared values.

5 Discussion

5.1 Potential and Effective Value Through Fitting, Engagement
and Innovation

The value of products is perceived by the customer on the base of value-in-use (through
the previously defined consumption process). Value, intended as positive effect of the
exchange, is then an improvement of the SSS; generally, value creation takes place
when a potential resource becomes an effective specific benefit. Specifically, value co-
creation follows a dynamic flow while it considers interactions among different SSS
possessing critical resources and the desire to reach collective mutual satisfaction, in
which the active contribution is multiple, the integration is the highest, and comple-
mentarity is fundamental.

In theory, since ‘harmony’ between actors can be understood as a fusion of lis-
tening skills, consideration, dialogue, recognition and respect in intra- and inter-
systemic relationships, we can verify how system consonance/resonance qualify
competitiveness in business [53] and then how SSS viability is encouraged by value co-
creation. This concerns RQ2, as synthesis of all remarks showed above.

Value co-creation implies the active multi-actor contribution, by all the protagonists
of the exchange in a particular offer (up to that time only “potential”) and the concept of
value certainly follows the logic of end-user’s “effective” perception and therefore
subjective [22].

Direct consequences in practice are related to fitting, engagement and innovation
processes, as detailed below.

Fitting. In the generation of value, all actors become real co-creators of value, and
consequently, SSS are observed only as integrators (and managers) of resources needed
for co-creation exchanges. To follow this, every SSS has to plan, conduct and audit a
lot of operations, affecting many elements of their structure; this leads to new gover-
nance needs, iteratively improving the ability to react, manage and act to the external
contingencies [54, 55]. Fitting, as an adaptive set of actions, can converge on different
level of the SSS structure, with different level of depth; it depends on a combination of
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factors, regarding the strategies of the system (decisional area) and the constraints
coming from the outside. Fitting helps to cover the cited distance existing between
demand and supply in a stated moment (t0) and consists of the actions made by the
Supply side to interpret and manage the needs of the Demand side, modifying some-
thing in the initial value proposition. This upgrade produces even new levels (t0 + 1) in
production/provision [22, 56].

Engagement. The need to expand the traditional boundaries of the enterprise, to
include all the different actors relating with, and use an approach to value subjectively
defined and context-specific. In this sense, the ‘involvement’ follows the service-
centred view of exchange [57] and indicates participation in co-production [51].
Instead, the term ‘engagement’ is very often used by SS scholars to indicate the active,
equal and reciprocal participation of users and providers in the co-creation of value
[58].

Innovation. At the same time, the opportunity to explore the processes of value co-
creation in the context of service eco-system, in which everything is collected, iden-
tified, and active, organizations can survive in a particular context only if they improve
their ability to evolve and make their operations corresponding to external changes [52,
59]. SSS develop their knowledge and competences needed to compete through
innovation processes; innovation indeed may result as an experimental process during
which continuous learning obtainable by doing, by using, by failing, by interacting is
fostered.

5.2 Value Co-creation as Acid Test for Viability of SSS

In last years, due to the resources crisis in each field, it discovered the necessity of
resources optimization, which has slowly led to the idea of a Smarter Planet, now
considered as more than a slogan. Indeed, in doing business many problems and
mistakes can occur. Organizations employ resources to exchange service with the risk
that these resources are dispersed and/or badly used with the consequence that the
needs of who has required those services are not fully satisfied, and making the system
inefficient. As a consequence, it is necessary to develop organizations as dynamic
entities capable of adaptively evolving in order to reduce the mismatch of the service
exchange process, thus making it an interactive process, which involves both the
provider and the client in the design, creation, application and delivery of the service.

Due to the fact that the SS paradigm is today used to model each economic,
managerial, organizational, industrial or computer system, the idea of a Smarter Planet
can be easily pursued by focusing on the design of SSS, that evolves by adapting to the
changing conditions and thus reducing the mismatch and loss of resources [19]. As
discussed, the governance of SSS should direct the system towards a final goal,
transforming static structural relationships into dynamic interactions with other entities.

According to the logic of the VSA, SSS are capable of simultaneously optimizing
the use of resources and improving the quality of the provided service. Viability
appears the final result of all service operations taking place, by merging many con-
tributions coming from all system parts. So this, every actors make an effort to increase
their own skills and abilities strongly, in order to allow a viable service exchange.
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Viability represents an essential and necessary prerequisite to operate in the contem-
porary context, and smartness is a trait of proactive behaviour; then viable organiza-
tions (or viable systems, VS) are cybernetic, cognitive, autopoietic, aligned. If VS are
always smart, not all SSS are viable [60]. Between smartness and viability there is a
hierarchical relationship in which smartness is a necessary but not sufficient condition
for viability.

In this sense, the smartness strictly connects to the system viability.
Furthermore, SSS have to take into account not only which the wants are today, but

also their evolution; supplies follow the changing demands in order to obtain a dynamic
equilibrium. The active participation previously analysed highlights different levels of
effort/intensity of interaction by the customer in the process of the co-creation of value,
but also a different role in the managing of interactions. SSS are value co-creators
because they integrate resources and enable connections among actors, strategically
involved in the value generation process. Smartness calls for the ability to make offered
solutions scalable and functional, and then to facilitate co-creation itself in terms of
wide, motivated and focused participation. This lets to improve the quality of results
and the value perceived by users finally increasing chances of surviving for all SSS
able to do this.

Value co-creation is the main leverage for competitiveness today and for the
possibility to survive over time in markets. Value co-creation is the evidence of SSS
capacity to maintain their own market-share during the time and then to foster their
presence, by adapting to external changes that casually can occur.

Value co-creation is a sort of acid test or acid test of SSS viability as it is frame-
worked by VSA and system studies.

6 Final Remarks

This work aimed to deepen some aspects of SSS (as intended by SS scholars and
practitioners) in terms of system and structural traits in order to answer to research
questions (RQ1 and RQ2) and specifically understand what the drivers for value co-
creation processes are, as clear demonstration (acid test) of viability as ability of
surviving over time, by pointing out pre-conditions and determinants of the co-
generation of value. The lens used was a mix of the System Thinking assumptions in
general and the FCs of VSA.

Findings bridge toward the co-creation in SSS as leverage for their survive in the
long run and then for their viability, regarding especially the Engagement of Actors, the
Fitting with customer needs and the Innovation as direct spillovers, all matching with
win-win logic, multi-part contribution and effective perceived value. Organizations
seen as SSS ought to be competitive over time maintaining a great appeal of their own
value proposition by involving users in production/provision process; moreover, the
capacity to react to external changes by adapting their behaviour, without losing vision
nor identity, makes smart any organization. The habitude to ‘read’ the context around
facilitates the interactions with all the other organizations operating within it; the ability
to defend the reached market-share leads to survive in the long run. The mode in action
enabling SSS to survive over time fosters the viability of SSS themselves besides.
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In sum, there is a great link between the value-co-creation process and viability in
SSS. Nevertheless, this is a starting point; in the next future we want to continue this
work by making an empirical survey on stage and defining all variables helpful to the
scope.
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Abstract. The digital transformation based on internet technologies
comprises huge potentials but also challenges for the production indus-
try. Even though some design characteristics are generally accepted for
the digitized integration of machines, applications and surrounding com-
ponents the inherent complexity and variety of interaction protocols,
data formats and interdependencies of existing deployments in so called
brownfield environments hampers the data-driven manufacturing of the
future.

We propose an iterative approach where existing context data is used
to encapsulate the specific complexity of each resource in order to cre-
ate a flexible integration layer. Nearly all relevant resources are mod-
eled as self-descriptive cyber-physical systems or Virtual Representations
according to the setting of the physical production environment, there-
fore drastically reducing the required access barriers. We present a refer-
ence implementation and discuss its business implications by the example
of industrial maintenance.

Keywords: Brownfield deployments · Industrial internet
Distributed systems

1 Introduction

Within the industrial sector, manufacturers of industrial machines have realized
the potential of offering services [4]. Today, driven by the process of Servitization,
many manufacturers offer complementary services to their products, which are
usually referred to as Product-Service-Systems [3,16]. Even more, some authors
like Vargo and Lusch argue that services are the main reason for purchasing
products at all [24]. The trend of Servitization is further complemented by the
digital transformation in the manufacturing sector. Currently, the Internet of
Things (IoT) and cyber-physical systems (CPS) are new paradigms how involved
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machines, their components, and any other related actor – even related services –
communicate with each other in an industrial internet. Indeed, the development
of the IoT and CPS are seen as core enablers for new smart services, and thus,
the further development of Servitization.

Inspired by the great success of the Web – and the internet as its underlying
infrastructure – its basic design principles are now generally accepted. Further-
more, one can note a common agreement that future communication patterns
for an industrial internet [15] or a platform for industrial data exchange [6] in the
manufacturing industry need to follow these established and mature techniques.
In contrast, existing setups of production lines are usually grown environments
driven by short-term requirements rather than a long-term design and compli-
ance to internet standards. Therefore, strategies transforming mostly hard-wired
communication lines towards a flexible, internet-inspired state requires in-depth
analysis.

Basically, two approaches need to be separated. First, a so called greenfield
deployment starts at the design of a production site without any preliminary con-
ditions by already deployed plants. Any communication pattern can be optimally
designed and protocols, interfaces and interaction methods aligned according to
the current best practices.

Nevertheless, in the majority of cases, the production site is already in place
and running. Neither can potentially inappropriate devices be replaced nor the
production process be interrupted for a significant amount of time. The transfor-
mation process therefore needs to be aligned to the same extend with the given
setup as well as the desired architecture. At the same time, a successful trans-
formation requires an iterative approach as established processes must stay fully
operable until the successors are in place their capability is sufficiently tested.
Such a scenario is called a brownfield deployment where established parts build
the basis and previous actions affect the conditions for new developments.

Our contribution to the topic is an iterative deployment technique within a
brownfield approach to gain an internet-powered integration architecture. The
lack of suitable hardware for observations is tackled by flexible data integration
techniques making use of context information and related data sources in order
to create a detailed, consistent digital representation of the physical shop floor in
the form of Virtual Representations. We outline methods how this virtual shop
floor enables the deployment of analysis at runtime which have not been foreseen
at design time and can be adjusted as necessary.

The remainder of this work is structured as follows: In Sect. 2, we elaborate
on fundamentals and related work. In Sect. 3, we introduce a use-case frequently
referred to in this work. In Sect. 4, we present a technology stack relying on
wide-spread and well supported internet and web technologies in order to enable
communication within brownfield approaches. The core of this work, the pro-
posed framework, is presented in Sect. 5. In Sect. 6, business cases enabled by
the presented framework are highlighted. Finally, in Sect. 7, this work is con-
cluded.
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2 Fundamentals and Related Work

The recent developments in miniaturizing electronics and the enhancement in
(wireless) network technologies paved the way for equipping more and more
things like machines, components, and even sensors with internet connectors.
Gubbi et al. [10], similarly to others, define the IoT as the combination of large
scale sensing or actuating capability of devices with sharing information based
on internet standards. Well-established technologies like URIs for identification
and TCP/IP for data exchange lay the foundation for higher level integration.
Their main benefit is the loose coupling of clients and servers, allowing high
scalability in distributed networks.

Cyber-physical systems (CBS) as e.g. discussed by Lee et al. [13] combine
the connected device with a virtual dimension. The enhancement of the physical
IoT resource with software-based counterpart enables additional information of
the resource and its characteristics and features. Both the IoT and CBS mainly
focus on connected objects. That means physical components or devices equipped
with e.g. Ethernet or Wi-Fi connectors to send or receive digital messages. In
contrast, a regular production line contains of a high number of not connected
or even not connectable objects that cannot be equipped with internet-capable
devices with reasonable investments. Information on these components is at least
as important than the one represented through cyber-physical systems but not
yet regarded by the paradigm.

The connected, data-driven manufacturing is often referred to as the indus-
trial internet or industry 4.0 (after steam powered manufacturing, mass pro-
duction, and digitalization). All relevant players are continuously exchanging
information on the state of regarded products, production units and materials
over the whole supply chain and product lifecycle [21]. IoT devices and cyber-
physical systems form global networks and flexibilize the production. Interna-
tional organizations like the Industrial Internet Consortium or the Platform
Industrie 4.0 drive the development of standards to enable the seamless inte-
gration of machines, software applications and products. The target is to reach
a secure but at the same time flexible integration of any kind of production
related unit based on the internet. Main advantages are the reduction of applied
protocols, formats and interaction patterns to simplify the digital information
exchange and to support a plug-and-play like deployment. This will not only
allow faster adjustments to existing production processes but also to apply anal-
ysis driven by existing information and not hampered by previously designed
interfaces, data silos or interaction patterns. Yet, the current specifications are
still high level proposals how a connected production shall be implemented.
Commonly agreed technology stacks and transaction formats are still missing,
therefore a seamless connection is yet not possible.

Smart Manufacturing [8] comprises efforts to establish a reference architec-
ture with nodes representing physical components in the manufacturing facility
to ease the integration and create a generic platform. The promoted modularized
approaches model virtual resources similar to their physical counterpart in order
to enable rapid deployments and portability. But even though they outline a ref-
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erence architecture, the targeted integration aspect is still unclear and directly
implementable specifications are missing. Hedengren and Eaton [11] further dis-
cuss time based mathematical simulation and optimization on highly dynamic
measurements. They discuss various types of update frequencies and how to
derive predictions. All of the discussed models require decent preprocessed and,
most of all, accordingly synchronized input data. Especially in brownfield sce-
narios, such a state is a major accomplishment and not a prerequisite.

Data Lakes, as e.g. discussed in [20] or [23], are one concept to make data
from heterogeneous sources and in different formats accessible. Established tech-
nologies like Apache Hadoop provide solutions for NoSQL clusters and enable
queries also on dynamic data without a fixed schema. The Data Lake concept
is only partly scalable in terms of the underlying cluster but also forms a single
point of failure and potentially another data silo with tight coupling which will
hamper the data usage in future cases. The not required data format enables
the simple data storage but makes an effective data integration without previous
knowledge on each data object a challenging task.

The Industrial Data Space [17] provides solutions on how to exchange data
between organizations with the focus on data security and sovereignty. While
specifying the connectors, gateways and architectures it doesn’t provide features
to connect the data to the physical world. Information on unconnected resources
are only implicitly given in data flows but not explicitly described. Interpretation
of the data therefore still requires deep insights in the actual production setting
and its dependencies.

3 Use Case

We illustrate the basic concept of our integration approach by presenting how
the components of an industrial metal saw can be brought to a Virtual Represen-
tation. A Virtual Representation [2] is a digital resource which acts on behalf of
an unconnected component or device. It represents its current state by providing
descriptions in the semantically defined Resource Description Format (RDF) and
serves as a generic container to provide all known information on the otherwise
not describable object. In particular, implicit knowledge on e.g. local processes
can be made explicit by delivering and executing according algorithms whenever
the state of the Virtual Representation is requested.

One goal of an analysis might be a cost calculation of a current cut on a saw-
ing machine or an estimation of its current abrasion state. Unfortunately, the
high speed of the blade itself make it impossible to directly observe the abrasion
without stopping the whole sawing unit. On the other hand, information from
different components of the machine, e.g. cutting parameters and energy con-
sumption of the engines, is available. To grab such data, we are using the Virtual
Representation integrates the context information from cyber-physical resources
and other internet-accessible sources and computes its state on the fly. We show
how Virtual Representations can encapsulate all necessary information at the
level of the internet-based integration layer and thereby encapsulate required
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knowledge at the resource itself, even though the physical object has no direct
connection to the internet itself.

Our prototype is divided into two sub projects. The core project contains
the Virtual Representations and a resource manager as a cloud server hosting
them1. Additionally, we provide a web project that serves as a UI2 for different
communication protocols for a simple communication testing with the server of
the core project.

4 Iterative Brownfield Deployment

Several architecture approaches are possible in order to digitally connect produc-
tion machines with an organization’s control systems. In the most basic scenario,
a document-based information exchange (e.g. relying on proprietary formats,
emails or even office documents) transfers jobs either directly to a customized
interface. Pulling and polling, varying protocols and data formats, differing data
syntax and identifiers hamper a direct data exchange. In our scenario, a script-
based application could periodically query the data from some databases and
send an email to a certain account. Any change in the setup, the used databases
or new information on the abrasion process would then require a manual adjust-
ment of the script, a text-based interpretation of the received email and sufficient
information on the requirements of the downstream applications.

Moreover, the connection of machines from different manufacturers requires
a deep understanding of each deployed device, its characteristics and limitations
and the design, creation and maintenance of highly customized interfaces and
control software. In a point-to-point wiring approach like the one mentioned,
any necessary change in either its features or at the composition of the pro-
duction line (like introducing a new unit or replacing an outdated one) leads
to mandatory and very complex adjustments at any related device and applica-
tion. The thereby created organic growing results in inconsistent data models,
varying interaction patterns and applied protocols is hardly maintainable. Espe-
cially small and medium companies do not have the possibilities to employ the
according staff to cope with the thereby created consequences.

Hybrid approaches relying on combinations of field bus architectures (like e.g.
the CAN bus) and Ethernet connections combine polling information from a data
producer with pulling data to a consuming system. Installing both paradigms is
mostly the case when one subset of machines is initially designed for bus commu-
nication whereas other systems require a request-response pattern. The resulting
environment makes it even harder to understand the existing dependencies and
data flows.

On the other hand, industry 4.0 promises consistent, well-structured archi-
tectures with plug-and-play like deployment patterns. Even though a majority of
1 https://github.com/sebbader/VirtualRepresentationFramework/tree/master/

VirtualRepresentationCore.
2 https://github.com/sebbader/VirtualRepresentationFramework/tree/master/

VirtualRepresentationWeb.

https://github.com/sebbader/VirtualRepresentationFramework/tree/master/VirtualRepresentationCore
https://github.com/sebbader/VirtualRepresentationFramework/tree/master/VirtualRepresentationCore
https://github.com/sebbader/VirtualRepresentationFramework/tree/master/VirtualRepresentationWeb
https://github.com/sebbader/VirtualRepresentationFramework/tree/master/VirtualRepresentationWeb
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Fig. 1. The integration layer contains both connected objects (as e.g. cyber-physical
systems) and unconnected objects (as Virtual Representations).

responsible managers agree on its relevance for future manufacturing [5] a com-
mon agreement on its technical characteristics and real world manifestations is
still missing. Especially in scenarios where existing production lines need to be
upgraded to industry 4.0 standards, well established strategies and procedures
are in place yet. So called Brownfield Deployments are common use cases as only
in rare cases the gained benefits of a newly created fabric from scratch justifies
its investment costs.

We propose a self-descriptive integration approach where each physical object
is represented by a digital resource, either a cyber-physical resource if an object
can send or receive messages and a Virtual Representation otherwise. Every
resource is identified and accessible by an URI, allowing its referencing natively
through the internet without additional efforts. Every resource contains informa-
tion on itself which describes its category, location, functionality and capabilities
together with Web links to additional information. The data format for these
descriptions are provided in RDF which provides syntactically and semantically
defined statements on the resource itself, its characteristics and its current state.
Other formats like e.g. XML or JSON lack the semantic part out of the box. The
self-descriptive aspect is essential as only the close provisioning of information
together with the regarded resource itself guaranties a true modular landscape
(see Fig. 1).

Additionally, we restrict the data interaction pattern to four basic methods,
namely create, read, update and delete (CRUD). Limiting calls to these methods
drastically reduces the possibilities to model actions. Nevertheless, we argue that
only the reduction towards the basic operations has the chance to make as much
of the implicit assumptions behind more powerful interfaces explicit. Higher level
functionality always requires a deep understanding of the existing dependencies
and design decisions which are not possible to explain in a suitable interface
description.

As the integration layer forms a distributed network using internet protocols
and identification and access mechanisms, it can be connected to the global inter-
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net without any adjustments. For security purposes a gateway with an appro-
priate access control is mandatory but the technical communication will work
without any adjustments. Furthermore, with the same mechanisms proven in
the Web, new data provider and resources can be added, updated or replaced as
the loose coupling of data producers and consumers guarantees a future-proof
architecture. The iterative characteristic takes affect that any necessary change
can be directly introduced at the concerning resource with only a minimal effect
on others. The scalability of the network is directly provided by same features as
any number of new resources, servers or cyber-physical systems can be added,
similarly to the well-known Web.

5 Framework for Virtual Representations

Restricting the interaction methods to CRUD operations restricts but also sim-
plifies the data management. Another relevant challenge in industrial environ-
ments are different communication protocols. Our prototype supports the nowa-
days most common protocols namely HTTP, WebSockets and OPC UA. HTTP
is the most commonly used protocol in the internet and the basis for its most pop-
ular domain, the Web. It plays a fundamental role in the success of the internet
as the dominant worldwide communication infrastructure and its characteristics
are well known. Its low entrance barrier and the broad dissemination make it
the protocol of choice for a fast and reliable decentralized communication. Its
clear client-server separation is one of its major success factors. As showed in [2]
Virtual Representations are solely relying on RESTful interactions on Virtual
Representations which adds the clear semantics of CRUD operations to com-
pliant APIs. We propagate this pattern to the other protocols in order to keep
interactions consistent and gain a loosely coupling of producers and consumers
of data.

WebSockets rely on HTTP but allow bidirectional message exchange. Thus,
on event occupation the server can push information to subscribed clients.
Another advantage is the higher efficiency due to data compression. Though
WebSockets are an extension of HTTP only GET operations are supported. To
enable CRUD operations, we use WebSockets sub protocols for operation dis-
tinction. For every operation type one connection is established. Sub protocols
cannot be changed after connection establishment. Hence we need to keep four
connection open for each virtual representation as long as we want to interact
with it.

The third protocol that we examine is OPC UA. It is announced as the
coming standard communication technique for industry 4.0 applications [19].
OPC UA ships with two different communication protocols named HTTP/SOAP
and UA TCP. We already have a HTTP communication implemented so we
decided to use UA TCP. Other common IoT protocols like CoaP, MQTT or
XMPP basically follow similar patterns and are therefore not yet implemented.

The core project contains various virtual representations that are managed by
the virtual representation manager. It is responsible for every incoming operation
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Fig. 2. Cloud Manager for Virtual Representations and communication scheme

request. The platform itself has a backend for each protocol. These backends
implement the communication interface that ensures equal effects on the targeted
resource. Every implementation has two main jobs: First, convert request to
CRUD methods on the virtual representation manager. Second, translate given
response in protocol typical response (e.g. exchange status codes or add header
information).

Fig. 3. Virtual Representations are computed at request time

If a client starts a query on a virtual representation data aggregation is
started. As stated in [2] Virtual Representations collect their data dynamically



Towards Enabling Cyber-Physical Systems in Brownfield Environments 173

at request time. This avoids data inconsistency on different application layers
and solves the problem of time synchronization. The acquisition algorithm is
configurable for now by a configuration file in N3 syntax but shall be enhanced
to script-based solutions (e.g. Python) and Machine Learning models. It is also
possible to define direct connections to resources, e.g. a OPC UA Server where
the parts of the necessary context data are provided. We provide different seri-
alizations due to different possible requirements.

With our approach it is easy to access data that are stored in the virtual
representation framework. Nonetheless it is necessary to manually add these
representations to the framework, because one has to define where the represen-
tation should take the data from. Even if virtual representations could discover
data for themselves there is a need to make for example sensors data somehow
accessible.

6 Business Case

In the industrial sector, industrial maintenance is a prominent example for an
industrial service [9]. Given its importance, concepts behind industrial main-
tenance have evolved over time. Traditionally, the maintenance business was
organized in a transactional fashion [25]. This indicates that a maintenance ser-
vice was provided as a reaction of an event—usually a machine failure, therefore,
allowing equipment to run until failure [18]. Such maintenance actions are com-
monly referred to as reactive maintenance. However, researchers recognized the
potential of preventing a machine failure in the first place and developed proac-
tive maintenance strategies [22]. Within proactive maintenance, researchers dif-
ferentiate between time-based (TBM) and condition-based maintenance (CBM)
[1]. Under TBM, maintenance actions are triggered periodically based on a fail-
ure time analysis [14]. Under such scenario, historic data is analyzed in order to
estimate a mean time until failure which is used to schedule periodic maintenance
actions. Therefore, the core assumption behind TBM is that failure behavior of
equipment follows a behavior that is expressed in historic data. Within this app-
roach, researchers further differentiate between simple time or actual machine
usage time based maintenance [1]. In CBM, maintenance actions are undertaken
as soon as a certain condition threshold has been met [12]. Whilst not only
aiming at preventing a failure in the first place, CBM furthermore tries at min-
imizing costs as maintenance is only performed when necessary and not after a
certain time has passed.

Whilst pro-active maintenance strategies bring additional performance to
manufacturers [22], they also require data. Especially CBM strategies rely heav-
ily on real-time machine data [7]. Unfortunately, the dependency on data harms
the broad application of CBM, as not all machines have the required connectiv-
ity or sensors installed and, as a matter of fact, only cyber-physical resources or
otherwise observable components can be regarded. As, for example, the previ-
ously introduced example of the metal saw, data on the motors allows a CBM
approach. However, the saw does not have any sensors equipped and thus is not
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available for CBM. Using the proposed solution above, we are able to use the
data of surrounding machines encapsulated in order to create a virtual repre-
sentation of the metal saw. Using the provided virtual representation, the CBM
provider is able to estimate the current condition of the metal saw and provide
an according maintenance service without needing to know the details of the
metal saw, its job history or the details of the production line. Therefore, the
above proposed approach is an enabler for CBM in brownfield environments.
Once the virtual representation is created, it may also be used for other services.
For example, the metal saw producer may analyze certain behavior and provide
consulting services for the industrial customer.

It is important to note that using CPS, we are able to create the virtual
representation of the metal saw on premise, thus indicating that data is only
used locally and not sent to a remote site. This is a very important condition
within the industrial sector, as data is usually seen as being proprietary and
doesn’t want to be shared among others.

7 Conclusion

This work presents a concept for an iterative deployment layer to transform pro-
duction facilities to industry 4.0 setups. We explain methods to reduce existing
interaction patterns and how available information can lead to a use case driven
enhancement of the virtual model of the shop floor. Additionally, we show how
the reached information gain can create economic benefits. We explained how
the new possibilities of a holistic integration approach can change the way the
industry is organized and how new business models can be implemented. There-
fore, the presented work contributes to ongoing research on the introduction of
IoT within brownfield environments.

The main challenge in our approach is the consequent transformation towards
a state-based model and the restriction to the CRUD operations. Existing inter-
faces commonly do not implement these requirements especially when based on
proprietary protocols. Even though major trends towards RESTful interactions
simplify the communication, existing APIs require wrapper modules in order to
translate and transform messages.

We argue that a sustainable transformation strategy for digital integration of
manufacturing systems needs to be aligned with well-established practices of the
internet. Only the distributed, loose coupling of systems and the encapsulation of
relevant information at the resource itself can create a sustainable IT landscape.
The outlined framework for various IoT protocols provides one step for a plug-
and-play behavior in future data-driven manufacturing.

Future works will include a detailed examination of notifications and event-
based interactions in general. Whereas a high-frequent polling approach can
comply the requirements to some extent, an efficient integration technique needs
to natively comply with the characteristics of current event and push-based sys-
tems. In addition, access control policies and reliability of information have not
been yet discussed at all. We will further investigate how current state-of-the-art
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data security and provenance solutions can be adapted to our distributed inte-
gration setting and how a transparent and trustworthy mechanisms can comply
to the specific requirements in brownfield environments.
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Abstract. Traditional manufacturing companies increasingly launch data-
driven services (DDS) to enhance their digital service portfolio. Nonetheless,
data-driven services fail more often than traditional industrial services or
products within the first year on the market. In terms of market launch, their
digital characteristics differ from traditional industrial services and thus need
specific structures and actions, which companies currently lack. Therefore, a
process guideline for a six-month market launch phase of DDS is developed.
The guideline relies on analogies from product, service and software launches
based on the latest literature from service marketing and successful practices
from various industries. Finally, the guideline is evaluated within five industrial
case studies. Thus, the guideline provides scientific research insights regarding
the market launch process of DDS and adds to the research of service marketing.
It provides practical guidance for manufacturing companies by serving as a
reference process for the market launch and offering a collection of successful
practices within this area.

Keywords: Data-driven services � Service marketing � Market launch
Launch tactics � Manufacturing � New service development

1 Introduction

As a result of the progressive digitization, existing industrial service business models of
manufacturers are changing and might disappear, while new opportunities for DDS
occur at the same time [1]. DDS use digital components to generate, analyze and link
data in order to archive new benefits [2]. Although in research there is no common
definition for the term DDS yet, most authors agree that data-driven services are
services that rely on data streams and are either linked to physical products as data
suppliers and complement them in a meaningful way, or services that are detached
from products and based on data [3, 4].

In particular, manufacturing companies in the mechanical engineering industry
often develop data-driven business models in order not to become an exchangeable
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supplier [5]. In practice, DDS fail more often than traditional services or products
within the first year after the market launch [6]. On the one hand, this is caused by an
increased perceived intangibility of DDS among the customers, which leads to a greater
uncertainty and risk perception than in case of familiar services [7]. On the other hand,
customers now play an active role in the implementation process of DDS, which they
are often not capable of. Furthermore, a transformation in the business respective
revenue models of DDS occurs by shifting from a classical purchase of a service
towards a license or usage rate model [8]. As a further cause, successful companies in
the field of DDS identified the market launch phase as one of the greatest challenges.
The companies lack structures and measures for a successful market launch of DDS [9].

For this paper, DDS are defined as follows: Data-driven services are services which
are characterized by a digital component and build on data from intelligent and con-
nectable products. Data-driven services create benefits for companies and/or customers
through generation, collection, analysis and/or combination of internal and external
data. With regard to the market launch, in particular the novelty and increased
awareness of DDS’s immateriality among customers lead to increased uncertainty and
higher adoption barriers [7]. Therefore, the market launch process of DDS differs from
traditional services or products and calls for individual structures and activities. Within
this paper, the market launch period is considered to begin with the preparation of the
market launch during the development process. It continues beyond the time of market
entry and ends when a first growth in the market, which is called the take-off [10], is
reached. For a basic understanding, a market launch in this work is defined as follows:
A market launch characterizes the period around the first market entry of a new product
or service. The market launch period begins with the preparation of market entry and
ends with the take-off of the product or service in the target market. It includes all
relevant market, product or service and company-related measures.

The academic literature focuses on product and traditional service market launch in
general. Thus, a specific market launch process of DDS or digital services has not been
developed in previous models before and there are only few concrete recommendations
for action and specific measures in the current literature. The present paper therefore
develops a guideline for the market launch of DDS which includes actions and mea-
sures for a successful market launch with regard to the specific characteristics of DDS.
The present work thus contributes to the successful market launch in practice. The
research question of this paper therefore is ‘How should the market launch process of
data-driven services in the sector of mechanical and plant manufacturing be designed in
the short and medium term to achieve a successful service market launch?’. In order to
support the research question, the following question will also be analyzed: ‘What
specific recommendations for action are to be suggested for the market launch of data-
driven services in mechanical and plant manufacturing?’

The paper is structured as follows: First, relevant literature and existing theoretical
approaches are discussed. Secondly, the research methodology and the study design are
described. Thirdly, the development of the research model with regard to two identified
dimensions of the market launch (time and content) is explained. Fourthly, key findings
are presented. Thereafter, key contributions and implications for practice are given.
Lastly, a conclusion and an outlook for further research are presented.
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2 Related Work

2.1 Delimitation of Data-Driven Services

Although digital services are frequently addressed in academic literature, there is no
generally accepted definition of digital services or DDS. In order to ensure a consistent
understanding of the terms, DDS are differentiated from other terms used in the lit-
erature in the following.

The foundation of data-driven services is built by information and communication
technology (ICT), which comprises hardware and software as well as all products and
services of ICT, such as landline telephones or computers [11]. DDS, on the other
hand, comprises only services that contain a digital component. Hence, DDS are based
on ICT [4] and rely on product-centric data as the key resource, which can be trans-
mitted analogously by cable or remotely. In the literature, the terms ‘e-services’
(Electronic services) and ‘e-innovations’ (Internet-enabled service innovations) are also
used, but they focus mostly on e-commerce services or are nowadays used as a syn-
onym for digital services [12, 13]. Digital services instead focus on product-centric data
which are transmitted remotely via the Internet [8]. They are internet-based services
and transactions that are either linked to physical products as data suppliers and
complement them in a meaningful way, or services that are detached from products and
based on data [3, 4]. In manufacturing, only using data does not make a digital service a
data-driven service. There is a difference between using data (consuming and/or pro-
ducing it) and having the data at the very center of a service business model, which is
the focus for this paper. Smart Services represent the most advanced development of
DDS. They link suitable receivers and products in real time and derive appropriate
consequences based on automated data evaluation, i.e. by means of machine learning
algorithms [14]. They describe interactive data-based services provided via the internet
and are therefore also defined as a category of DDS. As these services are based on
data, they also add to the category of DDS. Within this work, DDS refer to the
definition given in Sect. 1 and therefore include Smart Services as well as e-
innovations and digital services. Fig 1 illustrates the differentiation of DDS based on
the benefit of the individual service.

Information and 
communication 
technology
Transfer and 
exchange of 
information

Data driven 
services

Services with 
data as central 
resource

Integral part

Category

Differentiating 
factor

Smart Services

Configuration 
of customized 
solutions

E-Innovations

Services 
provided by 
the Internet

Digital Services

Digital 
transaction via 
the internet 

Smart Services

Intelligent,  
customized 
solutions

Fig. 1. Differentiation of DDS [15]
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2.2 Literature Review

To gain a comprehensive overview of the scientific literature in the area of market
launch, a structured and systematic literature review is conducted. The systematic
literature review process is based on a structured content analysis in which existing
literature content is identified based on pre-defined criteria and sorted into categories
according to a defined procedure [16]. Criteria are e.g. the dimension of time (last
phase of the innovation process). Therefore, current literature addressing the market
launch of DDS as well as product and service market launch is reviewed and analyzed.
Selected approaches are presented below.

Market Launch of Digital Services. Kuester et al. [7] develop a framework by defining
success factors for ICT service innovationswhich includes success factors and supporting
operational actions within the market launch period. They highlight the importance of
trustworthiness and usability signals in order to increase the trust and decrease the
insecurity of customers caused by internet-enabled services. The authors thereby focus on
digital B2C innovations. B2B ICT technologies are addressed by Schindlbeck [17], who
defines five obstacles for the use of these technologies. The analyzed literature does not
focus on the market launch phase for DDS or develop guidelines and structures for this
time period. DDS, defined as above, are not addressed in the literature presented above.
Furthermore, the literature does not develop actions to include necessary requirements for
a successful market launch of DDS within the launch phase.

Product and Service Market Launch. In the area of product and service launch, the
current literature identifies success factors for market launch. Talke and Hultink [18],
for instance, identify factors that support the success of product launch by the reduction
of diffusion barriers. Those include internal and external actions such as the infor-
mation of employees or the cooperation with customers [18]. Storey et al. [19] confirm
the importance of these factors, adding the ‘organizational design’ and the ‘involve-
ment of front line staff’ as success factors. Additionally, conducted evaluations con-
ducted by different authors show that an intensive marketing, the inclusion of
customers and employees and an accurate launch plan support the success of a market
launch [20–22]. The importance of the launch plan is also identified by other authors
[20, 23]. Cooper [24] defines a launch plan as based on market research and studies and
as an integral part of the product development process. It should begin at an early stage
of the product respective service development. Furthermore, sufficient personal and
financial resources and the integration of sales personnel are crucial for launch success.
Conformingly, Jaschinski [25] defines the preparation of the market launch to include
the development of a sales and marketing concept as well as a pilot test of the service.

Regarding the procedure of market launch, Bruhn [26] divides the development of
services into three phases. In the pre-introduction phase, the service and necessary
frameworks are developed and tested. The market introduction phase comprises the
first implementation of the service in the real market, and the review phase includes an
analysis of the results and necessary adjustments to ensure a long-term market success.
Going into more detail, Scheuing and Johnson [27] divide the whole service devel-
opment process into 15 steps, summing up the last four to be the service ‘introduction’.
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Most launch process models do not consider the full market launch phase as they end
with the market entry of the new product or service [23, 25, 27]. Exceptions to this are for
example Lin and Hsieh [28]. They develop a five step process of service development,
including ‘service commercialization’ as a last step after ‘service implementation’ [28].

Identified Need for Research. Since DDS differ from traditional services (see Sect. 1)
a separate consideration of the market launch process is required. In a further instance,
they differ through the possibility of fast scalability in the market of DDS, which is
caused by the fact that for DDS a separation of the production and consumption of the
service is possible and the Uno-actu principle is not valid for DDS anymore [29]. In
addition, DDS differ from traditional services in the possibility of software releases
after a first market launch. Due to the higher degree of software and therefore a
bidirectional communication flow towards customers, DDS can be released remotely,
i.e. with upgrades of the DDS.

The conducted analysis shows that the current literature focuses on product and
service launch. The launch of DDS in general and the changed and new requirements
for companies within the launch phase in particular are not addressed in detail. Overall,
the market launch phase is mostly investigated as the final stage of the development
process and not as a focused time period. In the area of digital services, the literature
focuses on success factors and obstacles of market launch. Thereby, the process of
DDS-specific market launch activities is not examined. In order to investigate in this
field, this article develops a process guideline for DDS market launch, focusing on the
manufacturer’s industry.

3 Research Methodology and Study Design

This article follows a case-based research approach [30]. Therefore, the structure of the
guideline is developed by an analogy analysis based on the relevant literature in the
areas of product and service market launch. In the following, recommendations for
action are developed through an analogy analysis based on the analyzed literature. The
actions and measures are supplemented by successful practices that are identified
within an executed pre-test workshop and three case studies with service experts. The
workshop with 26 service experts and the first three case studies were used as an
exploration source only. Afterwards, the defined actions and measures are arranged as a
process guideline and evaluated in five further qualitative case studies with service
experts. Consequently, the guideline integrates theoretical knowledge from literature
and successful practices from the industry.

3.1 Analogy Analysis

Analogy considerations aim at developing solutions for a targeted problem by trans-
ferring and adapting a solution from a source problem [31]. The prerequisite for this
procedure is the conclusion that the similarity of some parts of the situations implies the
similarity of other parts [32]. To draw analogy conclusions between product and ser-
vice launches and launches of DDS, the process of market launch is defined as a valid
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principle for the source and target situation [33]. Therefore, an analogy conclusion can
be drawn based on the mechanism of an abstract principle. Further, this article defines
the launch of DDS as a modification of product or service launch, wherefore analogy
conclusions can also be drawn by the mechanism of transformation.

3.2 Data Collection and Sample Selection

As a second source, this article draws recommendations for action from qualitative case
studies with service experts from the industry [30]. For this purpose, a pre-test
workshop was conducted with 26 After Sales experts with a minimum of three years of
professional experience from various manufacturing companies originating in Europe.
Further, three semi-structured interviews (see Table 1, companies 1–3) are carried out
in order to identify successful practices for the market launch of DDS and to gain
further insights into the process of market launch [34]. The semi-structured interviews
are conducted on the basis of a differentiated guideline. The guideline aims at gaining
new insights into the actions and measures of the market launch of DDS and therefore
consists of open questions and narrative requests [35]. Conclusively, the developed
model is evaluated within five case studies (see Table 1, companies 4–8) with service
experts from corporate practice with a minimum of three years of professional expe-
rience in service management. The experts evaluate the actions with regard to fre-
quency of use in their company, relevance for the success of market introduction and
implementation difficulty. Furthermore, the temporal positioning and duration of the
actions as well as the completeness of the guideline are evaluated. An overview of the
three semi-structured interviews to identify successful practices and the five case
studies for validation purposes are illustrated in Table 1. All participants of the pre-test
workshop are currently dealing with the topic of market launch of digital products and
services within their companies. The participants of the case studies are chosen
according to their knowledge and experiences in the field of market launch of DDS and
the success of their companies in this area. All companies are equipment manufacturers
which operate in different industry sectors and countries. The sample only considers
equipment manufacturers because this segment of companies struggles most when
developing and launching DDS. The transformation from the established product
business towards a business with digital services and products seems to be an undis-
covered field of research.

Table 1. Overview of the conducted interviews

Companies Manufacturing sector Number of employees Total turnover p.a.

Company 1 Equipment/packaging >5.000 >1.5 bn EUR
Company 2 Equipment/agriculture >11.000 >3.5 bn EUR
Company 3 Equipment/sensors >8.000 >1.5 bn EUR
Company 4 Equipment/steel >150.000 >43 bn EUR

(continued)
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4 Model Development

4.1 Time Structure and Limitation of the Developed Guideline

The development of the guideline as a time structure model requires a temporal lim-
itation of the market launch phase. In scientific literature, time periods between one
month and several years are defined [36]. Overall, digital products have a shortened life
cycle by factor 2 or 3 compared with traditional products [37]. Services in general have
shorter life cycles than products [38]. Transferring these finding on DDS in comparison
to traditional services, the life cycles of DDS are shorter. This article therefore assumes
a duration of six months for the defined period of DDS market launch. The exact
duration varies depending on the service and industry [26]. The evaluation shows that
most experts assume a longer duration for this period. On the other hand, the case
studies show that some DDS are launched within two launch phases of four months
each. The guideline structure is developed by analogy conclusions based on the pre-
viously executed literature review. Analogous to Kuhn [22], the guideline consists of a
time and a content-related perspective. Thus, each action and measure is a two-
dimensional activity and contains a defined time and a detailed description of the
activity. Within the time perspective, the market launch period is divided into five
stages based on analogy conclusion from the previous literature analysis. The five
stages are subordinated to the three phases of Bruhn [26]. In line with Cooper [39], the
individual phases are not defined as a sequential process, but occur partially in parallel.
Accordingly, the timing of the activities is not a linear process [25]. The guideline’s
timeline is iterative, which allows jumping forward and backward between individual
actions. The five stages of the launch period are shown in Fig. 2.

The first step includes the development or finalization of a market launch plan that
contains all required activities and resources as well as the related time constraints [27].

Planning Pilot Marketing Market 
entry

After 
launch

Pre-introduction phase Market 
introduction phase

Review phase

Fig. 2. Defined market launch steps based on [23, 24, 26]

Table 1. (continued)

Companies Manufacturing sector Number of employees Total turnover p.a.

Company 5 Equipment/laser >12.000 >3 bn EUR
Company 6 Equipment/cleaning >12.000 >2.5 bn EUR
Company 7 Equipment/printing >11.000 >2.5 bn EUR
Company 8 Equipment/bearings >90.000 >14 bn EUR
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Similar to other models, a detailed market launch plan comprises sales, communication
and branding concepts based on market and target group analyses [24, 26]. Due to the
novelty of the DDS, testing the DDS as well as the required internal infrastructure is of
particular importance [7]. For this reason, the second phase is defined as the imple-
mentation of a pilot to test and validate the DDS and the prerequisites for the company
[28]. In analogy to previous models, the training of employees takes place after the
execution of the pilot [22]. The increasing uncertainty of DDS among customers has a
negative effect on the adoption of DDS, which is why the third phase serves as an
intensive promotion of DDS to reduce the uncertainty [7]. The fourth stage comprises
the initial implementation and provision of the DDS as well as the use of all installed
and/or modified technical and organizational structures [26]. After market entry, the
‘After launch stage’ includes continuous diffusion monitoring and feedback analysis,
which are especially necessary for a new service [23]. In this stage, communication
serves to build up a reputation and to promote the diffusion process. These stages have
been confirmed within the carried-out case studies with service experts.

4.2 Content Structure of the Developed Guideline

In order to successfully shape the market launch, the content-related perspective of the
developed guideline includes a strategic as well as an operational level as defined by
Bleicher et al. [40]. Bleicher et al. further define a normative management. The present
work focuses on the short- and medium-term management of market launch and thus
only has limited influence on the constitutive framework, which is why normative
management is not considered. Strategic activities aim for the development, mainte-
nance and exploitation of success potentials whereas operational activities serve the
operational execution of strategic goals.

Relevant factors for product and service launch as well as DDS launch have been
identified in the literature analysis. Based on these factors and supplemented by the
findings from case studies, seven success factors for the launch of DDS are determined,
all of which companies can influence in the launch period. The selection process for the
seven success factors as well as for individual actions and measures was based on an
iterative cross-case approach. All identified success factors/actions/measures have been
reflected in detail concerning their practical relevance for the interviewed companies
and the participants of the workshop, respectively. Only the success factors/actions/
measures which have practically proven to be successful in terms of the market launch
in the five companies interviewed for validation (see Table 1, company 4–8) or are
going to be implemented in the future have been integrated into the model. The success
factors are implemented in the guideline through three levels. The success factors
themselves are the defined goals which positively influence the market launch of DDS.
They are realized by actions on the second level. Actions are put into practice by
measures on the third level. Within the guideline, the developed actions are classified as
strategic or operational actions. Since measures are always an execution action, they are
generally defined as operative. The whole structure is presented in Fig. 3.
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5 Findings

Figure 4 provides an overview of the guideline and some of its defined actions. Since
the research process is not completed yet, only parts of the guideline are presented in.
Overall, the guideline includes seven success factors, 15 actions and 30 measures.

The evaluation with experts from the industry based on a written questionnaire
confirmed the temporal structure of the guideline and the relevance of the developed
activities for a successful launch of DDS. The actions ‘coordination’, ‘customer inte-
gration’ and ‘trainings’ have the highest relevance for the success of DDS launch.
Together with the ‘communication of the customers’ benefits”, they are also the most
used actions. The interviewed companies use 26 out of 30 defined measures, which
emphasizes the practical benefit of the defined measures and functions as a qualitative
validation. Transferring the valuations on the success factors, this highlights the rele-
vance of the factors ‘organization’, ‘feedback’ and ‘external information’ for the
success of the market launch. The actions belonging to the success factors ‘external

Success factor Action

Action
Measure
Measure
Measure
Measure
Measure

Action

Implementation level

Strategic objective

Fig. 3. Content levels of the guideline
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Fig. 4. Overview of the developed guidelines for market launch of DDS
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information’ and ‘organization’ are used most frequently, whereas the difficulty of
implementation was rated highest for the actions of these two success factors and
lowest for the actions of the success factor ‘visualization’. The evaluation also clearly
showed the individuality of the market launch process. Only for 3 out of 15 actions, all
experts agreed on the time of implementation and the duration of the actions. In the
other cases, the experts contradict each other partly regarding the implementation
duration or time. Solely regarding the action ‘organizational structures’, all experts
agree on a longer duration than the six-month period of the guideline. Overall, the
temporal evaluation showed that the market launch phase of DDS is an individual
process and cannot be standardized across companies and DDS. Thus, the developed
guideline serves as a reference process that contains recommendations for practical
action in terms of time and content.

As the research process has not yet been completed, one exemplary action will be
presented here. Within the evaluation, the measure of ‘customer references” generated
the greatest difference concerning its relevance for the success of the market launch.
Whereas three of the interviewed experts rank the relevance of this action as quite low,
the two other experts identify this action as one of the most relevant ones. The executed
pre-workshop showed that the novelty and immateriality of DDS lead to greater per-
ceived uncertainty and higher adoption barriers among customers compared to tradi-
tional services. By creating trust between companies and customers, customer
acceptance barriers are overcome and perceived risks are reduced [12]. As a result,
stronger measures for building confidence and trust are necessary. Customer confidence
can be strengthened by the use of customer recommendations, as customers believe
other users more readily than the company’s conventional advertising [41]. Recom-
mendations partly compensate customers’ uncertainties and thus have a strong influ-
ence on the purchase decision, especially in case of intangible assets such as DDS [42].
The acquisition of new customers through existing customers thus weakens diffusion
barriers and increases the probability of adoption of the new service [18]. Three of the
five case studies use customer references within the market launch. The customer
references are used as soon as possible within the launch process not only to win and
convince future customers, but also to convince and motivate the sales and execution
team. For example, first positive feedback quotes from customers are sent to the
involved stakeholders per email only four weeks after the first pilot projects started.
The expert states that word of mouth is often more effective than a marketing campaign
to convince stakeholders of the DDS.

6 Key Contributions and Implications

The central research question (see Sect. 1) was answered in this paper with the
developing of a guideline for the market introduction of DDS. To do so, seven success
factors were identified which can be influenced by companies during the market launch
phase. These success factors were implemented through 15 strategic and operational
actions and 30 operational measures. Their relevance was confirmed by the evaluation
of the five case studies and by the use of the individual actions and measures in
practice. In addition, the service experts confirmed the accuracy of the five time phases
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of market launch defined in this paper. The evaluation showed that the market launch
phase is an individual process and that the standardization of time structure is not
possible across companies and DDS. The developed action guideline therefore serves
as a reference process which contains recommendations for practical application in
terms of time and content. A first validation has been conducted for middle sized/big
manufacturing companies (>10.000 employees and >2.5 bn EUR p.a.). For this group,
some patterns have been discovered for the launch process of DDS, e.g. that the
product management service was responsible for the development and market launch of
DDS from an organizational perspective; in these companies, most of the effort and
experience made in launch tactics was put into established product manufacturing
formally. With the development of the guideline, this work addresses the research gap
identified in the field of market launch processes of DDS and provides fundamental
contributions to the research in this area. The guideline offers practical benefits for
companies in the manufacturing sector through identified actions and measures and the
developed structures for the market launch. In addition, this work offers added value
through identified successful practices and in-depth insights into the market launch
process of successful companies. The findings are limited by the number of case
studies, the focused industry and the time frame. Consequently, the guideline does not
claim to be complete. For instance, there has not been a differentiation of traditional
and digital-native customers using DDS. The new generation of consumers may have a
different perception of the technology and different consumption habitudes concerning
digital services, which sensibly affect the analysis that has been made. For instance, the
degree of trustworthiness or the level of insecurity might not be the same in the future
for non-millennial customers.

7 Conclusion and Further Research

The purpose of this work was to develop a guideline for the market launch process of
DDS. To reach this goal, recommendations on content and timing were developed and
structured as reference process. Therefore, this work defines recommended actions and
measures by analogy analysis of current literature regarding product and service market
launch. These procedures and the results stemming from the research were further
evaluated with the help of successful practices who put them to the test as part of a pre-
workshop and three qualitative interviews with service experts. The evaluation with
five service experts confirms the relevance and practical benefit of the developed
actions for a successful market launch.

As for future research, further investigations are required focusing on an empirical
validation of the actions regarding their relevance for a successful market launch and
the costs of implementation. Furthermore, insights into different industries would
enable a more detailed guideline. Therefore, a large-scale empirical analysis must be
conducted within different industries to gain further knowledge regarding the market
launch of DDS. In the eight conducted case studies, a further need for research
regarding possible revenue models for DDS was detected.
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Abstract. Market studies have revealed major differences in the level of per-
formance among providers of Software as a Service (SaaS). The literature’s
understanding of the underlying success factors and thus, the reasons for this
performance discrepancy is, however, still limited. The goal of this research
paper is therefore to investigate the success factors of SaaS providers’ business
models by conducting an exploratory multiple-case study. 21 expert interviews
with representatives from 17 cloud providers serve as central method of data
collection. The study’s result is a catalogue of 27 success factors. In particular, a
SaaS service should be developed as a system comprising modular microser-
vices in order to meet the desired requirements in terms of cost advantages,
performance and scalability. Overall, established SaaS providers obtain a ref-
erence framework to compare, rethink and innovate their present business
models. Companies that are planning to offer SaaS in future gain valuable
insights which should directly feed into their business model design process.

Keywords: Cloud computing � Software as a Service (SaaS) � Business model
Success factors � Exploratory multiple-case study � Expert interviews

1 Introduction

Organizations have significantly increased the use of cloud computing services, which
offer virtualized IT resources in terms of infrastructure, data and applications, over the
last years [1]. This development is set to continue: according to a current study of
Gartner [2], the worldwide public cloud service market is projected to grow 16.6% in
2018 to total USD 287.82 billion, up from USD 246.84 billion in 2017. The largest
segment will remain Software as a Service (SaaS) with USD 55.14 billion.

However, cloud providers face considerable challenges, as they generally require
profound expertise with regard to both technical infrastructure concepts and the design
and management of service-oriented business models [3]. In practice, it can be par-
ticularly observed that several cloud providers encounter difficulties to effectively
design suitable business models. This is why many are still experimenting with a
variety of business models aiming to put themselves in a sustainable and profitable
position within the cloud computing ecosystem [4, 5]. Indeed, market studies have
revealed major differences in the level of performance between cloud providers [6, 7].
The literature’s understanding of success factors of cloud providers’ business models
and thus, the reasons for this performance discrepancy is, however, still limited [8, 9].
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Especially the largest segment, SaaS, has only been covered in a few isolated
studies with regard to success factors [10–12]. These contributions mainly focus on the
value proposition, while other business model components are disregarded, or are
solely literature-based, trying to summarize the fragmented literature on SaaS or
transferring success factors of related fields. Against this background, the goal of this
research paper is to investigate the business models’ success factors of SaaS providers
by conducting an exploratory multiple-case study. 21 expert interviews with repre-
sentatives from 17 cloud providers offering SaaS services serve as main data collection
method.

2 Related Work

Cloud computing is defined as “[…] a model for enabling ubiquitous, convenient, on-
demand network access to a shared pool of configurable computing resources (e.g.,
networks, servers, storage, applications, and services) that can be rapidly provisioned
and released with minimal management effort or service provider interaction” [13].
The literature distinguishes between three main service models – Infrastructure as a
Service (IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS). These
three service models form layers which are interrelated, each building upon the former.
A further differentiation is made between four deployment models: public, hybrid,
private and community [1]. The characteristics of cloud services, including on-demand
self-service, broad network access, resource pooling, rapid elasticity and measured
service, distinguish it from its traditional counterpart the on premise IT [4].

Whereas research has primarily emphasized the technical aspects of cloud com-
puting, significantly less consideration has been given to the substantial changes within
the business perspective [1, 6]. A literature research of Herzfeldt, Floerecke, Ertl and
Krcmar [6] revealed that three classes of publications from the cloud provider’s
business perspective have been advanced so far: papers that are (1) proposing models
or algorithms focusing on the optimization of costs and other resources, (2) dealing
with business models and ecosystem models, or (3) discussing fundamental business
benefits and challenges of cloud computing from different perspectives and for various
industries. Concerning (2), the introduction of cloud computing has radically changed
the way IT resources are produced, provided and consumed [1]. Hence, it is considered
as a co-evolution of computing technology and business models [14].

A business model, in general, is regarded as a tool for depicting, innovating and
evaluating the business logic of a firm [15]. Even if no commonly accepted definition
of the term “business model” has been established yet, the component-based view
dominates the research [16]. Accordingly, a business model is a system comprising a
set of components and the relationships between them [15]. There is, however, no
consensus on the specific set of relevant components [17]. Nevertheless, a large number
of cross-industry and industry-specific business model frameworks provide possible
design options for selected components [16]. One comprehensive and widespread
cross-industry framework is the Business Model Canvas [18], which includes nine
components: key activities, key resources, partner network, value propositions, cus-
tomer segments, channels, customer relationships, cost structure and revenue streams.
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Specific research on cloud computing business models is nascent [4, 19]. Giess-
mann and Stanoevska-Slabeva [20] proposed a classification model for PaaS providers’
business models and hypotheses regarding future directions. Giessmann and Legner
[21] published a set of possible design principles that guide software providers to
define PaaS business models. So far, the only holistic cloud-specific business model
framework was developed by Labes, Erek and Zarnekow [22]: their morphological box
entails various categories representing the basic components of a business model, each
broken down into design features that show design options [22]. Based on this, Labes,
Hanner and Zarnekow [8] analyzed the business models of selected cloud providers,
matched them with the framework and identified four common patterns of cloud
business models. Another research strand is the analysis of the impacts of the shift from
an on premise to a cloud computing business model (e.g. [4, 5, 23–26]). Other scholars
have dealt with the process itself of transforming an on premise to a cloud business
model [27, 28]. For supporting this business model development process, Ebel,
Bretschneider and Leimeister [29] developed and evaluated a software tool. A literature
study of Labes, Erek and Zarnekow [19] shows that several further contributions have
dealt with one or a small quantity of business model components, such as the revenue
[30] or the resource model [6], while a holistic approach remains an exception. Such a
strict separation, however, contradicts the logic of business models as the single
components are understood as interrelated [15].

For a long time, business models have played a central role in explaining a firm’s
performance and deriving success factors [16, 17]. According to Rockart [31], success
factors are defined as “[…] the limited number of areas in which results, if they are
satisfactory, will ensure successful competitive performance for the organization”.
Success factors are applicable to all companies in an industry with similar objectives
and strategies [31, 32]. A distinction can be made between generic success factors,
which are valid for all kind of companies, and domain-specific success factors, in this
case cloud-specific success factors [8]. Therefore, it is difficult to transfer the success
factors from adjacent research areas to the cloud computing ecosystem without prior
examination. The literature’s understanding of success factors of cloud providers’
business models is limited [8, 9]. Beside a recent study focusing on success factors that
relate to the providers’ relationship with the consumer in the end consumer market [9],
research has only provided one extensive analysis of the characteristics of cloud
computing business model components and their link to business success: Labes,
Hanner and Zarnekow [8] derived abstract success factors by relating publicly available
characteristics of the business model components to a firm’s web visibility and profit.
However, both studies disregard that the cloud computing ecosystem contains provi-
ders fulfilling various roles and thus, is characterized by a high degree of heterogeneity
[33]. Focusing on the ecosystem role of SaaS providers, Ernst and Rothlauf [12]
proposed potential success factors by transferring success factors from related research
fields. Walther, Plank, Eymann, Singh and Phadke [11] summarized single success
drivers based on a review of general SaaS literature. Wieneke, Walther, Eichin and
Eymann [10] conducted expert interviews with employees of a SaaS provider with
particular focus on the value proposition, while neglecting the other business model
components.
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3 Research Design

3.1 Research Methodology

To investigate the success factors of SaaS providers’ business models, a multiple-case
study approach was selected [34, 35]. Yin [35] defines a case study as “[…] an
empirical inquiry that investigates a contemporary phenomenon (the “case”) in depth
within its real-life context, especially when the boundaries between phenomenon and
context may not be clearly evident”. Case study research is suitable (1) to undertake
research in a field in which few previous studies have been carried out, (2) to answer
“how”, “why” and “what” questions in order to understand the nature and complexity
of the processes taking place and (3) to learn about the state of the art and generate
theories from practice [34]. All of these three factors apply to the study at hand.

This case study follows the positivistic tradition [36]. More precisely, an inductive
research approach was applied with the aim to reach predominantly exploratory con-
clusions [35]. In line with that, this research did not start with a specific hypothesis
being tested. However, Eisenhardt [37] argues that a priori specification of constructs
can be a helpful tool in shaping the initial design of a study. Therefore, this research
used existing concepts from the literature on cloud computing business models and
success factors for initial framing. But “[…] no construct is guaranteed a place in the
resultant theory” [37], because of the study’s exploratory nature.

3.2 Site Selection

Case studies can be categorized as single and multiple-case studies [36]. For this
research, a multiple-case study approach was chosen as the intent was hypothesis and
theory building. In addition, a multiple-case design allows cross-case analysis which
yields more general research results and ensures internal validity [34, 35].

Multiple-case designs depend on careful case selection to maximize insights [36].
The units of analysis are individual SaaS providers. These were chosen for enabling
literal (conditions of the case lead to predicting the same results) and theoretical
replication logics (conditions of the case lead to predicting contrasting results) [35]. As
a prerequisite, the respective provider had to be listed in a ranking as a successful
provider by a leading research and advisory company like Gartner or Forrester. In this
way, it was ensured that the basic settings of the providers were fundamentally the
same (literal replication). For theoretical replication, the aim was to include providers
with different experience, size, geographic coverage, number of occupied ecosystem
roles, target markets, served industries, and assessment of the importance of cloud
compared to on premise. Due to the heterogeneity of the cloud providers, it was
possible to draw cross-case results, as it replicated findings across all cases and helped
to detect similar and contrasting results, which lead to generalizable conclusions [35].
The selection procedure resulted in seven SaaS providers. This is in line with Eisen-
hardt [37] who recommends four to ten cases as a reasonable number to reach external
validity. Besides, ten successful IaaS and PaaS providers that additionally offer SaaS
services were chosen using the same case selection procedure.
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3.3 Data Collection and Analysis

As data triangulation is highly recommended in case study research [34, 36], data
collection relied on more than one source. The study started with a screening of the
websites of the respective providers to gain background information. This initial data
collection was directly incorporated in the following expert interviews with one or two
representatives from each organization. The interview partners were selected based on
the following criteria: the person should hold a managerial position and have
responsibility for overseeing the organization’s business models and strategies. Seven
interviews across seven SaaS providers were conducted. Besides, fourteen interviews
with IaaS and PaaS experts from ten cloud providers which also offer SaaS were
performed. The 21 experts stemmed from twelve large and five medium-sized cloud
providers, had between three and ten years’ experience in the cloud field and held
leading positions within their companies (board members, portfolio, product, sales,
marketing and IT managers, and senior consultants). This research paper presents the
integrated results as the discussions were not limited to the chosen cloud layer.
Interviewees often drew on their experience gathered in SaaS. This may be due to the
fact that the three cloud layers build up on one another. That proved to be a strong
advantage as it increased the data pool and thus, the generalizability of the findings.

The interviews were based on a pre-tested interview guide, encompassing open-
ended questions. When designing the interview guide, it had to be considered, whether
to ask with a framework such as the Business Model Canvas [18] in mind or without a
given set of business model components concerning success factors. In line with the
study’s exploratory character, it was decided not to push the experts into a given
framework. Instead, they should be given the chance to think and answer freely,
independent of predefined components. This approach was also deemed more appro-
priate by the two pre-test sessions. The resulting interview guide (available upon
request from the author) focused on identifying the success factors of SaaS business
models from various perspectives (Fig. 1). These perspectives were derived from the
literature on collecting success factors [32] and on the characteristics of business
models.

Selected Perspectives on 
Business Models‘ Success 

Factors

Perceived Success Factors
(Firm-Specific)

Previous Business Model 
Changes and Their Reasons 

(Firm-Specific)

Foreseeable Business Model 
Changes and Their Reasons 
(Firm- and Industry-Specific)

Conscious Measures for 
Differentiation from       
Direct Competitors          

(Firm-Specific)

Perceived Success Factors     
of Direct Competitors

(Industry-Specific)

Risks
(Firm- and Industry-Specific)

Fig. 1. Selected perspectives on success factors of cloud computing business models
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The interview guide was not sent to the experts in advance as a spontaneous
response was desired. The 21 interview sessions took place from June to November
2017 in a face-to-face manner or via telephone in German. The duration of the inter-
views ranged from 30 to 100 min. Whenever appropriate, the laddering technique was
applied, which follows a process of digging deeper by asking further questions [38].
Thus, the interviews were conducted as guided conversations rather than structured
interviews. In order to facilitate the data analysis, all interviews were recorded with the
permission of the participants. Each interview was subsequently transcribed and proof
read. As the experts were ensured anonymity, the data acquired was sanitized so that no
individual person or organization can be identified. The data collection was undertaken
until theoretical saturation was reached [39]. This was the case, when the answers of
the experts were repeated many times and no new aspects were added, so that further
data would have not provided additional insights. This was achieved relatively quickly
as the fourteen experts for IaaS and PaaS often also referred to SaaS.

The data analysis process was conducted in two phases based on the recommen-
dations of Corbin and Strauss [39] using MAXQDA. The first phase consisted of open
coding – a line-by-line analysis of the transcribed data. The components of the Busi-
ness Model Canvas [18] served as the basis categories of the coding scheme. The
resulting codes were discussed iteratively with colleagues of the chair until consensus
was obtained. Within this step, the number of codes was reduced. In the second phase,
the codes were further consolidated via axial coding technique. The whole data analysis
was an iterative process of coding data, splitting and combining categories, and gen-
erating new or dropping existing categories. A factor was classified as “success”, if it
was expressed as such by various experts or if, in case of a single notion, convincing
arguments were provided, or if it emerged as an important aspect during analysis of an
individual case or if it was identified as such when conducting cross-case comparisons.
In line with Corbin and Strauss [39], no attempt was made to statistically evaluate the
importance of the results. Theoretical relevance of the concepts was established by their
repeated presence or notable absence. As a SaaS provider is dependent on the IaaS and
PaaS layers, only success factors that can be influenced actively by a SaaS provider
were incorporated. Every success factor was further classified by the author as generic
(g), similar to other domains, or SaaS-specific (s). In the following, the classification is
noted in brackets after the designation of each factor.

4 Success Factors of SaaS Providers’ Business Models

4.1 Revenue Streams

Setting Prices According to the Generated Customer Business Benefit (s)
For SaaS providers, a monthly subscription fee is the common pricing practice.
A traditional basis for price calculation is the provider’s incurring costs. A much more
promising approach is pricing according to the generated customer benefit: the provider
tries to tip into the additional value his service yields for the customer’s business –

direct cost savings or additional revenues. This has the benefit of being very transparent
and comprehensive for clients which increases their willingness to pay. A prerequisite
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is that the provider maintains a close and long-term relationship with the client and
understands his business processes. This approach has proved most suitable for
applications related to production processes, but less for standard office software.

Offering Flexibility Within the Pricing Model (s)
Besides offering predefined pricing models, an open attitude towards individual
requests from customers concerning the design of the price model can have a strong
effect on customer satisfaction. According to the experts, a SaaS provider should not
insist on a standard pricing model. Instead, a price model should take the characteristics
of the business model and the situation of different customers into account. Therefore, a
SaaS provider should, in certain cases, be capable to adapt the pricing model according
to specific customer preferences.

Supporting of “Bring Your Own License” (s)
In order to attract new customers or to move long-term on premise customers into the
cloud, it is crucial to allow bringing previously purchased licenses of on premise
software for a corresponding cloud service. This is challenging in case the license stems
from a third-party provider. An on premise license has a specific calculation basis, most
commonly the customer’s CPU cores. But due to virtualization of hardware, it is
difficult to ensure that the service solely runs on the allowed number of CPUs in the
cloud. Nevertheless, it is vital to comply with the license conditions.

4.2 Key Resources

Building Up Domain Knowledge and Industry Expertise (g)
SaaS providers must aim to accumulate a broad domain knowledge and industry
expertise in the fields they operate in. Despite the importance of technical aspects of
SaaS service implementation, it is a success factor to have a deep understanding of the
customers in their situation within their industry. If providers are not able to build this
up in-house, they must rely on partners that possess such knowledge. This is a pre-
requisite to ensure that the developed SaaS service delivers added value to customers.

Possessing the Leading Certificates (s)
A SaaS provider has to obtain the relevant certificates. These are commonly demanded
within tendering processes. The importance of certificates varies in relation to client
size and type of SaaS service: whereas small firms may partly consider certificates as
dispensable, they are vital in an enterprise environment. SaaS services working with
insensitive data commonly do not demand certifications. As the procedure of obtaining
a certificate is time-consuming and expensive, smaller providers are unable to compete
in this aspect. Providers offering SaaS exclusively are strongly advised to choose a
certified IaaS provider.

Having a Multitude of Highly Qualified Employees (g)
The experts stressed the importance of having a multitude of highly qualified
employees. This particularly includes software developers who implement the cloud
service portfolio. Besides that, employees with technical know-how are needed to
support the customers in case of uncertainties and problems over the whole cloud
service lifecycle. A high volume of qualified employees generates speed and innovation
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which is required in the rapidly growing and changing cloud computing ecosystem.
However, the interviewees reported that it is becoming increasingly difficult to attract
and retain skilled developers as the market for developers is running dry.

Owning a Large (Pre-cloud) Customer Base (g)
A large customer base that a provider established before the emergence of cloud
computing is considered a high-valued resource. A successful, established business
relationship provides easy and fast access to potential cloud customers: First of all,
long-standing and satisfied customers have confidence in the qualities of the provider.
Second, the customers know the provider’s support processes and do not want to
contact another provider when problems occur. Third, customers are used to the pro-
vider’s applications, so they are commonly reluctant to change the provider.

4.3 Value Propositions

Offering Cloud Native Applications (Microservices) (s)
Traditional on premise software is not cloud ready, per se. This means, it is unable to
meet the high expectations in terms of cost advantages, performance and scalability.
Hence, it is mandatory to transform the architecture or to rebuild the whole application
for cloud purposes. Specifically, SaaS services should be built as a system comprising
modular microservices. These microservices are characterized by their ability to
manage autonomously which and how much IaaS resources they require for their
current operation. Deployed into an open source container, they can be directly run at
different IaaS providers. In addition, these single modules can be combined according
to the individual requirements of a specific customer.

Parallel Offering of Cloud and on Premise Applications (s)
Many customers have their core IT systems, e.g., manufacturing systems, internal and
want to keep them as is over a longer period. This is mainly due to security, but also
performance concerns. In total, the demand for on premise applications remains strong.
Therefore, providers that have a high amount of clients within the on premise segment
should in no case stop offering these systems and their support. Providing both SaaS
and on premise applications is especially important for global players as they can
thereby address the varying cloud adoption rates between countries.

Providing Adaptability of the Application on the Customer’s Side (s)
SaaS customers are by definition expected to give up their desire for individual
adaptions. Nevertheless, clients want to be able to parameterize and configure the SaaS
service to their requirements and flavor. Otherwise, the probability that the SaaS service
is used is low. A SaaS service should consequently cover a broad spectrum of best
practices for the clients to choose from. This must be possible without any program-
ming skills as SaaS is usually utilized by business users. For customers, it is not
tolerable that each small adaption requests a change project.

Achieving a High User Experience of Cloud Services (g)
The experts agreed that the topic of user experience is highly significant in the SaaS
field. The handling of SaaS services must be self-explanatory and simple, to enable
immediate use. Traditional concepts which have been utilized within large on premise
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software systems are less suitable. Customers desire an uncomplicated user experience,
which they are accustomed to in their private environment. This has the additional
advantage to minimize training course expenditures for customers’ employees.

Offering Private Cloud Deployment Models (s)
Currently, the customer demand is significantly higher for private than for public cloud
deployment models. Many clients consider private clouds as an interim solution on
their way to public cloud. Private clouds are preferred due to data protection, security,
regulation and compliance reasons. In addition, a private cloud allows a higher degree
of customization which customers often demand. Ultimately, it is mandatory for SaaS
providers to include private cloud offerings in their portfolio.

Guaranteeing a High Availability (g)
It is absolutely imperative to ensure a high availability of the offered SaaS services.
However, negative incidents in the past prove how challenging this undertaking is.
A long-lasting service failure comes along with a significant loss of customer confi-
dence, leading to adverse effects on the provider’s economic situation. Therefore, the
specification and compliance of the service level agreements is very relevant.

Ensuring the SaaS Service to Run on All Leading Platforms (s)
A SaaS service has to be developed to be compatible with all leading IaaS/PaaS
platforms. For this purpose, a SaaS provider has to be careful in utilizing proprietary
PaaS services as these vary between providers. Otherwise, the SaaS service is tied to
that specific PaaS platform making it hardly portable. Hence, the experts recommended
to rely on standard open source services and to use platform-specific services only
when absolutely necessary. This way, SaaS providers can ensure that their services are,
if necessary with slight adaptions, compatible with most IaaS/PaaS platforms.

Offering Customer-Specific Service Individualization (g)
SaaS services are characterized by a high degree of standardization. Nonetheless, it is
important to preserve a certain degree of flexibility. Some customers have more indi-
vidual requirements that cannot be entirely met with the standard offering. Of course,
each customization leads to additional costs. But customers are willing to pay for the
considerable added value. Offering customer-specific adaptions is a way to differentiate
from competitors. Smaller providers have an advantage as their organization structure
is more flexible allowing them to address individual demands more easily.

Offering a Broad SaaS Service Portfolio (g)
The experts found offering a multitude of SaaS services important to succeed. The
reasons for this are the following: First, a broad service portfolio achieves increased
attractiveness of a provider as customers feel more prepared for the future. Second,
customers always look for an answer to their individual requirements. By means of a
broad portfolio a provider can better respond to that demand. Third, taking a broad
approach offers a way to distinguish oneself from competitors.

Providing Extensive Customer Support (g)
Providing extensive support over the whole SaaS service lifecycle is essential. This
includes support services related to selection and composition, as well as usage and
operation of SaaS services. SaaS providers should commit to work very closely with
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customers. A lot of customers appreciate a personal contact partner and are willing to
pay extra for qualitative support. They want to call if a problem should occur. The
customer support process has to be integrated, meaning that customers should not have
to talk to more than one employee to identify and solve a problem.

4.4 Customer Relationships and Channels

Offering Personal Sale Beside Self-service (g)
Some SaaS providers have the illusion that each type of cloud service can be sold by
self-service without considering the size of the client company. However, the accep-
tance of self-services decreases from IaaS toward SaaS. A reason for this is that SaaS
services often have to be integrated in the customers’ business processes and IT
landscapes. Whereas small firms intensively use the self-service option, medium-sized
and large enterprises commonly insist on personal contact to the provider combined
with individual contract negotiations. Therefore, depending on the target group, it is
mandatory to offer the additional possibility of engaging in negotiations.

Conducting Marketing Activities (g)
To stand out from the large number of SaaS providers, marketing is of great significance.
In addition, due to the short contractual periods in the SaaS field, the customer royalty is
decoupled. Further, the decision on the client’s side in favor of a specific provider is
often not based on performance features. On the contrary, the provider’s image is a
decisive factor. The importance of marketing is expected to grow further as the decision-
making power moves increasingly towards business units. Examples for promising
marketing channels are presentations at conferences, publication of articles, cooperation
with universities, use of social media and buildup of communities. Moreover, the value
of reference customers for newly developed services was emphasized.

Initial Explaining of the Cloud Computing Concept (s)
Many potential cloud customers have considerable doubts whether they should move
into the cloud or not. This is especially the case for customers from German-speaking
countries. The central concern is data security. Oftentimes the source of these doubts is
a lack of knowledge. For SaaS providers, it is crucial to address these fears and
unknowingness at the beginning of the customer relationship by explaining the general
conditions of cloud computing in detail. This is a valuable contribution to establish
trust.

Establishing a SaaS-Specific Incentive System for the Sales Division (s)
The traditional incentive system for the sales division which has worked well for on
premise solutions is not directly transferable to SaaS. A long time it has been possible
for a salesman to make deals at regular intervals within one customer relationship
whereby he received his commissions regularly. In the case of SaaS, clients usually pay
a subscription fee for a longer period of time. But from then on, no salesman is needed
any more. By selling SaaS the salesman takes away his future up-selling options as
customers get an all-inclusive deal. This makes it mandatory to develop a SaaS-specific
incentive system to promote motivation within the sales division.
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4.5 Key Activities

Utilizing Agile Software Development Models (s)
Traditional, sequential software development models such as the Waterfall Model [40]
are not appropriate for the development of SaaS services. Instead, agile methods like
Scrum [40] are substantial to realize short innovation cycles. Development speed is an
important factor: new services or additional features have to be delivered continuously
and fast on the platform in order to improve the portfolio. In the context of agile
development, DevOps plays an important role, meaning there has to be a close con-
nection between development and operation of any cloud service.

Conducting Research and Development (g)
The interviewed experts pointed out that research and development at a high level is a
deciding factor in the rapidly changing cloud computing ecosystem. The risk of lagging
behind in technological development is high, which is why many cloud providers are
not only carrying out in-house research and development, but also acquire smaller
cloud providers to increase their service portfolio and knowledge.

Involving Customers in the Development of New SaaS Services (g)
It is considered a serious mistake to develop a new SaaS service internally for an
anonymous market. Instead, one should work closely together with customers.
A promising source for new SaaS services is direct customer feedback. When cus-
tomers request a feature or suggest a new SaaS service, it should be analyzed whether
other customers might be interested, too. Another source for new SaaS services is to
scale from customer-specific projects to other customers. Further, the establishment of
customer workgroups for constant exchange with regard to customers’ problems and
expectations and to forecast future trends is seen as a valuable asset.

4.6 Partner Network

Building Up a Partner Ecosystem (s)
A thriving partner ecosystem firstly serves as a sales and marketing channel: cloud
services are highly scalable, but it is impractical to interact personally with each client
as the sheer volume of sales staff for this cannot be supported. Hence, partners can act
as resellers of a provider’s SaaS services. Thereby, a closer proximity to clients, further
geographic coverage and outreach customer segments that do not exclusively fall into
the provider’s scope can all be achieved. Secondly, a SaaS provider cannot perform all
additional services outside his core business himself. These services include training
and support which are fundamental to enable optimum use of a SaaS service.

4.7 Customer Segments

Focusing on Ambitious Medium-Sized and Large Companies (s)
The target customer segment is mainly determined by the type of application: small
firms commonly search for small and isolated SaaS services, larger firms require
applications to be well integrated in their processes. The experts recommended focusing
on a specific segment. The more sophisticated medium-sized and large companies are
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considered as the most valuable one: (1) Providers can further sell on premise solutions.
By focusing on small start-ups, one would miss this opportunity as they tend to obtain
their whole IT from the cloud. (2) Many small firms lag behind in technological
advances and business trends. (3) Larger firms have more financial resources.

Offering the Opportunity for Firms of All Sizes to Become a Customer (g)
Although it is primarily important to focus on a special target group, SaaS providers
should also cater other possible clients. Small firms, in particular, should be given the
opportunity to order a SaaS service and pay with credit card. Another option is to
distribute special SaaS services for smaller companies through partner firms. To reach
larger companies, a SaaS provider must mandatorily offer personal support as well. The
overall target should be to reach as many customers as possible.

5 Discussion

This study revealed that several SaaS providers simply transfer their traditional on
premise applications to a virtual server without modification and offer it as SaaS.
However, this way, the requirements in terms of cost advantages, performance and
scalability cannot be met. Instead, a SaaS application should be developed as a system
comprising modular microservices that are characterized by the ability to autonomously
manage their need of IaaS resources for operating a specific task. As a consequence, the
main concern of IaaS providers will no longer be to solely offer a virtual server because
it is becoming less common for customers to order a pre-defined amount of compute,
storage and network resources. The current IaaS business model is therefore expected
to change drastically in the near future.

Moreover, it turned out that demand for on premise solutions will remain strong
over the next years. However, many providers have emerged on the basis of the cloud
concept and thus do not have any existing on premise offering. On the other hand, a lot
of established IT firms have just begun developing a cloud version of their applications.
Thus, providers who are already able to offer applications for both worlds have a great
advantage. A promising strategy is to develop each new application as a cloud native
version because it must only be slightly adapted to be sold as on premise.

In addition, private clouds are currently very popular. They are mostly seen as an
interim solution on the way to public clouds. The experts hence predict a significant
rise in demand for public clouds in the coming years. Nonetheless, clients from certain
sectors such as the public or the banking sector are expected to remain skeptical. Also,
only a few firms are likely to transfer sensitive data into public clouds.

Furthermore, this study showed the major advantage of openness towards client-
specific requests, e.g., regarding the pricing model or the design of the SaaS service.
Related to that, ordering a SaaS service via self-service is hardly accepted particularly
among medium-sized and large companies. Personal contact is preferred. However,
addressing client-specific requests contradicts the SaaS providers’ goal of achieving
economies of scale.
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Concerning the business model development and innovation process as such, it
became obvious that a large majority of the considered cloud providers does, contrary
to the recommendation of scholars [15, 16], not undergo a systematic, phase-oriented
process. It is rather conducted within occasional workshops in which new ideas
regarding the business models are collected and then released for implementation.

6 Summary, Limitations and Outlook for Future Work

In order to investigate the success factors of SaaS providers’ business models, an
exploratory multiple-case study was conducted. This resulted in a catalogue of 27
success factors. Most success factors relate to the value proposition, whereas the cost
structure was not addressed by the experts. Besides being a promising starting point for
further research, the results are particularly useful for practitioners. Established SaaS
providers get a reference framework to compare, rethink and innovate their present
business models. Companies that are planning to offer SaaS in future gain valuable
insights that should directly feed into their business model design process.

The limitations of this study include the relatively small number of SaaS providers.
However, through the integration of the insights of fourteen interviews with IaaS and
PaaS experts who also gathered experience in the SaaS field, the data pool and hence,
the generalizability of the findings was significantly increased. A second limitation may
be the geographic scope being centered on Germany. But as the majority of the selected
cases consisted of internationally operating providers, this influence is regarded as low.
Despite the valuable results achieved, there remains a considerable need for further
research: First, as not all derived success factors are of equal importance, their rele-
vance has to be ranked. Second, it should be investigated to which extent the success
factors are currently covered in practice. Third, the focus of this study was laid upon the
isolated effects of individual success-driving business model characteristics. As a
business model is a system comprising a set of components and the relationships
between them, the combined effect of specific characteristics has to be examined.
Fourth, as success factors may change over time, they have to be reassessed in future
regarding their ongoing relevance. Thereby, researchers might use a given business
model framework to overcome the unequal distribution of success factors. Finally, due
to the applied research design, the direct comparability of the study’s results with the
existing, isolated contributions on success factors of SaaS business models is only
possible to a limited extent. Against this background, there is the necessity to conduct a
systematic, comparative and integrative meta-study.
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Abstract. The collection, analysis, and interpretation of digital data has
become an important factor for the provision of services. However, there is a
lack of methodologies for using data analytics systematically in an end-to-end
process for designing services. Therefore, in this paper, we develop a conceptual
approach covering the innovation funnel from idea generation to market
deployment. In particular, we describe how qualitative approaches alternate with
quantitative approaches along the innovation process. We pay special attention
to the design of data-driven value propositions including the analysis and
modeling of the customer needs, a phase in which the concept of hidden needs
and pains is applied. To conclude, we propose the development of a tool to
support and industrialize the approach discussed in this paper.

Keywords: Data-driven value creation � Data-driven innovation process
Service innovation

1 Data-Driven Services

This paper describes the concept of a new approach and a tool for data-driven service
innovation. The goal is to develop a methodological approach and to conceptualize a
tool for the systematic procedure along the innovation process starting from finding the
appropriate innovation field to testing and deploying the services in the field and in the
market.

Data and analytics have become a relevant differentiator for service-based business
models [1]. The application of data science in services is considered the next frontier of
innovation and customer-oriented value creation [2]. Most literature sources dealing
with data-driven services and products consider the data-driven value creation by the
actual product or service. That means they are not taking into account that data and
analytics can also create value in the course of the entire service innovation process.
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Data-driven value propositions make use of data-based insights during the usage of the
service. In [3] and [4], for example, a wide range of data-driven applications is dis-
cussed. These applications are classified into domains like services for personal rela-
tionships, family and life, for marketing and advertisement, financial and risk
management, healthcare, law enforcement, fault detection, safety, logistics, manufac-
turing and process management, governmental and public services, human resources
management etc. According to [5], the value chain for data-driven services can be
depicted as shown in Fig. 1. Using analytics and data science, insights can be created
from data. However, insights by themselves do not yet make up a service because it is
not clear whether they provide value to a user. Many practical cases have shown that
insights generated by analytics do not automatically generate business value. Instead,
these insights need to be transformed into value for users in order to contribute to a
service. Providing a relevant value to users increases their willingness to pay for that
value, and hence the service. This payment can also be provided in non-financial forms
(e.g., by providing data or other forms of personal investment). In Sect. 2 we will
discuss in more details how to determine the appropriate service values for users in a
given context.

For a given service design challenge, it is often not clear how to apply data science
for creating service value for specific customers. [6] and [7] postulate that data-driven
services must create actionable outcomes that help customers to reach their goals. As
shown in the previous sections, there are sources in the literature describing the
application of data for value generation in products or services. However, there is still a
lack of methodology about data-driven innovation and design procedures for the
development of such new value propositions. The support of the service innovation
process with data science-based approaches is discussed in the literature. Still, the focus
is primarily on the application of data science for analyzing customer behavior or create
a customer segmentation (e.g., [8–10]).

Further research for data-driven service design is relevant and required [11, 12].
The goal is to design and engineer services that are consistently customer-centered, i.e.,
derived from the customer’s requirements, and that leverage the potential of data
science. In [5] and [13], the application of data science tools along the service design
process is described, whereby a categorization of data science in nine different
business-oriented outcomes is applied according to [14]. In [15], the data-based

Fig. 1. The data-driven service value chain
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elicitation of customer needs based on the analysis of social media data is described for
the detection of unsatisfied needs from individuals. However, this does not yet
encompass a comprehensive end-to-end approach for data-driven service innovation,
which would also cover the early innovation stages like defining the innovation field
and ideation, continuing with customer analysis and the design of the actual data-driven
value proposition, and finally concluding with the customer testing of the service and
its market launch.

The approach in this paper differentiates itself from the existing literature in the
following ways: it is based on [5] and [13], but considers the end-to-end service
innovation process taking into account all phases from defining the innovation field to
testing and launching the service. A special focus is put on the phase for designing
data-driven value propositions including the systematic assessment of hidden customer
pains.

In Sect. 2, the customer-centered service design and its challenges are discussed.
This creates the basis for the further development of a data-driven innovation process
which is then described in Sect. 3. We conceptualize a data-driven process approach
for the end-to-end design of services and suggest the development of a tool to support
this process.

2 Customer-Centered Service Design and Its Challenges

2.1 Service Design Approach

The approach discussed in this paper is aligned with the concept of the service-
dominant (S-D) logic, which defines service as the application of competences
(knowledge and skills) for the benefit of another entity or the entity itself [16–18].
According to the S-D logic, value is always co-created by the customer in this context.
Value creation is deployed over a period of time which exceeds the discrete moment of
sales and distribution [18]. E.g., the service value creation may start with the customer
evaluating the service, continue with learning to use it, paying, renewing it etc. This
can be described by the concept of the customer journey, which is the interaction
journey of the user [19, 20]. With respect to the customer benefit, each use of a service
creates a different experience and results in an assessment by the customer, depending
on his individual situation and context. When designing a new service, it is therefore
essential to first define the target customer and to explore the needs for service in the
specific context. This is often done using the concept of the persona [20].

The next step is then to design a value proposition that provides relevant service
benefits for the chosen persona. Approaches for the integrated design of service
experiences that are methodologically based on the theory of service science are
described in the literature [18, 19, 21, 22]. Here, the co-creation of value and service
experiences plays a central role. The research-based approaches for service design have
been transferred into a set of methodologies for practitioners. They have been applied
and tested in practice for designing relevant value for customers (e.g., [20, 23, 24]).
Service is designed in an iterative process consisting of several phases in which there
are specific design challenges to be solved. With the data available today and the tools
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to analyze it, better solutions for these challenges can be found. Still, there is no
systematic procedure available to do this.

The customer receives a service along the steps of the customer journey. Hence, a
service is an experience over time covering all phases of the customer journey [19, 21].
Thus, service design takes care of how and in which context potential customers
become aware of the service, how they buy, install and start using the service, how they
use and benefit from the service and what they experience at the end of the customer
journey when they leave or renew the service. The evaluation of the customer needs
represents a central starting point. Value propositions are designed, tested and
improved together with the customer in order to provide the right benefit in the right
context.

To start, we now put the focus on the problem of understanding the customer’s
needs and designing value propositions to meet those needs. The design of service
value propositions needs to take into account not only functional, but also emotional
and social needs of the individuals. The literature [23] provides templates and proce-
dures for the systematic design of value propositions according to which the customer
needs are assessed in terms of customer jobs, pains, and gains (see Fig. 2).

Services are designed in iterative procedures in close co-creation with the customer:
rapid service prototypes are implemented in very short cycles and tested with cus-
tomers [19]. This yields feedback about the assumptions made about customer jobs,
pains, and gains and about the presumed relevant value proposition. Based on the
feedback, new assumptions are made and implemented again using rapid service
prototyping. After a sufficient number of such iterations, the design process is expected
to converge to a solution that is good enough to be brought to market [21, 23].

2.2 Challenges of the Service Design Approach

The service design approach as described in Sect. 2.1 has proven to be very effective in
practice for designing new service value propositions that are relevant for users or
customers [25]. However, there are also a couple of unresolved problems and
challenges.

Fit

Gain
Creators

Pain
Relievers

and
Services

Jobs

Gains

Pains

Fig. 2. Value proposition canvas (adapted from [23])
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First, although the iterative design process is effective in the sense of avoiding
costly implementations of irrelevant solutions thanks to the “fail early, fail cheap”
principle, it lacks quantitative evaluation techniques and is mainly based on qualitative
methods for testing solutions [26]. In other words, the process from assessing the user
needs by interviews to translating them into solutions by value proposition design and
testing them in the field with test users is highly qualitative and thus takes long to
converge towards a solution.

Second, due to the qualitative approaches in assessing and testing the user needs,
the conclusions drawn from the experiments depend on the people that are involved. I.
e., the characteristics of the people and teams involved play an important role [27]. In
practice, too, the authors have observed some kind of arbitrariness in the conclusions of
service design workshops. Giving the same design challenge to different design teams
may result in completely different outcomes. The literature reports that service design-
based approaches may not look scientific and the results often have the character of
visions or wish scenarios [28].

Third, although the design-based approach aims at assessing the underlying
motivational needs of the users or customers, it is often not obvious whether the real
needs have been detected. When referring to needs, a common concept is this of
“hidden needs and pains” [29]. Hidden pains are issues and problems the customers
face in everyday life but have not yet realized. They are “hidden” either because the
customers do not reflect on everyday inconveniences or because they simply accept
those. This particularly applies to inconveniences for which customers cannot imagine
a practical solution. Hidden needs and pains are not on the surface hence cannot
necessarily be elicited from interviewing (see Fig. 3). Asking questions such as “so
what do you need?” will not help to identify the needs resulting from these pains.
Instead, discovering hidden needs and pains requires using more in-depth observant
and explorative methods.

These are used to deduce how products or services have to be designed to be
perceived as useful and convenient by customers, thus increasing the likelihood of a
successful launch of the innovation.

Fig. 3. Levels of knowledge about experience and their assessment [35]
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3 Data-Driven Process Approach for the End-to-End Design
of Services

3.1 The Innovation Process Funnel

The innovation funnel is a typical form to represent the structured procedure of the
innovation process. There are several forms reported in the literature (e.g., [30–33]).
They all have in common that they start with a widely open exploration and converge
over time towards a commercial solution that is brought to market launch (see Fig. 4).
The exploration starts with scanning market and technology opportunities and transi-
tions to idea generation, which is strongly based on creativity techniques. In the sub-
sequent phase, customer-centered service design approaches as discussed in Sect. 2.1
are applied. After successful service design, the solution is tested in the market and, if
again successful, finally launched commercially. During this process, the search field
for service innovation is narrowed down by continuous iterations of “design-test-
improve” cycles, as represented by the converging funnel in Fig. 4. By testing and
discarding ideas and rapid service prototypes, the number of candidate services (dots
inside the funnel in Fig. 4) is continuously reduced until there is ideally one tested and
approved service left over for launch.

The procedure along the innovation process funnel shown in Fig. 4 is effective in
the sense that it systematically provides relevant results. However, as discussed in
Sect. 2.2, the process of exploring opportunities, generating ideas, designing and
testing service prototypes and market testing is largely based on qualitative method-
ologies and therefore highly variable and lacks scientific and data-based approaches
[26–28]. Co-creating with people, leveraging their mind and intuition is indispensable
for generating new ideas and validating them. However, with the broad availability of
data in all kinds of domains today, it is possible to shorten the cycles and speed up the
end-to-end innovation process over all. Leveraging data and technology is a research
priority that needs to be interlinked with service design and service innovation and

Fig. 4. Innovation process funnel
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represents an emerging area [34]. An approach to leverage data along the innovation
funnel is described in [33]. In the innovation funnel of Fig. 4, this means that the funnel
converges faster (dotted line), meaning also that the stages of the process move to the
left on the time axis, which allows for an earlier market launch.

3.2 Data-Driven Process Along the Innovation Funnel

As stated in the previous section, data and analytics have the potential to advance the
steps along the innovation funnel much faster by complementing the qualitative and
analogous approaches thanks to data-based decision support. In the exploration of
opportunities and generation of ideas, for instance, uncovered needs can be identified
by mining data of social media and other publicly available sources (as described in
[15]).

For the iterative service design process, the leverage of data has been described in
[5] and [13]. A simplified version of the concept discussed in these references is shown
in Fig. 5.

– The horizontal axis in Fig. 5 depicts the stages of a typical service design process
for a given innovation idea. From left to right, this process typically has the steps
“customer insight research”, “customer modelling” (right hand side of Fig. 2), the
design of the actual value proposition (left hand side of Fig. 2), and the testing of
the value proposition with the customer in several iterations.

– The vertical axis in Fig. 5 outlines potential outcomes contributed by the data
available in the given business situation. This may be, for example, finding asso-
ciations with other entities or users, or predicting a numerical value for, e.g., the
intensity of the service usage, or assigning an entity or a user to a certain class, e.g.,
a segment.

– The dots in the coupling matrix in Fig. 5 indicate at which stage of the service
design process which data analytics outcome can be applied. These dots in the
matrix depend on the specific case, its context, and the available data.

Fig. 5. Coupling matrix mapping analytics outcomes to the stages of the service design process

214 J. Meierhofer and A. Herrmann



Examples:

– One block in the vertical axis may be based on data from a large pool of customers
and their jobs, pains, and gains from another market. We may then apply this data to
model the behavior of these customers in our own market with a different context
and how they would interact with our new value proposition.

– We may have data available of the usage patterns of customers of a service that has
sufficient similarity with our new service idea. This may then allow for modelling
the take-rate and intensity of usage of our new product.

– In the customer testing phase, data may be used for optimizing the test sample and
to draw conclusions to the larger customer base, for example.

As said, in the service design phase, a special focus is put on the identification of
the hidden needs and pains. Discovering these hidden needs and pains requires more
in-depth observational and explorative methods. This is part of the service engineering
processes. Several methods can be utilized to identify hidden needs and pains

– Repertory grid technique (RGT): Originally, the RGT was developed to under-
stand individuals’ cognitive maps and their tacit knowledge [36]. This makes it a
particularly useful technique to identify knowledge, convictions and expectations
that are “below the surface” (see Fig. 3). Specifically, using indirect questions and
asking users to compare and contrast their experiences of existing products and
services allows uncovering customers’ hidden needs and pains. Consequently, RGT
has been used more frequently in the recent past to develop new product or service
ideas [29, 37].

– Ethnographic market research (EMR): Conventional interviewing has its limi-
tations when it comes to uncovering hidden needs and pains. Instead, EMR uses
contextual inquiry, i.e. combining classical interview techniques with (1) contextual
interviewing while the participant is acting in the relevant context and (2) with
observations [38]. For the latter, video ethnography is applied frequently to allow
for a more detailed, post-hoc analysis of the behavior in the relevant context. Video
ethnography has the advantage of being less intrusive, hence making the results of
the research less researcher-biased [39]. Through a combination of interviewing and
observing the blind spots can be reduced by “expressing what cannot be observed”
and “observing what cannot be expressed”. Thus, it provides a deeper under-
standing of the behavior in the relevant context, making it more likely to uncover
hidden needs and pains in the process.

– Lead user technique [40]: Lead users are defined as individuals who have a highly
differentiated usage behavior. This makes it more likely that they have specific
needs that are already on the surface (see Fig. 3) while these same needs are still
“below the surface” amongst typical users. Furthermore, due to the lead users’
extensive usage and more specific needs, they might modify products or services or
use them in unforeseen ways to meet their needs [41]. Understanding the underlying
motivations for these modifications provides insights into currently hidden needs of
the typical users. Consequently, lead users are considered valuable sources to
identify currently hidden needs amongst the typical users [42], functioning as a
“need-forecasting laboratory” [40, p. 791].
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Identifying the hidden needs and pains in service engineering has several benefits:
First, it provides insights into current barriers preventing people from doing certain
things and using certain services. Second, it provides guidance on how services have to
be designed or may have to be changed to be more useful or more pleasant to use.
Third, when viewed according to the Kano Model, providing solutions for hidden
needs allows going beyond delivering basic or performance features and offering
“excitement features”, hence leading to higher customer satisfaction.

Identifying the hidden needs and pains as part of the Customer Insight Research is
the first step in the service design process (see Fig. 5). These can be combined with
analytics outcomes to generate insights that can be used in the subsequent steps in the
process.

Towards the end of the innovation funnel (referring back to the innovation process
funnel shown in Fig. 4) the service design phase is followed by the market testing and
launch phase. Here, market simulation tools can be applied in order to model and
anticipate the growth rate under different scenarios. For the launch phase, data and
analytics can be used to identify the appropriate segments for targeted marketing.

4 Conclusions and Outlook

In this paper, the design of customer-centered services was investigated from the
perspective of the end-to-end service innovation process. The systematic approach for
the design of service value propositions that are derived from the customers’ needs is
shown. It was discussed that the challenges of this approach lie mainly in the fact that
the process is slowly converging, that the results are subject to a certain arbitrariness
and that the hidden user needs are often not yet uncovered. Hence, a new approach
addressing these limitations is needed.

As an alternative, a new approach for the innovation and the design of services is
suggested that is based on leveraging data along the entire process. This enables a more
systematic development process and shorter development cycles, which results in a
faster convergence of the innovation funnel. In addition, the systematic and data-driven
approach allows for a better identification of hidden user needs, which in return pro-
vides more relevant service value propositions and, in the end, increases the economic
value of the service.

The new approach outlined in this paper should be made available to be used in the
service innovation process by service practitioners. Further research will therefore
focus on the industrialization of the new approach by implementing it in the form of a
tool. This tool will include a mixture of data-driven, partially automated steps that
interchange with manual design steps. It will support the service designer by means of a
prescribed workflow. Parts of this workflow will link to analytics components for
supporting design decisions, whereas other parts will instruct the designer in the
application of non-digital design steps.
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Abstract. For decades, servitization served as a strategy to gain a competitive
advantage over competitors. However, due to its ubiquitous adoption, it is no
longer a viable source for differentiation. In this context, data and analytics bear
the potential to create new value and, thus, is believed to drive the next frontier
of servitization. Yet, the majority of organizations fail to create new innovative
services utilizing data and analytics, while research on this topic is also still very
limited. Based on a structured literature review, we derive the following con-
tributions to this research field: First, we provide a general overview over the
topic, linking single discussions to a larger discourse. Second, we contribute to
the fundamental understanding of the research field by pointing out the gaps in
the existing literature. Third, we lay the foundation for future research by
opening a research agenda to address the highlighted gaps.

Keywords: Servitization � Service advancement � Big data � Data analytics
Literature review � Research agenda � Data- and analytics-based service

1 Introduction

Today, the concept of servitization is widely acknowledged among researchers and
practitioners and is broadly discussed in academic literature. The shift from selling
products to selling integrated products and services that deliver value in use has been
considered a key strategy for manufactures to capture additional value on top of their
existing product portfolios [1, 2]. Particularly in markets that are moving towards
commoditization, the implementation of a servitization strategy has been perceived a
source for differentiation, ultimately leading to competitive advantage [3].

However, servitization seems to have reached its saturation point in terms of dif-
ferentiation potential. Recent research emphasizes the omnipresence of the concept in
practice [4], as it has found its way into almost every industry on every continent [5].
Instead of providing the ground to build competitive advantage, it has rather turned into
a strategic necessity for an organization’s sustained success [3].
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In this context, recent research identifies data and analytics as a way to advance
servitization by developing sophisticated and novel service offerings [3, 5]. Massive
amounts of data are collected by organizations across all industries [7]. Using analytics
to provide customers with meaningful insights from this amount of data is believed to
open up a promising path to increase the level of competitive advantage again [8].

The opportunities to create customer-facing value using data and analytics seem
manifold. Daimler, with its subsidiary Fleetboard, manages to enhance existing
logistics and time management services for fleet owners of trucks and vans. In coop-
eration with an insurance company, data and analytics enables them to additionally
offer their customers highly individualized pricing models for the insurance based on
the driving behavior as well as the intensity of vehicle usage [9]. Marshall et al. [10]
highlight how Monsanto, an agricultural biotechnology corporation, gains competitive
advantage in their market by increasing the farmer’s yield. It combines data and
analytics to suggest farmers the most suitable seed for their individual fields.

Gathering, storing, accessing, and analyzing data is not new to organizations and
has been widely discussed in academic literature [11]; yet the focus of these practices
remained intra-organizational, helping business users making better decisions [12].
Rather new is the approach of utilizing data and analytics to generate additional cus-
tomer value to gain competitive advantage over competitors. The vast maturity of
organizations (78%) state to have started investing in data- and analytics-based inno-
vations [13]. Still, in practice it seems that only few organizations have attained the
expected benefit from these investments so far and find it difficult to offer their cus-
tomers new value (e.g. Monsanto) or amplify the value of an existing core offering (e.g.
Daimler). In terms of our previously used terminology, few organizations actually
“ride” the next wave of servitization, yet.

Research on customer-facing services utilizing data and analytics remains scarce
[14], resulting in a crucial mismatch between the importance of the topic for practice
and the guidance offered by academic literature [15]. In this research, we address this
gap in academic literature by extending the existing body of knowledge on utilizing
data and analytics to advance service offerings. First, we seek to consolidate the extant
work to understand the prevailing debates on the topic. Second, we strive to investigate
what debates are still missing in literature to create actionable insights for practice.
Thereby, our article gives structure to the rather young field of ‘utilizing data and
analytics to advance service’ to help novice researchers position their future work more
precisely. Third, we present a research agenda to tackle the identified white spots.

In the remainder of this paper, we first describe the method we used to review the
existing body of literature. This is followed by the findings of this review, which we
structured along the four central debates we revealed within the literature. Drawing
upon these findings, we discuss missing links in the research field and outline possible
avenues for future research. Finally, we conclude with a summary and an outlook on
the emerging field of ‘utilizing data and analytics to advance service’.
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2 Research Method

We conducted a systematic literature review to grasp the breadth of the research field
and to make sense of the extant knowledge on the research topic [16, 17]. The review
aimed to identify the central debates in academic literature discussing ‘service
advancement through data and analytics’ as a unit of analysis and helped us to
eventually generate insights concerning the meanings of these debates. Therefore,
instead of just providing an exhaustive and descriptive overview of existing work, we
are able to present an in-depth overview of the discourses in the field.

The systematic literature review consists of the search and selection process for
relevant literature as well as the subsequent analysis and synthesis process. To make
our approach as transparent as possible, ensuring a high level of credibility and con-
firmability [17], the steps are profoundly described in the following.

2.1 Search and Selection Process

First, we intended to identify a representative set of academic literature focusing on the
understanding, conceptualization, or implementation of services that are advanced
through the use of data and analytics. For this purpose, five established scientific
databases (AISel, Emerald, ScienceDirect, EBSCOhost, SCOPUS) were included in
the search process. This allowed us to achieve a comprehensive coverage of the work
published in leading IS journals, but also enabled us to consider debates from related
disciplines such as manufacturing or computer science. Additionally, we were able to
take into account scientific papers from leading IS conferences, thus, including more
recent studies in our review that had not reached a journal outlet so far.

It was expected to approach a rather young research field. Therefore, we did not
limit our search process to a specific time span. In order to increase the number of
potentially relevant papers for the review, different search strings consisting of the
words “data”, “analytics”, and “service” were compiled by the two researchers to form
initial keywords that used to search the databases. Subsequently, the search was con-
ducted on title, abstract, full-text. A full-text search was considered necessary, since it
was deemed that not all authors had specified the type of service in the title or abstract
directly but during their elaboration. While this increased the initial number of
potentially relevant candidates, the irrelevant ones could still be excluded during the
selection process.

For the selection process, the identified papers were initially judged based on their
title, abstract, and keywords if they could be placed in the research field. Otherwise,
they were excluded from our dataset. In a second round, the full text of the remaining
papers was investigated. In case there were uncertainties if an article had to be con-
sidered for our further investigations, the two researchers discussed whether it was to
be placed in the research field under investigation. Accordingly, out of 1341 initially
considered research articles 84 were identified as relevant for the analysis phase. See
Table 1 for a detailed overview of the results from the search and selection process and
the number of papers that were found on each database.
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2.2 Analysis and Synthesis of Literature

The analysis and synthesis phase aimed at finding relevant ideas, findings and contri-
butions within the previously selected papers. Afterwards, this research landscape was
synthesized into a compact classification of different research streams to present the
reader a intelligible layout of the research field [18]. This layout builds the basis to assess
the literature and allows to reveal under-researched problems in the academic discourse.

A concept-centric approach was chosen to analyze the literature with regard to the
depicted goals [16]. For this purpose, the analysis of the articles was guided by a
framework that considered (1) the central concept the article elaborated; (2) the unit of
analysis that was researched; (3) the method that was used to conduct the research
attempt. Afterwards, we analytically synthesized the different concepts in the frame-
work iteratively to reveal the central debates held in the literature.

The critical reading of the articles also led to new relevant publications which were
included in the review’s body of literature as well. Thus, the review was conducted
iteratively between the search and selection process and the phase described in this
section. Eventually, this contributed to the purpose of the review by concentrating on
discussions on concepts, ideas, and findings held in the literature rather than on the
discussion of individual articles [16].

3 Four Debates Related to Utilizing Data and Analytics
to Advance Service

The review unveiled two central topics in the literature related to the application of data
and analytics to advance service. That is, understanding the potential of using data and
analytics to create new value and leveraging the potential of data- and analytics-based

Table 1. Search and selection process

Search string Database Sum Relevant
AISel Emerald Science

direct
EBSCO Scopus

Data-driven service 23 11 27 44 50 155 33
Data-enabled service 2 0 4 0 0 6 1
Data-enriched service 2 0 4 0 1 7 1
Data-enriched product 1 0 0 0 0 1 1
Data-based service 9 3 174 12 35 233 5
Service analytics 34 6 337 54 38 469 13
Analytics-as-a-service 12 0 64 81 74 231 21
Analytics-based AND
service

58 21 33 88 39 239 6

Sum (w/o duplicates) 71
Added through forward/backward
search

13

Total sum 84
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services in organizations. First, by understanding the potential, we refer to investiga-
tions on new ways of value creation in the era of digitalization and a rapidly trans-
forming ecosystem. Second, by leveraging the potential, we refer to human resources,
technical capabilities and new business models that enable organizations to success-
fully establish data- and analytics-based services.

Again, we did not intend to provide the reader with an exhaustive and descriptive
overview of existing work conducted in the field. Instead, we aimed to provide a layout
of the research field showing the central debates in the academic discourse. A summary
of the four central debates identified in our review and a representative grounding in the
literature is depicted in Fig. 1. In the following, each debate is outlined very briefly.

3.1 Understanding the Potential

New Era of Analytics. Arguably, the corporate world has reached a new age which is
driven by analytics rooted in enormous amounts of data [19, 20]. While preceding
research concerning data and analytics focused on the analytical support of internal
decision making and mastering to collect and process big data [12], the third wave of
analytics concentrates on analytics supporting customer-facing products, services, and
features, thus, marking a new era of analytics (“Analytics 3.0” in [19]).
In this context, literature strives to understand how the mechanisms of organizations
and whole industries creating value change. Huberty [21] emphasizes the necessity to
build data- and analytics- based services in order to live up to the expectations of the
(big) data revolution, as so far very few companies managed to transform data into new

Fig. 1. Summary of the results from the analysis and synthesis process.
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products or services. Similarly, Alvertis et al. [22] identify the successful development
of services building on data and analytics as a key factor of differentiation in the future.
Thus, literature agrees, that it is essential to understand how the mechanisms of creating
value function in this new era of change [23].

Scholars also investigate social, economic and political implications that come with
the exploitation of data and analytics. For instance, Heiskala et al. [24] and Lopez et al.
[25] point out how smart city applications based on citizens’ location and motion data
can contribute to safer, cleaner and less stressful living conditions. Similarly, a game-
changing potential is detected in the global food supply chain through a utilization of
data and analytics in the agricultural sector [26].

Impact on Service Ecosystem. Another debate focuses on the impact of a data and
analytics application on service ecosystems. Specially, new and ambivalent roles
customers, organizations but also machines and smart objects can now adopt, increase
the ecosystem’s complexity [27].

For instance, early work establishes two novel roles in a service ecosystem when
using data and analytics, namely Data-as-a-Service (DaaS) and Analytics-as-a-Service
(AaaS) [28]. The former is referred to as a provider of raw and aggregated content,
whereas the latter service offers a rich set of common analytics components and
infrastructure. Additionally, more recent research reports the emergence of multi-sided
roles in an ecosystem merging both roles in a single one [29]. In this case, organizations
aggregate data from one group of customers and create additional value for another
group of customers by gaining insight from the collected data through analytics.

3.2 Leveraging the Potential in Organizations

Business Models. There exists some considerable acknowledgement in the literature
of data and analytics holding the potential to leverage an organization’s business
model. Business models are commonly referred to as representations describing how an
organization creates, delivers and captures value and thereby reflect the organization’s
business strategy [30]. Research related to this debate concentrates on services utilizing
data and analytics by investigating how the business model representing the organi-
zation’s attempt to create value changes.
Two fundamental discussions arise in this context [9]. On the one hand, scholars point
out a possible business model improvement of the existing one [31, 32]. This is
achieved by assessing existing data sources and analytics techniques with the goal of
improving existing processes. The organization still pursues the same business strategy
but more effectively. On the other hand, business model innovation is seen as appro-
priate to create new value from data and analytics [21, 24]. This is achieved when data
and analytics lead to new value propositions, ultimately altering the organization’s
business strategy.

Analytics Resources. At the organizational level, scholars stress the importance of
new resources and capabilities necessary to create value in services using data and
analytics. Based on our review, we identified this debate to consist of two streams,
analytics technology assets and analytics capabilities [33].
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With regard to analytics technology assets, literature refers to the infrastructure,
software and tools an organization requires to actually offer a data- and analytics-based
service [23]. As different types of services require different assets, scholars aim to
develop distinction-frameworks in order to classify the assets used in particular ser-
vices. While software and tools are commonly described as supporting either
descriptive, predictive or prescriptive analytics [34, 35], a common framework to
distinguish the assets required for data and analytics applications has not yet been
acknowledged [35].

Analytics capabilities refer to the employee’s competencies organizations need to
build in order to perform data- and analytics-based services [36–38]. Thus, literature
strives to identify strategic and structural design options, common processes, best-
practices of how to cultivate analytics capabilities.

4 Discussion

In this section, we want to critically discuss the literature on ‘using data and analytics to
advance service’, presented in the previous section. Eventually, we aim to shed light on
missing links between the existing knowledge in the literature that still hinder orga-
nizations to create new services utilizing data and analytics in a systematic manner. By
identifying white spots in the research field, we seek to propose a research agenda
addressing open topics, thereby laying the foundations for research enabling organi-
zations to establish data- and analytics-based services.

4.1 A Critical Analysis of the Findings

The review of the literature shows that the research field on utilizing data and analytics
to advance service is still in a nascent stage. Much of the work we reviewed did not
emerge before 2015. Consequently, the literature still seeks to gain a common
understanding of how organizations realize value from services that build upon data
and analytics.

A number of papers focus on understanding the inherent opportunities organiza-
tions can seize. This “path to value” is investigated both from a conceptual [e.g. 3] and
an empirical perspective [e.g. 9]. Moreover, research supports the effort to increase the
knowledge on the application and, eventually, monetization of data and analytics in
organizations by discussing the benefits of data and analytics in service in empirical
studies [e.g. 32]. Several positive relations have been identified based on real-world
cases between newly build analytical capabilities in organizations and the ability to
gain competitive advantage through data and analytics in services (e.g. [23, 39, 40]).
Herterich et al. [23], for instance, point out key capabilities for harnessing data streams
in an industrial context and link them to specific business benefits they were able to
observe.

Yet, from a practitioners’ perspective little attention has been paid to bridge the gap
between fundamentally realizing the substantial value of data and analytics as a new
source of competitive advantage and the implications derived from several studies
showcasing the successful application. In particular, we argue that more attention needs
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to be paid to the integration of data and analytics into the design process to advance
service (cf. Fig. 2). Although service design studies have contributed to developing
systematic approaches to new value creation in services in general [41], little is known
about the design principles when service advancement is fostered through the use of
data and analytics [42, 43]. In fact, our literature review did not reveal any method-
ology or framework that would guide the process of creating a new data- and analytics-
based service. We argue, that future research needs to focus on filling this gap in order
to provide organizations with the necessary guidance that enables them to systemati-
cally create such services for their customers.

In this sense, we can confirm findings that there is a mismatch in service science
between the knowledge to advance service and its importance for practice [15]. In
addition, we take a step further towards the root cause for this mismatch and point out
the necessity to increase the foundations of service design and innovation in the context
of service advancement through utilizing data and analytics. Drawing on this percep-
tion, a research agenda tackling this gap in literature is proposed in the following
section.

4.2 Avenues for Future Research

Based on the outlined motivation to foster service advancement through data and
analytics (cf. Sect. 1) and the identified gap in academic literature concerning its
application (cf. Sect. 4.1), a research agenda addressing this issue is proposed. The
primary objective of this agenda is to foster a theorizing process regarding the
understanding and design of customer-facing services that draw upon data and ana-
lytics to generate value. Such a foundation should bridge the existing gap and provide
practitioners with the necessary guidance to systematically establish data- and
analytics-based services. Below we propose three research streams addressing this
objective.

(1) Value creation in data- and analytics-based services. We claim that the design
of services utilizing data and analytics differ from previous design genres as the advent
of data and analytics results in dramatic changes ranging from the organization’s
ecosystem to its own required capabilities (cf. Sect. 3). Thus, the objective of this
research stream would be to investigate data- and analytics-based services as a unit of
analysis to deepen the understanding of the concept’s distinctiveness.

Future research should investigate how value creation mechanisms look like in
customer-facing services drawing upon data and analytics. A fundamental under-
standing of the value creation mechanism is essential before investigating the design of

Understanding the potential Leveraging the potential

3.1 3.2
Missing literature: 

Knowledge on designing 
data-and analytics-based services

Fig. 2. Missing link of existing literature from a practitioners’ point of view.
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such services [44]. The underlying mechanisms are well understood with regard to
internal services using data and analytics to support better decision making [12].
However, as depicted in Sect. 3.2 literature points out additional capabilities and
practices required to perform such customer-facing services utilizing data and analytics.
Thus, it is necessary to understand how services utilizing data and analytics create
customer value along key enabling organizational capabilities.

Additionally, this research stream should investigate key characteristics of data-
and analytics-based service. We argue that a theoretical framework explaining the
general key components of such a service would contribute to enabling a systematic
creation of services that leverage data and analytics in practice. Particularly, a taxon-
omy describing services utilizing data and analytics may help both researchers and
practitioners to fill the void unveiling relevant design principles. Taxonomy building is
well known in IS research and a legitimate method to obtain a classification scheme for
services that are already observable in the market [45]. The contribution of such a
taxonomy is twofold. First, it entails central design principles for the service design and
therefore constitutes a design space for possible solutions of services utilizing data and
analytics. Second, based on the classification scheme, further research can be pursued,
e.g. cluster analysis identifying patterns of distinct service types (e.g. [46, 47]).

(2) Design of data- and analytics-based services. As stated above, we believe the
design of services utilizing data and analytics differs from previous attempts. Thus, this
research stream should focus on the design of such services in organizations. Studies
need to investigate which key activities are required to systematically develop
customer-facing services drawing upon data and analytics. The service design literature
provides a useful basis of generic knowledge. Researchers have developed process
models that define key activities required to develop new services [48, 49]. Future
research should investigate the unique nature of service design in the specific context of
data- and analytics-based services to extend the existing body of knowledge. This
would eventually provide practitioners with the necessary guidance needed to sys-
tematically develop such services systematically.

Building on an understanding of key activities for a service design process, it might
be also interesting to tap into new tools supporting these activities. Tool support
guiding a development process has already been applied in related areas such as
business model innovation (e.g. [32]). In practice, the development of data- and
analytics-based services is a highly interdisciplinary process as project teams often
consist of members with a data science, engineering, or business background [36].
Building a common understanding of the team’s aspired service solution often is a
challenge during such projects. Hence, the development of tools supporting practi-
tioners during distinct design steps is an aspired contribution.

(3) Strategies for data- and analytics-based services. Let us consider Fleetboard and
Monsanto, the two introductory examples (cf. Sect. 1), once again. Fleetboard is able to
provide an insurance pricing model based on driving behavior and vehicle usage by
analyzing vehicle data from Daimler Trucks and Vans. No third party is involved
during the value creation process and Fleetboard strictly keeps its data internally. Only
the analytically derived insights are forwarded to the insurance company Fleetboard
works together with. On the other hand, Monsanto actively drives an open platform
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approach, where farmers are able to access data and analytics services from third party
providers. Even though Fleetboard and Monsanto provide a similar service in terms of
aggregating, analyzing and providing additional value to their customers through
insight generation, both pursue different strategies within their organizational network
with regard to the degree of openness towards third party data and analytics providers.

We could not find any literature during our review addressing strategic consider-
ations with regard to services utilizing data and analytics that could serve as a starting
point for this research stream. Data- and analytics-based services allow to create value
in organizational networks in novel ways. Especially multi-sided platforms have gained
increased popularity in the literature providing valuable insights on their key mecha-
nisms [50]. Research on strategies for services utilizing data and analytics should
extend this knowledge by providing insights on how organizations can benefit from
applying different strategies in an inter-organizational context.

5 Conclusion

This paper addresses the emerging field of service advancement through data and
analytics integration. Using data and analytics to advance service is seen as a key
strategy to gain competitive advantage in the future, forming the next frontier of
servitization [3, 15, 27]. However, recent research points out that, so far, few organi-
zations actually manage to establish services that use data and analytics to provide new
value to their customers and, thus, actually “ride” the next wave of servitization [9].

A structured literature review is conducted to gain a better understanding of the
research field, addressing the topic of utilizing data and analytics to advance service.
Four central debates dominate the literature in this field, namely required analytics
resources, changes in business models, implications on service ecosystems, and general
implications from a new era of analytics. Building on these finding, we show that a
systematic design of services building on data and analytics constitutes a crucial gap in
the literature. Consequently, we propose a research agenda to fill this void, aiming to
enable organizations to establish services utilizing data and analytics.

Hence, our research provides three vital contributions to the research field of ser-
vice advancement through data and analytics. First, having identified the central
debates in the literature, we are able to link and map related research to the larger
discussion of advancing service through data and analytics. Second, based on our
findings, we are able to point out the underdeveloped topic of service design within the
research field which needs to be addressed in order to enable practitioners to actually
advance service through data and analytics. Third, this paper lays the foundation for
future research and opens a research agenda in order to seize the white-space in the
research field. Particularly, we point out possible avenues for future research fostering
to understand the value creation mechanisms, the design, and strategic implications of
customer-facing services using data and analytics.
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Abstract. Corporations that employ information systems, such as deci-
sion support systems for judgmental forecasts, have business objectives
that require accurate forecasts. But the accuracy of these forecasts is
most likely biased by organizational and individual structures within the
corporation. These biases, such as revenue targets or personal objectives,
may alter the forecasters’ prediction due to financial incentives in a pre-
defined way. This paper argues that model-driven correction of forecasts
– which typically utilizes only statistical methods – should incorporate
organizational debiasing methods. In a case of an international corpora-
tion, local experts forecast cash flows for corporate risk management. The
forecasts are later aggregated on a corporate level with subsequent debi-
asing techniques for decision support. Empirical results show that con-
sidering organizational objectives for debiasing techniques can strongly
improve forecast accuracy. The total correctable expert error is reduced
by up to 60 % for all forecasts of a month, providing better decision
support for managers.

Keywords: Decision support system · Corporate cash flows
Judgmental forecasting · Revision process · Organizational bias
Forecast correction · Service analytics

1 Introduction

Corporations with activities in enterprise’s risk management, planning, and deci-
sion making usually depend strongly on forecast quality. Cash flow forecasting
is therefore of crucial importance for corporate finance of multinational firms
[1,7,9,15,17,23], in particular future foreign exchange risks. As forecasts provide
the basis for hedging options to cover currency exposures, forecast inaccuracies
can result in increased hedging costs or uncovered currency risks for corporate
operations.

Therefore, corporations that operate worldwide typically have forecasting
processes on a regular basis. For this purpose, the local subsidiaries send thou-
sands of forecasts and revisions in a decentralized fashion to corporate head-
quarters. These forecasts are aggregated and provide the basis for corporate-
wide forecasting and key performance indicators (KPIs). Some important KPIs
c© Springer Nature Switzerland AG 2018
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and resulting business key figures (KPIs with financial context in the accounting
year) can be found in [16]. An example of such key figure is Earnings Before
Interest, Taxes, Depreciation, and Amortization (EBITDA) margin, which can
be used as one of the primary proxies for a company’s operating profitability.

However, most of today’s forecasting processes are the result of human judg-
ment [21]. The latter is often prone to individual biases and these latent human
influences are often underrated but they entail corporations’ forecasting and
planning in many ways [8]. [13] provides a comprehensive literature research on
cognitive and behavioral biases, while further studies suggest that these biases
often result in increased errors of forecasts [14]. Organizational biases result from
structures and dependencies in the organization. These organizational biases
influence the experts’ revision behavior, and, therefore the forecast adjustments
are entangled by business key figures. In particular, it has been found that meet-
ing important organizational earning targets and incentives alter management
activities [5,22]. Further it has been discussed that insufficient information flows
can result in organizational biases [6,10].

Organizational biases may affect the corporation’s cash flows. Much effort
is spent on identification and handling of cash flow biases [4,11]. Corporations
aim to reduce forecast error and to enhance corporate forecast support system
with model driven support services [2]. Typically, the analyses employ statistical
approaches to identify patterns in the forecasting processes, but do not include
important business dependencies like organizational targets.

Hereof, the method recently shown in [12] is applied for the proxies of return
margins to identify high-level biases in business forecasts. The results therein
provide evidence that forecasting heavily depends on organizational structures,
specifically the proxies for targets of organization’s return margins. In the current
study the predictive value of these insights is analyzed. To reduce cash flow
biases and thereby to improve business performance this study utilizes different
correction models to analyze the impact of organizational biases on forecast
correction.

The study provides the following contribution. Arguing that forecasting
methods should incorporate organizational debiasing methods, this paper com-
pares the predictive results of a model for forecast correction that utilizes sta-
tistical information only to the results of an enhanced model using information
of a KPI proxy. Using cash flow forecasts of an international corporation, the
analyses of the explanatory power of different models strongly support the thesis
that organizational biases must be concerned in forecasting. The improvements
of monthly model-driven forecasts show the meaning of business insights for
information systems and forecast services.

The remainder of this paper is structured as follows. Section 2 describes
the empirical dataset. Section 3 introduces the notation and is followed by the
research design for the hypotheses in Sect. 4. The empirical results and inter-
pretation are then presented in Sect. 5. Section 6 discusses the implications and
limitations of this work for improvements in the area of forecasting systems.
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2 Cash Flow Data: Acquisition and Descriptives

The data used in the analysis stems from a record of cash flow forecasts and real-
izations provided by a multinational sample corporation. With about 110,000
employees, the company generates annual revenues in the billion Euro range.
The corporation is headquartered in Germany, but has worldwide more than 300
separate legal entities. The subsidiaries are grouped into four distinct divisions,
based on their business portfolios (D1–D4). Each subsidiary operates officially
independently of the corporation, while there are some organizational depen-
dencies. First, based on the set of local plans, the corporation re-adjusts the
planning to an overall view, and sets the target requirements for local operations
for being rated as “successful” subsidiaries. Second, as the subsidiaries operate
independently, they have their own financial information system, a heteroge-
neous payment structure (e.g., incentivization bonuses), and ensure liquidity for
their operations (e.g., with earnings management processes). Third, each sub-
sidiary that is participating in the forecasting process enters their expectations
on future cash flow in a digital, corporate-based forecasting system.

Financial risk management is centralized, with the local subsidiaries report-
ing cash flows to the corporation’s central finance department, where these serve
as the basis for further actions and services in corporate finance. The forecasts
are transferred into the corporate information system, which provides validations
on the syntax and the semantic for each single item. The current set of valida-
tions also checks if a specific forecast is in line with the predictions of correction
algorithms. The algorithms cover time-series and behavioral analysis, such as
identification of anchoring pattern [3]. The predictions of the algorithms are
fed into a decision support system, which recommends the inspection of specific
forecasts (issue) to the corporate managers which then contact the subsidiaries’
responsible to review the situation. The workload for the managers increases with
the number of issues that should be inspected. Also, managerial understanding
of each specific issue is required, which increases workload further. Overall, for
thousands of forecasts, with potentially one or more issues each, the effort in the
corporation is enormous.

The corporate finance department receives cash flow forecasts (forecasts)
generated by the subsidiaries , denominated in foreign currencies. After the real-
ization date, the corporation receives in every month the cash flow figures for
realizations (actuals). The forecasts and actual data available for this paper cover
item-types of invoices issued and invoices received from the corporate IT system.
Delivered by the subsidiaries on a quarterly basis, the forecasts cover intervals
with horizons of up to 15 months. The dataset for actual invoices ranges from
January 2008 to December 2013 with the corresponding forecasts covering the
actuals’ period. In total, actuals and forecasts are available for the 99 largest
subsidiaries resulting in 44 different currencies for the dataset. Actuals grouped
by division, subsidiary, currency and item-type result in 484 actual time series.
Overall, the raw dataset consists of 20,472 monthly invoice actuals, with five
associated forecasts each. Table 1 gives a brief summary of the dataset.
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Table 1. The summary of available cash flow data.

Divisions Subsidiaries Currencies Actual time series Forecasts

D1 12 16 70 17,010

D2 19 26 146 29,070

D3 13 8 52 13,460

D4 53 37 216 42,820

All 99 44 484 102,360

3 Notation and Forecasting Process

Denoting the actual of cash flow item i as A(i), the lead time t of a forecast tF (i)
for A(i) refers to a quarter of the year until the actual date (t = 0). The initial
forecast 5F (i) is delivered with a lead time of five periods and is revised four times
until the last one–period–ahead forecast 1F (i) is generated. Figure 1 visualizes
the temporal structure of the forecasting process in five steps for an actual A(i).
Subscripts m, y, and e denote the realization month, realization year, and the
ID of the corresponding subsidiary of the actual. Superscript g denotes the type
of the actual (g ∈ {invoice issued (II ), invoice received (IR)}). Therefore, the
maximum indexing for an actual is Ag

e,y,m(i). If an index is irrelevant or obvious
in the context, the respective index is omitted for reasons of brevity. The use of
F instead of A in the notation refers to individual forecasts.

Fig. 1. Temporal structure of cash flow forecasts tF(i) for the related actual A(i).

Because corporate planning is determined on an aggregate level, the cash
flow forecasts are cumulated up to this level. As a proxy for percentage return
margin within a fiscal year for a specific subsidiary (e = E), the computation of
the entity’s ratio R uses aggregated revenues (II) and expenses (IR). The ratio
for in the M -th month of a year Y and the K months (K < M) before M is
shown in Eq. (1).

RK(AY,M ) =

∑
1≤j≤K Ag=II

y=Y,m=M−j
∑

1≤j≤K Ag=IR
y=Y,m=M−j

Y specific year
M specific month
K aggregated number of months

(1)
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For instance, R2
2010,11 refers to the ratio of all cash flows from September to

November 2010, while a ratio above one indicates the presence of more revenues
than expenses (positive return). The notation R(AY,M ) omits the superscript
K, if K = M − 1, and is an aggregation of all realized cash flows in year y = Y
up to (and including) month m = M . Since ratios are specific for an entity e,
for reasons of comparability, this work focuses on normalized ratios with values
between zero and one per entity. Normalized ratios are obtained by subtracting
the minimum ratio within an entity from R and dividing by the difference of its
maximum and minimum ratio. For the readers convenience, the notation tR will
refer to the normalized ratio instead of the entity specific ratio.

The suggested annual return margin target (target) that an entity E has to
reach at the end of the year is defined as T (Ay=Y ) in year y = Y . As targets
are unknown (to us), but business development measured with EBITDA figures
seem rather stable over the years, the target in y = Y is estimated by averaging
the December actual ratios of the three preceding years (R(Ay=Y −j,m=12), with
j ∈ {1, 2, 3}). The revision for ratios is defined as 12R = R(1F ) − R(2F ), and
describes the adjustment from the second last forecast to the last forecast before
the actual. The last revision is used because generally the latest judgmental
forecast incorporates the most information, and is the most accurate [19]. The
difference from target is defined as TargetDiff = T (A)−R(1F ). Finally, the error
is Err = R(A) − R(1F ). Ratios and revisions are not stored in the database but
derived from the invoice items as shown in Eq. (1). Table 2 gives a brief overview
of the metrics.

Table 2. Notation used in the empirical analyses.

Notation Metric

R(1F ) Forecast ratio (normalized)

R(Ay,m) Actual ratio (normalized)

T (Ay) Target (normalized)

TargetDiff Difference from target

12R Revision (normalized)

Err Error (normalized)

4 Research Design

One of the primary KPI for corporate performance is the EBITDA [16]. For
hypotheses, it is assumed that the derived margin targets are linked to the
percentage EBITDA margins of the company. This seems plausible, as derived
EBITDA margins result from revenues (by invoices issued) and expenses (by
invoices received). The assumption is underpinned by the percentage EBITDA
margin figures reported in the annual report, which are inline with the ranks
of division ratios for December values (not reported in this paper). This allows
retaining a substitute for percentage EBITDA margins.
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To align the risk management to current and future business development,
the corporation requires financial information by the subsidiaries. Based on the
communication within the subsidiary, the forecaster might not be aware of the
preconditions of the managers in planning and operations [6]. Additionally, when
organizational structure motivates one manager (e.g., incentivization payment
for managers in planning or operations), but not the other ones (e.g., the fore-
caster), the subsidiaries view might be organizationally biased by provided tar-
gets. These biases can result from the concealment of information – when man-
agers with the different tasks do not have access to the same information [18].

To overcome this organizational bias, if the information retrieval processes
can not be changed (the way how subsidiaries gather and transfer the fore-
cast data to the corporation), the subsidiaries’ forecasts need to be enhanced
with information of planning and operations. The first hypothesis is that a sta-
tistical correction model will have higher explanatory power when additional
key figures of planning and operations are provided, namely the Target listed in
Table 2. The explanatory power of additional information can be shown, by using
R2-value for the explained variance. The second hypothesis is that re-adjustment
of the subsidiaries’ forecasts, utilizing the previously defined model, will provide
meaningful accuracy improvement within the correction process. Therefore, the
following hypotheses are proposed:
Hypothesis 1 (H1). Incorporation of business key figures (that organization-
ally biases forecasts) is beneficial for the explanatory power of forecast correction
models on corporate internal forecasts.

Hypothesis 2 (H2). Utilization of business key figures in a forecast correction
model can improve the predictive results on corporate internal forecasts.

To support the hypotheses two analyses are conducted in the empirical study.
Thereby, the out-of-sample test period of the analyses covers the last year (2013)
and the years before provide training period data (2008–2012).

First, in a linear regression model the R2-values will be compared within the
training period. The linear regression provides a first approach for a model to
correct forecasts. Given the descriptive statistics provide evidence that a higher
part of the variance can be explained with an organizational model compared
to a basic statistic model, it will reason that more advanced models (e.g., ran-
dom forests) can utilize this beneficial information of the key figures too. The
R2-value of the model using the business key figures must be greater than the
model without that information in order to support (H1).

Second, the models defined for (H1) are compared in an out-of-sample test
period of one year. Considering the seasonality in the business data, a model is
trained for each month independently. Therefore, data is split into 12 subsets
that are each accessed to train one specific model for each month. To support
(H2), the monthly predictions of the models will be compared to the expert
forecasts in absolute error numbers. In addition, percentage improvement in
comparison to the expert forecast is analyzed for each month separately. To
show empirically that differences of models are significant, the results on the
percentage improvements are validated with a t-test.
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5 Empirical Analysis

This section presents the empirical results. These consist of a linear regression
analysis, analysis of the out-of-sample results, t-test evaluation, followed by the
interpretation of the results. For the linear regression and hypothesis testing the
experiments use the tools provided in [20].

5.1 Explanatory Power in Correction Models

As noted before, reaching margin targets is an important strategic goal. The
influence of the integration of these figures with a key variable can be measured
in two ways: by a significant estimate of the variable of the key figure, and by
the R2-value of the model. Significance of the estimate will provide support that
the key figure has a non-random influence, while R2-value describes the part of
variance being explained by the model. The effect of an increased R2-value is an
important indication for the beneficial information measured by the additional
amount of the variance explained by adding the information.

For (H1), two models are trained in the in-sample period using given data.
The Model 1 only uses basic statistical information: a constant for regression
intercept, forecast ratio, and revision. The Model 2 utilizes additionally the
information of business key figures (difference from target) for the regression
model. The two regression models are trained with the Eqs. (2) and (3).

Model 1: Err ∼ β0 + β1(R(1F )) + β2(12R) (2)
Model 2: Err ∼ β0 + β1(R(1F )) + β2(12R) + β3(TargetDiff ) (3)

The resulting regression models are shown in Table 3. The integration of
TargetDiff shows clearly strong influence on the response variable (ratio error),
while the estimates’ magnitude of the other dependent variables are reduced.
Analysis of the R2-values of the models supports (H1) (R2-value of 0.608 for
Model 2 compared to 0.310 for Model 1).

Table 3. Error dependencies for Model 1 and Model 2. Estimate of TargetDiff strongly
influences the error in ratio. The explanatory power (R2-value) nearly doubles by
incorporating TargetDiff information. Note: ∗p< 0.1; ∗∗p< 0.05; ∗∗∗p< 0.01; number
of observations: 2,355.

Dep. variables for Err Estimates Model 1 Estimates Model 2

Constant 0.178∗∗∗ −0.027∗∗∗

R(1F ) −0.541∗∗∗ −0.001

12R −0.125∗∗∗ −0.039∗∗

TargetDiff (Not utilized) 0.735∗∗∗

R2-value 0.310∗∗∗ 0.608∗∗∗
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5.2 Predictive Results for Decision Support

Using the results of (H1), one model per month is trained to consider the sea-
sonality of the year. The 2×12 models use Eqs. (2) and (3). To compare out of
sample predictions with the expert error, R(1F ) needs to be added to the model
prediction to receive an prediction of the actual ratio R(A). Forecast correction
utilizes the results of Model 1 (x̂1) and Model 2 (x̂2) in the out-of-sample test
period.

The results are presented in Table 4. The table shows the date of month
in 2013. Further the table describes the aggregated forecast error of the expert
forecast (x̂0 = R(1F )) or model prediction (x̂1, x̂2) by

∑ |Err(x̂i)|. The last two
columns show the percentage improvement of the models, which is defined in
Eq. (4). The improvements measure the model error by the forecast error of the
expert.

Improvement (in %) =
∑ |Err(R(1F ))| − ∑ |Err(x̂i)|∑ |Err(R(1F ))| · 100 % (4)

Table 4. Out of sample test for the forecasts in 2013. Cumulative absolute forecast
error for expert forecast, Model 1, and Model 2 are shown. Percentage improvement
compares the specific model error to the expert error. Model 2 predictions have the
lowest forecast error (7.05 in December) compared to expert and Model 1 predictions.
The improvements at the end of the year show that Model 2 reduces error by 59.9 %,
which is better than Model 1 with 10.4 %.

Data descriptive Forecast error Improvement (in %)

Date Expert Model 1 Model 2 Model 1 Model 2

01/2013 18.77 18.01 18.40 4.0 % 2.0 %

02/2013 18.11 15.11 14.38 16.6 % 20.6 %

03/2013 16.79 14.74 10.86 12.2 % 35.3 %

04/2013 16.15 14.82 9.66 8.2 % 40.2 %

05/2013 16.59 15.42 9.25 7.1 % 44.3 %

06/2013 16.30 15.75 8.34 3.4 % 48.8 %

07/2013 16.84 15.38 7.91 8.7 % 53.0 %

08/2013 17.30 15.41 7.39 10.9 % 57.3 %

09/2013 18.51 16.58 7.35 10.4 % 60.3 %

10/2013 17.41 16.67 7.28 4.3 % 58.2 %

11/2013 17.79 15.95 7.10 10.3 % 60.1 %

12/2013 17.61 15.77 7.05 10.4 % 59.9 %

The organizational information to reach the assumed target clearly drives
the forecast error of Model 2, as comparison for column three and four shows.
Approaching the end of the fiscal year the Model 2 reduces the aggregated
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forecast error to 7.05, while expert and Model 1 error is stable. Considering that
100 % improvement is the maximum possible, the result shows the advantage of
the organizational information. The results show that percentage improvement
of the models with solely statistical information reduces the expert error up to
16.6 % in February, while the models that considers business key figures performs
with up to 60.1 % improvement in November.

The paired t-test based on the monthly improvements of Model 1 and Model 2
(comparison of the last two columns in Table 4) provides the following statistics:
t = 6.7299, df = 11, p-value = 3.243e−05. The statistics evidence that the out
of sample period results are significant at the 0.01 % level, supporting (H2).

5.3 Service Implications in Corporate Information Systems

The aggregation of the forecasts to a subsidiary-specific level has several benefits.
First, correction techniques on aggregates result in fewer issues recommended for
manual review, and therefore fewer workload for managers, as the number of data
points to inspect reduces compared to the validation of thousands of issues for
individual forecasts, improving the number of issues for managers.

Second, organizational biases can inflict the accuracy of many underlying
forecasts in different ways (for example, earnings management often affect a set
of items), but at the aggregate level they can directly relate to a specific forecast.
Utilizing the information at the aggregate level can provide beneficial insights
to better identify the concernable issues at a level where meaningful decisions
are made – the business level. And, as the issues concerns these business level
the solved issues can improve forecast accuracy. For the sample corporation with
tasks in risk management, obtaining an accurate forecasting basis is important
as it can help to reduce the costs for the corporation by avoiding unnecessary
currency hedges.

Finally, forecast correction techniques on a higher level can easily integrate
key figures for these biases. Current predictive approaches in the literature often
account for statistical information only, leaving important business information
out of focus. Forecast support systems should therefore account for information
on all relevant organizational levels to provide reliable managerial recommenda-
tions. While business organizations and scientific journals are aware of various
biases, it seems that few effort was put into the combination of correction tech-
niques and organizational biases to improve decision support services. Identify-
ing the meaningful issues in a reliable manner, more accurate model predictions
become more important as the aggregates combine many forecasts. Otherwise,
falsely predicted issues potentially increase workload as it leads the managerial
attention on unimportant work scopes. Therefore, the improved predictive value
for decision support systems can also reduce the workload of forecast inspections
in accounting information systems.

Information systems with services in business analytics benefit from the
insights provided by this paper. The empirical study in this paper shows that
business information provides meaningful key figures for predictive purposes.
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Explicitly, forecast correction approaches that incorporate organizational depen-
dencies (EBITDA information) can highly improve forecast accuracy. In sum,
this paper argues with provided evidence and methodology to analyze fewer
issues, but those that really matter.

6 Conclusions and Outlook

Analyses of forecast correction techniques in financial forecasting processes are
very sparse in the service analytics community. This research addresses two
research gaps: first, organizational business information that could increase the
explanatory power has been left unattended for correction approaches. Second,
current studies not performed comparative analyses for statistical debiasing and
organizational debiasing – based on the predictive results of forecast correction
techniques.

Further, this paper provides the first empirical analysis on this topic, based on
cash flow forecast data of a large multinational corporation. The analysis reveals
that forecast correction techniques can provide better predictions when organi-
zational key figures are integrated. Specifically, this paper shows that forecast
difference from target is the key to explain results in corporate invoice forecast-
ing Empowering forecast correction models with these business figures result
in highly improved forecasts when compared to basic statistic models. Circum-
stances at the organizational level might bias the managers in planning and
operations systematically. Especially, the corporate invoice forecast and revision
processes, that deliver data for risk management, must consider the systematic
effects on the aggregate level. Disclosing biases at a level where hedging takes
place, can show a way to reduce currency risks or hedging costs. Therefore,
both corporations and researchers need to understand how the organizational
environment can affect forecasting accuracy.

From a managerial perspective, the results provide unconsidered insights on
how organizational biases pave the way of forecasting. The endeavor to improve
service analytics and the decision support tools can reduce the managerial work-
load to identify forecasting items to revise. For example, based on this research,
the research partner plans to utilize the model predictions with organizational
debiasing to automatically check the validity of aggregated forecasts within the
forecast support system. The model debiases at an aggregate level, where the
business reasons matter. Overall, consideration of business key figures makes it
easier to identify the most beneficial work packages.

In sum, provided findings for information systems that support manage-
rial decisions have implications for future research. First, the monthly analy-
sis revealed that recurrent characteristics in time should also be considered for
service analytics, i.e., non-seasonal developments or fiscal business cycles that
do not start in January. Second, analysis of aspects beyond corporate financial
responsibilities can provide insights to understand interlinks to organizational
structures. For example, self-governing departments can have serious implica-
tions for corporations, as departments’ independence provides no obvious reason



Forecast Correction Using Organizational Debiasing 245

to align to corporate goals – besides benevolence. The incorporation of appropri-
ate proxies for business key figures into prediction models surely leads to further
improvements in information systems.
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Abstract. Currently, industrial maintenance experiences a shift from
traditional on-call business towards long-term maintenance contracts,
as, for example, availability-based maintenance contracts. Recently,
researchers presented Service Level Engineering (SLE) as an approach for
customers to determine their cost-optimal long-term availability levels for
their production equipment within one production system. However—in
order to apply SLE—customers must know their costs of downtime, i.e.
costs associated to the unavailability of production assets.

This work presents a generic approach for customers to determine
their costs of downtime function, a function reflecting the costs arising
for a manufacturer due to unavailable production equipment. The app-
roach uses simulation studies to incorporate different downtime patterns
that result in the same overall availability. Consequently, this work con-
tributes to the successful application of availability-based maintenance
contract in practice. In detail, this work addresses the question of deter-
mining the industrial costs of downtime, a necessary prerequisite for the
successful application of SLE in industrial maintenance.

Keywords: Industrial cost of downtime · Service Level Engineering
Simulation

1 Introduction

Today, industrial maintenance is still the backbone of industrial services. How-
ever, recently—driven by servitization of the manufacturing business [1,26]—
industrial maintenance has become more and more a long-term engagement
business. Instead of an on-call business, maintenance customers demand con-
tracts that are closely aligned with their business goals [25]—the production of
a predefined production output. However, for manufacturers to reach their goal,
the production equipment must be available and performing as intended. As an
answer to those new customer demands, maintenance providers come up with full
service (e.g. [8,9,24]), availability-based (e.g. [2,5]), and performance-based (e.g.
[10,17,18]) maintenance contracts. Given those contracts, maintenance providers
now sell equipment availability or performance for a predefined, periodic fixed
price instead of selling single maintenance jobs.
c© Springer Nature Switzerland AG 2018
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The new maintenance offerings have brought many advantages for customers.
However, they also introduced new challenges, as, for example, the customer
now needs to decide prior to manufacturing which service level (i.e. how much
availability) he wants to purchase for a given production equipment unit. Wolff
and Schmitz [27] propose the application of Service Level Engineering (SLE) for
the given problem. The fundamental idea of SLE is the trade-off between addi-
tional costs for production equipment availability and the costs of equipment
unavailability. Simplified, the costs of equipment unavailability are costs due to
lost production output, one component of an industrial manufacturer’s cost of
downtime [23]. In order to calculate the lost production output, the manufacturer
must know his production output for different combinations of equipment avail-
ability levels. However, in complex industrial production systems, the estimation
of production output is a difficult task. First—as production systems usually rely
on multiple heterogeneous production equipment units in series—the overall pro-
duction output does not depend on the availability of an individual production
equipment unit. Instead, the output depends on the availability combination of
all production equipment operated within the given production system [27]. Sec-
ond, given availability as a Service Level Indicator (SLI), Patti and Watson [19]
note that the same combination of individual equipment availability may result
in different production output quantities.

In order to successfully apply SLE in industrial maintenance contracting,
manufacturers are in need for a generic approach to determine the lost produc-
tion output. In the remainder of this work, we refer to the loss in production
output as the reduction in production throughput. This research aims at pro-
viding guidelines for the estimation of the throughput loss function over a range
of production equipment availability such that SLE can be applied in industrial
maintenance.

The remainder of this work is structured as follows: In Sect. 2, we elaborate on
fundamentals and related work on the given problem. In Sect. 3, we explain the
Design Science Research approach used in this work. The proposed framework for
the simulation-based estimation of downtime costs is introduced and explained
in Sect. 4. The applicability and utility of the proposed framework for the given
task is shown in Sect. 5 in an illustrative scenario. Finally, in Sect. 6, the work is
summarized and limitations and future work are pointed out.

2 Fundamentals and Related Work

In this subsection, we elaborate on fundamentals for this work. Additionally, we
distinguish related work and highlight differences between those and this work.

2.1 Fundamentals

First, we elaborate on fundamentals regarding industrial production, before, sec-
ond, explaining the core idea behind Service Level Engineering (SLE). Third,
basics of simulation studies are briefly introduced. Finally, we briefly present cur-
rent states in the simulation-based estimation of production system throughput.
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Manufacturing and Industrial Maintenance. For the remainder of this
work, we use availability as SLI. In this work, availability is defined as shown in
Eq. 1 and refers to the percentage of time a manufacturer has productive access to
the asset, regardless of its actual usage due to, for example, planned downtime.
Furthermore, availability during a given time period can only be determined
ex-post.

Fig. 1. Two different downtime patterns both resulting in the same overall availability
of 80%

a =
utilizable time

total time
(1)

However, the usage of availability as SLI has one major drawback. In order
to calculate the true availability of a production equipment, one must know
the downtime pattern of that equipment unit. The downtime pattern, however,
depends on two stochastic variables, namely the breakdown rate (BR) and the
breakdown duration (BD). BR refers to the quantity of breakdowns, whereas BD
refers to the duration of equipment unavailability after a breakdown occurred.
Ahead of time, both variables are stochastic, as we do not know when, how
often, and how long equipment units fail. Consequently, one level of equipment
availability can be reached by an unlimited number of downtime patterns. This
is displayed in Fig. 1, where we see 2 downtime patterns resulting in the same
overall equipment availability. As the downtime pattern is composed of the BR
and BD, any overall availability can be met with an unlimited number of BR
and BD combinations [3, pp. 23–32]. In practice, the BD greatly depends on the
response time of the service provider, which, again, is mainly determined by its
priority compared to other service demand. The determination of repair priority
itself is a challenging task (e.g. [28]).

The dependency of equipment availability on BD and BR also effects the
production system’s throughput. In fact, researchers only presented models to
calculate production system throughput for “[...] two-machine –one-buffer sys-
tem and systems with infinite buffer capacity or without buffers” [14]. There are
no exact throughput calculation models for more complex production systems.
Hence, in practice, throughput analysis of entire manufacturing plants is esti-
mated by using simulation. An recent overview over simulation in manufacturing
is provided by Negahban and Smith [16].

Service Level Engineering in Industrial Maintenance. Service Level
Engineering (SLE)—initially introduced by Kieninger et al. [11] for IT outsourc-
ing scenarios—is a systematic engineering approach to determine a cost-optimal
service level objective for the customer. It’s application to industrial maintenance
contracting has recently been proposed by Wolff and Schmitz [27].
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Fig. 2. Principle of SLE in industrial maintenance, adopted from [11]

The core idea behind SLE is the trade-off between the costs of additional
equipment availability (maintenance costs) and the opportunity costs of unavail-
ability. In industrial maintenance, the costs for additional availability refer to the
periodic service fee the customer pays the provider. Furthermore, opportunity
costs of equipment unavailability refer to opportunity costs introduced by the
loss of production output. Both cost components are assumed to be non-linear
with the availability level. As the customer faces the sum of both cost functions,
the customer should—economically speaking—choose the production equipment
availability such that his total costs are minimal. Furthermore, availability can
only be within a range of possible availability levels [amin; amax]. This is depicted
in Fig. 2.

From a customer perspective, the maintenance cost function can be derived
by requesting the maintenance service costs for a range of available availabil-
ity levels. Thus, the estimation of the maintenance cost function is rather a
challenge for the provider—which is not addressed in this work. However, the
determination of the opportunity cost function is essential for the application
of SLE and must be derived by the customer himself. Wolff and Schmitz [27]
define the opportunity cost function as shown in Eq. 2, in which aact and amax

represents the combination of actual and maximum combination of asset avail-
ability (one availability for each production asset), cu a product-value multiplier,
and n(a) the production throughput given availability a = (a1, a2, ..., an), with
ai corresponding to the availability of production asset i. In other words, the
opportunity cost function reflects opportunity costs due to lost production out-
put. The costs are derived by first determining the production throughput lost,
and second, monetizing the loss with a certain cost component cu. Unfortu-
nately, Wolff and Schmitz [27] do not provide an approach on how to determine
the manufacturing output function n for a given combination of asset availabil-
ity a . In the following, r refers to the function indicating the loss of production
throughput due to the given availability levels aact.
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cd(aact) = cu · r(aact)
= cu · (n(amax) − n(aact)) (2)

Therefore, the goal of this work is the introduction of a generic simulation-
based framework that enables manufacturers to determine their production
throughput loss function r due to equipment unavailability. The framework must
use simulation in order to be applicable to complex production systems. Further-
more, the introduction of simulation—coupled with multiple runs—allows for a
higher consideration of the unlimited number of possible downtime patterns.

Simulation Studies. Under simulation, researchers understand the imitation
of “[...] operations of various kinds of real-world facilities or processes” [13, p.
1]. Simulation models are a simplified representation of the real world and are
usually designed to answer a question of interest that cannot be answered ana-
lytically [13, p. 5]. A simulation run underlies stochastic influences, thus, the
output of an individual simulation run may result in unreliable results [13, p.
549]. To increase the reliability of knowledge gain, researchers run simulation
models multiple times and use aggregated information to answer the question
of interest. Given the set of responses, experts draw conclusion that are more
reliable than conclusions drawn from an individual simulation run.

In practice, simulation runs are often conducted as part of simulation experi-
ments—virtual experiments, in which multiple different scenarios are compared
with respect to performance indicators. For example, a manufacturer might want
to build a new production plant but cannot decide between two possible layouts.
Using simulation experiments, a model is built for both scenarios and simu-
lated multiple times, resulting in a set of values for each performance indicator.
Experts refer to the variable simulation input as factors, whereas its output is
referred to as response [13, p. 619].

2.2 Related Work

In this subsection, we highlight related work on the estimation of production
system throughput. Furthermore, this section points out related work in the field
of industrial cost of downtime estimation. Consequently, differences between this
and related work are indicated.

Industrial Costs of Downtime. Most methods for estimating cost of down-
time consider direct—costs that are directly associated with the repair of an
asset (e.g. labour and material costs)—as well as indirect—consecutive costs of
an asset failure (e.g. costs for production recovery, opportunity costs due to lost
production output)—costs [23]. In the context of SLE, direct downtime costs
are paid by the maintenance provider as part of his service offering. In return,
the provider receives the pre-defined fixed maintenance fee periodically from
the maintenance customer. Thus, direct downtime costs no longer influence the
maintenance customer’s profit and are not of further interest. However, indirect
downtime costs, are still experienced by the maintenance customer. Therefore,
the estimation of indirect downtime costs is of great relevance for this work.
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So far, research focused on the estimation of (indirect) downtime costs
for individual industrial cases (e.g. [6]) from a post-perspective. Furthermore,
Edwards et al. [4] develop a method for predicting downtime costs of tracked
hydraulic excavator in the mining industry. Predictions are based on historic
data. The only exception found is the work by Liu et al. [15] and Wolff and
Schmitz [27], who present methods to determine production losses due to down-
time for simple production systems. Furthermore, the latter also notes that
researches so far do not address the question on how manufacturers can estimate
the costs of downtime prior to an actual downtime event for discrete manufac-
turing systems.

Related work on downtime cost estimation differs from this work such that
for the application of SLE we do not need an estimate for an individual downtime
event. Instead, we require an estimate of downtime costs for a—at the point of
contract making—unknown series of downtime events. Therefore, the current
rare work on downtime cost estimation does not yield sufficient insights for the
given task.

Simulation-Based Estimation of Production Throughput. Today, sim-
ulation plays “[...] a significant role in evaluating the design and operational
performance of manufacturing systems.” [16]. Negahban and Smith [16] provide
a comprehensive review on recent publications on simulation studies within the
manufacturing sector. Most commonly, simulation studies are used to quantify
production throughput under the variation of, for example, production layout,
individual production equipment throughput, or scheduling decisions [16]. Sim-
ulation studies are used as no analytic throughput calculation exists for complex
production systems [14]. In detail, Negahban and Smith [16] differentiate simula-
tion studies in manufacturing system design and manufacturing system operation
related studies. The proposed application of simulation in this work belongs to
the manufacturing system design. Those simulation studies are furthermore cat-
egorized as general system design and facility design/layout, material handling
system design, cellular manufacturing system design, and flexible manufacturing
system design. However, those categories are not of interest for the given task.
To the best of our knowledge, there is no work using simulation in order to esti-
mate the production of throughout reduction in dependence of the individual
production equipment availability. Therefore, this work is well distinguishable
from previous simulation related work within industrial manufacturing.

3 Methodology

The following simulation framework was developed following a Design Science
Research (DSR) approach with one design cycle as proposed by Kuechler and
Vaishnavi [12]. The artifact of the DSR approach is a method, as the simulation
framework consists of conceptual instructions [20]. Furthermore, the contribution
of the simulation framework is an improvement, as we propose the new solution
of simulation studies for the known problem of determining long-term production
losses due to unavailable production equipment [7]. According to Peffers et al.
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[21], an improvement can be evaluated by showing its suitability and utility on
an illustrative scenario. The design cycle activities are depicted in Fig. 3.

Fig. 3. Design cycle activities

4 Simulation-Based Framework for the Estimation of
Downtime Costs

First, we explain how availability is modelled during an individual simulation
run. Second, we present the developed simulation framework.

4.1 Availability Modelling Within the Simulation Framework

Previously, we stated that the production throughput of a production line
is a random variable influenced by the BD and BR. Jointly—from a post
perspective—BR and BD result in a downtime pattern that can be used to cal-
culate overall equipment availability. Assuming a specific downtime pattern and
starting buffer capacities, one is able to determine the throughput of a produc-
tion line (determination may include simulation if no mathematical throughput
calculation is possible) deterministically. However, this approach requires many
different downtime patterns given in order to account for the many possible
downtime cases. Furthermore, this approach is complicated by the influence of
buffer capacity. Another approach, however, is to take the BR and BD distri-
butions as the base unit. Given those two distributions, we are able to create
many downtime patterns through repeated simulations. Consequently, as for the
previous approach, this approach results in many simulation runs. However, this
approach has the advantage of automatically creating downtime patterns and
thus reducing the required user input for the simulation model.

Given those thoughts, we decided to model availability through the provision
of a BR and BD distribution. Jointly, the two variables define the downtime pat-
tern for each individual asset. Therefore, with the given purpose of this work,
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the BR and BD are seen as simulation experiment factors. Hence, those jointly
define a simulation scenario and are varied across a predefined set of possible
distributions during the experiment. Due to the stochastic influence, each sce-
nario is simulated multiple times. Each simulation run will result in different
downtime patterns, and thus also different availability levels for the different
production assets—even though the factor distributions remain the same.

4.2 Simulation Framework

The prerequisite for the application of the proposed framework is a valid simula-
tion model of the production system of interest. Overall, the framework follows
a five step process, as shown in Fig. 4. Each process is explained individually in
the following subsections.

Fig. 4. Developed framework for the simulation-based estimation of downtime costs

Scenario Definition. First, the user must define possible experiment scenarios.
Under such, we understand the range of possible input factors. As the breakdown
behaviour of an asset can be modelled using BR and BD those are seen as the
input factors of relevance. Consequently, one scenario consists of one BR and
BD distribution for each production asset. Therefore, after this step, the user
has a set S of o different scenarios with S = {s1, s2, . . . , so}. Each scenario is
defined by a combination of BD and BR distribution for the n production assets
(e.g. s1 = ((BR1, BD1), (BR2, BD2), (BR3, BD3)) for three production assets).

Simulations. For each scenario, the simulation model is executed p times. As
explained previously, models must be executed repeatedly to guarantee generic
results. Therefore, a total of o×p simulations are executed. As the determination
of a suitable number of simulation runs has already been addresses by Law [13]
it is not included in this work.

Postprocessing. At this point, the user has—simplified speaking—the results
of o×p simulation runs. For each simulation run, we know the downtime pattern
for each asset, thus allowing for the calculation of asset availability. Furthermore,



Simulation-Based Estimation of Downtime Costs 255

Table 1. Results after simulation runs have been executed and throughput reduction
r has been computed

Scenario Iteration Availability aact r(aact)

a1 a2 . . . an

s1 1 a111 a112 . . . a11n r11

2 a121 a122 . . . a12n r12

. . . . . . . . . . . . . . . . . .

p a1p1 a1p2 . . . a1pn r1p

. . . . . . . . . . . . . . . . . . . . .

so 1 ao11 ao12 . . . ao1n ro1

2 ao21 ao22 . . . ao2n ro2

. . . . . . . . . . . . . . . . . .

p aop1 aop2 . . . aopn rop

we know the production throughput n(aact) for the combination of individual
asset availability aact = (a1, a2, ..., an) for n production assets. Availability levels
should be rounded to a suitable level (e.g. only full percentage points). Given
this data, we are able to calculate the production throughput reduction r for
each simulation run using Eq. 3. Exemplary, the results after this step are shown
in Table 1.

r(aact) = n(amax) − n(aact) (3)

Result Aggregation. Given the results from the previous step, we are able to
aggregate the results depending on the combination of availability levels. Due to
the repeated simulations and the dependence on the stochastic BD and BR, it
is likely that multiple simulation runs result in the same combination of avail-
ability levels, yet result in different production throughput reductions. For each
occurring combination of availability level, the mean reduction of production
throughput r(a) is calculated.

Throughput Reduction Function. Given the data provided above, we are
able to use interpolation to provide a production throughput reduction for each
combination of availability levels. According to Eq. 2, the downtime costs reflect
the throughput reduction multiplied with a cost factor cu.

5 Framework Application on an Illustrative Scenario

As noted, evaluation is done by an illustrative scenario, as proposed by Peffers
et al. [21]. An illustrative scenario describes the application of an artifact (i.e.
the framework) to a synthetic situation in order to illustrate the suitability or
utility of the designed artifact [20]. First, we explain the production system used,
before applying the presented simulation framework. Finally, the resulting data
points for interpolating the downtime cost function are shown.
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Fig. 5. Exemplary production system used for illustrative scenario evaluation

5.1 Introduction of the Illustrative Scenario

In order to illustrate the application of the presented framework a simple pro-
duction system is used. The layout and material flow of the production system is
shown in Fig. 5, in which circles and rectangles indicated production assets (i.e.
equipment) and production buffers. Material flow is shown by directed arrows.
Furthermore, dotted arrows indicate a non-starving or non-blocking material
flow.

Therefore, the example contains three production assets as well as two pro-
duction buffers. Each buffer has a capacity of 20 production units and asset A3
can be seen as an integration, meaning that it produces by jointly using one pro-
duction input unit coming from assets A1 and A2. The machines A1, A2, and
A3 have a lead time (in minutes) following a N(15, 5), N(16, 5), and N(14, 5)
normal distribution, respectively. Therefore, the production system reflects a
production system for which no analytic method for throughput determination
exists. Under ideal conditions without any downtime, the production system’s
throughout is limited by the bottleneck [22], which is—in this case—machine
A2. The unit price cu is given with cu = 10e.

5.2 Application of the Framework

In this subsection, we walk through the application of the simulation framework.
Relevant steps and intermediate results are pointed out.

Scenario Definition. As previously introduced, a scenario i si is defined as
si = ((BR1, BD1), (BR2, BD2), (BR3, BD3)), where BRi and BDi stands for
the BR and BD distributions for production asset j ∈ {1, 2, 3}. For this illus-
trative scenario, the set of simulation scenarios is created by the permutation of
the following individual distribution sets BR1, BD1, BR2, BD2, BR3, and BD3,
reflecting the BR and BD distribution of the three production assets. Conse-
quently, a total of o = 729 scenarios are used. BR follows an exponential distri-
bution with BR = Exp(λ) and E(BR) = 1

λ in days. Furthermore, BD (in hours)
follows a normal distribution N(μ, σ). In detail, the following sets of distributions
are used:

BRi = {Exp(5), Exp(10), Exp(15)},∀i ∈ {1, 2, 3}
BDi = {N(6, 2), N(8, 2), N(10, 2)},∀i ∈ {1, 2, 3}
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Simulations. Each scenario is simulated p = 10 times. Therefore, a total of
o × p = 7290 simulation runs are executed. Each simulation run simulated a
working period of 90 days. Given the simulation period of 90 days, the maximum
production throughput is 8,100 units (assuming no lead time deviation).

Postprocessing. The simulation model automatically calculates the production
throughput and the availability of the production equipment at the end of each
simulation run. Therefore, for each simulation run r, we know the availability
levels ar = (a1, a2, a3) and the throughput reduction rr.

Result Aggregation. The results of the individual simulation runs are aggre-
gated by the availability levels of the production equipment. Table 2 shows an
extract of the aggregated data. In total, a set of 1,002 combinations of equipment
availability levels were calculated.

Table 2. Extract of framework results: aggregated simulation results and opportunity
costs

Availability a Mean throughput
n(a)

Mean throughput
reduction r(a)

Opportunity costs cd(a)

a1 a2 a3

. . .

0.93 0.96 0.91 7,197 903 9,030 e

0.93 0.96 0.92 7,218 882 8,820 e

0.93 0.96 0.93 7,251 849 8,490 e

0.93 0.96 0.95 7,425.3 674.7 6,747 e

0.93 0.96 0.96 7,422.2 677.8 6,778 e

0.93 0.96 0.97 7,446.6 653.4 6,534 e

. . .

Throughput Reduction Function. Given the aggregated data, the manufac-
turer is able to interpolate the throughput reduction for a arbitrary availability
levels of the production equipment. The throughput reduction r can be mon-
etized in order to interpolate the opportunity cost function required for the
successful application of SLE in industrial maintenance. For the given illustra-
tive scenario, the opportunity costs for the combination of availability levels are
given in Table 2. This data is now used to interpolate opportunity costs for any
given combination of production equipment availability.

6 Conclusion

In this section, we summarize this work, show its contribution, highlight limita-
tions, and point out directions for further work.
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6.1 Summary and Contribution

This work presents a generic method to determine the production throughput
losses due to unavailable production equipment. In this work, unavailability is
used in a long-term context, thus unavailability is not limited to a single down-
time event. Instead, a series of unknown downtime events result in a downtime
pattern whose overall costs need to be determined. By applying simulation tech-
niques, the framework is able to incorporate many possible downtime patterns in
order to achieve an estimate of throughput reduction. The throughput reduction
estimate can be monetized in order to gain a downtime cost estimate.

This work contributes to the application of Service Level Engineering (SLE)
in industrial maintenance. In detail, the presented framework can be used to
derive the required downtime cost function for the application of SLE, an app-
roach to determine cost-optimal availability levels for production equipment from
a customer perspective. The presented framework—and SLE—address the chal-
lenge of industrial manufacturers to determine long-term availability levels in
new maintenance offerings, as, for example, availability-based maintenance con-
tracts.

The framework was developed following a one-cycle Design Science Research
(DSR) approach as proposed by Kuechler and Vaishnavi [12]. Following DSR
terminology, the proposed framework is an artifact of the type method [20] and
the contribution an improvement [7]. The suitability and utility of the developed
artifact has been shown on an illustrative scenario [21].

6.2 Limitations and Future Work

First, as this work relies on simulation studies, known limitations of simulation
studies apply to this work. For example, the results will only be as good as the
simulation model itself. The user must decide which level of detail is required
to receive accurate results. Furthermore, the execution of the entire simulation
experiment is complex and time demanding, as the simulation model is executed
repeatedly per scenario, resulting in overall o × p simulation runs.

Second, downtime costs are limited to opportunity costs of lost production
output only, which is—in the context of SLE—a valid assumption. However, SLE
being based on opportunity costs also implies that the market always demands
the manufactured goods which allows the manufacturer to produce his goods
without quantitative barriers.

Third, the computation of production throughput reduction r is based on
simply averaging the results from the multiple simulation runs. In future work,
the calculations could be extended to reflect a range of possible throughput
reduction to reflect uncertainty. For example, one could calculate a worst-,
average-, and best case scenario in terms of throughput reduction for a certain
combination of availability levels due to different downtime patterns.
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Fourth, more sophisticated evaluation of the proposed approach is required.
So far, we evaluated the simulation framework by demonstrating its applicability
on an illustrative scenario [20,21]. However, for further evaluation, we want to
apply the framework on a real world use case. Therefore, a promising field of
research lies ahead.
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Abstract. To ensure availability of industrial machines and reducing
breakdown times, a machine monitoring can be an essential help. Unex-
pected machine downtimes are typically accompanied by high costs.
Machine builders as well as component suppliers can use their detailed
knowledge about their products to counteract this. One possibility to
face the challenge is to offer a product-service system with machine
monitoring services to their customers. An implementation approach
for such a machine monitoring service is presented in this article. In
contrast to previous research, we focus on the integration and interac-
tion of machine learning tools and human domain experts, e.g. for an
early anomaly detection and fault classification. First, Long Short-Term
Memory Neural Networks are trained and applied to identify unusual
behavior in operation time series data of a machine. We describe first
results of the implementation of this anomaly detection. Second, domain
experts are confronted with related monitoring data, e.g. temperature,
vibration, video, audio etc., from different sources to assess and classify
anomaly types. With an increasing knowledge base, a classifier module
automatically suggests possible causes for an anomaly automatically in
advance to support machine operators in the anomaly identification pro-
cess. Feedback loops ensure continuous learning of the anomaly detector
and classifier modules. Hence, we combine the knowledge of machine
builders/component suppliers with application specific experience of the
customers in the business value stream network.

Keywords: Machine monitoring · Hybrid learning
Long Short-Term Memory Neural Networks · Product-service systems

1 Introduction

Availability of industrial machines and plants in the manufacturing industry is
essential because a breakdown can result in high costs for the breakdown itself
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as well as loss of production. The monitoring of machines and the prediction
of possible failures can reduce the possibility of a breakdown. Reliable machine
monitoring requires a huge amount of domain knowledge and experience about
the interaction of the machine components. Machine builders as well as com-
ponent suppliers have detailed product knowledge and can offer this knowledge
to their customers in form of services. It must be taken into account that every
machine can be individual. Each components can be installed in very different
environments. Therefore, the domain knowledge about the components has to
be combined with information about the particular application of the individ-
ual component. In so called product-service-systems (PSS) physical assets are
combined along with services to gain more value [19,20]. Possible services which
contributes to machine availability and aim to reduce breakdowns are preventive
maintenance, machine monitoring or predictive maintenance services. Suppliers
of these services can be component suppliers as well as machine builders or a
third party, based on the individual value stream network. But according to what
concept the implementation of such a service can deliver valuable and reliable
results? McArthur et al. [16] present a condition monitoring system model but
not in a PSS context. We think it is important to combine the competences of all
participants of a PSS in the best promising way. Machine builders and compo-
nent suppliers have a lot of experience in using their machines and components
in very different scenarios or applications. The service provider, on the other
hand, has access to very detailed lifetime data on every individual applications
of a machine.

In this article we show how the experiences of each party of a PSS can be
combined to realize a hybrid-learning machine monitoring approach. Such an
approach should use different algorithms to process various sensor data, enable
predictive maintenance services and a better fault diagnosis. In this article we
present a first approach. The developed approach consists of three modules:
anomaly detector, monitor and classifier. In Sect. 3 an overview of the developed
approach is given. Before that we describe the research background. Herein the
focus is on smart services in accordance to product-service systems and the
application of condition monitoring and predictive maintenance in the indus-
trial context. The anomaly detection with Long Short-Term Memory Neural
Networks (LSTM) and its application is explained in Sect. 4. This also includes
the application with a real-world machine. A description of the monitoring and
the classifier for anomalies follows in Sect. 5. Finally, discussion of results, limi-
tations and conclusions are presented in Sect. 6.

2 Research Background

Service science enters more and more into manufacturing industries [14,19]. In
general offering (smart) services comes along with the satisfaction of individ-
ual consumer needs or new revenue channels [19]. This interaction enables co-
creating value between several partners in value stream networks [5]. Machine
learning and intelligent machines support this value co-creation of smart services
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[5]. Different authors state out that the usage of information and communica-
tion technologies, sensors and context information enable smart services [3,4].
A continuous feedback loop between different partners [24] as well as including
different data sources [1] are also important factors.

The combination of products with services and supporting infrastructure is
known as product services systems [17]. In manufacturing industries it plays
an essential role since component suppliers and machine builders build physical
products and a trend towards offering PSS is seen [14]. Possible smart services
in the manufacturing industries are condition monitoring or predictive mainte-
nance as a service. As stated in the introduction high availability of machines and
plants is a major challenge. This availability is reduced by failures or planned
maintenance. With better knowledge of the actual condition of a machine, the
possibility of a breakdown can be reduced and the machine only needs to be
maintained when it is necessary (based on the condition). Therefore, actual sen-
sor data need to be combined with prediction models [10]. The implementation of
monitoring systems for machines has already been discussed. Teti et al. [21] give
an overview of the different implementation options. [25] show in a case study
the added value that condition monitoring can bring to maintenance scheduling.
In their example, they improve the maintenance cost rate by 32%. In this way,
their work underlines the usefulness of condition monitoring. One way to realize
condition monitoring is the use of neural networks. Wu et al. [22] use a neural
network to predict the lifetime distribution. They optimize the threshold value
for the probability of failure, which corresponds to the lowest maintenance costs.
A more complex structure is presented by Wu et al. [23]. They develop a three-
stage system to minimize the operating costs. On the first level, vibration data
is stored in a database. In the second stage, the data is used to predict the life
expectancy with a neural network. In the last step, the prediction is then used
to optimize the expected costs per unit. This shows that condition monitoring
approaches can consist of several levels. A possible visualization of condition
monitoring data has already been presented. For example, a patent describes a
tool for visualizing sensor data of a power plant [18]. In the event of a failure, all
abnormal sensors are displayed on a single screen. In addition, the technician can
navigate through the details of each individual sensor. From our point of view,
this is a good way to provide a technician with all sorts of data, but without over-
loading him or her. Besides displaying and recognizing errors, another challenge
is the classification of errors. Axinte [2] describes a tool for error detection and
classification during broaching. He uses a neural network to classify the errors.
McArthur et al. [16] describe the idea of using different systems for the monitor-
ing of machines. They describe a condition monitoring system for an electrical
transformer. To do this, they use a neural network and the k-means algorithm.
To detect and classify faults in the transformer they use “ultra high frequency
measurement” [16]. They use data that is generated during operation. However,
these classifiers are often for very specific applications [13]. According to Lee et
al. [13], they are often not flexible enough to process more complex information.
They give the following reasons for this: no close human-machine interaction,
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no use of all available information and no adaptive learning [13]. To mitigate
these problems, they propose cluster algorithms with feedback loops. Further
research shows that classification can be further improved by using completely
different sensors (e.g. image and sound data) [8]. Hirt and Kühl [8] show how
classifications can be further improved by using several different data sets. They
use texts as well as the name and the profile picture of Twitter users to decide
which gender the user has.

The previous literature shows that neural networks were very often used for
the analysis and prediction of deterioration processes. Combinations of different
mathematical methods and algorithms have already been presented. However,
to our knowledge, there is still no combination of error detection in combination
with a classification of the detected error using additional (rich) sensor data.
In this context, rich means that these sensor data require additional methods
for their analyses and the automated processing is still complex (e.g. image and
sound data). It has also not yet been described how the classification can be
improved by the inclusion of expert knowledge. In this context, we also want to
point out the opportunities that arise from working together in a PSS. Based
on the discussed literature, we would like to present such an approach in the
following.

3 A Hybrid-Learning Machine Monitoring Approach

The hybrid-learning machine monitoring approach proposed in this section is
based on three inter-playing modules. Figure 1 provides an overview of the imple-
mentation.

Fig. 1. The developed machine monitoring approach

For the first module we developed a procedure for detecting anomalies with
the operation data of a machine. In this example we define operating data as a
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time series of the motor torque which provides the necessary information about
the current operating status of the machine. During normal operation, similar
repetitive patterns can be observed which represents for example the transport
of a material box on a conveyor belt. Anomalies are defined as deviations of the
observed time series from the expectation. In Sect. 4 we show how an LSTM
is trained on large time series data sets and subsequently applied to identify
deviations from a normal operation behavior.

In case of a detected anomaly, the monitor module is triggered. The goal
of this module is the identification of causes and possible countermeasures as
quickly and reliable as possible to prevent high breakdown cost of the machine.
The core of this module is a visualization dashboard which contains a visual
representation of the detected time series anomaly in addition to snapshots from
different monitoring data sources. Monitoring data are defined as additional
observations which can provide further clues to the cause of an anomaly like
short video and audio sequence from the point in time of the detected event as
well as sensor data from different component of the machine, like vibration and
temperature. In addition, values of normal operation sequences are provided for
comparison.

The actual identification of causes is then supported by the classifier module.
In case of an anomaly, the classifier receives all available operating and monitor-
ing data as inputs to calculate the likelihood of predefined anomaly scenarios.
The recommendation for a possible cause is returned and displayed in the mon-
itor module. By investigating the actual cause, the machine operator or other
domain experts now provide an indirect feedback to the model about the quality
of the general anomaly detection and classification. If the detected anomaly is
indicated as a false positive after a screening by human experts, the respective
case is added to the training database for normal operating examples. Therefore,
the model continuously learns and adapts to the normal operation behavior of
the machine. In case of a true positive in the anomaly detector model but a
wrong classification of the cause, two cases can occur. (1) The actual anomaly
is known but mismatched or (2) the anomaly was detected for the first time. In
the first case, again the database is updated by adding the new pattern with
the correct label which leads to a continuous improvement of the model. In the
second case, a new class must be defined by the human experts to update the
models. True positive anomalies which are also correctly classified, are simply
approved by human experts and also added to the database to reinforce right
decisions of the models and further advance the automation process.

As a machine builder, component supplier and service provider of such a
hybrid-learning machine monitoring approach, the question of how to initialize
the system and thus to ensure a direct value co-creation with the customers
arise. To this end, we define machine specific anomalies and application specific
anomalies. The anomaly detector module completely depends on application
specific data since the application scenarios differ from customer to customer.
Therefore, to initialize the anomaly detector module, the data must be collected
individually for each customer during a normal operation behavior. The neces-
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sary effort, however, is also manageable since no labeling process is necessary for
time series anomaly detection. In contrast to this, the classifier requires labeled
data to calculate the likelihood for the predefined anomaly classes. To realize this
approach, the classifier must be initialized by the machine builders or component
suppliers who have the soundest knowledge about the internal operation of the
product. Data about possible anomalies that affect the machine itself (e.g. fric-
tion causes abrasion) must be recorded and continuously updated according to
experiences in different application scenarios with changing conditions. The ser-
vice provider can fall back on a large pool of experience with various customers
who provide the machine specific data for example in return for the provided ser-
vice. To cover application specific anomalies like a misplaced load, the approach
explicitly introduces the feedback loops, which allows the customers to easily
build up their own labeled data pools. If no machine specific anomaly matches
the detected anomaly, human experts from each customer are able to label these
new cases by simply introducing a new class of anomalies to the model and pro-
vide a possible solution approach for this case. The approach therefore allows
to continuously update the knowledge base of the classifier module which was
initialized and continuously updated only with machine specific anomalies from
the service provider. Hence the module relies on the experience of the different
partners in the value stream network about the machine itself and continuously
adapts to the needs of each individual customers. The more machines are in use,
the faster the adaption can be realized due to more application specific anomaly
detections.

4 Anomaly Detection with Long Short-Term Memory
Neural Networks

Different cases were realized with the industry partner Lenze, a German man-
ufacturer of automation solutions. Their products and automation solutions
are used in automotive, robotics, packaging and material handling applications.
Their main components are motors, gearboxes, inverters and controllers.

The implementation of the complete proposed approach is currently not real-
ized. Although the module for anomaly detection is already implemented and
evaluated. For this purpose, a specially designed demonstration machine is used
which represents a typical application of the Lenze automation solutions and
components. This machine consists of three conveyor belt modules in a row to
move various goods. Typical applications could be the movement of cargo, bag-
gage or parcels. To imitate the data gathering process, application specific time
series data for normal operations are collected by simulating nearly 600,000 time
series windows of different load patterns on a conveyor belt. In this case we focus
on the torque time series which reflects the operation status of a machine in each
point in time. The initialization of the module is now realized by the following
procedure.
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1. The idea is that anomalies are defined in this context as deviation of mea-
sured operating data and the expectations. The expectation about a normal
operation behavior is based on a machine learning model which investigates
the recent data history and provides a prediction for the expected operation
status in the next time step.

2. To realize this prediction, the machine learning model must be trained with
many usual operation behavior patterns to learn an approximation of a usual
time series. A method which is able to handle ever-changing load patterns
in addition to complex, noisy and non-linear torque time series patterns is
required. One particularly suitable model type for this purpose are LSTMs.
The focus of our work is not to benchmark the optimal model for such a time
series analysis. Statistical quality control techniques like CUSUM (cumulative
sum), exponentially weighted moving average analyses, other autoregressive
models or machine learning techniques can also be applied. Since [6] establish
LSTM models as a well functioning standard method for similar task, we
implement this technique in our anomaly detector module as well. A complete
introduction to LSTMs is beyond the scope of this article, hence we refer to
[9].

3. The LSTM is trained on 64% of the generated data. Before the training
process the values are scaled between 0 and 1. To prevent the LSTM from
overfitting, an early stopping approach is used. Therefore 16% of the data are
used for continuously validation during training. A hyperparameter tuning
is conducted by a grid search approach. The resulting LSTMs consist of two
hidden layer with 20 hidden neurons, a batch-size of 64 and a windows size
of 50.

4. Based on the remaining 20% out-of-sample data sets which again contain
usual patterns of the time series, the absolute values of the residuals for each
period are summed up to generate a maximal threshold value for normal
deviations of the operation behaviour.

5. In a further step, actual anomalies are simulated. Simulated anomalies contain
for example a motor blockade or a misplaced load.

6. Test data of normal cases as well as simulated anomalies are now evaluated by
the LSTM model which compares the actual measurement with the expected
measurement. If the absolute deviations lay above the maximal threshold
value for a normal operation behaviour, the respective time series window is
labeled as a potential anomaly.

The presented procedure is a standard approach in time series anomaly detec-
tion, regardless of the model type used [15]. Figure 2 represents an example for
a normal operation of a machine (left) and an illustration of a detected anomaly
(right). This type of anomaly occurs due to insufficient motor bias. This cre-
ates a slip between the toothed belt and the drive shaft of the asynchronous
motor. To evaluate the implemented approach, we perform 208 test runs on the
demonstration machine. In 153 test runs, we simulate an anomaly at a certain
point in time caused, for example, by loading a wrong mass, or setting a wrong
acceleration. 55 test runs are carried out without any anomaly. Table 1 shows
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the respective confusion matrix. The results show an accuracy of 90.9%, a true
positive rate (correctly identified anomalies) of 91.5% and a false positive rate
(false alarm) of 10.9% in the current setting.

Fig. 2. Normal operation scenario vs. detected anomaly

Table 1. Confusion matrix

No anomaly Anomaly

Predict no anomaly 49 13

Predict anomaly 6 140

In a real application, the customer of the proposed solution is able to gen-
erate the necessary training data either within a controlled environment with
own demonstration machines or during manually monitored real live operation
scenarios to ensure the quality and representativeness of the normal training
examples.

5 Future Integration of the Monitor and Classifier
Module

In cooperation with our industry partner Lenze, the anomaly detector module
is the part of the approach which is already implemented, trained on generated
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data and tested in a realistic setting. The monitor and classifier module are
developed conceptually and not implemented so far. This section provides the
conceptual ideas about the future integration into the presented approach.

The classifier aims to support domain experts in identifying the cause of an
anomaly reliably and quickly. Therefore, all available operating and monitoring
data sources should be used to train a classification model. As Hirt et al. [8]
show, the overall classification performance can be improved by implementing a
cognitive meta model which combines individual classification algorithms trained
on different data sources. We follow the idea of constructing a cognitive meta
model and currently develop individualized machine learning models for different
available data pools. To this end, in the first place we build a database of all
detected anomalies and the reported causes which serve as the necessary labels.
In the phase of a first initialization of the module, we currently focus on a small
number of four classes. For each of the classes, the current effort is to simulate
the respective anomalies and relate the respective data to the anomaly. The
available monitoring data sources like temperature and displacement of a bearing
are again available in the form of sensor time series. Here, we currently test again
LSTMs for multiclass time series classification. Audio and video data sets are
currently not yet available. Our current research effort in this area is to better
understand if and how audio and video can provide valuable information for the
classification task. We therefore investigate optimal positions of audio and video
sensors on the production line. We currently also experiment with audio data
from other domains to better perform the necessary multiclass classification task.
For such classification tasks with visual data sources like pictures and videos,
Convolutional Neural Networks are widely discussed as a promising approach in
the literature [11,12] which will therefore also be implemented and tested in our
setting. As suggested by Hirt et al. [8] the idea is now to train these specialized
models on different data pools and then combine the predictions within a meta
model. The implementation and validation of this promising approach are future
research tasks. The involvement of the user also plays a key role in this process
since the knowledge of the service provider is also continuously improved by the
possibility of correction by the user. In a value stream network, the proposed
feedback loops which generate new and improved training patterns, are essential
for a collaborative value co-creation. This in turn benefits all customers of the
service provider, as the classification improves for all. Machine builders and
component suppliers can benefit from this data since product enhancement can
be achieved. It is also important to create a high level of acceptance of the
tool among users. Dashboards can help to increase acceptance and usability for
different users. This is to be achieved by displaying all relevant information about
the problem classification to the user in the right form which will be investigated
in our ongoing research to realize a mutual improvement of the models and
experts within our hybrid-learning approach. The proposed approach raises the
question where the individual calculations and algorithms should be carried out
best. The training of the networks will probably take place in the cloud but the
calculation of the trained nets can maybe better done by the respective customer.
Hence, a concept for fog, edge and cloud computing need to be discussed.



270 D. Olivotti et al.

6 Discussion, Limitations and Conclusions

In this article we propose a hybrid-learning machine monitoring approach which
is based on three interplaying modules for anomaly detection, monitoring and
classification. With our research we try to address different challenges which
arise for providers and customers of such services and aim to initiate a broader
discussion about hybrid-learning systems for an improved integration of human
experts in analytics based service tasks. A major issue in today’s solutions, is still
the integration of machine learning techniques and human domain knowledge.
One can argue, that with the huge amount of available data and machine learn-
ing techniques like deep learning, no domain expertise is necessary anymore to
understand the dependencies between a certain operation behavior and different
monitoring data sources. But especially application specific anomalies have often
only small data histories which still require human judgement. Therefore, in a
first step, we implement a fully automated anomaly detection procedure which
only analyses deviations from normal operation time series data. The second
step provides a clearly prepared dashboard solution for the machine operator or
other experts which allow them to manually analyze the current situation of the
machine in case of a detected anomaly. The overview contains different sources
of monitoring data like temperature of the machine but also corresponding video
and audio material at the point in time of the anomaly detection. This setup
should support the human expert to assess the current state of the machine. By
identifying the reason for the anomaly, or the assessment of a false positive detec-
tion, a feedback is provided which reinforce the modules to continuously improve
and adapt to new situations. The machine learning parts learn from human feed-
back and therefore provide better suggestions in future anomaly situations. But
the idea of such a hybrid intelligence interaction is difficult to realize. Ques-
tions, for example about the necessary number of available patterns, arise. To
continuously improve the machine learning parts of the approach requires lots
of labeled data which is difficult to generate only during a normal operation
without provoking certain error types. The whole approach is therefore most
likely applicable in a large value stream network with many different applica-
tion domains of a machine type and the willingness of all partners involved to
participate in the knowledge sharing process. As in many big data projects, the
question arises who owns which data and who is allowed to use it for what. In
the presented approach, it is very important that the service provider can access
the classification data and the user feedback. To achieve that it requires a certain
amount of confidence at the part of the customers that they provide the data to
the service provider and that security as well privacy is ensured.

Two types of anomalies need to be distinguished. Application specific
anomalies and machine specific anomalies. An initialization of machine specific
anomalies can be provided from the service provider in advance by provoking
many anomaly patterns for example on a demonstration machine. To further
improve the quality for the whole value stream network, these anomalies can
be anonymized but used for training better models which can be applied in
the whole network again. The main challenge are application specific anomalies



A Hybrid-Learning Monitor Approach for Industrial Machines 271

which only arise in certain applications of the machine or component. To retrieve
the necessary amount of data for these cases is challenging. Here, maybe other
learning approaches need to be invented for much smaller data sets. The goal
is still to implement a classification module which is able to adapt to new and
domain specific situations, but the questions arise if this is possible based on
sparse training data sets. Of course at this point the integration of knowledge
from domain experts is essential. Currently we only show the applicability of the
anomaly detection module. It can further be argued that this way is not appro-
priate to evaluate such an approach. A single case study is only a weak form of
underpinning the proposed idea. Besides the final implementation of the modules
for monitoring and classification, especially the evaluation of the presented ideas
in different contexts is the main focus of our ongoing research. To ensure gener-
alizable insights we will follow a rigorous Design Science Research approach. For
our research suitable evaluation methods are additional multi case/field studies
and architecture analyses as proposed by [7].

The presented approach shows how practitioners can implement a reliable
machine monitoring solution. This approach consists of three modules: anomaly
detector, monitor and classifier. Operative sensor data (e.g. the current torque)
is connected to more complex data (e.g. images and sound). With an LSTM net-
work, the operative data are examined for problematic deviations at a certain
frequency in the anomaly detector module. If an error is detected, it is displayed
to a technician on a dashboard (monitor module). In addition, the more complex
data is presented in comparison to data from normal machine operation. Based
on the additional data, the classifier proposes a reason for the cause to the tech-
nician. This can be confirmed or improved, which also leads to an improvement
of the classification algorithm. This means that a large amount of sensor data is
used together with the experience and the expert knowledge of humans to classify
faults. The longer the classifier runs, the less human intervention is required in
the classifier. At the current state the anomaly detector module is implemented
and tested in a real-world demonstration machine. The monitor and classifier
module are described conceptually and will be implemented in further research.
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Abstract. Big data has been a technological quantum leap in recent years.
Organizations are provided the opportunity to leverage this data by applying
analytics to derive competitive advantages and increase operational efficiencies.
However, the amount of value that is hidden within a set of data can often only
be determined when used in a particular context. Being able to determine the
value of their data assets as such is an even greater challenge for organizations.
We conducted a structured literature review and identified three clusters of
discussion in IS literature that address the value of data form different per-
spectives. Based on this review and the literature gap identified, we propose a
research agenda to (1) identify the factors that influence the value of data,
(2) cluster data according to value, (3) develop value-based data governance
guidelines, and (4) quantify the value contribution of a single data source.

Keywords: Big data � Data value � Analytics

1 Introduction

When Microsoft acquired LinkedIn for 26.2 bn USD in 2016 [1], the purchase price
went far beyond the sum of tangible and intangible assets as stated on the balance sheet.
With approximately 100 million active users per month during the time of acquisition,
Microsoft gained access to massive amounts of user data. As part of the due diligence,
Microsoft’s analysts have made assumptions on the value of that data. The question
therefore arises, how the value of data – and its potential business impact – can be
determined. While data resources are commonly viewed as an important IT asset within
an organization [2], their significance cannot be overstated. Precision farming in agri-
culture, for example, enabled thought the use of high resolution satellite imaginary and
weather data, allows farmers to increase their yield by up to 2% while saving up to 10%
on input materials [3]. In a survey, 40% of companies reported that losing access to their
data center for 72 h would put their survival at risk and 93% even filed for bankruptcy
within one year after losing access to their data center for 10 days [4].

The need for being able to determine the value of data is manifold. While the
acquisition of an organization or part thereof may be one of the most obvious external
triggers for data evaluation, there are business benefits for companies that have a data
valuation process in place. Akred and Samani [5] summarize the reasons why orga-
nizations would want to evaluate their data assets into three categories: direct data
monetization, internal investment, and mergers & acquisitions. They argue that
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knowing the worth of the data assets allows the organization to make smarter decisions
when monetizing data by selling it directly or offering products based thereof. Knowing
the value of data can guide the management when it comes to making decisions on
investments into data assets. This includes make vs. buy decisions or knowing how
much to spend on a particular data set.

With an ever-increasing amount of data being created through, for instance, social
media and the Internet of Things (IoT), the need for companies to evaluate their data
assets increases. While most data value frameworks focus on the business benefit
derived from the use of data, little focus has been put on the data source itself. For
example, Douglas Laney [6], Chief Data Office at Gartner, developed a comprehensive
framework consisting of six key performance indicators. Three focusing on improving
an organization’s information management discipline and three aiming at economic
benefits derived from information. However, little attention is given to the data source
itself. By looking at data as an intangible asset of the organization, we might want to
consider its value as a “raw material” instead of focusing on the business impact
through its use. With this way of thinking in mind, we open up a new field of research
and, in addition, respond to a call for research to understand the implications of big data
use by organizations [7, 8].

The remainder of this paper is structured as follows: in Sect. 2, we provide an
overview of the fundamentals and related work related on data and value. Section 3
describes the methodology applied for the literature review with a summary of the
results in Sect. 4. To further explore the value of data, we propose a research agenda in
Sect. 5. Finally, Sect. 6 concludes this paper with closing remarks.

2 Fundamentals and Related Work

In the following, a brief introduction to data and value is given. It describes the
fundamentals, frameworks and schools of thought that remainder of the paper is based
upon.

2.1 Data

The extant literature does not give a clear definition of what data is. Zins [9] argues that
the understanding of data depends on the angle and approach. Definitions of data reach
from being “the coded invariance”, “an abstraction” to “a set of symbols representing a
perception of raw facts” [9, p. 480]. With a focus on IS, Levitin and Redman [10] refer
to data as an immaterial and necessary asset of an organization. In contrast to rival
goods, such as cars, data is considered a non-rival good, which allows its use by several
people at the same time in different places [11].

There is a general consensus among researchers that data by itself is to be con-
sidered a raw material, whereas information is processed data and knowledge a form of
actionable insights [12, 13]. Being an integral part of the IT within an organization [2],
the importance of data management and data governance has been increasing over the
past years [14]. A well-defined and executed data governance model helps maximizing
the value that an organization can derive from a data asset [15] and it supports the
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alignment of data-related programs with company objectives [16]. The confidence in
making data-based management decisions is dependent on the quality of the data [17],
which triggers the need for a thorough data management plan. Aaltonen and Tempini
[18], for example, argue that business opportunities can be lost if data quality and
granularity does not meet the requirements and expectations of the client or project
scenario. The consequences of poor data management have been addressed in a number
of recent studies [e.g. 19–22].

While the basic definition of data, as outlined above, is rather broad, it would not be
complete without a brief introduction of the term big data. The creation of massive
amounts of data is often referred to as big data and generally characterized by five V’s:
value, variability, variety, velocity, and veracity [23]. Powerful computational power is
needed by organizations to process big data and to unveil trends and other insights [7].
However, organizations show different maturity levels in the use of big data and
therefore have a diverse understanding of it [24].

2.2 Value

Discussions about the term value and its meaning date back to Aristotele (4th century
B.C.) and have been part of many fields of research since [25]. In its central theory,
economics describes two central meanings of value: “value-in-exchange” and “value-
in-use”. The traditional perspective on value is referred to as a goods-dominant view,
which finds its basis in “value-in-exchange”. In contrast, the “value-in-use” approach
has strong parallels to the service-dominant logic as proposed by Vargo and Lusch
[26].

While Aristotele was the first to distinguish between use-value and exchange-value
[25], it was not until the scholars of scholasticism that extended this theory by arguing
that the value-exchange process is based on the needs of the consumers [27]. Extant
literature provides multiple approaches and frameworks on how to determine value
[e.g. 28, 29]. Drawing on the field of financial accounting, several methods have been
established for the valuation of intangible assets, such as patents. While cost-based,
market-based, and income-based models are frequently used for balance sheet calcu-
lations, option-based models have a far smaller application space [30].

3 Methodology of the Literature Review

We conducted a systematic literature review [31] in order to identify the research
streams around the value of data in IS. The review process consists of a search and
selection process to identify the relevant papers and a description of the research
streams, which have been identified in the process.

3.1 Search and Selection

The goal of our literature research is to identify work that is relevant in the field of IS. It
shall help identifying research streams that have formed around data value in recent
years.
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We started our search by querying multiple scientific databases – namely AISeL,
Scopus, ScienceDirect, and EBSCO – with a focus on leading IS journals. In order to
account for the fast-moving pace of the IS practice and the review cycles of journals,
we decided to also include the leading IS conference (ICIS) in our search results.
Initially, we did not limit the search time frame for relevant papers to ensure a gen-
eralizability. A brief analysis of the papers shows, however, that the majority of rel-
evant publications (85%) have been published in 2010 or after. This indicates that the
relevance of data value in research and practice has spiked in recent years.

We limited our initial search to the title, abstract, and key words. The search string
used was “value” and “data” or “big data”. The result of all databases – excluding
duplicates – yielded 245 papers. From here, we excluded articles that did not meet the
focus of our search – especially papers that have a strong technical focus, deal with
general investments into IT infrastructure, focus on the creation of social value and
such that put non-profit purposes (e.g. healthcare) into the focus of their research.
Papers were excluded after a thorough review of the abstracts. In line with Webster and
Watson [31], we performed a forward and backward search of the remaining 23 papers,
which added an additional 5 articles to the total amount of relevant papers. A summary
of the search process is depicted in Fig. 1.

Fig. 1. Search and selection process
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3.2 Identification of Clusters

In order to identify and describe research streams covered by the selected papers, we
summarized the information for each relevant article in a separate document. The
information extracted included: research methodology applied, underlying theoretical
assumptions and frameworks, main findings, suggested future work and limitations as
well as the broader topic (e.g. organizational, process, technical) covered. In a sub-
sequent step, we grouped the papers that had a strong overlap in their topics; leading to
a total of three research streams. We shaped groups that are as homogenous as possible
within and heterogeneous in-between. In the following, each of the streams is described
and gaps in research are pointed out.

4 Results of the Literature Review

The structured literature review helped us in understanding and clustering the state-of-
the-art research being conducted in the field of data value. Eventually, we were able to
identify three research streams that broach the issue of value of data: (I) business value
& organization, (II) data management, and (III) data value chain. Figure 2 introduces
the general framework of the data value chain consisting of data (collection), infor-
mation and insight building, and business value creation [32–35]. The marks (I – III)
depict the stage of each identified research stream within the data value chain.

4.1 Business Value and Organization

There is a general agreement among scholars that value of data is mostly realized when
it is used for a specific purpose. A major part of the discussion around deriving value
from data deals with the opportunities and challenges that organizations face when

Fig. 2. Research streams on data value
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intending to realize value. Günther et al. [36] identify six debates that are central to how
firms realize value from big data – pointing out that the discussion happens on multiple
levels: individual, organizational and supra-organizational. While most organizations
still struggle deriving value from data [37], some of them have been able to identify it
as a source of competitive advantage [38] and to develop an holistic view of their
customer base [39]. Furthermore, the source of the data is playing an increasingly
important role for realizing business value. While many organizations still explore the
possibilities of using data generated by themselves (e.g. transaction or product infor-
mation), some have moved on to also leveraging external open data sources [40, 41].
To this end, the value contribution of a single data source, in contrast to the value
contribution of big data analytics leveraging multiple sources, is being discussed in a
number of papers [e.g. 38, 42]. Looking at business value derived from data and IT
from a resource-based view, Melville et al. [43] argue that certain internal (e.g. com-
plementary organizational resources) and external factors (e.g. trading partners) need to
be in place to derive a benefit for the organization as a whole.

4.2 Data Management

The amount of value that can be extracted from data depends on the organization’s
capabilities to derive insights and to turn them into business value. However, the value
creation process starts even sooner. The way that organizations manage their data has a
strong impact on data value and, in a subsequent step, on business value. While data
sets that contain non-sensitive information can be easily exploited by organizations,
those that contain sensitive data, such as personal information, often add a layer of
complexity and influence the value of the data [37, 42]. The more granular the data, the
easier it is to track it back to an individual, which is why current research calls for new
processes and technical mechanisms to protect the privacy of individuals [44] and still
be able to realize value from that data. The ability of an organization to safely store and
process data, described in data governance procedures, becomes more and more
important when value is to be realized from granular sensitive data [15].

4.3 Data Value Chain

Going back to the original definition of what a value chain is, Rayport and Sviokla [45]
describe it as a model of value-adding activities and processes that connect the orga-
nization’s supply and demand side. With the raise of big data in the past decade, the
value chain framework has been adapted for this use case. Abbasi et al. [32] have
developed a comprehensive IS research agenda, which calls for additional research to
further explore the impact of big data analytics on the value chain and the economic
value that can be derived. Following this call, Lim et al. [46] have developed a nine-
factor framework that covers the stages of the data value chain and explains how data-
based value is created. While data generation, data acquisition, data storage and data
analytics are key activities along the value chain, data visualization and data-based
decision-making are often neglected as value-generating activities. Saggi and Jain [47]
point out that all steps are relevant to e.g. get a better understanding of the customer or
to prepare for M&A activities. Already at an early stage of the development of data
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value chains, Barua et al. [48] highlight the opportunities, which emerge when con-
necting a traditional value chain with data derived from Internet transactions.

4.4 Quo Vadis?

The literature review has shown that most of the research carried out in the context of
data value focuses on realizing business value; e.g. by executing analytics projects.
Figure 3 summarizes the relationship between the research streams. More than 50 per
cent of the relevant papers identified discuss this particular view on data value.
However, little attention is given to the source of the value: the data itself. While some
papers discuss how to “treat” data from a data management perspective, to the best of
our knowledge, no research has been looking at the data source itself – independent of
the potential use cases of this data. While there is a common agreement among scholars
that the true value of data is derived during its use, we argue that by looking at the data
source itself, we can already make statements about its potential value. In the fol-
lowing, we present a research agenda to further explore this field of research.

5 Proposed Research Agenda

Based on the literature gap identified in the previous section, we propose a research
agenda to further explore the value of data. This agenda constitutes four clusters that
build on each other (cf. Fig. 4). Therefore, we have defined an overarching research
question:

“How can organizations determine the value of their data assets and how
does that impact their data management activities?”

In the following, we describe the streams of research that we propose to open up for
further exploration by scholars.

Fig. 3. Relationship of data value and research streams
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5.1 Influencing Criteria

The need for determining factors that influence the value of data is not new: several
models have been proposed by consulting agencies and market research institutes [6,
49]. While these models may be suitable for certain industries or business scenarios,
little research has been carried out looking at these factors conclusively. By opening up
this field of research, we will be able to make qualitative statements about the factors
that influence the value of data and it lays the foundation for quantitative considerations
in the future. While no in-depth research has been conducted on the factors influencing
data value, a handful of researchers have mentioned that there are certain characteristics
that may influence its value. Malgieri and Custers [44], for instance, argue that the re-
usability and the value decay over time may have an influence on the data’s overall
value. Furthermore, the source of data, e.g. freely available, purchased or proprietary,
could influence the value [38]. Eventually, the quality of data may impact its value
[15].

Looking at the quality of a good to determine its value is an approach where IS can
leverage the knowledge of other disciplines. Materials management, for example, uses
this approach to divide raw material into different groups. As such, steel has certain
grades, which defines its quality, its purpose and therefore its value. Steel with a
“higher” grade can be used for advanced purposes and it therefore creates a higher
value since customer’s willingness-to-pay for the end product is higher. In conse-
quence, we may be able to leverage existing knowledge and transfer it onto the data use
case. Nevertheless, we need to account for the specifics of data, e.g. its ability to be re-
used by multiple parties at the same time.

5.2 Clustering

Every organization has to make decisions on how to orchestrate its investment activ-
ities. This is true for traditional assets such as buildings and vehicles, however, this also
applies to intangible assets such as data. Investments into data can be manifold; for
example, the acquisition of data sets and the management of existing data sources.

Since not all data have the same level of significance in contributing to the firm’s
economic success, there is a need to be able to cluster data according to its value.

Fig. 4. Research agenda overview
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Determining the factors that influence the value of data lays the groundwork for
clustering it into multiple categories. By using these clusters, organizations have the
opportunity to focus their investments on data that contributes most to their success and
competitive advantage in the marketplace.

The need to cluster items into categories by value is not new. Similar as to the first
point of the research agenda, materials management uses methods to assign parts into
categories. One of the most commonly used ones is the ABC-analysis, where the parts
with the highest value are assigned the A category, the ones with medium value the B
category and the ones with the least value the C category. Oftentimes, this analysis is
used in connection with the Pareto principle. This approach could be a starting point to
introduce value-based data clustering.

5.3 Data Governance

Our literature review has shown that data management, and data governance in par-
ticular, is one of the streams in today’s research on data value. While most of the
research conducted today focuses on the way data is managed on a firm level, we argue
that data governance should also adopt a value-based view.

Having shaped value-based clusters of data enables the definition data governance
rules and guidelines for each of these clusters. This allows organizations to treat data
that has a high value to the firm differently from such that only has a lower value.
Examples of differentiation in data management could relate to encryption, storage, and
access management. Also, data governance based on data value could guide organi-
zations in terms of their openness to share data with business partners and customers.

The implications of data governance go far beyond just managing data. The rules
and guidelines that organization define for themselves imply key strategic decisions on
a business level such as platform strategies and IT investments. By adding a value-
based view, we argue that data can be better exploited as a strategic asset.

5.4 Quantifying the Value

While the first three research clusters – influencing criteria, clustering, data governance
– shed light on the qualitative side of data value, this research block addresses the
quantitative side. Understanding the quantitative value of data enables organizations to
compare it to non-data assets and to better estimate its strategic value. As outlined
before, current research has been addressing the business value derived from data.
Therefore, we suggest leveraging current research in order to determine the value of a
single data source. I.e. instead of choosing a bottom-up approach to determine the
business value, we follow a top-down approach to determine the value of a single data
source. Since these calculations are specific to every organization, we propose con-
ducting a series of case studies. Furthermore, this approach allows a validation of the
clustering approach described in Sect. 5.2: by determining a monetary value associated
with a data source, we can check if the data source had been assigned to the correct
cluster. If needed, a revision of the initial model can be performed.
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5.5 Link to Related Academic Fields

The need for collecting, processing and making data available is not new. Related
disciplines such as information management and decision support systems have done
extensive research associated with the management of data. Information management
(IM), for instance, provides guidance for managing information – a structured form of
data - over its lifecycle and is associated with activities such as sensing, collecting,
organizing, processing, and maintaining of information [50, 51]. Therefore, informa-
tion management touches on data, processes, and systems within an organization,
which establishes a link to the proposed research agenda. Scholars in the field of IM
have conducted studies around data value [e.g. 38, 46], however, their work focuses on
the value derived from data; no conclusive research has been targeting the data asset
and its value-based management itself.

In decision support systems (DSS), data along with the users and models/
applications shape the fundamentals of every BI system [52]. While BI systems are
designed to process big data to derive insights, a key success factor remains the same
regardless of the quantity of data processed: the higher the data quality, the greater the
value that can be derived [53]. Data quality, as the literature review suggests, is also
likely to be one of the influencing criterion for the value of a data asset.

The research agenda proposes exploring data and its management from a value
perspective while IM addresses the data lifecycle management and DSS discusses data
quality as an important input factor. Therefore, the availability of extant research in
related disciplines shapes a solid foundation for the proposed research agenda and new
studies can be built upon existing insights and research results.

6 Conclusion

Our research provides an overview of the current discussions around the value of data.
A structured literature review serves as basis to identify a literature gap and to propose
a research agenda to address this gap. We identified three research streams that address
the value of data from different perspectives. The majority of articles identified focuses
on the business value that can be derived from data and how different organizational
levels influence this process. The second stream puts the data itself into the spot light
and discusses data management as an influencing factor to data value. The third stream
explains how data value is embedded into the overall data value chain.

Based on the discussions identified through the literature review, we propose a
research agenda to further explore the value of data by looking at the data source itself
– independent of knowing all of its potential use cases within the organization. We
argue that data by itself has certain characteristics – e.g. re-usability, shelf life – that
may influence its value. Finally, knowing the data value allows clustering it according
to value and deriving value-based data governance guidelines.

With the proposed research agenda, we enable further research into the field of data
value and to build a deeper understanding of the strategic value of data assets for an
organization. By answering the questions raised through the research agenda, organi-
zations will be able to manage their data assets from a value perspective. This enables,
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for instance, a more profound decision-making on which data to keep within the
organization and which to share externally to foster collaboration and product
innovation.
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Abstract. The adoption of Internet technologies has led to important trans-
formations in the way in which organizations reach and interact with their
audiences. The context of museums and exhibitions is also witnessing a con-
solidation of the usage of Web 2.0 for disseminating information and for sup-
porting the interactions to complement, improve and augment visitors’
experiences. Despite the proliferation of online evidence about the efforts that
these organizations are making to build a strong Web presence and a vibrant
existence in Social Media, there is far less knowledge about the effectives of
such investments from the perspective of the users. The purpose of this study is
to propose a framework that allows the assessment and the discussion about the
alignment between online presence of an organization and its effectiveness
towards its target audience and service promise. The study builds on the analysis
of Web and Social Media presence of Science Centers and addresses the whole
network of Centers in Portugal. It offers an overview of different types of online
efforts and resource allocation, while discussing it towards recent results about
its importance for users’ awareness about the Centers.

Keywords: Web presence � Social media usage � Museum services
Museum visitors perceptions

1 Introduction

In recent years we have been witnessing the growth and diversification of the online
and social media presence of museums, and exhibition providers in general. The
incorporation of such elements in museum service experiences reflects the tendency of
involving audiences beyond the physical onsite visits. These trends have been hap-
pening together with the adoption of approaches that support the development of
museum experiences as to informal learning environments, building on visitors’
engagement, interactivity, participation and fun [1]. The effective setup of such
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experiential environments relies on enabling visitors with an ease and agile access to
the providers’ information and resources, both during the visit and in the pre and post
phases of the service. Despite of the proliferation and diversity of web and social
presence of museums and organizations alike, there is still a lack of structured
knowledge to inform the allocation of resources for the development of effective online
presence, as well as to assess its effectiveness.

A great number of museums, exhibitions centers and alike have been consistently
deploying resources to build and make available digital content about their collections
and content. Moreover, general information on opening hours, ticket prices, calendars
of events, maps, and directions has become part of the expected online portfolio of
information. Adding to this, institutions have also embraced the adoption of web 2.0
tools on their sites, as well as the nurturing of a vibrant and very visual presence in
social media, as a response to the emerging patterns of consumption and service
expectations [2]. The efforts placed by museums for creating a presence on the Web
and Social Media have, to some extent, emerged as a complement to the visits expe-
riences, and much as a response to “a perceived demand for different forms of
engagement” [3]. Nevertheless, the existing evidence suggests that such investments
are not informed by structured approaches to develop and assess an adequate online
service offering, but rather that there is missing knowledge on how to articulate,
organize and understand such multiple presences. This study offers a contribution to
this debate building on the analysis of the online and social media presence of a
particular segment of museum services: Science centers. These organizations offer
portfolios of services oriented to promote the public engagement with science, by
means of adopting an exhibition approach that is very hands-on, relying on interactive
exhibits that call for visitors’ participation and interaction. For the particular nature of
the service experience proposed by Science centers the study of online presence is of
key importance, given the important role played by online resources to enable good
preparation for the experiential, on site visits.

2 Conceptual Background

2.1 The Service Experiences of Museums and Science Centers

Science centers and museums offer a diverse portfolio of service experiences that are
designed to promote public engagement with science. Many science centers were
developed after governmental initiative and have emerged as informal learning envi-
ronments able to attract much diversified audiences. Often, Science centers are also
adopted as complementary learning contexts, that amplify the services provided by
schools and educators in general, who promote class visits to the Centers’ exhibitions
and activities, while aligning its content with the topics on the existing school curricula
[4]. Science centers offer a vivid context to learn about the management of the service
activities of museums and exhibitions, as they have been pioneers in the adoption of new
visitors’ service approaches that privilege service experience attributes such as visitors’
participation, emotional engagement, fun for the purpose of improving awareness and
access to knowledge by means of informal learning among children and adults alike.
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Overall, science centers subscribe to a contemporary approach to the development of
visitors’ experiences that does not focus on the assembly and passive exhibition of the
content, but rather on the development of service experiences that enable the engage-
ment of visitors, by means of participation, interactivity and rich flows of emotion and
communication among visitors, centers’ staff and the exhibition artefacts [5]. Digital
technologies can play a substantial role in achieving these service experiences. Science
centers, in particular, have done remarkable advances in the adoption of technologies to
enrich the interactive nature of the visits, resorting to elements such as personal digital
assistants, digital information kiosks among others [6].

Overall, museums and Science Centers alike have been increasingly making use of
digital technologies resources to improve the service experiences offered. The adoption
of digital technologies has transformed the nature of the museum experiences, changing
the way visitors and staff interact with each other and with the exhibitions’ resources,
both during the visit, before and after it. It is now common practice for visitors to search
for information and resources to learn about and prepare a visit, and afterwards, either by
providing online feedback, revisiting the available online resources or resorting to the
web and social web to share their experience with other visitors [7]. The proliferation of
online information and resources, that results from these evolutions, is adding layers of
complexity to the management of information resources for these organizations while
also expanding the expectations of visitors who increasingly expect access to the data
and resources beyond the hours of the visit. Moreover, there is a, expanding, variety of
means to support a disseminate digital information and resources, ranging from an
institutional web presence to social media and networks, that make the task of defining
and maintaining a relevant and updated online presence a very demanding task. While
museums, Science centers and exhibitors in general face increasing calls to deal with
multiple uses and demands for information resources, there is a paucity in what regards
studies about the how such resources are effectively used and perceived by visitors, and
how they contribute to the building of the visit experience.

2.2 Web and Social Presence

Currently most of the existing museums and Science Centers have embraced the
opportunities offered by websites to improve the attractiveness of their offerings and
services to potential visitors. In general, companies, including the ones active in the
service industry, need to keep up with emerging information and communication
technologies to convey their knowledge and message to the customers. In fact, Various
authors, namely Pettigrew and Reber [8] have already identified that web presence can
remarkably improve a company’s success and visibility. Day [9] argued that web
presence is even more important that the service itself. Bonsón and Ratkai [10]
addressed undesirable effects of poor web presence, which can lead to decreasing the
press coverage of a company. Different studies have consistently supported that most
museums and similar institutions are investing in the development of online presences,
and are engaged in learning on how to make the most of these new resources [11]. The
nature of the online functionalities that museums aim to implement go beyond func-
tional elements, as in the business websites, for the reason that museums aim to setup
systems that are able to deliver emotions and promote engagement and fun. This
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perspective makes the study of the online presence for the case of museums a partic-
ularly new and largely unaddressed topic. The purpose of service systems of museums,
Science centers and alike is to offer enjoyable and informative experience, through the
combination of on line and on-site resources and information. Adding to this, the ability
to digitalize content and service elements serves also the museums purpose of reserving
knowledge and reaching wider audiences [12].

Museums and exhibit services in general are adopting practices to promote a pres-
ence and activity in social media for fostering communication purposes with customers
via virtual communities (i.e., by facilitating the creation and sharing of information,
etc.), so customers can easily become a fan and follow their brand’s fan page [13].
Research findings suggested that museums should implement adequate strategies to
attract young people. In that regard, using social media (i.e., Facebook, Google+,
Instagram, Twitter, etc.) can be effective as it is a quite popular activity, especially
among youngsters [14]. Moreover, museum managers hold to the belief that online
social presence is important to promote awareness, release information and reach wider
audiences. Evidence suggests however that the usage of such means, is, in general still
incipient as they mostly rely on one-way communication [15]. Social media has also
demonstrated a big impact on museum sector, as a quick way for prompting its activities,
providing additional channels to spread museum’s knowledge and receive the feedback
from visitors [16, 17]. Social media analytics are increasingly incorporated by museums
to evaluate the impact of organized events explored the feasibility of adopting a com-
putational model to automate the information extraction from the visitors’ social media,
allowing larger amount of data to be analyzed in close to real-time [18]. Overall, social
media offer museums and science centers a very disperse network of interactions that can
cover social networking sites, blogs, wikis, podcasts, photo and video sharing, etc.,
contemplating an array of combinable and customizable means to interact with their
audiences. However, dedicated resources are required in the organization to enable a
continuous nurturing of communications and relationships.

3 Research Approach, Data and Methods

3.1 Research Strategy

This paper presents and discusses the results from an exploratory work addressing the
use of new digital media in museum contexts, particularly for the case of Science
Centers. The purpose of the study was to contribute to the understanding the variety of
efforts placed by these organizations for developing a web and social media presence,
while assessing its effectiveness in the eyes of the visitors. The study involved a
combination of methods to examine and categorize different types of online efforts for
the various units from the whole network of Science Centers in Portugal, including:
(i) a qualitative approach, including a literature review for advancing our understanding
about how Internet and particularly the Web and social media presence can enhance the
users’ awareness of museums, Science centers and the service experiences of exhibi-
tions in general; and (ii) a quantitative approach, building on data collection from the
science centers websites and social media presences, complemented with interviews,
when necessary, to validate and triangulate data.
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3.2 The Units of Analysis

The study addressed the network of Science centers in Portugal - Science Centers
Network (SCN) – whose units are listed in Table 1. The SCN was established in 1997
with a mission of disseminating science and promoting scientific and technological
culture. Over the years the network consolidated a wide national presence and
recognition as a trusted and innovative provider of scientific culture. The data col-
lection scope included the whole network of existing centers, labelled as Centros
Ciência Viva (CCV), whose literal translation to English is “Living Science Centers”.
A Science center is in fact a place where science and technology fracture the walls of
the laboratories, to their visitors, emphasizing on the hands-on approach, a way to
promote learning through experience and enjoyment, where you can interact with what
is exposed; touch, experiment, discover, etc. [19, 20].

At present there are 19 CCVs in Portugal (including the center in Guimarães and
excluding the closed one in Amadora). However, because this study builds on data
from the latest report made available by CCV, published in 2016 [20], which reports 18
CCVs, the analysis reported is restricted to the available data. Table 1 lists all active
CCVs at the time this report was prepared, summarizing information about their
location, foundation year, web address and number of visitors. Note that the table
contains 18 centers since the Amadora center was already close when the report was
prepared and there was also no information available about the new center in
Guimarães. The number of visitors per year, according to the data provided by the
official website of the SCN. The average number of visitors per center, taking into
account the last four years, varies between 7,000 and 70,000 annual visitors per center,
depending on its size and location. The only exception is the Pavilhão do Conheci-
mento in Lisbon, with an average of about 220,000 visitors per year over the same
period. The CCV Network, as a whole, has an average of 550,000 annual visitors in the
last ten years [20, 21].

Table 1. Analyzed national science centers of the Portugal.

List of science centers (location) Year Websites Total
visitors

1. Centro Ciência Viva de Sintra (Sintra) 2006 oficinacienciasintra.pt 9.782
2. Centro Ciência Viva da Floresta (Proença-
a-Nova)

2007 ccvfloresta.com 81.3

3. Centro Ciência Viva de Bragança
(Bragança)

2007 braganca.cienciaviva.pt 11.095

4. Centro Ciência Viva de Constância
(Constância)

2004 constancia.cienciaviva.pt 36.613

5. Centro Ciência Viva de Estremoz
(Estremoz)

2005 ccvestremoz.uevora.pt 17.059

6. Centro Ciência Viva de Porto Moniz
(Porto Moniz, Madeira)

2004 portomoniz.cienciaviva.pt 16.648

(continued)
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Given that the context of the study was a coherent network of Science centers that
share a common purpose and national approach it could be hypothesized that all
Science center units would have substantially similar web and social media presence.
Former studies have proposed that online resources should reflect an organizations’
mission, for which they should exhibit functional comparable web presences, related to
the essential characteristics of their mission [22].

4 Analysis and Discussion

To assess the presence of CCV Science centres in social media, we study their presence
in the following media, following Shang et al. [23]: Facebook, Google+, Instagram,
LinkedIn, Twitter, YouTube, Viemo, Issuu and Trip Advisor. Table 3 summarises the
results for all 18 CCV science centres, collected till 28 March 2018 as our reference
date. In the following, we briefly define the metrics that we introduce in this table. For
the case of Facebook, ‘people like’ and ‘people share’ are the number of people that
like and follow a Facebook page, respectively. ‘FB Likes’ indicates the number of likes
that the most liked post posted during March 2018 has received, and the parameter
‘share’ indicates the number of times that the most shared post had been shared until
the reference date. Finally, FB comments indicates the number of comments that the
most commented post received until the reference date. On the other hand, for the case

Table 1. (continued)

List of science centers (location) Year Websites Total
visitors

7. Centro Ciência Viva de Tavira (Tavira) 2005 cvtavira.pt 27.704
8. Centro Ciência Viva de Vila do Conde
(Vila do Conde)

2002 viladoconde.cienciaviva.pt 82.963

9. Centro Ciência Viva do Algarve (Faro) 1997 ccvalg.pt 215.034
10. Centro Ciência Viva do Alviela -
Carsoscópio (Alcanena)

2007 alviela.cienciaviva.pt 44.241

11. Exploratório - Centro Ciência Viva de
Coimbra (Coimbra)

1998 exploratorio.pt 13.328

12. Fábrica – Centro Ciência Viva de Aveiro
(Aveiro)

2004 www.ua.pt/fabrica 12.656

13. Pavilhão do Conhecimento (Lisboa) 1999 pavconhecimento.pt 15.435
14. Planetário Calouste Gulbenkian (Lisboa) 1965 ccm.marinha.pt/pt/planetario 22.237
15. Centro Ciência Viva de Lagos (Lagos) 2009 lagos.cienciaviva.pt/home 34.265
16. Planetário do Porto - Centro Ciência
Viva (Porto)

1998 planetario.up.pt 14.49

17. Expolab (Lagoa) 2009 expolab.centrosciencia.azores.
gov.pt

13.376

18. Centro Ciência Viva do Lousal-“Mina de
Ciência” (Grândola)

2010 lousal.cienciaviva.pt 16.968
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of Instagram, the table reports the number of people that follow the target science
centre on this medium, where the parameters ‘likes’ and ‘comments’ represent
respectively the number of likes that the most liked post and the number of comments
that the post with the highest number of comments had received, amongst the nine
posts that had been posted most recently, had received till the reference date. For
Google+, LinkedIn and Twitter, we simply consider the number of followers. For
YouTube, we consider the number of people subscribing for the channel created by the
science centre itself. For Trip Advisor, we simply count the number of reviewers, i.e.,
people who posted any review on the considered science centre. The ‘Other Media’
includes the Vimeo and Issuu media, where the numbers report the aggregate number
of followers for these two media. Finally, at the bottom of the table, the parameter
‘Total’ indicates the sum of all abovementioned parameters for each science centre.
This is indeed a measure of science centres’ presence in the social media, and from now
on, we refer to it as social media presence.

Table 2 ranks all science centres, according to their presence in the social media.
We observe that C13 (Pavilhão) with total social media presence of 103,257 is by far
the most present science centre in the social media, more than five times greater than its
following science centre, C11 (Coimbra). The presence in social media for the rest of
science centres, varies between 4,787 and 19,960, with C6 (Moniz) and C4 (Con-
stância) having the least presence.

Table 2. Ranking of social media presence of different science centres in Portugal.

Ranking Centros Ciência Viva Social media presence Science center

1 Pavilhão 103,257 C13
2 Coimbra 19,960 C11
3 Planetário Calouste Gulbenkian 14,837 C14
4 Estremoz 14,254 C5
5 Floresta (Proença-a-Nova) 13,997 C2
6 Planetário do Porto 13,850 C16
7 Algarve (Faro) 13,818 C9
8 Lagos 13,059 C15
9 Sintra 11,925 C1
10 Alviela - Carsoscópio 11,616 C10
11 Fábrica 10,997 C12
12 Lousal-“Mina de Ciência” 10,006 C18
13 Bragança 8,367 C3
14 Tavira 6,950 C7
15 Expolab Lagoa Açores 6,068 C17
16 Vila do Conde 5,757 C8
17 Moniz 4,928 C6
18 Constância 4,787 C4
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Similar to the approach followed by [23, 24], a Web content analysis of these
science centers was also conducted. Table 3 summarizes the results.

In this table, all elements are normally either 1 or 0, indicating the existence or lack
of a respected item, respectively. The list of items that we use in this table is suggested
by previous research. [23, 25]. Padilla-Meléndez and Del Águila-Obra [24] suggest a
comprehensive list of items for analyzing the web and social media usage, without
clearly defining these items. Therefore, we adopted the definitions provided by Shang
et al. [23]. Finally, for assessing Facebook usage, we employed the metrics (namely,
likes, comments and shares) proposed by Bonsón and Ratkai [10]. In the sequel, we
briefly define each of these items:

• Website, whether the centre has a website or not.
• Blog is a website used for socialising and narrating life stories.
• Online Forum is a website where the visitors can discuss about specific topics.
• Downloadable files indicate whether the centre provides any PDF or PPT material

that can be downloaded from its website. The score for this item indicates how
many of these file types is available on the website. For example, the score for C5 is
two, which means that it has both PDF and PPT files on its website.

• Email indicates whether the science centre’s website provide email service.
• Newsletter subscription means whether it is possible to subscribe for receiving a

regular newsletter on the website or not.
• e-service item includes four different components. Among other services, the CCV

centres also offer birthday celebration for visitors with a ‘flavour of science and
technology’. For reservation, part of the total cost is normally required to be paid in
advance, say 50%. This payment can be done either through a bank transfer or by
paying on the centre’s desk. For the first component of the e-service item, we give
one score for each centre that accepts bank transfer for the reservation. Some centres
also have an online shop; we consider one additional score for these centres – the
second component.

• For the third component, we give one more score to those centres that also sell
tickets online. Finally, for the last component, we give one additional score to those
centres that offer booking for a visit through their website.

• Google maps, earth, street indicates whether the website provides an integrated
Google map along with street address on its website.

• Geographic coordinate indicates whether the website provides the GPS coordinates
of the centre’s premises.

• Photo indicates whether the centre provides photos of its activities, lab facilities or
organized events such as exhibitions, workshops, etc.

• iTunes indicates whether the centre has published any multimedia content in iTunes
or not.

• Online chat means that if there is any assistance provided online by the website.
• Online database means whether the website provides any statistic or archived

information about the visitors over a certain period of time, e.g., monthly, yearly, in
the last ten years, etc.

• Podcasts indicates whether the centre provides any archived podcast, an episodic
series of digital audio or video files which a user can download and listen to.
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• Video indicates whether the centre provides any video integrated in its website or
not. That is, the video can be played and watched on the host website. The video
can introduce the centre itself or can be some parts of their activities, exhibitions,
science talks, etc.

• Virtual visit means whether the centre provides any 360º virtual tour from its
facilities on its website or not.

• Language indicates the website is in how many different languages. For instance,
C3’s website is in three different languages, namely Portuguese, Spanish and
English.

In Table 4, the last row indicates the overall Web presence score of different
science centres. Each element is simply the sum of all elements in the respected
column. Table 5 lists all science centres according to their Web usage rank.

Note that among all 18 centres one of them (C6) surprisingly does not have any
website; in fact, it previously had a website, but now it is only active in social media.
The web presence of different science centres varies between 8 and 14, with C13
having the first rank. Interestingly, C13 has also by far the first rank in the social media
presence.

The overall scenario for the web and social media for the network of Portuguese
Science Centers offers unexpected patterns. A first rank of comments regards the
relatively intense heterogeneity in the patterns of web and social media presences
exhibited by all the units, despite their common goals and frame of activities. All the
Science Centers have similar target audiences and host similar type of content to
display, and resort to a shared vision of a participatory and engaging service experi-
ence. Data analysis did not reveal any relevant association of the observed differences
to variables such as age of the centers, or the population in surrounding areas or the

Table 4. Web presence of different science centres.

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 C17 C18

Website 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1

Blog 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

Online Forum 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0

Downloadable files 1 1 1 1 2 0 1 1 1 1 2 1 1 2 0 1 1 1

Email 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1

Newsletter subscription 0 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1 1 0

e-services 2 1 3 1 2 0 3 1 3 3 2 1 3 4 0 2 1 0

Google maps, earth, street 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1

Geographic coordinate 0 1 0 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1

Photo 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1

iTunes 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 0

Online chat 0 0 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0

Online database 0 0 1 1 0 0 0 1 1 1 1 0 1 1 0 1 1 1

Podcasts 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

Video 0 0 1 0 1 0 0 0 0 1 0 1 1 0 1 0 1 0

Virtual visit 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

Language 1 1 3 2 1 0 2 2 1 2 1 1 1 1 2 1 1 1

Total 8 11 14 12 12 0 13 13 12 14 11 11 15 14 10 11 13 8
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number of average visitors per year. Such differences could explain different approa-
ches in selecting different intensities and target presences in social media channels, but
it was not the case evidenced by the data. Therefore, the existing differences in web and
social media presence are either related to different strategic approaches by each sci-
ence center or rather likely by a lack of a structured frame of action to develop and
monitor such efforts for online presence. Beyond the observation of the heterogeneity
in the choices for the online and social media presence, the study involved two further
analysis: (i) the alignment between the web and social media presence; (ii) the align-
ment between the online efforts and its impact on visitors’ awareness about the science
centers. The purpose of (i) was to investigate the existence of distinct online posi-
tioning strategies, according to which centers would privilege web or rather the social
media efforts. The purpose of (ii) was to get insights about the relevance of the online
efforts on the eyes of the visitors. To this end the study resorted to secondary data from
studies with the centers’ visitors, conducted by national authorities and entities and that
were publicly available.

The analysis of the relative positions, or rankings of the science centers for web
presence and for social media evidenced the existence of important gaps, suggesting
that centers don’t invest equally in the development of a web and the maintenance of a
social media presence. For example, the center from Bragança (C3) ranked in the 13rd
position regarding the social media effort, while it was ranked 3rd in the density and
richness of the features and functions of its web presence. This was however an unusual
positioning given that most of the centers exhibited a stronger bet on the construction

Table 5. Web presence ranking based on the web items listed in Table 4.

Ranking Centros Ciência Viva Total web items Science center

1 Pavilhão 15 C13
2 Bragança 14 C3
3 Alviela - Carsoscópio 14 C10
4 Planetário Calouste Gulbenkian 14 C14
5 Tavira 13 C7
6 Vila do Conde 13 C8
7 Expolab Lagoa Açores 13 C17
8 Constância 12 C4
9 Estremoz 12 C5
10 Algarve (Faro) 12 C9
11 Floresta 11 C2
12 Coimbra 11 C11
13 Fábrica 11 C12
14 Planetário do Porto 11 C16
15 Lagos 10 C15
16 Sintra 8 C1
17 Lousal-“Mina de Ciência” 8 C18
18 Moniz 0 C6
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of social media resources. Also, in the case of the center C6 (Moniz) the data supported
a stronger presence on social media, given that the center even decided to withdraw its
web presence closing the webpage it maintained for several years in the past.

The analysis of the effectiveness or impact of the online presence efforts was done
by looking at recent data released by the network of science centers about the
importance of the web for the awareness about the center, and its information. Data
from a survey from 2016 revealed that the proportion of visitors who declared to be
acquainted with the online pages of the centers was substantially lower than those
referring to be aware of the presence of the center in social media. Following a similar
approach to the other analysis in the study we used the survey data to rank the centers
according to their visitors’ “Web Presence Awareness” and “Social Media Awareness”,
as follows in Table 6. Results evidenced misalignments between what is relevant and
visible to the visitors, and the amount of effort evidenced by the web and social media
presence.

Overall the study brings forward the need to monitor the evidence of the efforts
placed by organizations in building an online presence towards several dimensions:
(i) the alignment between the efforts placed on the web and in social media; (ii) the
alignment between efforts placed in online means and channels and visitors online uses;
and iii) the comparative assessments of the alignment of the online efforts towards
those of similar organizations.

5 Conclusions

The exploitation of Internet technologies for communication and interaction with
customers have resulted in remarkable changes in the way service businesses are
operated. In this paper, we examined the employment of social media and web pres-
ence by science centres, addressing the alignment and importance of their presence in
these media on the user’s awareness. In particular, we focused on the network of
science centres in Portugal and studied the richness of their websites, adopting
acknowledged items from the literature (e.g., Blog, Online Forum, Online Shop,
Booking for a visit, Email, Virtual visit, etc.), and their popularity in several social
media, namely Facebook, YouTube, Instagram, Google+, Twitter, LinkedIn,
TripAdvisor, Vimeo and Issuu, using metrics such as number of likes, shares, and

Table 6. Web presence and social media awareness about the Centers.

Centers
C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 C17 C18

Social media awareness
15 8 17 4 9 7 12 1 18 5 11 2 13 10 14 6 3 16
Web presence awareness
5 12 9 11 16 3 14 7 15 13 8 10 1 4 17 2 6 18
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comments. The results revealed that the centres do not invest equally on their web and
social media presence, and overall they invest more on social media than on web
presence. The rationale behind this can be the widespread use of social media by their
target audience, which are mostly young people. Similar to Bonsón and Ratkai [10],
our quantitative study reveals that Facebook posts are more liked, than commented on
or shared. However, unlike this work where the comments are more than shares, our
study shows that the number comments are in the minimum. Therefore, it is important
to intrigue visitors to leave more comments since receiving their feedback (either
positive or negative) is helpful for the improvement. As for the limitations of this study,
we addressed the problem using a quantitative approach. It is also important to
approach it from a qualitative aspect, e.g., by studying the visitors’ mood, which can be
positive, negative and neutral [10]. We have also gathered data on a certain date. For
future work, it is also interesting to extend the research to monitor these centres over
several months and check the variations in the visitor’s interactions to help managers
assess the effectiveness of their adopted strategies. We also suggest analysing the user’s
interactions in social media in further details. For instance, we considered only the
number of YouTube subscribers, but it is also helpful for managers to understand the
number of views for their shared content.
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Abstract. Service organizations increasingly understand the importance of
managing the customer experience to enhance customer satisfaction and loyalty.
This study aims to develop a better understanding of the customer experience by
investigating how the customer’s internal mechanisms influence it. That is, how
it is perceived and processed at three different levels (visceral, behavioral and
reflective), which determines a person’s cognitive and emotional state. To this
purpose an exploratory multi-method ethnographic study was undertaken in a
healthcare service. The results showed the emotions provoked by the service
experience at each level. These levels are interconnected and impact each other
working together to influence a person’s cognitive and emotional state, and thus
playing a critical role in the overall evaluation of a service. Results show that
elements such as servicescape aesthetics, face-to-face and non-human interac-
tions influence emotions and service evaluations. The service should be
designed in a way that induces positive emotions, and a feeling of being in
control. Especially in healthcare services there is a need to balance the
conflicting responses of the emotional stages that may be triggered at the vis-
ceral and behavioral levels, while providing reassurance and calm at the
reflective level that the health problem is going to be taken care. Using service
design approaches this understanding of the customers’ brain can be translated
into improving the customer experience.

Keywords: Customer experience � Emotions � Service design
Healthcare

1 Introduction

Companies have focused on improving the customer experience to create differentia-
tion, customer satisfaction and loyalty [1]. Customer experience has been conceptu-
alized as “a multidimensional construct focusing on a customer’s cognitive, emotional,
behavioral, sensorial, and social responses to a firm’s offerings during the customer’s
entire purchase journey” [2 p. 71]. That is, customer experience is holistic, integrating

© Springer Nature Switzerland AG 2018
G. Satzger et al. (Eds.): IESS 2018, LNBIP 331, pp. 303–315, 2018.
https://doi.org/10.1007/978-3-030-00713-3_23

http://orcid.org/0000-0001-7259-1709
http://orcid.org/0000-0003-0329-9004
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00713-3_23&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00713-3_23&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00713-3_23&amp;domain=pdf


all contacts with a firm, as such all encounters need to be seamlessly designed [1, 3]. As
such, customers co-create the experience when they integrate resources and interact
with multiple service elements [4]. Although is important understanding dyadic
interactions, research has shown that value is co-created in complex networks of
interdependent many-to-many interactions among actors [5, 6].

Service design approaches may be used to enhance the customer experience and
value co-creation process [7], through a human-centered, creative, and holistic
approach to the creation of services [8, 9]. The design of the desired experience
requires a coherent set of elements, or clues, along the customer journey [10]. These
service elements are the context where the experience takes place, that is the physical
and relational elements in the experience environment, namely physical environment,
service employees, and fellow customers [1]. Context can intensify engagement and
emotional connections [11, 12]. Thus, the experiential side of service is a very
important aspect of service design [11]. However, research is needed to clarify which
service elements produce the most compelling contexts, and how to use them to create
customers’ emotional connections to a given service [1].

Emotions assume an important role in the service experience [13], as such when
designing servicescapes both the functional and the affective aspects of the service
experience must be carefully considered [11]. Voss et al. [14] suggests that is useful to
view experiential services in terms of the emotional journey performed by customers.
That is, looking not only for the functional aspects required at each stage of interaction
with the service, but also for the emotional impact of the interactions.

Norman [15] says that human emotions and behaviors are the result of three dif-
ferent levels of processing: visceral, behavioral and reflective. The visceral level is the
response to sensory perception or immediate effect. Is about rapid judgments, such as
what is good or bad, safe or dangerous, attractive or unattractive. This level may be
positively or negatively influenced by the environment within which it is perceived,
and by other levels of the cognitive process. The behavioral level interprets available
sensory data controlling everyday behavior. The behavior level can enhance or inhibit
the visceral and reflective layer. The reflective thought is the contemplative side and the
most developed, involving conscious consideration and reflection on past experiences.
While it does not have direct access either to sensory data or to the control of behavior,
it watches over, reflects upon, and tries to influence the behavioral level. It should be
noted that the three levels interact with each other in complex ways.

Norman’s theory [15] provides a structure that may be used for understanding the
brain’s processing layers, applicable to both cognitive and emotional processing of the
customer experience. This knowledge may be translated into the development of evi-
dence useful for better designing the service experience. The visceral dimension is about
the initial sensory stimuli, it aims to appeal to the senses, for example, through visual,
audial, and tactile stimuli. The emotional response is usually quick. The behavioral
regards the use and experience of a product or service and includes many aspects like
functionality, performance, or usability. In the reflective dimension the experience is
interpreted, understood, and reasoned. Only at this level the full impact of emotions and
thought are experienced. That is, through reflection, each person is able to integrate their
own experiences with, for example services, other people, artifacts, into their broader
life experiences and, over time, associate meaning and value with them.
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Enhancing service experiences has been considered a research priority [16]. In
healthcare this is especially important since it is an essential service for societal well-
being [17]. Research should aim to understand the perspective of the customers in
determining their own experiences. More specifically, research is needed to understand
which service elements creates the most compelling contexts and [1], and also
understanding the impact of the aesthetic aspects [18].

This study aims to develop a better understanding of the customer experience by
investigating how the customer’s internal mechanisms influence the experience. That
is, how it is perceived and processed at the three different levels (visceral, behavioral
and reflective), which determines a person’s cognitive and emotional state. This
knowledge can be translated into valuable insights to support the service design pro-
cess, thus enhancing the customer experience.

The paper is organized as follows. Next, the methods used and data collection are
explained. Section 3 presents the findings for each processing level, which are then
integrated to enable understanding the customer experience. The final section con-
cludes the study and discusses the future work.

2 Method

To address the research aims the study builds on an exploratory case study using a
multi-method ethnographic approach, combining field observation, shadowing, inter-
views, and focus groups. This approach enabled to elicit data on customer’s brain
processing at the three different levels (visceral, behavioral and reflective) proposed by
Norman [15]. Data were collected in a hospital in Brazil. The Hospital preferably
serves elderly people, but is open to everyone, and most patients are between ages 45
and 70. This Hospital provided a rich context since it was recently constructed and
follows a service model aiming to give humanized care. The scope of analysis was
limited to the reception room since it would be too complex to extend the analysis to
the entire servicescape due the size of the hospital, and the number of different health
care services provided (e.g. consultations, exams, surgeries).

Data collected from the different methods were analyzed individually using qual-
itative research approaches [19, 20], and then results were combined to allow a
comprehensive understanding of the customer experience [21]. Next, the study research
design and methods of data analysis are detailed. Data collected during the research
involved different participants in each phase for two reasons. First, the hospital
requested that the service was not disturbed during the research, and second because
each phase involved different methods requiring different size samples. This allowed
obtaining information from different participants, thus increasing results validity.

The study started with a field observation study at the hospital and analysis of
documents. This enabled mapping the service system, creating personas, and drawing
the customer journey using the personas previously identified. Personas are defined as
“fictional profiles, often developed as a way of representing a particular group based on
their shared interests” [22]. Personas provide information about a specific kind, or
segment of customers, who will use the service.
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These data framed the implementation and analysis of the qualitative methods
undertaken for collecting data enabling understanding the levels of processing within
the brain.

To collect data for understanding the behavioral dimension shadowing, contextual
inquiry, and emotional scales were used [22, 23]. Shadowing was undertaken with 10
patients that were closely followed by the researcher to identify the actors and artifacts
involved in the service, as well as the emotions, expectations and habits. After the
service provision patients were interviewed to ascertain their perceptions about the
experience. Following the interview patients were shown photographs representing the
different touchpoints in the customer journey and asked to identify the emotion felt
from eight given alternatives (enjoyed, happy, anguished, confused, scared, apathetic,
sad, and nervous). Using several methods enabled data triangulation and increasing
reliability through the use of use of multiple sources of evidence [24].

Data for the visceral dimension were collected using four emotional wheels
developed, based on existing research [25–30], for this study for each of the four
senses: sight, hearing, smell and touch. The emotional wheels were previously tested to
verify the adequacy, legibility and time to complete. Data were collect from 100
patients waiting for a consultation or exam. The patients were asked to identify if they
felt a given emotion during their experience with the service and its intensity, and if
they would like to have felt another emotion and the expected intensity. Spearman
rank-correlation coefficients were calculated to determine correlations between
emotions.

The reflexive dimension was studied using a focus group with eight participants:
one doctor, one nurse, two administrative staff, 4 patients, and 1 patient relative. This
stage included both service employees and customers to understand each actor’s per-
spective, and elicit both differences and similarities.

Participants were asked to talk about their health care service experience, the
positive and negative points, the emotions felt, and recommendations for improve-
ments. To increase group dynamics and help respondents evoking emotions issue cards
with photographs portraying different emotions were showed. Data were analyzed
following Miles, Huberman et al. approach [19]. Coding started with a first cycle,
where data was initially coded around patterns and themes. The service quality attri-
butes identified in extant literature were used for codification, but allowing the list to be
expanded during the analysis to capture emerging themes. Then, in the second cycle,
coding was refined and patterns grouped into a smaller number of categories com-
posing the service experience factors. This process was done separately by two
researchers to ensure results accuracy and validity [19].

3 Findings

3.1 Behavioral Dimension

The results emphasized the emotions at the behavioral level of processing facilitating or
damaging the customer experience. Customers perceived different emotions as they
walkthrough the necessary activities of the service, as shown in Fig. 1.
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The emotions range from happiness and joy to sadness, anxiety, and fear. Negative
emotions were mostly caused when patients need to interact with artifacts such as the
ticket dispenser, or pass through the turnstiles. This occurs especially with patients that
were not familiar with the servicescape. For example, patients felt that the ticket
dispensers were difficult to see and did not realize they need a take ticket before being
served. Also, several patients did not understand how to open the turnstile, which
provoked confusion and anxiety. Most patients experienced positive emotions when
waiting to be called by the receptionist. This happens because the waiting time was
usually small, since most exams and doctor appointment were previously schedule.
Also, after consultations patients usually felt positive emotions.

The interviews results enable understanding more in-depth patients service expe-
rience and emotions felt. Both intangible (i.e. personal contact, quality of care) and
tangible elements (i.e. physical environment) contributed to a positive and enjoyable
experience. The patients used words such as ‘attentive’, ‘caring’, ‘tranquility’, ‘polite,
and ‘patience’ to characterize the service. The interactions with doctors and employees
are very important contributing to the positive emotions. For example a patient men-
tioned that “the employees makes us feel relaxed”. Patients liked “being given attention
and care by doctors”, “having employees that talk calmly and are patient”, and “quality
of healthcare”. However, patients do not like when the receptionist focused on the
computer not establishing eye contact. Thus, emotions showed by the healthcare staff
have and influence on customers emotional state.

Overall the physical environment also contributed to a good experience eliciting
positive emotions. The patients liked the hospital infrastructure, and nice spacious clear
rooms. A well-designed and pleasant physical environment can reduce stress evoking
positive emotions on patients. On the contrary, if it is poorly designed creates pressure
and anxiety, as in the cases of using turnstiles or the ticket dispenser.

However, patients would also like improvements in some procedures such as calls
to inform about appointments cancelations, being able to schedule consults or exams by
phone, more entertainment options in the waiting room, and better location of the ticket
dispenser to facilitate access and visualization.

3.2 Visceral Dimension

The visceral dimension was ascertained by analyzing the impact of each of the four
senses (sight, audition, smell and touch) on emotions felt and expected by respondents
in the hospital reception. The servicescape under analysis is a spacious reception, with
neutral colors, a clear simple layout, and natural lighting. The space is mostly silent,
only with sounds from people talking, and phones ringing occasionally.

Figure 2 shows the emotions respondents felt and expected on each of the four
senses. The emotional reactions to the visual stimuli on each of the four senses were
mostly positive, although patients would like to have felt even more positive emotions.
Tranquility, happiness, relief and satisfaction are the positive emotions more evoked,
and sadness, fear, anxiety and tension the negative ones. The level of negative emotions
felt was low, however patients still wanted the to be lower. Interestingly, sight is the
sense that evokes more positive and negative emotions. On the contrary hearing elicited
the less positive emotions and more negative emotions.
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3.3 Reflective Dimension

The results from the focus group enabled understanding respondents’ perceptions of the
service experience and emotions evoked in the servicescape. The most positive (Caring
and Courtesy) and most negative aspects (Accessibility, availability, and Communi-
cation) for the participants are summarized in Table 1 (only factors with the highest
and lowest perceptions are shown). Care and courtesy are very important for the
respondents and they felt that they are deeply related and must be present in the service
provision to evoke positive emotions. Respondents identified several problems with
accessibility to the hospital, namely the installations layout, information access orga-
nization, and long time waiting in the reception, which provoked on the receptionists
feelings of incapability to solve the problems, and on patients frustration.

Communication problems were also identified, thus damaging the customer
experience because the necessary information was not provided. Interestingly,
healthcare personnel and patients showed different views on improvement recom-
mendations. While employees focused on improving the physical evidence such as the
artifacts, the patients wanted more and deeper face-to-face interactions.

Fig. 2. Emotions felt and expected on the servicescape
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3.4 Integrating Results for Improving the Customer Experience

The results enabled better understanding customer’s internal mechanism response
forming the service experience. A summary of the most important positive factors and
the ones needing improvement is presented in Table 2. The dimensions are intercon-
nected, influencing each other, as such improvements in one may impact the others
contributing to an overall better service experience.

Knowledge about the factors perceived by the customers as positive and the ones
needing improvement are important for providing a good overall service experience, as
the three dimensions are intertwined influencing each other. It is known that the cus-
tomer experience has a holistic nature, as such all elements and interactions with the

Table 1. Focus group results with examples and illustrative quotes summarizing most positive
and most negative service experience factors

Service experience
factors

Examples

Caring • Focusing on personal interactions (e.g. “Technology is essential,
has to be present, but nothing replaces doctor’s care with the
patient, being well received.” [patient])

• Sufficient time listening to patients (e.g. “Caring for the patient was
prioritized, and to achieve it we now have more time in the infirmary
to be with patients.” [nurse])

• Being given complete information (e.g. “They explain everything
well, then they stop and give us attention.” [patient])

Courtesy • Being cared with courtesy (e.g. “Since the first time in the
emergency I was well treated by everyone.” [patient])

• Being served rapidly and calmly (e.g. “We have to be calm when the
patient arrives, sometimes he or she is nervous, with fear, and
anxiety. If we are calm the patient perceives that the health problem
may be treated.” [receptionist])

Accessibility and
availability

• Accessing the facilities easily (e.g. “sometimes the reception is full
of people and it takes to long to attend the patients” [receptionist])

• Longer visiting hours (e.g. “Only one time for visiting patients, and
there is a lot of people.” [patient])

• Having enough staff to facilitate access (e.g. “We have a good
infrastructure, but since we don’t have enough staff it doesn’t work.”
[nurse])

• Accessing the information system (e.g. “The information system is
slow, it makes things very difficult” [patient])

Communication • Accessing patients healthcare information to provide information
(e.g. “We don’t have information where the patient is, if he or she
went to the room, or other place.” [receptionist])

• Providing information on how to use the service (e.g. “The first day I
got to the hospital I was lost.” [patient])

• Providing healthcare information (e.g. “Sometimes I have difficulties
in understanding information. They explain well, also my daughter
helps me understanding, it facilitates.” [patient])
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service provider along the customer journey are important [10, 31]. The service pro-
vider needs to maintain the factors contributing to positive emotions and satisfaction.
However, results showed that some factors require attention since they are damaging
the service experience by provoking negative emotions. First, the factors in the visceral
dimension should be improved since at this level rapid judgments are made, and is the
start of affective processing [15]. Results showed that even in a healthcare service
customers desire to experience more positive emotions and less negative emotions.

At the behavioral level, results showed that some elements in the servicescape
inhibit behavioral control provoking negative emotions. Actions are usually associated
with an expectation, and a positive or negative outcome results in a positive or negative
affective response, respectively. Results showed the different emotions felts in the
customer journey from confusion and frustration to satisfaction. In some situations just
moving the ticket dispenser to a more visible place enhances the customer experience,
because enables patients to feel more in control.

The reflective dimension, where deep understanding develops and highest level of
emotions emerge, showed the need to provide information to customers about the flow
of activities and healthcare information. Results evidence the difference in perspectives
that patients and healthcare personnel had. While the first want more humanized and

Table 2. Summary of most important factors of the customer experience: positive and needing
improvement

Visceral dimension Behavioral
dimension

Reflexive dimension

Positive
factors

Sigh – evokes the most positive emotions and
less negative emotions

Accessibility
• Easy access
to reception

• Easy
interaction
with artifacts

Fast service
Courtesy and
empathy

Care
• Face-to-face
interactions

• Time dedicated for
service

Courtesy
• Service provided with
serenity and courtesy

Improvements
priorities

Sight, hearing, smell and touch
• Improve visual elements, sounds, smells and
better materials reinforcing positive mood on
patients and facilitate the service provision

Physical
evidence
• Better
signaling

• Better tickets
control

• Easier to use
turnstiles

Interactions
• Consistent
service

• Calling
patients for
consultations

• Better
information
provision

Accessibility/availability
• Longer visiting hours
• Better design of
physical layout

• Faster information
system

• More employees
Communication
• Information
transparency

• Better communication
methods

• Usage of language
patients can understand
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personal care, the second focused on using artifacts to improved the service provided.
Results showed the need to design the service integrating the perspectives and needs of
the different actors interacting in the service.

The results of the three dimensions should to be combined to enable understanding
and improving the global experience, since they work together and all play a critical
role in the overall evaluation of a service (see Fig. 3). For example, previous bad
experience may damage future service evaluations. Results showed the confusion and
frustration felt by patients for not being able to hearing information, or knowing that
they have to take a ticket before an appointment, which in turn affects service com-
prehension and usage. The service should be designed in a way that induces positive
emotions, and a feeling of being in control. Especially in healthcare services there is a
need to balance the conflicting responses of the emotional stages that may be triggered
at the visceral and behavioral levels, while providing reassurance and calm at the
reflective level that the health problem is going to be taken care.

4 Conclusion

The aim of this paper was to explore more in depth the internal customer’s response
that forms the customer experience. The results from the empirical study show that
studying the customer experience at the different levels determining a person’s cog-
nitive and emotional state provides useful considerations for improving the customer
experience. As such, this study contributes with a more comprehensive view of the
customer experience, extending knowledge beyond functional elements. Using service
design approaches this understanding of the customers mind can be translating into
improvements on the service, which in turn affect service evaluations.

Servicescape

Visceral
“I don’t feel well with

that odor”

Behavioral
“How am I going to

a end all the people
that just arrived”

Reflec ve
“I like working on this

company”

Visceral
“The noises and white
ligh ng make me fell
fear!”

Behavioral
“What should I do: take
the cket or wait to be
served?”

Reflec ve
“I feel like home
when I’m here.”

Visceral Dimension
The physical elements

Behavioral Dimension
Use of a service

Reflec ve Dimension
Service experience evalua on

S muli
Sensa ons
Emo ons
Feelings
Moods

S muli
Sensa ons
Emo ons
Feelings
Moods

Staff Pa ent

Fig. 3. Internal response mechanisms in the servicescape
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This has also important managerial implications because it shows how to improve
customer experience by incorporating the internal customer responses. Hospital may
redesign their service addressing the most important elements in the servicescape that
determine customers’ cognitive and emotional state, and thus perceptions of service
quality. Tools such as service blueprinting could be used to portray the service and the
interactions between frontstage and backstage facilitating service improvements and
innovations [32, 33]. For example, procedures for receiving patients, such as displaying
positive emotions, including greeting, speaking in a calm vocal tone, smiling, and
making eye contact could be established.

This study has several limitations. First, it was applied to only one context of a
healthcare service. Second, only one part of the customer journey was considered, so it
does not offer an overall assessment of the customer experience. Third, results may be
biased since respondents are mostly older patients.

Future research should extend to the entire customer journey, expanding to other
actors involved in the customer experience, and adopting a network perspective.
Healthcare specific context should be considered since it is complex and involve
multiple dynamic interactions [6]. For example, a recent service design method
(SD4VN) [34] developed for health care service systems may be useful in designing
network-level services addressing actors’ interrelated activities, interaction and
objectives.
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Abstract. This qualitative study explores the widely recognized role of the
informal caregivers (ICGs) as key co-producers in the delivery of effective and
sustainable healthcare systems. The central argument is that to enhance the
quality of care in non-clinical settings and the healthcare ecosystem as a whole,
developers of Health Information Technology (HIT) need to harness the
knowledge and experiences of the ICGs to better align their products to practice.
The paper has two aims: to improve the understandability of informal care-
givers’ role in non-traditional healthcare settings, and to identify and formulate
valuable guidelines for the development of “fit-for-use” HIT solutions that
acknowledge the needs of the ICGs.

Keywords: Informal caregivers � Health IT � Co-production
HIT development guiding principles

1 Introduction

Health Information Technology is the application of information technology to health
and healthcare. The fact that Health Information Technology (‘HIT’) brings together
the management and computerization of health information with a wide range of
stakeholders means it has far-reaching effects on the delivery and consumption of
healthcare and health-related services [1: iv]. In this paper, HIT is defined as the use of
information and communication technology (ICT) by formal (i.e., professional) and
informal caregivers to deliver healthcare services in non-traditional settings. Basically,
caregivers would combine the use of social media, collaborative platforms, online
portals, bedside terminals, assistive technologies, handhelds, electronics, and electronic
medical records into “effective means of accessing, communicating and storing
information to improve patient care and population health, and reduce healthcare
expenditures” [2: 476, 3, 4].

The sustained care of informal caregivers (ICGs) could enable people with chronic
diseases, e.g., cancer [5], AIDS [6], Alzheimer’s [7], stroke [8], Severe Multiple
Sclerosis [9], and certainly the aging [10], to be assisted by family members either at
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the hospital or at home [11]. Nevertheless, to provide an effective care package,
healthcare providers who enlist informal caregivers as active patient care partners [12]
need to pay careful attention to the interactions between the ICGs, the healthcare
professionals and the patients [13]. HIT has done much to make the informal caregivers
part of healthcare service delivery ecosystems [14] but the evidence so far suggests
that, overall, it is not enough to improve outcomes across the care continuum [2, 15].
Prior studies have demonstrated significant advances in knowledge but uncertain
improvements in skills [16] - in particular, in the training of disease management
planning. The attitude of the healthcare provider to the ICG as a user of HIT is often the
result of a mutual misunderstanding of needs [17, 18]. On the other hand, the per-
ception of the ICGs and care recipients is that they are at the mercy of the healthcare
professionals.

Motivation
The difference between an informal caregiver (or family carer or caregiver, informal
carer or care provider or caregiver) and a healthcare professional (e.g. clinical staff,
nurse, and physician) is that the former is usually a family member, a close member of
the patient’s societal context, or a non-clinical social worker. ICGs operate as patient’s
advocates providing a source of continuity of care for their care recipient during their
transitions through care settings. They also perform the functions of system navigators
(who locate, evaluate and integrate relevant knowledge and information on behalf of
the care recipient); or gatekeepers of support and services (assist the care recipient in
the navigation of the often complex healthcare system); and coordinators of care
(scheduling medical appointments and coordinating care services) [21].

The use of HIT by informal caregivers raises crucial issues for service providers.
Central among these is the need for the latter to work effectively with the former [1, 2]:
“understanding caregivers’ needs, their varied experiences and the complex interac-
tions between caregivers, healthcare professionals and patient is important” [1: 154].
Hence, to fully comprehend what is required of this type of HIT it is vital is to analyze
the practical everyday needs of the ICGs and their role as boundary spanners. “Sig-
nificant developments in public sector services, where open standards and architecture
are facilitating disintegration of services and their recombination around what has been
termed service ecosystems” have yet to consider the growing role of ICGs [19: 136].
Hence, the inspiration for our research: What insights can we glean from the experi-
ences of the ICGs, and how could these translate into some basic guidelines for the
design of more tailored HIT applications?

The contribution of the qualitative analysis followed in this paper is twofold. It first
seeks to consolidate our current understanding of the role of HIT in healthcare
ecosystems with a review of the relevant literature. It then builds on the knowledge of
the authors to elaborate a set of principles that factors in the ICG interaction to identify
and formulate basic guidelines meant to productively inform HIT development.
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2 Approach

Health information technology (HIT) is an umbrella-term that refers to a set of com-
puter systems, devices and interfaces used in health management and healthcare. It
supports the exchange of health information between patients, carers, consumers,
providers, payers, and quality monitors, in order to improve the quality of care. [17].
Vargo and Lusch [20] define HIT ecosystems as “spatial and temporal structures of
largely loosely coupled, value-proposing social and economic actors interacting
through institutions, technology, and language to co-produce service offerings, engage
in mutual service provision, and to co-create value”.

This preliminary-descriptive study explores a set of focal characteristics of a HIT
ecosystem, using - as the basic units of analysis - papers and statements that show the
needs of the ICGs and their interaction with formal and informal providers who co-
operate and co-ordinate their activities to deliver tailor-made care.

In light of the emerging nature of these notions, a qualitative approach was taken.
The research path consisted of three basic steps.

The first step was to map the relevant literature on Information Systems, Healthcare
Management Informatics, and Service Management to take stock of the current state of
the research and to gain insights from the evidence presented so far. We searched
electronic databases, including EBSCO, Scopus and Web of Science. The primary goal
was to screen for papers focused on the use of technology for caregiver interaction,
scanning for the types of software, interfaces and devices that facilitate interaction
practices between the caregivers and the other stakeholders of the networked service
ecosystem. We conducted a search for peer-reviewed publications written in the
English language [“ICT” OR “Information Technology” OR “Health Technology” OR
“Health Information Technology”] AND “Caregiver Interaction”. After removing
duplicates, references were screened on title and abstract and then on full text. A total
of 68 articles were read in full, 47 of which were selected for review due to their depth
analysis of caregiver needs [5, 16, 39, 41, 44] and their relevance to the research goals.

The second step was to perform a textual analysis. Each researcher applied their
personal store of knowledge and experience to identify and select the most relevant
parts for the purpose of this study, then independently codified each “meaning unit”
(i.e., that portion of the text associated with an identifiable theme or issue) [22].
Scientific evidence was categorized according to the Dialogue, Access, Risk, and
Transparency through the lens of the (‘DART’) model of interaction developed by
Prahalad and Ramaswamy [23] (Sect. 3) and coded into Key Concepts (Sect. 4).
DART assumes a service dominant logic, and takes into account the service ecosystem.
The ‘blocks (or pillars) of interactions’ identified by the original DART model
encompass two types of actors: “the firm” and “the consumer”. The fact that dialogue,
access, risk, and transparency are key variables in the patient’s experiential sphere thus
makes the DART model [23] a good analytical fit for the interactions between the
service provider and the ICG [13, 24]. The coding results and interpretations were
shared and discussed, focusing on cases in which the same meaning unit could be
slotted into several categories. The key pieces of evidence were organized by one of the
researchers via an iterative process.
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The third and final part of the study was to formulate a set of basic principles that
factor in ICG interaction as a preliminary response to our research question (Sect. 4,
Table 1). The studies reviewed inform that the DART approach shifts the focus from the
features and technicalities to the implications of the multiple experiences in which ICGs
are engaged. In other words, the adoption of a service logic [4] enables the charting of an
ontological path [25] to connect each DART pillar of interaction. The insights generated
were then translated into some basic principles (or guidelines) to help the HIT designers
and developers better align their products to the needs of the ICGs.

3 Applying the DART Lens: Pillars of Interaction

Previous research work has recognized informal caregivers as patient advocates,
gatekeepers of support and services, and coordinators of care (Table 1). Sorrentino
et al. [21] qualified the service roles of informal caregivers under the lens of building
blocks of interaction.

The authors of this paper find it interesting to apply this conceptual approach to
mapping the role of the informal caregivers to contextual implications of using HIT. It
then extends prior research and offers a crisper look into how HIT could enable
informal providers in each of their identified roles in the health service ecosystem.

Enhanced Dialog between Formal and Informal Caregivers (D)
ICGs use HIT tools to reinforce their communication within the healthcare organization
[26]. The literature supports the consistent incorporation of novel ideas for patients and
ICGs to manage their own conditions and to foster communication among the circle of

Table 1. The Dialogue, Access, Risk, and Transparency (DART) map and the intersecting roles
of informal caregivers [21]

Patient’s advocate System navigator and
gatekeeper

Coordinator of care

D Dialog and
information exchange
between caregivers

Understanding of needs
between formal and
informal caregivers

Coordination supported by
relationships of shared
goals/shared knowledge

A Data access issues can
impede the
effectiveness of
informal caregivers

Access to multiple sources
enables the exchange of
information on patient
condition

Technological access to
useful data optimizes the
coordination of care

R Problem-solving
approach to reduce
patient health risks

Possible induced risk to the
informal caregiver

Informal caregiver
preparedness

T Care-recipient
spokespersons and
intermediaries with
service providers

Transparency of
information flow impeded
by fears over security and
loss of privacy

Improved disease
management through patient
engagement and family
caregiver assistance
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care [27]. Some solutions include secure messaging for communication among the
patient care team, putting the patient in control of his/her health data privacy [28]. ICGs
place critical value on continuous communication with primary care providers, espe-
cially to receive recommendations, guidance and endorsement to sources of caregiving
information in the early stages of the caregiving journey [12]. Whether patients or their
informal carers actually make use of and benefit from available HIT applications still
hinges upon the attitude of their professional care provider towards such sources of
information [17]. Nevertheless, the attitude of the professional care provider towards
HIT use by informal caregiver may affect the understanding of needs between formal
and informal caregivers. Hence, workflow clarity is a vital component for role defi-
nition and understanding between formal and informal caregivers: the potential for
tension arises as the use of technology might result in a successful outcome for one
party (professional caregiver) but not necessarily for another (family carers) [29]. This
is a critical requirement for the coordination of care between formal and informal
caregivers, which is supported by relationships of shared goals and shared knowledge
[30].

Access to Data by Informal Caregivers (A)
HIT provides access to useful data known to optimize the coordination of care. Online
availability of data sources have shortened physical distance [31], consolidated health
information about the patient, and provided an opportunity to maintain up-to-date
information about care professionals and care-related goals [28]. Access to multiple
sources enables the exchange of information on patient condition. Subsequently, the
ability to gather data and analyse it into essential feedback for monitoring and alerting
(e.g. breathing monitors in premature infants), diagnosis and important treatment
information known to improve the interaction between caregivers (‘CGs’) [32]. This
enhances caregiver knowledge base but not necessarily caregiver skills, which still
requires training on specific disease management plans. Moreover, extant pressure of
technology usage skills may introduce data entry errors due to barriers of computer
illiteracy. Computer illiteracy can be a barrier to online services [33]; however, access
to online assisted literacy resources require little training if they are well-designed [34].
Such information may include the understanding of the course of the disease, the
importance of caring for self, finding respite and long-distance care provision [35].
ICGs expect HIT tools to be easy to use whereby navigation ought to provide access to
information quickly and easily [36]. The use of memory aids, visual aids, access to
training programs [37]. Examples could be used with text and displays that are easy to
read [38].

Patient Risk Mitigation and Lessening the Burden on ICG (R)
Extant pressure of technology usage skills may introduce data entry errors due to
barriers of computer illiteracy [43]. Risks of patient health and privacy issues often
offset efforts to increase caregiver preparedness [36]. Education on patient’s health
risks, ought to be imbedded in portals [20, 36, 57] with guidance on treatment provides
potential improvement of possible induced risk to the informal caregiver [29, 43].
Technology-based interventions can reduce the caregiving burden, depression, anxiety
and stress, and improve the ICG’s coping ability [41], but not without unforeseen
additional pressures, such as checking equipment, interpreting movements and having
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additional care responsibilities [29]. Assistive technologies have been proposed to
overcome elderly problems such as fall risk, chronic disease, dementia, social isolation
and poor medication management. Assistive technologies help reduce the burden
among ICGs of older adults [39]; these technologies were also found to reduce anxiety
in informal carers of people with dementia [40]. Components of HIT such as com-
puterized prescription tools for instance, are clear examples of how risk reduction
occurs in the case of a patients’ and the informal caregiver are reminded of the correct
intake of the prescribed medicine. The benefits of HIT components, such as comput-
erized prescription tools and medication dosage calculation devices which tell the ICG
the correct intake of their care recipients’ prescribed medicine, include a reduction in
the risk of error [43] and higher rates of prescription adherence. However, for this to be
effective, an already functioning adherence program needs to be in place [44] to ensure
the ICG’s preparedness. Care recipients are set up with health monitoring technologies
at home, growing the ICG support base of non-family members to include close family
members, thus enriching the ICG’s social and behavioral support [26]. While moni-
toring [through technologies] may provide peace of mind for carers, it may be per-
ceived as invasion of privacy in some settings [29]. Users must be able to deactivate
sensors and data transmission whenever they want [42].

Transparency of Information Flow between Formal and Informal CGs (T)
The computerization of patient health records and online access to readily available
data enables the working ICGs to access information, receive psychosocial support
from the professional counterpart and benefit from potential learning opportunities
[45], but also brings into play the question of transparency. The main concerns of the
formal CGs center on security and patient privacy and the ethics of processing and
transmitting sensitive data outside the professional sphere; not only can this undermine
the completeness, and hence usefulness, of the data transmitted to the ICG, but also can
make the formal caregivers reluctant to share electronic data files with them [46].
Moreover, the ICG must be informed of the HIT tool’s specific purpose and be allowed
to gain a certain familiarity with it [36]. Adequate training and encouragement from
others are essential in motivating family carers to use technology-based support ser-
vices (ibidem). Those services (online support, helpdesk, etc.) can be valuable for older
family carers in rural areas, for instance, where adopting new technology could help
them and their care recipients regain social inclusion [47]. The language used must be
familiar to the ICG, with interfaces that incorporate readily available lexicons written in
simple, easy to follow terms [36]. Transparency of information flow is often impeded
by fears over security and loss of privacy. A foundational concept of information
sharing in healthcare is to avail patient health and biography information only to the
authorized providers of care as concerns of confidentiality may be seen to outweigh
benefits of quality of care [45]. Patient engagement and family caregiver access to
portals may improve self-regulated disease management. The direct participation of the
informal caregiver in the health IT ecosystem facilitates the continuity of care. This
imposes a strong reliance on the level of use of the formal caregivers of the technology
in order to record useable patient data.
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4 Framing HIT Guiding Principles for CG Interaction

We applied a coding technique to the literature reviewed [48] that allowed for the
emergence of open codes [49]. This generated key concepts that constitute the com-
ponent of guiding principles of caregiver interaction for HIT (Table 2).

Table 2. Literature review coding results

DART Key concepts/principles Caregiver needs and interaction
(Exemplary meaning units from the
literature review)

Dialogue
(D)

Reinforce dialog, communication and
coordination

ICGs use HIT tools to reinforce their
communication within the healthcare
organization [26]. ICGs use HIT tools
to foster communication among the
circle of care [27]. ICGs place critical
value on continuous communication
with primary care providers [12], and
coordination of care between formal
and informal caregivers [30]

Access
(A)

Provide access to data on the patient,
understanding the course of disease
and knowledge of treatment
information

Online availability of data sources
shortens the physical distance and
improves CG effectiveness [31].
Access to consolidated health
information about the patient, care
professionals and care-related goals
[28]. Knowledge of important
treatment information improves
interaction between caregivers [32].
Understanding of the course of the
disease, the importance of caring for
self, finding respite and remote care
provision [35]

Provide access to HIT tools that are
easy to use

ICGs expect HIT tools to be easy to
use whereby navigation ought to
provide access to information quickly
and easily [36]. Use of memory aids,
visual aids, training programs [37],
easy-to-read displays [38]

Risk-benefit
(R)

Reduce the burden of ICT literacy on
the caregiver to reduce chances of
error

Well-designed assisted literacy
resources require little training [34].
Easy access to disease information [20,
36, 57] and to online support,
helpdesk, etc. [47] to lessen risk of
errors [43]. Minimize pressure on ICG
of checking equipment interpreting
movements and having additional care

(continued)
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Table 2. (continued)

DART Key concepts/principles Caregiver needs and interaction
(Exemplary meaning units from the
literature review)

responsibilities [29]. Use of familiar
language, and easy-to-understand
interfaces [36]. Reduce risk to care
recipient (e.g. prescription errors) by
providing tools for prescription aid
[43]

Provide features to reduce CGs
anxiety

Provide features to reduce ICG anxiety
[40] and improve ICG’s coping ability
[39, 41], i.e. ICGs must understand the
intent of the software (or device) and
gain familiarity with it [36]

Provide appropriate security and
privacy

Technological data monitoring may be
perceived as invasion of privacy [29].
Users must be able to deactivate their
own data transmission whenever they
want [42]. Overcoming significant
challenges of security and privacy of
sensitive data [46]

Transparency
(T)

Provide features for transparent
information flow between formal and
informal CGs

Provide secure messaging for
communication among the patient care
team [28]. Enable working ICGs to
access information, receive support
from professional CG and network
transparently [45]. Adequate training
and encouragement to motivate family
carers to use technology-based support
services [36]. Workflow clarity is a
vital component for role definition and
understanding for transparency in
information flow between formal and
informal caregivers [29]

Provide features for patient
engagement to reduce challenges of
security and privacy

Putting the patient in control of their
health data privacy [28]. Patient
engagement practices, enabled by
secured portals, bring the control of
who can have access to patient data
[56]
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We can therefore propose the following set of guiding principles for HIT devel-
opers that – once implemented - would potentially optimize informal caregiver
interaction:

1. Reinforce dialog, communication and coordination. ICGs place critical value on
continuous communication with primary care providers and depend on HIT tools to
reinforce their communication within the healthcare organization. HIT tools should
enable ICGs to receive recommendations, guidance and endorsement to sources of
caregiving information in the early stages.

2. Provide access to data on the patient, understanding the course of disease and
knowledge of treatment information. Online availability of data sources have
shortened the physical distance between the source of information and the ICG,
improving CG effectiveness. This enabled continued and easy access to consolidated
health information about the patient. their care professionals contact information and
care-related goals. Knowledge of important treatment information improves inter-
action between caregivers and the understanding of the course of the disease.

3. Provide access to HIT tools that are easy to use. ICGs expect HIT tools to be
easy to use whereby navigation ought to provide access to information quickly and
easily. Easy-to-use HIT tools provide fast, easy access to information, incorporating
the use of memory aids, visual aids and easy-to-read displays.

4. Reduce the burden of ICT literacy on the caregiver to reduce chances of error.
Well-designed assisted literacy resources require little training, easy access to dis-
ease information and to online support, helpdesk, etc. help lessen risk of errors.
Designers of HIT ought to minimize the pressure on ICGs related to using, checking
and interpreting equipment features. The use of familiar language and simple, easy-
to-understand interfaces reduce risk to care recipient (e.g. lessening prescription
errors by providing tools for prescription aid).

5. Provide features to reduce CGs anxiety for caregiver effectiveness. Provide
features to reduce ICG anxiety and improve ICG’s coping ability in order to
improve the effectiveness of CGs, i.e. ICGs must understand the specific intent of
the software (or device) and gain a certain familiarity with it in a short time.

6. Provide appropriate security and privacy. Technological data monitoring maybe
perceived as invasion of privacy. Users must be able to deactivate their own data
transmission whenever they want.

7. Provide features for transparent information flow between formal and infor-
mal CGs. Provide secure messaging for communication among the care team. This
will enable working ICGs to access information, receive support from professional
CG and network transparently. Adequate training and encouragement to motivate
family carers to use technology-based support services would need to be bundled
with the solution provided. In order to minimize tension among the care team,
workflow clarity is a vital component for role definition and understanding for
transparency in information flow between formal and informal caregivers.

8. Provide features for patient engagement to reduce challenges of security and
privacy. Putting the patient in control of their health data privacy through
engagement practices, enabled by secured portals, bring the control of who can have
access to patient data.
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5 Concluding Remarks

This research was driven by the belief that the ICG is an integral part of the healthcare
ecosystem, i.e., that the ICGs are not ‘additional’ ICT consumers but “subjects bound
into the systems as necessary functional components” [54: 169].

The study turns its attention to the needs of informal carers [18, 52], whose cen-
trality emerges especially in those areas where - due to patient’s health conditions - the
service recipients cannot themselves act as co-producers, and supports the user-
centered design principles (UCD) developed by earlier IT studies on the learnability of
use of a tool, system or device [53]. Given that premise, what are the basic guidelines
for the design of applications more tailored to the needs and experience of ICGs?

Our paper answers this question through the recommendation of the following
basic key design principles. These principles concern:

1. Features to reinforce dialog, communication and coordination between the patient
and formal, informal caregivers;

2. Access to data on the patient, for the understanding the course of disease and access
to knowledge on treatment information;

3. Access to HIT tools that are easy to use;
4. Features for reducing the burden of ICT literacy on the caregiver;
5. Features to reduce CGs anxiety for caregiver effectiveness;
6. Features for appropriate security and privacy;
7. Features for transparent information flow between formal and informal CGs;
8. Features for patient engagement to reduce challenges of security and privacy.

Contribution
Our work brings a valuable contribution to the current literature that focuses on value
co-creation among professionals in healthcare service [60]. While healthcare is one of
the most important areas that can greatly benefit from the implementation and use of IT
systems [50: 143], the extant research focuses far more on the information needs of the
healthcare professionals than those of the actual patients, their informal caregivers and
the wider public. The study’s findings highlight the opportunities created by HIT to
engage and enable ICGs. It is evident in the literature that the effective outcomes of
such engagement are impossible to predict because these vary according to the different
contingencies and interactions with other preexisting tools, norms and practices [18].

The use of the DART lens has provided an effective means for plotting the informal
caregivers’ interactions with the healthcare ecosystem. Drawing on concepts generated
by the literature review has enabled the authors to propose a set of principles that
categorizes the ICGs’ needs, and hopefully, would be useful to guide both research and
practice in the development of better-aligned HIT solutions.

In practice, “systems design is typically guided by the providers’ perception of
patients’ information needs, rather than by actual needs assessment” [51: 476]. The
development of HIT that promotes effective interaction ought to be founded on prin-
ciples that enhance dialog between formal and informal caregivers, facilitate access to
data by informal caregivers, provide features for risk mitigation and capitalizes on
transparency of information flows between formal and informal CGs.
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Effective interactions facilitate all participants in the service ecosystem to co-create
inimitable values and experiences [23] where formal care providers, ICGs and patients,
participate in the value realization (quality of care).

Limitations
Clearly, the preliminary principles outlined here need to be further refined and cor-
roborated. For example, future research could explore the highly contextualized fea-
tures [55] of HIT ecosystems. What works in a more or less centrally organized and
fully public health system (e.g., Europe) might not work for a decentralized, market-
oriented health system (e.g., United States). Economic principles and political decisions
determine if a technology gets onto the market, if it is affordable and accessible also for
informal caregivers.

The proposed principles are by no means exhaustive. Nevertheless, three aspects
promise to be particularly instructive for the goals of the paper. First, at a macro level,
the set of principles can serve to organize and promote synthesis across research
findings, studies, and settings using consistent language and terminology to further
stimulate conceptual development.

Second, the software developers can use the eight guiding principles to better align
their solutions to the ICG practice, thus enhancing the quality of care in both non-
clinical settings and the healthcare ecosystem.

Third and last, the set of principles supports the exploration of essential HIT
evaluation issues to better grasp what works, where and how for the informal
caregivers.

In conclusion, the paper extends prior work on user-centered design principles on
usability conditions of HIT applications [58, 59], and adds to the emerging stream of
research on informal caregiving to strengthen our understanding of the role of HIT as a
key resource for the development of a true patient-centered health care system.
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Abstract. Recent increases in interest in the development of service standards
among standards organizations follow the trend of growth in the service sector.
This research in progress reviews the relationship between service science
research and service standardization to determine whether there are areas of
convergence and mutual influence and opportunities to increase exchanges
between these two sides for mutual benefit. Service standards published by ISO
and current service standards projects were categorized into Types (1) back
stage, and (2) front stage of service activities. The definitions of “service” were
also extracted from ISO standards to determine their commonality with service
science concepts. It was found that ISO service standards were mostly related to
back stage of service activities but some increase in projects with front stage
orientation was seen. There was scant evidence that the definition of service
used in standards had some commonality with service science concepts. Limi-
tations to the research together with recommendations for further work that
would foster mutual benefits for both service science research and standards
development were discussed.
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1 Introduction

Many professional standards organizations, such as the American National Standards
Institute (ANSI), a national standards organization, the European Committee for
Standardization (CEN), a regional standards developer, and the International Organi-
zation for Standardization (ISO), an international standards organization, have, over the
past few years, shown increased interest in developing service standards for different
areas [1, 4, 5, 10]. In a recent survey by a working group of ISO’s Committee on
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Consumer Policy, it was found that over half of the responding country members’
national standards body have a services strategy [11]. This is not surprising since the
world economy has been experiencing a dramatic shift to the service sector. According
to the World Bank, about 70% of the world’s combined GDP can be attributed to the
service sector [26]. In the US, the service sector accounts for almost 80% of its GDP
[op. cit.]. In many countries it has been recognized that the service sector has the
potential to become the most important engine of growth, which resulted in significant
investments in domestic services and service trade. Increasingly complex, online,
cross-border, and connected services are being offered in competitive markets where
consistency and dependency in service delivery and quality are being demanded by
enterprises, public, and private customers. To meet this demand, many service stan-
dards were developed at industry, national, regional, and international levels and
adopted by vendors. Often the demonstration of conformity with these standards
through certification became a minimum requirement for market entry and to sustain
competitiveness.

This article presents our research in progress where we review the relationship
between service science research, a transdisciplinary academic approach to the study of
macro and micro levels of service and service standardization in the industrial sector to
determine whether there are areas of commonality, influence and opportunities to
increase exchanges between these two sides for mutual benefit.

1.1 Questions Addressed in This Article

In this article, we address the following questions:

Question 1: Are there functions and aspects that dominate in the collection of existing
service standards? If this is the case, how do they compare with core tenets of service
science? Is there evidence of an influence, if not some commonality, of service science
and service standardization?

Question 2: If we analyze core concepts used in service standards and compare these
with fundamental concepts of service science, can we recognize a commonality in the
concepts applied between these two sides? If this is the case, is there evidence for an
uptick of influence of service science concepts in service standardization?

2 Service Science and Service-Dominant Logic

Service science is a transdisciplinary approach to understanding service systems with
fundamental concepts including entities, interactions, outcomes, value propositions,
governance mechanisms, resources, access rights, stakeholder roles, measures and
ecology [13] as shown in Fig. 1. These entities interact to co-create value for the
stakeholders. The views of service from different disciplines of marketing, economics,
operations, industrial and systems engineering, operation research, computer science,
information systems, social sciences and behavioral sciences are discussed in [19]. An
annotated bibliography of service science related literature organized into areas of
evolution, measures, resources and strategy can be found in [17].

Service Science Research and Service Standards Development 331



Service-Dominant Logic (SD-Logic) is another approach to service research that
offers a set of Fundamental Premises embodying both macro and micro views of
service [15, 22]. The service science and Service-Dominant Logic approaches to ser-
vice research are essentially intertwined and foundational [24]. Service science takes a
broad perspective of service systems [16] with an entity/relationship view while
Service-Dominant Logic takes a value/resources view of service. [25] provides some
clarifications between the Fundamental Premises of SD-Logic and service science
concepts. The most important aspect of both approaches is that stakeholder value,
especially for the customer, is the economic driver of service provision and con-
sumption. What is of value to a customer and service provider (and other stakeholders)
is determined by shared factors communicated through value propositions [14].

3 Standards and Standardization

The International Organization for Standardization (ISO)1 defines a standard as a
“document, established by consensus and approved by a recognized body, that pro-
vides, for common and repeated use, rules, guidelines or characteristics for activities or
their results, aimed at the achievement of the optimum degree of order in a given

Fig. 1. Service science fundamental concepts (from [13])

1 ISO is an independent non-government international organization that publishes and promotes
international standards in almost every industry to facilitate international trade. Its members are over
160 national standards bodies and its over twenty thousand published standards are the sources of
specifications for products, services, and systems for quality, safety, and efficiency around the world.
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context” ([8] cl. 3.2). Typically, the use of standards is voluntary, although they can be
required by market forces or made mandatory through regulations.

3.1 Standards and Innovation

Standards can be used as instruments for innovation, supporting technological change,
process improvement and by assisting the transfer and dissemination of knowledge [7].
Blind shows that research results that are contained in patents and scientific publica-
tions are often transformed into standards and – through standards – become accessible
to large numbers of societal players and trigger innovation ([2], p. 12).

3.2 Economic Importance of Standards

A recent publication about the macroeconomic impacts of standards and standardiza-
tion summarizes the results from studies that have been undertaken over the last two
decades as shown in Table 1 [3]. According to these studies, the contribution of
standards to annual GDP-growth over the indicated periods of analysis range between
0.3% (Canada, 1981–2004 and the UK, 1948–2002) and 0.9% (Germany, 1961–1990).

Table 1. Contributions of standards to annual GDP-growth. Source: ([3], p. 39)

Country France Canada Germany Germany UK UK

Organization and
Publication year

AFNOR
(2009)

Standards
Council of
Canada
(2007)

DIN
(2000)

DIN
(2011)

DTI (2005) Cebr (2015)

Period of analysis 1950–
2007

1981–2004 1961–
1990

2002–
2006

1948–2002 1921–2013

Estimated function GDP-
output

Labor
productivity

GDP-
output

GDP-
output

Labor
productivity

Labor
productivity

Elasticity of stock
of standards

0.12 0.36 0.07 0.18 0.05 0.11

Share of labor
productivity
growth, %

27.1 17 30.1 – 13 37.4

Growth rate of
GDP, % p.a.

3.4 2.7 3.3 – 2.5 2.4

Share of GDP
growth, %

23.5 9.2 27.4 – 11.0 28.4

Contribution of
standards to GDP
growth, % points

0.8 0.3 0.9 0.7 0.3 0.7
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3.3 Standards for Services

With the growing importance of services around the world, government and industries
have started to look towards services as a new area for growth and noted the potential
for standards to contribute to efficient and consensus-based solutions. Standards are
essential for easing interoperability among stakeholders and reduce barriers in allowing
organizations including Small and Medium-sized Enterprises (SME’s) to participate in
commerce and trade. Standards also facilitate consumers in comparing and choosing
among service value propositions that have incorporated standards.

Various standards organizations (e.g. ISO, CEN, ANSI and DIN, the German
Institute for Standardization, to name just a few) have developed strategies, roadmaps
or perspectives for service standardization [1, 4, 5, 10]. The European Commission has
issued a mandate for the development of European service standards to support a
European single services market through standards [6].

4 An Analysis of a Sample of ISO Service Standards

There are many definitions of the term “service” in standards from various standards
development organizations. We based our analysis on a sample of standards published
by ISO, the largest standards development organization in the world (see Footnote 1).
The sample includes all standards and projects that were classified based on the
International Classification for Standards (ICS) [9] into one of the following groups of
service standards (in bold) and sub-groups as shown in Table 2.

The selection resulted in 361 published standards and 91 standardization projects
(i.e. standards currently under development) classified into ICS-subgroups. These
numbers amount to 1.6% of all currently published ISO standards and 1.9% of stan-
dards projects. The other standards and projects are classified into groups and sub-
groups that are typically more technical in nature.

Table 2. ISO service standards based on the international classification for standards. Source:
www.iso.org retrieved on 2018/03/04

03.060 – Finances. Banking. Monetary
systems. Insurance

03.200 – Leisure. Tourism

03.080 – Services 03.200.01 - Leisure and tourism in general
03.080.01 - Services in general 03.200.10 - Adventure tourism
03.080.10 - Maintenance services. Facilities
management

03.200.99 - Other standards relating to
leisure and tourism

03.080.20 - Services for companies 03.220 – Transport
03.080.30 - Services for consumers 03.220.01 - Transport in general
03.080.99 - Other services 03.220.20 - Road transport
03.180 – Education 03.220.40 - Transport by water

03.240 – Postal services
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4.1 Analysis of ISO Service Standards

We further classify each service standard into two stages based on its key functions as
shown in Table 3. The differentiation between front and back stage is suggested by
Teboul [21] who defined front stage as where service is performed as “… direct
interaction with employees, equipment, décor and other customers” [op. cit. Fig. 1.5]
and back stage as where “… operations to prepare products and components and
process information” take place [op. cit. Fig. 1.7]. He also indicated that the relative
size of front versus back stage depends on the type of service being performed.

The concept of service front and back stage is illustrated in Fig. 2. The Figure also
shows the interaction between the service provider and the customer as the touchpoint
where the customer experiences the service being delivered [12].

Stage 1: Standards defining service enablers at the back stage - Service delivery relies
typically on enablers, such as access to the Internet and the support of an IT platform.
Enablers can also be rules and methods that are applied in the processes for the
provision of services. This stage is often referred to as the back stage of service
provision, as it is typically not visible to the customer (cf. below the line of visibility in

Table 3. Service stages and associated standards

Service stage 1 Service stage 2

Service enablers: back stage Service delivery/experience: front stage
Type 1 standards Type 2 standards

Fig. 2. Illustration of service front stage and back stage
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a service blue print). Some of these back stage processes include reservation, payment
settlement, marketing, CRM, scheduling, service assessment, etc. [op. cit.]

Stage 2: Standards addressing service delivery and experience at front stage - This
stage includes the value proposition offered by the service provider to prospective
customers, the decision by customers whether they wish to engage with the service
provider, and the delivery of the service act. This is typically referred to as the front
stage of service during which value is co-created between service providers and cus-
tomers when the service act is experienced and consumed. There could be more than
one instance of the exchange (involving the same or different service acts) during a
customer’s service journey with the provider. It is possible that parts or even the whole
service act is automated so that the customer interacts with a machine and not a human
being. Some of these front stage processes include service-scape maintenance, user
interfaces, payment collection, feedback mechanisms (including after-service activi-
ties), etc. [op. cit.]

In line with the numbering of the service stages as 1 and 2, we refer to the standards
that fall into these stages as Type 1 and Type 2 standards. This service model allows us
to classify the focal areas of our sample of ISO service standards. In particular, we are
interested to know how many of these standards fall into the service stage 2 and
constitute Type 2 standards. Our classification is based on a review of the titles of the
standards as well as the contents and scope of the standards. The results of the analysis
(standards and projects) are shown in Tables 4 and 5.

Most of ISO service standards in our sample fall into stage 1 (around 74%). Only
about 20% of the standards address service delivery (stage 2). In some exceptional
cases, certain standards contain service elements without being mainly service stan-
dards. This is the case for some management system standards, which provide blue-
prints for an organizational management infrastructure, but also contain a number of
service elements (e.g., a focus on customer orientation and customer satisfaction). For
this reason, we identified these as Mixed Type 1 + 2, which constitutes a combination
of the two types, but with the majority of elements falling into Type 1: these standards
amount to 5.26% overall.

4.2 Analysis of Ongoing ISO Service Standardization Projects

The result of the analysis of ongoing standardization projects is shown in Table 6. The
result shows that the percentage of projects categorized as Type 2 standards is higher
among ongoing standardization projects than in the collection of published standards.

4.3 Results of the Analysis

In response to Question 1 from Sect. 1.1, we can conclude that most of the service
standards consist of Type 1 standards and projects. Standards that fall into service stage
2, make up only around 20% of the sample. If we consider projects, this portion
increases to around 26%. Whether this increase indicates a trend towards the devel-
opment of more service standards of Type 2 is not clear and will have to await further
analysis of the standards and projects based on time-ordered data points.

336 R. Weissinger and S. K. Kwan



4.4 Comparing Definitions in ISO Standards with Fundamental
Concepts of Service Science

In this section we try to respond to Question 2 by determining whether there is
commonality between definitions of service in service science and ISO standards. For
this purpose, we analyze a sample of definitions of the concept “service” in ISO
standards and compare them with the definition of service and fundamental concepts of
service science.

The definition of service adopted in this study is: “Service is the application of
resources (including competences, skills, and knowledge) to make changes that have
value for another (system)” [20]. This aligns with SD-Logic where service is defined as
the application of competences (knowledge and skills) by actors for the benefit of
another party [23]. In both cases the emphasis is on value and the concept of value co-
creation had become the requisite in defining services. The fundamental concepts of
service science (including entities, interaction, resources, measures, outcomes, and
authorities, see Fig. 1 [13, 18]) will also be used in the comparison.

Table 4. Classification of service standards by types
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The expected result from mapping ISO service concepts to the definition and
fundamental concepts of service science is to gain an insight to which extent key ideas
of service science have found their way into core concepts of ISO service standards. As
our analysis is limited to the mapping of characteristics of the single concept “service”,
our results can only allow us to arrive at an initial and preliminary judgement as to
whether there is some degree of commonality between concepts of service science and
those applied in service standardization.

4.5 Analysis Based on a Sample of ISO Definitions of “Service”

We extracted definitions of “service” from the complete collection of ISO standards by
using ISO’s public access Online Browsing Platform (www.iso.org/obp). This resulted
in 68 different definitions. We limited our analysis to 15 definitions that either have
high frequency in ISO standards or are in particular relevant to service stage 2. The
results of our analysis are shown in Table 6 (see the “Appendix” for the explanation of
sequence numbers that are used in the first column of this table).

Table 5. Classification of ongoing service standards projects by types
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To illustrate, in Table 6: ISO definition #6 for service is: “result of activities
between a supplier and a customer, and the internal activities carried out by the supplier
to meet the requirements of the customer”. If we map the various concepts contained in
this definition to the fundamental concepts of service science, we have (the funda-
mental concepts are expressed in square brackets and italics): Service is the “result
[Outcome] of activities between [Interaction] a supplier [Provider] and a customer
[Customer], and the internal activities carried out by the supplier [Provider] to meet the
requirements of the customer [as met by the Value Proposition offered by the Provi-
der]”. Definition #6 maps into 5 of the 10 fundamental concepts (identified with an “X”
in Table 6), so the degree of commonality is 50%.

4.6 Results of the Analysis

From the mapping in Table 6 we can see that the degree of commonality between the
selected ISO service definitions in our sample and the fundamental concepts of service
science ranges between 20 and 60%. However, only 4 out of 15 definitions (26%) show
a substantial commonality of 50 to 60%.

This result leads us to conclude that, while there is certainly commonality between
service science concepts and those applied in service standardization, such similarities
are limited and not systematic. This means there is not yet direct or in any form
systematic application of fundamental concepts of service science to service
standardization.

Table 6. Mapping ISO service definitions to fundamental concepts of service science

* please refer to the full list of definitions in the Appendix of this paper with the sequence 
number
** provider is logically implied in this definition without being mentioned explicitly
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5 Findings and Recommendations

From the analysis of ISO standards, we found that the vast majority of service stan-
dards fall into the category of service enablers (Type 1 standards). We further deter-
mined at this time, there is only scant evidence that service science research had an
influence on the development of service standards in ISO. This is not surprising since
standards have historically been developed for the technical specification and inter-
operability of products and this orientation favors the tendency to develop more
standards in the familiar territory of the enabling side of services.

The analysis of the concept “service” in ISO standards has also shown that one of
the fundamental concepts in service science of “service as value co-creation” has not
entered the world of service standardization in ISO. In this world, service is often
understood as the unidirectional delivery of something intangible to a customer usually
as part of a product. This process is very similar to the delivery of a physical good and,
in the lexicon of Service-Dominant Logic, reflects the prevalence of goods-dominant
logic in the concepts applied in service standardization (see e.g., the definitions of
service #4, #5, #7 and #9 in the Appendix).

We believe that more exchanges and closer cooperation between service science
researchers (academic) and service standardization professionals (industry) will prove
to be beneficial for both sides (see Fig. 3). For standardization, perhaps the most
important benefit from a closer cooperation with service science could be the avail-
ability of a relatively consistent common theoretical framework that could prove par-
ticularly relevant to deal with the high diversity of different types of services. Such a
framework could provide a bridge and common language between different sectors and
areas of service standardization and could lead to more coordinated approaches in
standards development. Consequently, a higher degree of consistency and, possibly,
modularity, among different service standards and between service standards and other

Fig. 3. Exchanges and closer cooperation
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standards could be achieved which would facilitate the uptake and ease of imple-
mentation of these standards by end users. Furthermore, the adoption of service science
concepts and models could provide a framework for more customer-driven orientation
and alignment with customer value expectations and needs fulfillment. This would
potentially lead to a gradual, timely and needed move from goods- dominant logic to
Service-Dominant Logic in service standards development.

For service science, closer collaboration with standardization would provide
increased scrutiny and a “real world test” into the applicability of some of its concepts
through their use in standards for the service industry. Furthermore, standards as an
instrument of knowledge dissemination and innovation, could contribute to increase the
spread and influence of ideas, concepts and methods that have originated in service
science.

We have indicated that some of the limitations of our research could be alleviated
by more time-ordered analysis of service standards and projects as well as identifying
concepts in service standards beyond the single concept of “service”. Future research
should extend the analysis beyond our sample of ISO standards and include other
standard systems (e.g., ANSI) to determine whether they show similar characteristics. It
should be investigated whether the shift towards an increased development of core
service standards (Type 2 standards) can be confirmed both for ISO standards and other
standards systems as well.

Appendix: List of Definitions of “Service” in ISO Standards

Source: ISO Online Browsing Platform (OBP), www.iso.org/obp. Data extracted on
2018/03/03

Sequence
no.

Definitions of “Service” in ISO standards # of ISO standards
with this definition

1 Distinct part of the functionality that is provided by an
entity through interfaces

14

1 Result of a process 6
3 Number of processes involving an organization in the

provision of specific objectives
4

4 Output of an organization with at least one activity
necessarily performed between the organization and
the customer

4

5 Performance of activities, work or duties 4
6 Result of activities between a supplier and a customer,

and the internal activities carried out by the supplier to
meet the requirements of the customer

4

7 Means of delivering value for the customer by
facilitating results the customer wants to achieve

3

(continued)
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(continued)

Sequence
no.

Definitions of “Service” in ISO standards # of ISO standards
with this definition

8 Operation performed on an entity by a user on behalf
of other users

3

9 Result of at least one activity necessarily performed at
the interface between the supplier and the customer,
which is generally intangible

3

10 Action of an organization id meet a demand or need
11 Independent, value-adding operation, which brings

values to users, or applications providing benefits
responding to user’s needs

1

12 Means of delivering value for the user by facilitating
results the user wants to achieve

1

13 Means of delivering value to users by facilitating
results users want to achieve without the ownership of
specific physical or logical resources and the risks
related to ownership

14 Means of delivering value to users by facilitating
results users want to achieve without the ownership of
specific resources and risks

1

15 Output of a service provider with at least one activity
necessarily performed between the service provider
and the customer

1
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Abstract. This paper describes an exploration process aligned with the
core domain of Service Science inside a critical sector of Society, aiming
at developing City in a sustainable, responsible, inclusive way. The paper
focuses on defining the Public Safety as a Service concept in an inclu-
sive and responsible value co-creation urban design vision for liveable
cities. It explains how service intelligence can act on immaterial arte-
facts to transform data into information to generate value co-creation
processes whose outcomes are applied to the evolution of knowledge in
public safety services. Public safety is approached within a service ecosys-
tem perspective, following the global targets of the Sendai Framework
for Disaster Risk Reduction as an application perspective. Managerial
implication are approached from two perspectives: establishment of gov-
ernance principles with the help of Elinor Ostrom’s works, and a Viable
Systems Approach on the response to disasters operating rules.

Keywords: Service ecosystems · Service intelligence · Liveable cities
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1 Introduction

As we are advancing at fast speed towards an urban-dominant form of habi-
tation [1], several design perspectives for future cities have been imagined,
advanced, and partially implemented over the last decades. Highly supported by
technology-based companies [2–5], the Smart Cities concept was mainly intro-
duced as an approach to develop smart IT-oriented solutions for specific problems
facing cities’ operations, with deeply networked digital information technologies.
Today it is recognized that this solution development concept fails to address
a larger vision on robust city design as it lacks an inclusive urban design per-
spective [6,7] that should be based on a clear engineering understanding of
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transforming cities to become sustainable, safe, resilient, resource efficient and
secure spaces of living [8,9].

In the perspective of the Smart Cities’ way of solution development, other two
concepts evolved - Internet of Things (IoT) and Internet of Services (IoS) - and
lead to the creation of service ecosystems that use high volumes of data [10]. IoT
refers to -Things- as “any active participants in business, information and social
process where they are enabled to interact and communicate among themselves
and with the environment by exchanging data and information sensed about the
environment” [11]. “IoTs are able to react autonomously to the real/physical
world events and influencing it by running processes that trigger actions and
create services with or without direct human intervention” [12]. Services are
offered as part of an interconnected ecosystem and fuelled by data from a large
number of interconnected smart devices and transformed into smart services
within an IoS [13]. IoS provide data and aggregate it to be used for decision
support systems so to provide effective sensor to decision chain dataflow in crisis
management [14]. Advanced IoS leverage the power of a large amount of con-
nected devices as IoT [15] and stress the need to make sense of the pervasively
collected and stored data [16]. Solutions based on IoT and IoS technologies aim
to improve the efficiency of public safety agencies and establishing new business
operating models that push digital transformation through massively connected
devices [17,18].

In this perspective, Public Safety as a Service (PSaaS) term was introduced
as referring to a “highly innovative software business and delivery model that
reinvents the way agencies acquire, use and integrate technology” [19], possi-
bly using the cloud services for cross jurisdictional sharing of applications and
services among public service stakeholders [20]. However, transitioning to more
liveable cities [21] requires new visions that associate the rapid grow of big data
with diverse opportunities for service advances [22]. Taking advantage of these
opportunities means successfully fostering processes and knowledge in a service
oriented world, where companies are powered by data, while people drive the
value co-creation processes in service exchange. Therefore, the value of the new
service business operating models and the scientific prospects of service phe-
nomena [23] may be rooted in data availability, creating a service experience
advantage through data generation, data processing, and knowledge extraction
[24] supporting service intelligence.

Value co-creation in public services, a process actively involving public ser-
vice users as main stakeholders in designing, managing, delivering, and eval-
uating public services [25], was approached from different perspectives. Some
have focused on evaluating the role of companies as co-creators of value in B2B
interactions at city operation level [26], others explained the role of public organi-
zations in public service co-creation [27], or represented the integration of citizen
engagement as a major component in service design landscape [28], to name but
a few examples.

This paper presents a value co-creation based approach to designing public
services supporting the vision of liveable cities. We approach public safety within
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Fig. 1. Exploring service intelligence: positioning the Public Safety as a Service concept
inside the Service Science and Service Dominant (S-D) Logic body of knowledge

a service ecosystem perspective, further elaborating towards the conception of
the public safety as a service. Fig. 1 summarizes the set of concepts used in
this exploration paper and describes how its core findings are positioned inside
the Service Science domain. All findings are aligned to recent developments of
Service Dominant (S-D) Logic.

From a methodological perspective, drawing research guidelines, we follow
the recommendations of United Nations Office for Disaster Risk Reduction fos-
tering multi-stakeholder coordination of the regional platforms for Disaster Risk
Reduction (DRR). It supports standardization of disaster risk reduction related
terminology, it recommends updated indicators to monitor the global targets
of the Sendai Framework for Disaster Risk Reduction [29], and it follows their
operationalization. As well, it provides annual results-based monitoring reports
on framework implementation at national level [30].

The Sendai Framework for DRR 2015–2030 was adopted in 2015, as a succes-
sor to the Hyogo Framework for Action (HFA) 2005–2015 [31]. The framework
provides guidelines and priorities for action aimed at “the substantial reduction
of disaster risk and losses in lives, livelihoods and health and in the economic,
physical, social, cultural and environmental assets of persons, businesses, com-
munities and countries” [32]. The framework has been used to support studies in
community resilience [33] that strengthen preparedness [34], safeguard life during
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disasters [35], and assist long-term recovery [14,36]. The seven global targets of
the Sendai Framework, aiming to increase “the availability of and access to multi-
hazard early warning systems and disaster risk information and assessments to
the people by 2030” [29], support automating related activities in Early Warning
Systems (EWS) based on various Information and Communication Technologies
(ICT) [37]. Specifically, Key Priority 1 of the Sendai Framework, Understanding
disaster risk, advises for the “collection, analysis, management and use of rel-
evant data and practical information and ensure its dissemination, taking into
account the needs of different categories of users, as appropriate” [29].

Henceforth, the paper is organized as follows. Section 2 introduces a discus-
sion on public safety and how it relates to the four priorities of action described
by the Sendai Framework for Disaster Risk Reduction. Key data intensive activ-
ities from these recommendations are extracted. Section 3 discusses the impor-
tance of user data in services and how service performance may be tuned based on
data collected from customer experiences. It elaborates on a case study related
to public transport services, as an example, and introduces the definition of
the Public Safety as a Service vision. Section 4 briefly describes two manage-
rial implications in service ecosystems, using two knowledge bases: institutions
and viability in service systems, with a discussion on a Viable Systems App-
roach (vSa) perspective on the response to disasters operating rules. Section 5
concludes the paper, followed by Sect. 6 that draws further research directions.

2 Related Work

While there is no universal definition, public safety is a term most often associ-
ated with law enforcement, typically with fire and emergency medical services
[38]. Public Safety as a Service is not a new topic of discussion. As far as litera-
ture reveals, it originates from two lines of thought. First, the term Public Safety
as a Service defines a model of acquiring and integrating public safety and secu-
rity software technology, aiming towards a special category of stakeholders, i.e.
public safety and security agencies [19]. Massive integration of wearable and inte-
grated sensing technologies with cloud computing support the development of
large-scale monitoring applications to provide public safety as a service [39]. Fur-
ther, mission critical requirements in the public safety domain requisite enhanced
data services from utility service providers [40,41]. Second, the term safety as
a service relates to some education management tools in transportation [42]. It
refers mainly to a cloud-based Driver Management System useful to transporta-
tion companies for on-line driver training, driver education, and driver safety on
roads.

Nevertheless, public safety has been a central objective in the larger adoption
of Sendai Framework action plan for greater resilience to natural and human-
induced hazards [43–45]. Within the scope of this work, we rely on the role of
Sendai Framework for DRR in drawing guidelines for advancing public safety as
a major dimension of action in resilience-prone safety critical business processes
of liveable cities. The framework introduces four priorities for action:
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Table 1. Sendai Framework for DRR: four priorities for action

Priority Objective Data-centric activity

1 (Assess) - Identify means of assessment of
potential risks, dissemination of
information, loss accounting and
understanding of exposure;

- Collect risk related data
(historical, demographic,
geospatial, etc. for past disaster
mapping (GIS) to inform research
and decision-making;

- Build awareness/capacity
(consider different audience);

- Provide real time access to data;

2 (Develop) - Develop initiatives required for
disaster risk governance;

- Gauge the level of preparedness;

- Oversight on progress; - Establish mitigation measures;

- Assess risk response capacity;

3 (Promote) - Promote policies, plans and
investments (budget allocation)
to reduce risk;

- Provide risk evaluation data for
disaster risk planning and
insurance with financial protection
mechanisms;

4 (Monitor) - Implement disaster preparedness
and contingency policies, plans
and programs (including disaster
preparedness, response and
recovery exercises, for instance);

- Collect data for disaster
preparedness assessment and
apply data analytics for predictive
assessment of disaster related risks
(potential use of Early Warning
Systems);

Priority 1. Understanding disaster risk.
Priority 2. Strengthening disaster risk governance to manage disaster risk.
Priority 3. Investing in disaster risk reduction for resilience.
Priority 4. Enhancing disaster preparedness for effective response and to “Build

Back Better” in recovery, rehabilitation and reconstruction.

Each priority stresses the importance of data intensive key activities that
provide the raw material needed for prioritization, decision making and pre-
paredness (Table 1). To understand disaster risk (Priority 1), the framework
stipulates the requirement of multidimensional data collection (such as demo-
graphic, risk related, or geospatial data) for the assessment of potential risks,
dissemination, loss accounting, and understanding of exposure. This includes the
collection of historical and climate data for past disaster mapping using Geo-
graphic Information Systems (GIS), for example, to inform research and decision
making stakeholders.

Recognizing the importance to strengthen disaster risk governance and bet-
ter manage disaster risk (Priority 2), the framework suggests the provisioning
of real time access to - non-sensitive - data (i.e. data that do not reveal per-
sonal, financial information) by all entities (citizens, planners, government and
research) and build awareness among stakeholders to strengthen the technical
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capabilities and scientific capacities required to minimize potential adverse the
effect of an eventual disaster. This necessitates a higher capacity of risk response
assessment through information gathering on the level of preparedness and mit-
igation measures, which would be then correlated to inform policy makers, for
example. Additionally, focused at driving resilience into DRR, Priority 3 under-
scores the need for policies, plans and investments to reduce risk including the
necessary budget allocation at each level local, regional and national. Lastly, Pri-
ority 4 emphasizes a continual effort of data collection for disaster preparedness
assessment with data analytics for predictive assessment of disaster related risks
for the use as Early Warning Systems. This vision is further developed in Sect. 3
from a service ecosystems perspective.

3 Public Safety as a Service and Service Ecosystems

Ecosystems vision plays a special role in advancing knowledge on service, pro-
viding an inclusive framework for studying systems of service systems. A ser-
vice ecosystem is defined as a “relatively self-contained, self-adjusting system of
resource-integrating actors connected by shared institutional arrangements and
mutual value creation through service exchange” [46]. Additionally, the Viable
Systems Approach (vSa) draws a new line of thinking, according to which a
service ecosystem may be considered as being a viable system of service sys-
tems connected internally and externally by mutual value creation interactions
realized through service exchange and resources integration [47–49].

Service value creation can be improved with data [50] in a special type of
service - information-intensive service (IIS) - in which value is created primarily
via information interactions [51], while technology - as an operant resource [52]
- fosters information sharing across service ecosystems, therefore enabling value
co-creation as a service strategy [53].

In this article, we briefly elaborate on this line of thought, borrowing from the
principles of service design and incorporating data-driven service creation [54],
that suggests the use of feedback loops to tune service performance (Fig. 2). We
consider data collected from the customer journey inside the service as input to
the service system for corrective and predictive action. Feedback loops reflect
a brief return to alter or refine an earlier decision, inform a continuation from
the point in the service development process, and provide a data source for
predictive action [55]. Through iterative feedback from the output of the service
system, the performance of the system receives input from the customer journey
for corrective/predictive action following a cyclic process [56].

Following the case study on public transport services in times of emergency
approached in [57], some data-based corrective and predictive actions may be
formulated as an example at hand. For instance, data collected from previous
events (risks) may be useful in predicting a certain trajectory for a potential
recurrence of such event. For illustration, we could review a case where a train
is proceeding over a bridge, listening to and recording vibrations caused by
the passage. The train could report these data captured to a central analytical
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Fig. 2. Tuning service performance based on data collected from the customer journey

processor using an IoT device for instance. The next train on this route would
perform the same data capture. A third train, follows suite, etc. Data is now
available for the multiple passages for comparison. The processor may detect a
dangerous variation in the captured information and proceed with acting. Action
could be either to communicate the potential risk to the following trains with
a notice to reduce speed, or flag this bridge as “maintenance required” for the
next budget cycle. For instance, using data gathered, a priori, from risk response
capacity assessment, may dispatch service crews to the area earlier than normal.

Hence, the components of a service system (people, artefacts and processes)
are supplemented by a data analytics, potentially transforming data with ser-
vice intelligence that helps predict emergencies, react in time of emergencies
or even anticipate potential emergencies. Furthermore, the ability of the sys-
tem to analyse the growing database entering the system and to transform
it into information and knowledge [58,59] using service intelligence would be
useful to inform collaborations between authorities, operators and potentially
researchers to transform otherwise concealed information into effective strate-
gies to strengthen the resilience of the transport system [60].

Returning to the general idea of public safety services, the definition of PSaaS
(as a software business and delivery model) used in [19] - without using the
value co-creation dimension - highlights the role of technology (software tech-
nology) in providing integration services to support public safety and security.
Consequently, stressing the role of technology as an operant resource [52] helps
in advancing service using data [22] by actively changing the nature of service
provision [61], and requires new data-based value creation processes [50] where
technology itself is the set of practices and processes through which value may
appear in new forms [52,62] in service ecosystems.

Drawing further ideas based on above discussion, we introduce in this paper
the following definition of Public Safety as a Service in service ecosystems.



From Data To Service Intelligence: Exploring Public Safety as a Service 351

Definition 1. Public Safety as a Service is defined as an inclusive and respon-
sible value co-creation urban design vision for liveable cities, fostering the expan-
sion of service knowledge to multiple public service contributors, potentially
transforming data into information using service intelligence to create sustain-
able, resilient, and trustworthy service ecosystems.

This definition supports a working perspective on developing a data-intensive,
information-based vision fostering public safety service development to support
Disaster Risk Reduction related activities, according to the Sendai Framework.
At the same time, it helps at developing an institutional based vision for col-
lecting, processing and mining public safety related data to foster resilience for
liveable cities, to align information intensive processes to the current digital
transformation.

4 A Governance Perspective on the Response to
Disasters Operating Rules

Advancing service based on data raises concerns not only on new theoretical
formulations, but also on managerial guidelines [22]. In this section we briefly
describe two managerial implications in service ecosystems, using two knowledge
bases: institutions and viability in service systems.

First, our previous work introduced in [57] proposes a new perspective for the
application of the line of thought introduced by Elinor Ostrom on institutions, as
seen as “formal and informal rules that are understood and used by a community”
[63] for the design of sustainable public transport services in times of emergency.
This is a special case of application for the four priorities of action of Sendai
Framework and the extraction of key data intensive activities. From a managerial
perspective, in order to support the operational activities of the transport service
company, the sustainable institutions principles are evaluated for this case study.
Hence, categorizing the response to disasters based on a set of rules and operating
conditions which define who, where, when, and how can appropriate the resources
(physical and conceptual) in order to have a quick emergency response.

Second, the Viable Systems Approach (vSa) systemic theory [64–66] applied
to the study of service systems, if used as a governance approach, may lead to the
identification of two distinct logical areas in the study of viable systems: decision
making and operations [67]. In this perspective, vSa supports the development of
Service-oriented Enterprise Engineering (SoEE) modelling discipline for strategic
decision-making, describing an enterprise as a “a viable system (service system).
A viable system (service systems) is an organization founded on interconnections
and interdependence among its internal components (sub-systems) and the com-
ponents of other systems (supra-systems) in order to evolve, develop and improve
over time its conditions of survival” [47].

Viability is attained, through consonance and resonance, by a system capable
of developing harmonious relationships (through corrective and predictive feed-
back mechanisms) with its interconnected sub- and supra-systems. Consonance
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expresses the potential compatibility between the interrelated sub- and supra-
systems and it is a structural performance of the relational network. Dynam-
ically, resonance indicates the harmonic effective interaction between system’s
elements, operating distinctly towards a common goal [66]. Subsequently, busi-
ness processes, as event-driven dynamic systems, evolve in complex and par-
tially controllable environments [68], so there is no guarantee that resonance is
attained, or that the network of system’s elements remains consonant. This is
one of the possible situations that can occur in case of disruptive events requiring
for DRR key data intensive activities, for example, for transportation systems
in time of emergency.

A solution for building and maintaining short-term viability can be created
based on the smart character of a service system [66,69]. In this regard, the ICT
infrastructure plays a major role, by augmenting people with cognition mediators
(consonance) and ensuring high-speed adequate reactions to events occurrences
(resonance). This includes the adequate response of smart urban public services,
equipped with IoS functionality, to indicate occurrence of disruptive events. A
long-term approach for building and maintaining viability concerns the exten-
sion to wise service systems [69,70], targeting the improvement of interaction
opportunities not only for the present urgent demands, but also for estimated
future needs. In this view, a viable service system evolves as a triple loop learn-
ing system, aimed to improve (i) efficiency (plans), (ii) effectiveness (goals) and
sustainability (relationships and resources) [71] as feedback for corrective and
predictive action.

5 Conclusions

In a viable service system, the decision-making component of the governance
entity has to identify sustainable goals, creating and enhancing the wise charac-
ter of the service system. At the operational level, the management component
of the governance entity draws efficient plans and interaction networks imple-
menting the decided goals, thus configuring the smart character of the service
system. In the decision-making area, resource identification and allocation is
the fundamental decision to be iterated. In the operational area, already exist-
ing resources are continuously monitored and managed. This focus on resources
in the decisional and operational interconnected processes build the bridge to
Ostrom’s principles, aimed to provide a successful management of common finite
resources that a network of viable systems must share.

Considering the above mentioned example, the case of the public transport
system facing disruptive (emergency) events, the problem is not only to manage
the already prepared resources, foreseen in the emergency plans, but also to
develop the capability and agility to decide to re-locate resources to be shared
with other stakeholders. This is a response to unpredicted situations occurring
in the rescue process. It must be fulfilled in such a way that the recovery after
the emergency event would not be compromised. This capability is part of the
sustainability of the transport service.
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These concepts reinforce the suggestion that Ostrom’s five rules of sustainable
governance principles described in [57] can be regarded as operational vectors and
decisions support for consonance achievement in time of emergency. All the rules
adjust the governance of the relationships developed by the service organization
(i.e. transport) with its sub- and supra-systems:

Rule 1. Boundaries of the common resources must be specified and foreseen by
contracting agreements (i.e.Assess).

Rule 2. Resource allocation decisions and the resulting interactions must be
adapted to the environmental conditions (i.e. Develop).

Rule 3. Participations of individuals in the elaboration of operational rules
implies relations building consequences for preparing successful interactions
(i.e. Promote).

Rule 4. Monitoring the evolution of resources defines the observation function
that is crucial to proper decisions (i.e. Monitor/Evolution).

Rule 5. The design of a system of sanctions and penalties, by the authorities, is
part of relations building (i.e. Monitor/Governance).

The goal of these rules is the achievement of resonance in time of emergency,
with minimization of the risk of recovery failure. Just as indicated by the Sendai
Framework that dispatches its first priority to identify means of assessment of
potential risks, dissemination of information, loss accounting and understanding
of exposure. The successive priorities guide the development of the initiatives
required for disaster risk governance, promoting policies, plans and investments
(budget allocation) to reduce risk and implement disaster preparedness and con-
tingency policies, plans and programs with conscious oversight on progress. In
other words, establishing the proper set of operating rules for a response to dis-
asters is the kernel of structural building of harmonic relations of a viable service
organization prepared to face disruptive (emergency) events and a support for
decisions in resource allocation.

6 Further Work

In this exploration paper we conceptualize on a common knowledge base to
describe a service ecosystem comprising networked public safety services and
service systems, exploring various areas of application and research (see also
Fig. 1). The requirements guidelines are drawn following the Sendai Framework
for DRR recommendations. We conceptualize on Public Safety as a Service in
service ecosystems as an inclusive vision for liveable cities. We ground related
developments to driving service exchange based on value co-creation via infor-
mation interactions. As further research directions, it is envisioned that this
inclusive vision will drive further the development of platform-based, data cen-
tric, and information intensive business process models needed to suitably allow
information extraction exactly from the point of interest. Several questions may
be formulated along with this approach and they must be further explored to
advance Society in its core values and processes. From an application point of
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view, how can we really transform data to support intelligence in services? How
can we build a pyramid on “intelligence” in services helping to advance services
inside Society? Can we create a roadmap to advance service intelligence with
data, i.e. to find opportunities successfully fostering processes and knowledge in
a service oriented world, where companies are powered by data, while people
drive the value co-creation processes in service exchange?
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Abstract. In many hospitals all over the world there is an acute lack of
physicians; in addition, doctors who are working in hospitals are overwhelmed
by the number of patients and other administrative duties which they must do.
Due to the specific of the work many operations/procedures/activities must be
done manually and there are no automated systems which could improve the
quality of the medical service and the efficient usage of the physician’s time. In
this paper we propose a service system designed to help physicians to automate
the work of registering patient clinical observations into the patient clinical
observation sheet. The procedure of registering observations can be time con-
suming in some situations due to the numerous parameters which must be
registered. The proposed system uses voice to text conversion engine to register
the observations; thus, doctors spend much less time to review the clinical
observations and eventually make corrections if necessary.

Keywords: Hospital services � Hospital information system
Patient electronic health record � Cloud services � Mobile computing

1 Introduction

The paper describes the research carried out to design and implement an electronic
service system managing patient observation activities made by the medical staff
working in healthcare organizations: surgeons, radiologists, medical doctors, and
therapy specialists in hospitals, laboratories for medical analyses and recovery clinics.

The service system is conceived to assist physicians in directly observing the health
status and evolution of patients, interpreting and documenting important medical acts
like clinical examinations, operations, analyses, therapy procedures and effects of
medical treatments. For all these medical activities, the physician has to formulate
interpretations, propose investigations, treatments, surgical acts and post-operatory
procedures based on current medical rules, modus operandi and best practices; these
interpretations and medical decisions may differ from one physician to another because
they also depend on the professional knowledge, experience and predictive capacity
derived from medical case history and past learning.
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In most healthcare organisations, these medical observations, interpretations and
decisions resulting from the direct interactions between the physician and the patient
are manually saved in written form: first in a synthetic, abbreviated form during the
medical act (daily medical visit) and then in extended detailed form at the end of the
daily shift. In the first stage the doctor verbalizes the information for a medical assistant
who writes down a draft document; this stage may be skipped for the second one when
the physician himself writes the detailed report of what he has observed/found out
during the medical act (visit, examination, operation, etc.)

These written medical observations are included in forms which are standardized at
various levels: hospital (lowest), medical specialty (e.g., ORL), national – set up by the
national healthcare system, insurance system, etc. (highest). There are many types of
medical forms: general clinical observation sheet [medical specialty] in hospitals with
more than one medical specialty; clinical assessment; surgical hospitalization form for
patients who will be operated; surgical form for patients who were operated; post-
surgery recovery procedure form, a.o. Important observations in certain sections of
these forms describing: hospitalisations (entry and exit dates, diagnostic, treatment,
evolution, a.o.), surgery (operation plan, type of anaesthesia, monitored patient’s
parameters, medical team, etc.), periodical family physician examinations, etc. should
be translated in time in the patient’s Electronic Medical Record (EMR) which syn-
thetises the health status and care history of a person in time [1–3]. These informations
from EMR if described in detail can serve in resident student training based on medical
cases.

The patient’s general clinical observation sheet for a medical specialty has an
identification number, context and activity-related data fields, to which the medical
observations are added as text sections. Examples of such data fields are: patient
identification (name, date of birth, sex, residence address, citizenship, height, weight,
blood group, allergies, identity document, employer, education level, diagnostic at
entry/exit in/from hospital); patient social security (type of insurance, no. of national
card, type of entry in hospital); surgical actions (surgical team, data and hour of
start/finishing, transfer between hospital’s sections); therapy procedures (code, type,
date, functional explorations), general clinic examination (general state, specialty
exams, laboratory analyses, radiology examination, echography examination).

The medical observations added daily to the clinical observation sheet represent a
vital information for the follow up of the patient’s post-operation healing, of the effect
of prescribed medication on the patient’s parameters affected by a disease and of the
evolution of the patient’s status [4]. Also, disposing of an electronic observation sheet
would allow quickly informing other specialists who, together with the physician who
has created the medical information, can take better treatment decisions.

The research is devoted to an electronic system using cloud services to add medical
observations about the patient’s health state evolution; the information is translated
automatically from the physician’s voicing to the text in electronic format using a
SpeechToText SaaS service on an external cloud. For security reasons, both audio and
text records are kept for time periods imposed by the medical system. Also, the cloud
SpeechToText service must provide protection against data tempering and prevent
patient information disclosure; authenticating the mobile devices used to register the
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doctor’s observation as audio record, storing and accessing medical information in
various formats must be secured with high priority imposed by this sensitive domain [5].

Smart composite services for patient observation, interpreting and documenting
medical diagnostics, decisions and activities with final information integration in the
patient’s EMR strongly rely on knowledge intensive, information and data-driven
services (KIS) that use advanced ICT, tools and software: cognitive computing; agent-
based web and cloud services; big data analytics; micro service composition [6].

One such KIS is the SpeechToText (Sp2Tx) service used in this research to convert
audio files generated by physicians while speaking out medical observations during
patient visits into text that is then integrated in the patient’s electronic observation
sheet. The Sp2Tx service is based on speech recognition – a complex task relying on
many sources of knowledge (acoustics, phonetics, linguistics, semantics) and complex
techniques (signal processing, acoustic-phonetic models, neural networks, statistical
language models). Speech recognition accuracy highly depends on the type of data to
be processed and is typically measured in terms of word error rate which can be as low
as few percentages for some tasks and as high as 40% on very challenging tasks.

Sp2Tx services use Speech APIs to convert audio to text by applying neural net-
work models. All Sp2Tx service providers offer APIs with the functions: language
identification, audio and speaker segmentation, speech-to-text conversion, and speech-
text alignment in three submission modes: file, streaming, and real-time. In addition to
the speech transcription Web service, some providers offer services for batch pro-
cessing of large quantities of data and for the development of customized models [7].
The result of the conversion is a fully annotated XML document including speech and
non-speech segments, speaker labels, words with time codes, high quality confidence
scores and punctuations. This XML file can be directly indexed by a search engine, or
alternatively can be converted into plain text. Some models can detect multiple
speakers; this may slow down the service’s performance.

Speech recognition can be very sensitive to input audio quality. It is necessary to
ensure that the input audio quality is as good as possible; for best accuracy, close,
speech-oriented microphones are recommended. In addition to audio quality, speech
recognition systems are sensitive to nuances of human speech, e.g., regional accents
and variance in pronunciation and may not always successfully transcribe audio input.

A speech recognition model indicates the language in which the audio is spoken
and the rate at which it is sampled. For most languages, the Sp2Tx service supports two
models: (a) a broadband model for audio that is sampled over 16 kHz; the broadband
model is recommended for responsive, real-time applications such as live-speech
applications; (b) a narrowband model for audio that is sampled at 8 kHz; this rate is
used typically for telephonic audio. Custom models are offered by some providers like
IBM; they include: (a) custom language models which expand the service’s base
vocabulary with terminology from specific domains; (b) custom acoustic models which
adapt the service’s base acoustic model for the acoustic characteristics of environment
and speakers. Several Sp2Tx service programming interfaces are available:

• The WebSocket interface offers an efficient, low latency and high throughput
implementation over a full-duplex connection.
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• The HTTP REST interface allows transcribing audio with/without establishing a
session with the service; audio data can be transmitted to the service in one of two
ways: (i) one-shot delivery; (ii) streaming. It can be used with command-line HTTP
clients (cURL) or with HTTP client libraries for C/C++, PHP, Java or JavaScript
[7].

Speech APIs support any device that can send a REST or gRPC request including
smart phones, PCs, tablets and IoT devices (e.g., cars, TVs, speakers).

Sp2Tx service providers offer various usage plans: pay as you go, daily plan, batch
plan, a.o. For large quantities the price is on the order of 0.01 euro per minute [7, 8] or
0.024 $US per minute for up to 106 min/month [9]. Pricing is based on speech
duration, i.e. silences are not counted and there is no minimum cost per submission.
The cost of using a speech-to-text system is proportional to the system’s error rate.

Audio files can be uploaded in the request or integrated with the provider’s cloud
storage, e.g. by accessing Watson services on the IBM Cloud or Sp2Tx on Google
Cloud Storage. The integration of the Sp2Tx transcript service in the smart composite
service for patient observation management can be realized by storing mp3 audio files
containing the physicians’ observations in the hospital’s server. The server will be
connected to the external cloud using SSL Encryption to generate Sp2Tx service
requests for the mp3 files; the SaaS conversion produces xml files which are sent back
to the server and placed in the same database as the mp3 audio files.

The remainder of the paper is organized as follows: Sect. 2 describes the system
infrastructure; Sect. 3 presents the service flow; the components and the services
offered are discussed in Sect. 4; Sects. 5 and 6 present the private cloud services and
the database; and Sect. 7 describes experimental results and offers conclusions.

2 The System Infrastructure

The system is based on an infrastructure containing the main components (Fig. 1):

• A set of smart phones, running iOS or Android, distributed to the physicians and
used to register and transmit the observations during patient evaluation visits.

• A private cloud which offers services for the system: authentication using Kerberos
protocol, a database for storing and retrieving medical information including the
doctor’s observations, an agent for the connection to online Speech to Text SaaS
service for voice conversion into text, and a web interface for users (most of them
physicians) allowing them to view and modify the information recorded (this is
done in most case to correct the transcript provided by the Speech to Text service).

• A SaaS service accessed remotely to convert voice in transcript (Sp2Tx service).
• An infrastructure and a set of protocols used to secure the communications inside

and outside the hospital.

The mobile phones are distributed to doctors and used to register the observations
into the system; the phones can be owned by the physician or be the property of the
hospital and used only inside it. The application used on the phone for observation
recording uses only the photo camera, the microphone and the Wi-Fi connection, so the
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phone doesn’t need a SIM card. The device could be also a tablet, but the mobile phone
has been selected because it can be handled and used much easier.

The private cloud system offers a set of services which can be accessed and used
inside the hospital, being provided by virtual machines; the implementation can be also
made using a single server, but in this case the system will lack high availability, fault
tolerance and scalability which a cloud system offers.

The SaaS Speech to Text service is accessed using an agent which runs on the
private cloud and monitors the database. When a new observation is added to the
database the agent sends the mp3 file containing the observation to the Sp2Tx service
and receives the transcript which is also added to the patient observation sheet in the
database. Vocapia and Google Sp2Tx systems were tested in SaaS models [7, 9].

The communication infrastructure allows the mobile phones used for this service to
connect to the private hospital Wi-Fi access points, and hence to access the hospital
network in a secure way; this network is connected to the private cloud system where
the internal composite services can be accessed.

3 The Service Flow

When the physician starts a visit to hospitalized patients to check their health state and
evolution, he connects his smart phone to the hospital’s Wi-Fi network (a password is
requested for network access). The Wi-Fi network is a private one using WPA2 pro-
tocol which encrypts the data transferred between the Wi-Fi access points and the
mobile devices connected wireless to the network.

Once the connection to the network performed, the physician starts an application
on the phone which allows recording observations. When the application is starting it
asks a username and password which the user should provide. After authenticating
(based on the Kerberos protocol) the physician can start his visit. When consulting a
patient, he will first read the information already printed in the clinical observation
sheet attached next to the patient bed, then he will consult the patient, and when he is
ready to record his current observations he will use the application on the mobile phone
to scan a QR code which is printed on the patient observation sheet. This QR code

Fig. 1. The system infrastructure
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contains two identification data: the name of the patient which is displayed on the
mobile phone screen to be validated by the physician and an ID number which is used
by the application to identify the patient in the database.

The physician verifies that the name displayed on the screen is the name of the
patient printed on the observation sheet he had just examined, and then pushes the
record button on the application interface (Fig. 2) starting to register his observations
keeping the phone at the ear as in a normal phone conversation.

If, during the registration of the observation the phone rings or another application
is started on the phone in the foreground, the application pauses the recording; this
action can be done also voluntarily by pressing the pause button. A recording placed in
pause can be resumed at any time by pressing the “resume” button on the interface. If
necessary, the physician can reset the recording and restart it. When the doctor has
finished recording, he can send it to the database for the patient clinical observation
sheet by pushing the “send” button; the recording stops and an mp3 file containing the
record is created; the mobile application contacts the database and sends the data:

• The username of the physician (the username which has been used to authenticate to
the application)

• The patient ID (read from the QR code which was scanned from the patient
observation sheet)

• The mp3 file which stores the physician observation

When the information is received by the database, it is stored into the patient’s
current observation sheet. The database is scanned by a SaaS agent which checks if for
each mp3 file there exists a transcript placed into the database; if there are mp3 files
which do not have related transcripts, then the SaaS agent retrieves the mp3 file from

Fig. 2. The mobile application
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the database and sends the file to the Speech to Text cloud service which returns the
transcript of the file in the form of XML file or in plain text. The transcript is placed
into the database by the SaaS agent.

The private cloud offers another service – a web application that allows physicians
or other users to access the information inside the database. After finishing the visit, the
physician can review the observations and eventually correct the transcript if this is
necessary; other users like resident students can access the application to learn from the
clinical cases stored in the database. If needed, the application can be accessed
remotely by other physicians if more qualified opinions or expertise are necessary from
outside the hospital.

4 The Mobile Application

The application running on the smart phone was created in C++ using the RAD Studio
development environment from Embarcadero [10]. RAD Studio was selected because it
can be used for rapid deployment; the application development is based on using
components which are added to the application using drag and drop, then they can be
customized and integrated with each other. Another reason for selecting RAD Studio is
because a project for creating a mobile application can be compiled to build the
application for Android and iOS without changing the code; this eliminates the effort to
migrate the application on another platform from the start.

The mobile application offers the following set of functions:

• Allows the users to remotely authenticate by help of the Kerberos protocol version 5
which uses Advanced Encryption Standard (AES) encryption [11–13].

• Allows the physician to insert the patient data (ID and name) using a QR code
scanning module rather that introducing the data by using the phone keyboard (the
user has the possibility to introduce these informations by hand using the keyboard,
but it is much easier to scan the QR code).

• Allows the physician to record his observations in mp3 format and to store the
information into a database offered as a service into a private cloud connected to the
hospital network, the mp3 file being stored into the database along with the patient
ID and the user ID of the physician.

From the point of view of security, the application does not store the credentials for
authentication. Also, after the mp3 file is sent to the database the identification infor-
mation about the patient and the mp3 file are erased from the phone.

The risk of intercepting patient information from the phone is not entirely removed
because if the phone is owned by the physician being also used for other personal
scopes, then there is no control over the applications which are installed, or the
websites visited; in this case the phone may contain malware which can intercept data.
On the other hand, if the phone is owned by the hospital being used only for recording
medical observations, restrictions can be applied to increase the security.
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5 Private Cloud Services

The private cloud offers a set of four services inside the hospital network, from which
one can be accessed also from internet:

1. The authentication service for the mobile application. It benefits of the Kerberos v5
authentication protocol which is implemented on a Linux virtual machine.

2. The database is used to store patient information, which can be inserted by using
the web application and/or the mobile application (only for inserting observations
into an already created patient observation sheet). The information stored into the
database can be changed, but all changes are stored separately, and the information
is not overwritten. This facility was implemented through a versioning application
at the level of the database. By consulting the history, all changes can be identified,
and the user is registered for each change he made. The system was designed in this
way to prevent losing data and to help investigating malpractice cases.

3. The private cloud also offers a SaaS agent which is written in C++, the agent
monitors the database and retrieves the mp3 files which do not have a transcript
associated. The files are transmitted to a Sp2Tx service in cloud using REST API or
Code::Blocks [14] and AutoHotKey [15]. The connection between the private cloud
and the Speech to Text service is secured by help of Secure Sockets Layer protocol
(SSL) which uses encryption for data transfer. The transcript in form of XML file or
clear text is then received by the SaaS agent and stored back into the database.

4. The web access to the database is the last service offered by the private cloud. The
access can be granted to users which are connecting to the system from the local
network, or remotely from the internet. The connections from internet are allowed
only to view data and not to modify it; these connections are granted only to outside
experts who can access the patient clinical observation sheet in some cases to offer
additional expertise regarding the diagnostic and the treatment which should be
applied. If the web application is accessed from the internal network, the users have
the possibility to insert or modify data depending on the permissions associated to
each user. There are multiple roles defined in the web application and privileges
which can be associated with each user; for example, the “administrator” can access
any information (he can read or write information into the database), can add users
and associate permissions or roles to the users. The role “office” can create new
observation sheets and register patients, and the role “physician” can insert data and
modify data in the patient’s observation sheet. Another role is “student” allowing
resident students to access a selected set of patient observation sheets from which
they can learn based on case studies how some cases have been documented,
followed, and treated in the hospital. Some fields can be hidden from users
depending on associated permissions; e.g. the role “student” is not authorized to
view the patient’s name or other personal data which are irrelevant to the case study
that is analysed.

The web application also offers an integrated mp3 player service that can be used to
heed voice observations. The physician can use this player service to correct faster the
transcript. If the transcript is in the form of XML file and contains timestamps, when the

Managing Patient Observation Sheets in Hospitals 365



user clicks on a certain word, the player updates the cursor in time to the moments when
the selected word was pronounced; the physician can thus listen and make fast cor-
rections in the transcript when the Sp2Tx system doesn’t recognize the word. Figure 3
shows the relationship between the components and services offered by the system.

6 The Database

The designed system allows the physician to record the observations (in Romanian) in
mp3 file, then extracts from this file and stores the transcript using a Speech to Text
SaaS service, and later the physician can review and correct the transcript if needed.

For the storage of the information generated in this application a relational database
compatible with the SQL language and specifications was used, having the features:
relational database system, client/server architecture, SQL compatibility, Sub-
SELECTs, views, stored procedures, triggers, all conceivable character sets, user
interface, replication, transactions, platform independence, high operation speed. The
database should be accessible through a large number of programming languages.

We have currently chosen MySQL due to its easy operation with the free and open
source graphical user interface tool, but for the final implementation we intend to use
IBM DB2 due to its increased performance and the possibility to self-tune memory
management. For efficient data storage and processing the database structure shown in
Fig. 4 was designed. This structure, defined by tables, fields and relations, aims at
ensuring data integrity and minimizing redundant information.

The database is composed of 5 tables containing data about: (a) system users, with
(b) access data/passwords, (c) patients, (d) observation sheet data, and (e) patient
observation data:

Fig. 3. The relationship between services
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(a) Users’ table (ped_users): contains information about the users of the system,
who fall into three categories: administrator (can alter the database structure),
doctor with read/write access, and doctor with read access. The composing fields
are: unique identifier, full name, personal identification number (the unique ID
from the person’s identity document), and login.

(b) Password table (ped_passwd): it has only two columns (user identification and
encrypted password) which make the association between a login name and its
encrypted password.

(c) Patient table (patient): contains information about the monitored patients -
unique identifier, full name, personal identification, birthdate, and sex.

(d) Observation sheet table (observation_sheet): makes the link between: the cre-
ator of the sheet; the patient; the initial diagnostic, the evolution during hospi-
talization and the diagnostic at externalization; the observation sheet. The above
categories of data represent the fields of the table.

(e) Observation table (observations): contains all the observations made by the
system’s users. Information here is incremental, meaning that everything is log-
ged, and nothing is erased. The main fields of this table are: the unique identifier;
the identifier of an observation sheet; the identification of the user that made the
changes, observations in text mode, and observations in audio mode (stored as
BLOB – Binary Large Object). The information from the observation sheet table
points to the last observation made, but all the previous observations are available.

The relations between the database tables rise as a consequence of the fact that we
want to eliminate redundant information and preserve data integrity. Thus, two types of
relations appear:

• One to many among tables: (i) patient (primary key patient identifier) and obser-
vation sheet (foreign key patient identifier), (ii) users (primary key user identifier)
and observations, password and observation sheet (foreign key user identifier).

Fig. 4. Database structure and relations between composing tables
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• Many to many among tables: (i) observation sheet (primary key observation sheet
identification) and observations (foreign key observation sheet identification).

7 Experimental Results and Conclusions

The paper presents a service system designed to support the process of registering
medical observations in the patient electronic observation sheet in hospitals. The voice
observations are recorded using an application which runs on smart phones and is then
converted into text and placed into a database. The data can be accessed using a web
application in the cloud which permits the physician to consult the information in the
observation sheet and to make corrections. The web application also allows other
specialists to consult the observation sheet and express their opinion on the medical
case, resident students to learn from the cases stored in the database and the hospital
staff to register patients, update and print the observation sheet. Also, the way that data
is stored in the database can help in investigating malpractice cases.

In order to evaluate the efficiency of the system three sets of tests, each of them
using 20 mp3 files containing detailed observation in Romanian made by physicians
during their visits to patients (some of the physicians are also professors accompanied
by resident students) have been executed using two Speech to Text services offered by
Vocapia and Google; each file has a duration of 60 to 120 s:

1. The first test used files containing noise and voices in the background, which had an
important impact on the results. The resulted transcripts contained 56.92% of
Romanian words recognized correctly by Vocapia and 75.24% by Google.

2. The second test used filtered files; the filter diminished the background noise and
voices; 73.45% of the Romanian words were recognized by Vocapia and 84.73% by
Google.

3. The third test used files with observations made in an environment where the noise
was reduced, and no other voices were recorded; the observations were made with
constant voice tone without inflexions (this was possible because the noise was
introduced mainly by the resident student attending to the visit; they were asked to
be silent during the registration, and the physician was trained to use a uniform,
steady tone in the voice in order to have a better registration). The recognized
Romanian words in this case were 86.33% for Vocapia and 93.41% for Google.

Interpreting these tests we can conclude that the system is not 100% accurate
regarding the word recognition; this is because a number of medical words are cur-
rently not included in the dictionary of the Speech to Text services, but this will be
solved in future development by adding new Romanian words to the dictionary.

From the point of view of time efficiency, we estimate that the system offers about
75% reduction of the time spent by physicians to add new observations to the patient
sheet, being thus relieved from writing down medical comments for about 35–40
patients during a visit, in a limited time interval; they must only connect themselves to
the system, verify and correct the transcript. This new service allows doctors to spend
more time in the medical process than filling data in documents. Usually, data about the
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patient’s current health state, evolution, prescribed drugs or procedural recommenda-
tions is filled in much later in the day, with the risk of omitting important details. Hence,
the quality of the medical process and service will be improved. The time efficiency is
higher when the observations are larger and contain more than 30 s of recorded voice.

From the point of view of security, the system is focussed on protecting patient
data. The connections inside the hospital use private Wi-Fi access points with WPA2
protocol that encrypts the data; the authentication uses Kerberos v5 protocol based on
AES encryption algorithms with 256 bit Keys, and the connections to the SaaS Speech
to Text and the web application are accessed using SSL encryption. The passwords are
encrypted into the database and no data is stored on the mobile devices. The access to
the data stored on the private cloud is based on privileges and roles and in most cases
the users don’t have access to personal data. The entire system is designed to respect
the new EU GDPR regulation, which protects the patient personal data to disclosure,
and allows deleting, at patient request, the information from the system.

Unlike other similar solutions used in healthcare, the project which implements the
solution presented in the paper is integrating the components that allow tracking the
patient in the hospital by creating the personal record, adding multiple observation files
which are updated with voice and text observations in an integrated mode. Other
solutions in the market come with a speech to text solution which is not integrated into
the patient management system, and most of them are based on pc, which is not
allowing the physician’s mobility. This project is, to our knowledge, unique because
the personal mobile phones of the physicians are used in the process, which follows the
industry trend “Bring Your Own Device” (BYOD); also, only this system supports the
Romanian language in this type of healthcare applications.

The system architecture, the mobile application, the web application, the database
structure and the security system were developed from scratch, the other components
like the cloud system, Speech to Text service, Kerberos authentication and the database
management system were implemented using technologies and products already
available.

The system is under development and testing, we are estimating that at the end of
2018 it will be ready to be deployed into production. Up to now, in the tests we carried
out in hospitals, the practitioners proved to be favourable to the new service we propose.
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Abstract. Service design is a multidisciplinary field dedicated to create new
and innovative services. To accomplish this goal, service design resorts to
contributions from other disciplines such as service management, marketing,
information systems and interaction design. However, service design lacks
dedicated methods and models that integrate the contributions from these dis-
ciplines. Design science research (DSR) offers a solid methodology to develop
such artifacts and is already starting to be used in service research. To show how
DSR can support service design, this article presents two new service design
methods that have been developed using DSR and examines the process fol-
lowed for developing them. Building on these methods, the article discusses
how DSR can leverage service design characteristics of multidisciplinarity,
human-centeredness and creativity, to develop further knowledge contributions
for service design. Finally, the challenges posed by using DSR in service design
and service research are also discussed, as well as ways to address those
challenges.

Keywords: Service design � Service research � Design science research

1 Introduction

Service design is a human-centered, multidisciplinary and creative approach for service
innovation [1]. Service design involves understanding customers and service providers,
their context and social practices, and translating this understanding into the devel-
opment of evidence and service systems interaction [2, 3]. Service design integrates
multiple contributions from service research fields such as service management, mar-
keting and operations, as well as from technology-related fields, such as information
systems and interaction design [4]. Still, service design lacks dedicated, cross-
disciplinary models and methods and design science research (DSR) has been con-
sidered a valuable methodology to support the development of such artifacts [5].

DSR is well suited to support this challenge of service design. DSR supports the
advancement of knowledge in a field, through the development of artifacts that have
both practical and theoretical relevance [6]. March and Smith [7] identified four types
of knowledge, or artifacts, produced by DSR: constructs, models, methods and
instantiations. A complementary stream of research has also recognized design theories
as knowledge contributions [8–10].
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DSR is a well-established methodology in the information systems field [11, 12]
and brings a solid foundation, that can support service design in the development of
new and dedicated artifacts and design theories. As service design strives to develop
these artifacts, it needs to ascertain that the artifacts effectively address both research
and practical challenges, i.e. that the artifacts developed are both relevant and rigor-
ously developed [13]. Following iterative cycles of relevance and rigor [13], DSR is a
methodology for understanding organizational phenomena in context and advances
research by creating and evaluating artifacts that solve organizational problems [6].
Whereas service design practice may generate new services that solve specific prob-
lems, DSR creates novel knowledge (artifacts and design theories) that advances the
service design and the service research fields through an iterative process of concep-
tualization and validation.

DSR is now starting to be acknowledged in service research and service design [5,
14, 15]. Following such efforts and building on two applications of DSR in a service
design context where new methods (artifacts) were developed, this article examines the
potential contributions of DSR to service design. These two research projects were
selected because of their novelty and thoroughness in following the DSR methodology,
as defined by Peffers et al. [16]. In fact, these two research projects are, to the best of
our knowledge, among the first service design artifacts developed resorting to DSR that
are published in scientific journals [15, 17]. As such, these two studies offer a unique
opportunity to study how DSR contribute to service design. These new artifacts
(methods) are entitled MINDS (Management and Interaction Design for Service) and
SD4VN (Service Design for Value Networks). This article briefly presents each of
these methods, emphasizing the DSR process followed to develop them. Building upon
these two applications of DSR in a service design context, this article discusses how
DSR can be applied to advance service design research. Finally, the challenges posed
by bringing DSR to service design are discussed, as well as possible ways to address
such challenges.

2 Management and Interaction Design for Service

MINDS is an interdisciplinary method to support the design of innovative technology-
enabled services that integrates and leverages contributions from two service design
perspective: the managerial one, coming from service marketing, service management
and operations management and a technology-oriented perspective, coming from
information systems and interaction design [15]. The management perspective is
focused on creating new value propositions and orchestrating multiple interfaces and
backstage support processes to enhance the customer experience. The technology
perspective is supported on interaction design contributions that are visually richer and
loosely structured, enabling the depiction of customer interactions with technology.

Although service design resorts to models and methods from these two perspec-
tives, they were used separately, without considering their complementarities. Fol-
lowing a DSR methodology, MINDS offered a new method and new integrated models,
building on existing models from each perspective, such as multilevel service design
models [18], affinity diagrams [19], storyboards [20] and interaction sketches [15].
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The MINDS method and its models were then applied in two different service design
projects, where their ability to address real-world problems was assessed. As such,
using a DSR methodology that is described in the next section, MINDS contributed to
service design with new dedicated models, a method and two instantiations that
leverage different multidisciplinary perspectives and contribute towards the advance-
ment of this field.

2.1 Using DSR to Develop MINDS

DSR involves the iteration between building an artifact and evaluating how well the
artifact addresses real-world problems and advances the knowledge base [6]. The
development of MINDS followed Peffers et al. [16] DSR process model to design
MINDS, create its instantiations, and to guide its evaluation by stakeholders. This
process is depicted in Fig. 1. The development of MINDS, was supported qualitative
research methods as described below.

Starting by the identification of the problem and motivation, a literature review
identified the gap in the knowledge base, namely the importance of connecting tech-
nology and service design for service research, the lack of dedicated service design
models and the need to pursue interdisciplinary research [5, 21]. With these gaps
identified, the objectives of a solution were defined: the integration of two service
design perspectives (management and interaction design) to leverage the role of
technology, fuel service innovation, and enhance the customer experience. To achieve
these objectives a design and development phase ensued, with the conceptualization of
a set of models and an integrated method, the MINDS method.

The ability of this method to address the identified challenges and objectives was
then tested by applying it in two instantiations in distinct service industries (media and
healthcare). These instantiations showed how MINDS was able to support the design of
complex technology-enabled services and provide new contributions over dispersed
models. In both cases, qualitative data was collected through semi-structured interviews
with customers and other value network actors to understand the context of application
of MINDS and, later, through focus-groups, to evaluate the method. In the first
instantiation, MINDS supported the development of a new service to watch football.
Data collection involved 17 in-depth interviews with residential customers from a
media company to understand their customer experience and a focus group with the
service design team to evaluate MINDS application. In the second instantiation,
MINDS supported the development of a service for skin cancer prevention and treat-
ment. Data collection involved 20 in-depth interviews with dermatologists and patients,
and a focus group to evaluate MINDS. As these two applications emphasize the rel-
evance of this research, the adherence to both DSR methodology and qualitative
research canons, ensured the rigor of the contributions.

The evaluation of MINDS included both an ex ante evaluation focused on the
artifact development process, and an ex post evaluation focused on the outcome of the
MINDS. Regarding the outcome of MINDS, it achieved its purpose regarding its utility
to solve real-world problems. MINDS was successfully applied in two research pro-
jects, helping to bridge a managerial-oriented and an interaction-oriented mindset and
supporting the design of two services in very different settings. These two instantiations
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demonstrated the method’s applicability and usefulness in real-world settings.
Regarding the process, MINDS was evaluated through multiple workshops and
meetings with stakeholders relevant to both instantiation. In the first instantiation,
evaluation of the process was performed by a multidisciplinary design team and by the
partner company. A team from the company provided feedback at five different
moments during the design process, resulting in multiple changes on the models used
and throughout the method. Later, the service design team evaluated MINDS during a
workshop that resulted in several changes in the structure of the method. In the second
instantiation, the service design team used MINDS and discussed its application
monthly during the 18 months of the project. A final workshop was also performed to
evaluate the method. Participants found it integrative, easy to understand and use, and a
suitable communication tool for involving numerous stakeholders.

MINDS was also evaluated through Forlizzi et al. [22] design research evaluation
criteria of process, invention, relevance and extensibility. Regarding process, academic
publishing describes the design process in detail so that it can be replicated by other
researchers and improved upon. Invention concerns the novelty of the contribution and
relevance concerns its importance to research and practice. MINDS and its instantia-
tions show it can leverage on the two service design perspectives to design innovative
technology-enabled services. Extensibility concerns the ability of the method to be
applied in other settings. The two instantiations in different service industries suggests
MINDS can be applied to other contexts.

Finally, as highlighted by Venable et al. [23] evaluation also concerns contributions
to the knowledge base. This relates to the last of the steps suggested by Peffers et al.

Fig. 1. DSR process followed to develop the MINDS method
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[16], involve the dissemination of the artifact so that it can integrate the knowledge
base of field. This was successfully accomplished through academic publication in a
research journal [15] and, to practitioner audiences, through multiple workshops with
stakeholders.

3 Service Design for Value Networks

SD4VN, is a method for creating services from a value network perspective. While
other service design methods adopt an organizational perspective where the service
provider develops offerings for its customers, SD4VN was developed to support the
interactions between multiple parties in complex networks, such as healthcare, and their
systemic context. Following a DSR methodology, SD4VN contributes with a method
and a set of models to enable understanding the complex web of network interactions
and designing a service to support them. Similar to MINDS, to assess the applicability
and suitability of SD4VN to address real-world problems, SD4VN was used to design a
service that supports a complex value network, i.e. a nation-wide electronic health
record.

To achieve it purpose, SD4VN adapts and improves current service design models,
such as the Actor Network Mapping [24], to take into consideration a network per-
spective. As such, SD4VN is focused on identifying and prioritizing relevant actors and
mapping the relationships they establish within a network. It then maps the different
actor’s goals and expectations to support the design of services that offer a balanced
response to actor’s needs and avoid local optimizations that could hamper the overall
well-being of the network. SD4VN thus departs from other service design methods that
are focused on the organizational level and supports the design of new services on the
network level through adapted and specifically created models. As described in the next
section, following a DSR methodology ensured that SD4VN was rigorously developed
and evaluated and thus offered a relevant contribution for service design research and
practice.

3.1 Using DSR to Develop SD4VN

The development of SD4VN followed Peffers et al. [16] process to conduct DSR
combined with a qualitative approach [25] to support the understanding of the real-
world problems surrounding SD4VN instantiation (the development of the electronic
health record) and its evaluation by stakeholders. The DSR process followed to develop
SD4VN is illustrated in Fig. 2.

Regarding the problem identification and definition of research objectives, literature
review on value co-creation in health care value networks, and service design provided
the research challenge and theoretical support for the development of the SD4VN
method. To address these challenges, the objective of this research was developing a
new method to design services from a network perspective.

The design and development stage of SD4VN was supported by theoretical
foundations and research methodologies to ensure that its contributions are relevant and
rigorously pursued [8]. As such, the development of SD4VN evolved existing service
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design approaches from a dyadic perspective towards a network perspective. Finally,
the demonstration phase used the artifact to design a service for a complex value
network, a national healthcare system. The SD4VN method was used to develop the
Portuguese electronic health record (EHR), a service to support a complex value net-
work of interdependent actors (e.g. citizens, doctors, nurses, pharmacists). A qualitative
approach, encompassing focus groups, in-depth interviews and participatory design
sessions with over 170 participants at different service design stages supported the
application of the SD4VN method.

The evaluation of the SD4VN method, similarly to the MINDS method, also
included an ex ante evaluation focused on the artifact development process, an ex post
evaluation focused on the outcome and the evaluation of its design research contri-
bution [22]. Regarding the outcomes, a qualitative study involving 37 healthcare
professionals was performed to understand the usage of the EHR by healthcare actors
and its perceived usefulness. This study concluded the Electronic Health Record had an
overwhelmingly positive effect on physicians and nurses practice. Usage data also
shows that, two years after its launch, one million citizens, 600 institutions and 41,000
health care professionals were registered, with an average of 18,000 health care
practitioners and 6,000 citizens daily logged in to access health care information.
Healthcare professionals and citizens are not obliged to register or use this EHR,
making these numbers a good indicator of its success.

Second, SD4VN was evaluated regarding its process, through the regular meetings
with the stakeholders. The feedback received showed that the human-centered and
network approach of SD4VN provided the development team with a holistic view of

Fig. 2. DSR process followed to develop the SD4VN method
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the healthcare system and helped them to make design decisions without losing a
systemic perspective. Finally, SD4VN was evaluated according to established criteria
for design research contributions [22], namely process, invention, relevance, and
extensibility. Overall, this threefold evaluation highlights that SD4VN offers valid and
relevant research contributions and has been successfully applied in a real-world set-
ting, where it supported the design of a service for a complex value network.

Finally, regarding communication, SD4VN has been disseminated to practitioner
audiences through multiple workshops with stakeholders. Regarding academic com-
munication, the SD4VN method was also published in a research journal [17]. Building
on these two cases and in DSR literature, the next chapter discusses the potential
contributions of DSR to advance service design. The final section concludes with the
challenges of developing DSR in service research more general and in service design
research more specifically and proposes ways to overcome these challenges, especially
those concerning academic publication.

4 DSR Knowledge Contributions for Service Design

Being a developing multidisciplinary field, service design often resorts to “borrowed”
or “enhanced” tools, that are not entirely adapted to the service setting. MINDS and
SD4VN show how DSR can contribute to the development of new service design
knowledge, namely new and dedicated service design methods that are relevant and
rigorously developed. However, the potential contributions of DSR to service design
can be more comprehensive than the ones demonstrated on MINDS and SD4VN. With
the support of DSR, service design can develop its own artifacts and even increasingly
complex and abstract design theories that are able to anchor the field. Also, DSR can
leverage service design characteristic of multidisciplinarity, human-centeredness and
creativity, to develop all four types of DSR contributions: invention, improvement,
exaptation, and routine [8]. Following a heuristic theorizing process [26], the knowl-
edge gained through the developing the service design artifacts (MINDS and SD4VN)
was compared with the before mentioned four DSR contribution types in order to
theorize on how DSR can contribute to service design research. We argue that distinct
contributions emerge, which are (1) contextualized to service design, (2) supported by
the DSR approach (3) and which offer potential knowledge contributions to service
design research. These are summarized in Table 1.

Regarding invention, by following an iterative cycle of exploration, ideation and
implementation service design can define new problems and develop new solutions.
DSR offers a structured approach to develop new service artifacts and validate them,
ensuring that new and valid research knowledge is created. What’s more, new inno-
vative services, instantiations, drive prescriptive knowledge formation of constructs,
models, methods, or design theories that can further service design knowledge.

Second, for improvement we see that service design has a wealth of artifacts at its
disposal. However, coming from different origins of research and business as well,
these artifacts may not have been adapted to service design. DSR can here support the
improvement and adaption of these service artifacts to known service design problems,
thus offering new research contributions. Thus, the context situated service
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instantiations can offer improvements compared to existing artifacts in the original field
of research or business. Constructs, methods, models, and design principles, in turn,
may lead to new descriptive knowledge.

Third, service design is a multidisciplinary field that draws knowledge from many
other areas, such as management, marketing, interaction design, information system,
software engineering and others that can be used for exaptation. DSR can help in
adapting existing artifacts that are known in one field to new service design problems,
thus offering nontrivial and interesting extensions to current service design practice,
research opportunities and new descriptive and prescriptive knowledge contributions.

Table 1. DSR knowledge contribution framework for service design research.

Knowledge
type

Service design
context

DSR’s offering Knowledge
contribution(s)

Invention:
Invent new
solutions for
new problems

Service design
follows iterative cycle
of exploration,
ideation and
implementation that
supports the
definition of new
problems and the
development of new
solutions for these
problems

DSR offers a
structured approach
to develop new
artifacts and validate
them, ensuring that
new and valid
research knowledge is
created

New innovative
services (service
instantiations) drive
prescriptive
knowledge formation
of constructs, models,
methods, or design
theories

Improvement:
Develop new
solutions to
know problems

Service design has a
wealth of artifacts at
its disposal.
However, coming
from different origins,
these artifacts are not
adapted to service
design

DSR can then support
the improvement and
adaption of these
artifacts to known
service design
problems, thus
offering research
contributions

Context situated
service instantiations
offer improvements
vs. existing artifacts.
Constructs, methods,
models, and design
principles are
proposed as research
improvements that
may lead to
descriptive
knowledge

Exaptation:
Extending
known
solutions to
new problems

Service design is a
multidisciplinary field
that draws knowledge
from many other
areas, such as
management,
marketing, interaction
design, information
system, software
engineering and
others

DSR can help in
adapting existing
artifacts that are
known in one field to
new problems, thus
offering research
opportunities and
knowledge
contributions through
exaptation

The extension of
known design
knowledge into a
service design that is
nontrivial and
interesting. Both
descriptive and
prescriptive
knowledge
contributions to
service design are
offered

(continued)
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Finally, with routine design we look at applying known solutions to known service
design problems. DSR offers a way to link service design practice with research
opportunity and contribution to knowledge. This adds to knowledge by application of
existing solutions to service design problems using “best practice” artifacts (constructs,
models, methods, and instantiations).

The development of each of these contributions should follow a process, such as
the one described by Peffers et al. [16]. This process can also be adapted to a service
design context, as follows:

1. Identify problem and motivate: being a young field and following a holistic
approach, service design can tackle a great number of problems. It is also a human-
centered field, striving for improving service provision to a broad group of stake-
holders. As such, the problems addressed by service design are well-suited for DSR,
that aims to produce scientific knowledge with a real-world contribution

2. Define objectives of a solution: service design deals with the so-called “wicked
problems” [27], i.e. ill-defined problems that do not have an optimal solution, but
rather a satisficing one. As such, the definition of objectives of a DSR solution in a
service design setting can seldom be quantitatively assessed. A qualitative
description can offer a suitable alternative to define the objectives of a service
design solution developed using DSR.

3. Design and development: the two cases described in this article show new service
design models and methods developed with DSR. This builds on a strong tradition
of service design visualization tools that are used in research in practice. However,
DSR can also support the development of more fundamental building blocks, such
as constructs, or more comprehensive design theories.

4. Demonstration: service design is intrinsically oriented towards applying new
designs in concrete cases. This application might range from prototyping new
solutions to more complete case research.

5. Evaluation: following the definition of the solution, the evaluation of service design
artifacts can be supported by qualitative methods.

6. Communication: being an emerging field, service design is still consolidating its
research outlets for scholarly communication. However, following MINDS and
SD4VN examples, suitable alternatives for scientific publication can be found in
service science and service research outlets.

Table 1. (continued)

Knowledge
type

Service design
context

DSR’s offering Knowledge
contribution(s)

Routine
design:
Applying
known
solutions to
known
problems

Service design as a
professional activity
is growing and it
applies existing
knowledge to
organizational
problems

DSR offers a way to
link service design
practice with research
opportunity and
contribution to
knowledge

Application of
existing knowledge to
service design
problems using “best
practice” artifacts
(constructs, models,
methods, and
instantiations)
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By offering a structured and rigorous process that supports the development of
artifacts and can be adapted to the service design context, it is argued that DSR can
provide a needed approach to leverage service design throughout the four types of
research contributions. However, the application of DSR in a service design still faces
numerous challenges. In the next section, these challenges are discussed, along with
ways to resolve them.

5 Challenges Facing Us and Ways to Resolve Them

The application of DSR in a service design setting holds great promise, and MINDS
and SD4VN were successfully developed using DSR methodology and had the
acceptance from both practitioner and academic audiences. Still, using DSR in a ser-
vice design context faces several challenges. First, DSR is still largely unknown in both
service research and service design and, as such, special care should be given to
introduce and explain it. To address this challenge we found that the DSR publication
schema and knowledge contribution framework proposed by Gregor and Hevner [8]
are particularly useful. Also, the DSR process systematized by Peffers et al. [16] offers
a clear path to present the development of the artifacts and their relevance for research
and practice. Other DSR methodologies should be also considered such as design-
oriented information systems research [12] or action design research [28].

Second, the nature of the contribution of a research work develop with DSR can be
questioned. In fact, while service design is recognized as a multidisciplinary field [29]
and engaging in interdisciplinary research is a service research priority [5], the audi-
ences from different fields have different epistemological understandings on what a
research contribution is. The design field, for example, debates the positivist and
constructivist approaches [30], with contributions building on Simon [31] being con-
sidered an effort to position design as an orthodox and positivist research field [32], and
those building on Schon [33] being the constructivist answer. From such a perspective,
DSR, in its effort to bring rigor and structure to the design process, is aligned with a
positivist view in the design field. However, in other fields with a strong influence from
approaches coming from the natural sciences, DSR, with its focus on building artifacts,
is aligned with a more constructivist view. To solve potential clashes between these
perspectives, DSR can build upon the relevance of its contributions. In fact, both in
management [34] and IS [9], research argued that an overreliance on approaches
building on positivist, natural sciences leads to a decrease on the relevance and
innovation of the research contributions. Also, combining DSR with a qualitative
approach, such as the one employed to develop MINDS and SD4VN, can support
abductive research that is rigorously grounded, while addressing relevant and “wicked”
problems [27].

Finally, evaluation of DSR contributions is often a challenge and as Peffers et al.
[35] concisely describe “research papers are unlikely to be published in influential
outlets, unless authors can make persuasive arguments that artifacts were appropriately
evaluated”. Also, Gregor and Jones [9] present a related concern that “both students
and more experienced researchers struggle with the problem of expressing design
knowledge in an acceptable form in theses and journal articles”. Indeed, clearly
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showing how developed artifacts contributed to the claimed results was a challenge
while publishing MINDS and SD4VN methods in service research outlets. Still, there
were ways for successful evaluation of MINDS and SD4VN artifacts. First, research
design was planned so that data on the methods usage by the stakeholders was col-
lected along the process, both through workshops and focus groups. Second, qualitative
research approaches were also employed to ensure that the feedback about the artifacts
was rigorously collected and analyzed. Third, Forlizzi et al. [22] criteria for evaluating
design research contributions was useful to thoroughly evaluate the artifacts through
their process, relevance, invention and extensibility. Also, Hevner et al. [6] design
evaluation methods and Peffers et al. [35] evaluation types can provide guidance to
choose the most adequate way to evaluate one artifact. Despite these challenges,
MINDS and SD4VN were successfully developed using DSR, hopefully paving the
way for further application of this methodology in service research and service design,
extending it along the lines of the knowledge contribution types discussed in this
article.
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Abstract. Virtual, augmented, and mixed reality technologies allow creation of
powerful customer experiences and illustrative demonstrations especially in use
cases that benefit from spatial visualizations. Our study focuses on the natural
resource management sector and digitalizing of consultative selling process.
More specifically, we look at how to improve customer engagement with the use
of virtual reality (VR) and thus digitally scale consultative selling. In this pro-
cess, a VR application is used to demonstrate various management operations
and their economic results. Design research methodology is applied to a pre-
development phase and three application development iterations between 2016
and 2018. Data consists of user interviews and video observations (N = 129)
during various development iterations and three application development plans.
The results show that VR offers an emotionally engaging and illustrative tool in
consultative selling. Further, it opens a novel way for interaction between the
salesperson and customer and possibilities to scale consultative selling digitally,
emphasizing the role of trust.

Keywords: Consultative selling � Design science research methodology
Framework for evaluation in design science � Virtual reality

1 Introduction

Tightening competition pushes companies to develop services that create memorable
events to their customer, and the ability to create positive customer experiences helps
companies in differentiating [1]. Because of their recent technological advancements,
various visually immersive computer-mediated realities such as virtual reality (VR),
augmented reality and augmented virtuality have attracted attention in research and
media. Currently available VR-technologies in the consumer markets allow the creation
of personal and strong emotional experiences [2]. This enables novel paths for com-
panies to create customer experiences to interact with a firm. However, it is not known
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how to systematically design these digitally supported services to be a natural part of a
customer journey aiming to increase customer value and sales for firms.

Gaining an ability to create strong customer experiences has become a leading
management objective in many firms [3]. Customer engagement constitutes touch
points along the customer journey [3] and it is a psychological state that occurs by
virtue of interactive, co-creative customer experiences [4]. For companies considering
how to increase the scalability of their business models, customer engagement is a
central mechanism as it concerns the value proposition the firm offers to its customers
[5]. A decision about the level of customization is usually related to scalability and it is
closely related to the degree to which a firm’s operations or customer’s experiences are
made possible by digital technologies [5].

In this research, we focus on customer engagement in consultative selling utilizing
a novel VR application in visualization and scalability of this service. Currently, VR
content platforms are still on their way towards institutionalization [6] and they should
currently be considered as tools for improving customer and employee interaction and
business performance [7].

In this research, DSR methodology is used to describe and evaluate the develop-
ment process [8] of a VR application currently under development – the described
process consisting of a pre-development phase and three application development
iterations implemented between 2016 and 2018. The digitally supported consultative
selling of forest management services was selected as the use case. The application is
aimed to increase scalability in a market environment in which the currently domi-
nating consultative sales process is challenged by e.g. long physical distances and
fragmented customer base [9]. The main challenge of the application in the use context
was recognized to be related to the user acceptance, i.e., how to a fit new technological
solution into the sales situation. In this research, customer engagement as a service
scalability mechanism [5] is selected as the main guideline for application development
evaluation.

2 Literature

2.1 Design Science Research Process and Evaluation

Design science in information technology is a research approach aiming to create and
evaluate artifacts to solve identified organizational problems [10]. In this research,
organizational problems arise from the need to digitalize personal selling practices to
improve scalability and to offer engaging customer experiences. DSR – a popular
framework for planning and evaluating service development especially in information
systems research [8] – is applied. The framework provides a nominal model for doing
design science research consisting of six steps: (1) problem identification and moti-
vation, (2) definition of the objectives for a solution, (3) design and development,
(4) demonstration, (5) evaluation, and (6) communication.

To ensure the usability of the application it is important that it is tested in the real
use situations [11] and design can be integrated as a major component of research [12].
Evaluation of design artifacts and design theories have become a central part of DSR

386 O. Mattila et al.



[10, 13] and it may be tightly coupled with design itself [14]. Venable et al. [14] argue
that because design artifacts and design theory evaluation are used to actually design,
develop, or ‘build’ new artifacts, they are more relevant, important, and specific to DSR
than other research paradigms.

Venable et al. [14] have developed a DSR evaluation framework, FEDS, to com-
plement the existing evaluation frameworks and to offer a new evaluation design
process for applying that framework. FEDS is designed to give an answer to the
question of “What would be a good way to guide the design of an appropriate strategy
for conducting the various evaluation activities needed throughout a DSR project and
to bridge the gap between evaluation goal and evaluation strategies?” [14]. DSRM, in
turn, describes purpose of the DSR evaluation as whether the purpose is to help
(1) formatively to improve the outcomes of the process under evaluation or (2) sum-
matively to judge the extent that the outcomes match expectations. What’s more,
Peffers et al. [8] argue that we should also see whether the DSR evaluation is (1) ar-
tificial and tests the research hypotheses nearly always in a positivist and reductionist
way [15] not excluding the possibility to use interpretive techniques or (2) naturalistic
and explores the performance of a solution in its real environment [14].

Firstly, FEDS helps in concretizing, why an artifact is evaluated, in other words,
whether the reason is to support decision making formatively by concentrating
expected consequences or to evaluate the meaning of an artifact to support the selection
of the evaluand [16]. Secondly, FEDS describes the timing of when to evaluate,
whether to predictively evaluate the impact of future situations, or to assess the value of
the implemented system [15]. FEDS provides four steps for evaluation: (1) explicating
the goals, (2) choosing strategies for the evaluation, (3) determining the properties to
evaluate, and (4) designing the individual evaluation episodes [14].

2.2 Scaling Consultative Selling with Virtual Reality

Consultative sales behavior is a practice of a salesperson trying to help their customers
to make purchase decisions that will satisfy customer needs [17]. Consultative selling is
defined to be a “process of providing information in a professional fashion to help
customer take intelligent action to achieve their business activities” [18]. More broadly,
consultative selling is recognized as one of the value-related salesperson’s behaviors
that aim at understanding the customer’s business model, crafting the value proposition
and communicating customer value [19].

Zhang et al. [5] have proposed that three mechanisms are central for the scalability
of digital business models: engaging both paying and non-paying customers, orga-
nizing customer engagement to allow self-customization, and orchestrating network
value chains. Sources of scalability for these mechanisms are proposed to originate
from dynamics of (1) learning by using, (2) network externalities, (3) economic scale in
production and distribution, (4) informational increasing returns, (5) technological
interrelatedness [20–22] and (6) distributed resourcing [5]. Requirements for cus-
tomization and human interaction in consultative selling are high compared to many
entirely digitally realized services. Therefore, the focus of our research at the current
development level of the application is more on mechanisms engaging customers than
orchestrating network value chains.
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This research aims at digitalizing a part of consultative selling in a business case
that has two perquisites for potentially benefitting from it: the case relies on consul-
tative sales tradition and is challenged by digitalization that increases business per-
formance requirements. For this purpose, we build on customer experience and
engagement literature and VR technologies.

Customer experience is a multidimensional construct that can be defined as the
internal and subjective response that customers have to any direct or indirect contact
with the company [23, 24]. The experience is customer’s personal and emotional
reaction to an event, interaction with a brand or a firm [25]. By adopting the inter-
pretation of representative heuristics [26], total customer experience is composed by a
customer judging events not by the entirety of an experience, but by prototypical
moments. Firms are broadening their thinking about marketing by designing and
managing the entire processes the customers go through in more systematic ways [3]
and tracking experiences at customer touch points helps in developing understanding
how an experience can be enhanced for the customer [27]. The design, delivery, and
management of the customer experiences can be divided into multiple perspective
including for instance the firm’s point of view, customer’s point of view, and the co-
creation perspective [3].

Customer engagement, in turn, focuses on the extent to which the customer reaches
out and initiates contact with a firm [3]. Customers can be cognitively and affectively
committed to an active relationship with the brand as personified by computer-
mediated entities that are designed to communicate brand value [28]. Customer
engagement attempts to distinguish customer attitudes and behavior beyond purchases
and it can be classified into (1) cognitive, (2) emotional, and (3) behavioral responses to
the firm’s offerings on the part of the customer [4]. For companies, the value of
customer engagement is measured in forms of purchasing behavior, referral behavior,
influencer behavior and knowledge behavior [29].

Finally, mixed reality encompasses both augmented and VR technologies largely
covering concepts that mix virtual and real-life experiences [30]. More specifically, VR
covers computer technologies that use software to create realistic sensations that rep-
resent an immersive environment and simulate user’s physical presence in this envi-
ronment [31]. Scholz and Smith [32] also point out that these technologies can prompt
interaction between various parties, even between users and bystanders. Thus, VR aims
at creating sensorial stimulations while trying to avoid awareness of intrusion, in other
words, the presences of experience in another world is accepted naturally [2]. Presence
is related to the emotion of ‘being there’ [33] VR technologies allow illusion of
immediately to be transported into the computer world beyond the head mounted
displays [34] and the creation of personal and strong emotional experiences [2].
Interaction in VR is becoming an increasingly important research topic. People in VR
can understand and empathize when they comprehend another person’s subjective
experience and environment allowing people to understand each other [35]. This jus-
tifies the use of VR in studying how to scale consultative selling.
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3 Methodology and Data

3.1 Research Approach and Structure

Methodologically, this paper follows the DSRM [8] analyzing the performance of the
application in a naturalistic way in its real environment [14]. FEDS is used to evaluate
the development outcomes focusing on customer engagement as a service scalability
mechanism [5]. The development process consists of a pre-development phase and
three iterations that all include a software development cycle resulting in an ‘artifact’,
which is tested by users and evaluated by the researchers. The user experience research
phases were implemented empirically and they were artificial and summative in their
nature. Results of the user tests were used to formulate development proposals for
managerial purposes in each development iteration. They were naturalistic and for-
mative in their nature with an aim to improve the outcomes of the service design
process.

The main challenge of this VR application is related to the user acceptance, i.e., that
the application will not fit well into the sales situation. Therefore, our goal for eval-
uating the artifacts with a focus on customer engagement as a mechanism by which a
business model attempts to gain scale. Scalability in terms of economic scales in
production and distribution at this point of the development are marginal, even though
not dispensed. Therefore, emotional customer experiences and perceived usability were
recognized as the most central features to evaluate. These are related to emotional and
cognitive customer engagement. Factors related to behavioral customer engagement
such as social context and word-of-mouth became important when testing the appli-
cation with real customers. Finally, behavioral customer engagement was recognized to
be even more important making the role of the application as a part of the customer
journey focal (Fig. 1).

Fig. 1. Evaluating customer engagement and scalability of VR enhanced consultative selling.
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Our DSR evaluation efforts – summarized in Table 1 – consists of user interviews,
observations, and open-ended survey questions of altogether 129 users, and three
research and development plan documentations. In all the phases, the interviews were
recorded on audio and transcribed. Further, we applied Biocca’s [36] approach to study
people both in a virtual world observed simultaneously as avatars in a virtual world but
also their person in the physical space. This allows the study of participant’s behavior
without interrupting them [37]. Also the recorded video data was transcribed. Further,
iteration two included also multiple quantitative survey questions where the user was
asked to rate perceived realness of the environment, usefulness, learning and behavioral
intentions of e.g. sharing the experience by using a five-point Likert scale. Here, the
effects of the form of presence of the service person was tested by using Mann-Whitney
U-test [38]. In addition, an e-mail address of a friend or a relative was asked and it was
coded as yes/no-answer in the analysis to indicate actual willingness to share the
experience when comparing remote and present appearance of the service person.

The interviews allowed the participants to reflect on the use of the application from
his/her own perspective [39]. The user experience interviews and managerial research
and development plans were analyzed qualitatively by using Atlas.ti—software. By
following the interpretations by Kahn [40] and Hollebeek [41], the user experiences
were categorized into emotional (E), cognitive (C) and behavioral (B) elements and
depending on the case into customer experience, perceived usefulness, social context
and word-of-mouth, and scalability due to a role in the customer journey. To improve
the reliability of an interpretive analysis by ensuring that the observation represent the
practices they claim to represent [42] the team had expertise in service and land owner
research. To improve the validity of the findings, the researchers met multiple times to
discuss the themes and the empirical evidence.

Table 1. Summary of the data.

Development
iteration and
time

Form of
interaction

Data Customer engagement
approach (E = emotional,
C = cognitive,
B = behavioral)

N

Iteration one,
autumn 2016

Present User interviews and
video
observations + research
and development plan

Customer experiences (E),
perceived usefulness (C)

50

Iteration two,
autumn 2017

Present vs.
remote

Customer interviews
and video
observations + research
and development plan

Customer experience (E),
perceived usefulness (C),
social context and word-of-
mouth (B)

64 (37 + 27)

Iteration
three, spring
2018

Individual
use,
present in
sales
situation

Customer interviews
and video
observations + research
and development plan

Perceived usefulness (C),
social context and word-of-
mouth (B), scalability due to
a role of the application in
the customer journey (B)

15 in pre-test 6 of
them in-depth
(each user
participating 3 test
rounds)
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3.2 Pre-development Phase

Before starting the application development, three business meetings and one work-
shop were organized in the spring 2016. As there was no relevant content available in
the natural resource management context, twelve professionals of that specific topic
were familiarizing themselves with the VR technology and existing applications in the
fields on architectural and industrial maintenance.

In the pre-development phase, it was recognized that emerging mixed reality tech-
nologies will have various use cases in the natural resource management context and
more specifically, in consultative sales. The main potential value drivers were related to
the good availability of the natural resource inventory data to support scaling the appli-
cation, and traditions of the consultative selling simultaneously suffering from high
travelling costs. As a result of these discussions, VR application to land owners’ decision
making process was seen as a potential and feasible use case to develop a VR application.

3.3 Iteration One – Design and Development Focus

The first version of the application was created in the autumn 2016 in a research
project of two universities. The objective was to determine whether it is possible to
develop an environment in virtual reality that could be used to visualize various
management operations. The solution needed to fulfill sufficient visual and functional
quality requirements of the users. To open paths for possible further development, it
needed to demonstrate that an environment based on real natural resource inventory
information can be modeled, if the first requirement was fulfilled.

A land site was captured by using a stationary terrestrial laser scanner and 360-
degree photos to help the users to evaluate and compare the virtual experience with an
experience in nature. This resulted in a colored 3D point cloud representing 25 � 25 m
precisely scanned area. One 360-degree photo and a simplified point cloud were
imported to a gaming engine and the environment was generated based on this data by
using basic terrain textures and simple assets. This enabled an interactive environment
where the user was able to gain money by removing trees and explore the area by either
taking a few physical step or by teleporting. In addition, a bear was placed to wander
around the area. The main gaming area was surrounded by a larger space allowing free
movement but only plain terrain. Besides interaction with the asset-based environment,
the user was able to watch the 360-degree photo and visit the point cloud where it was
possible to move by walking physically in 2.5 � 2.5 m area and to see the scene before
any trees were removed. Figure 2 presents three sample views of the application with
an overview from a hill, laser-scanned point cloud visualization and a 360-degree
photo. A VR-headset with two controllers was used as a user interface and there was a
computer running the system.
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During three demonstration days, 50 users consisting mostly of invited business
managers tested the management application and were interviewed. All the use tests
were recorded on video resulting to 13 h of video material and interviews after the
experience were recorded and transcribed resulting in 6 h of audio material and 96
pages on transcribed interview material. The form of the interview was open and
followed the customer engagement framework starting from asking the user to describe
the experience which led to a description of emotional experiences and functionalities
that were possible to conduct in the application. The interviewee then continued by
asking the user to more cognitively reflect the usefulness and utilities the user would
feel, the interviewer continued by asking how these kinds of experiences could be
derived to values or goals related either to this application or in interviewee’s own
business. This interview process was continued until the saturation point of the inter-
viewee having nothing more to say. The transcribed interview material was analyzed
by classifying the comments whether they were covering emotional experiences or
cognitive analysis covering utilities the application could offer either in user’s own
business or related to the tested application. Finally, this material was coded based on
emotional customer experiences or cognitively perceived usefulness [41]. Further, a
research plan and development proposal for the next application development phase
was created.

3.4 Iteration Two – Demonstration Focus

The second version of the application was created in the autumn 2017 in collaboration
with a technology development company, a university and an industrial company.
During this iteration, a land area covering 10 ha was captured by using a portable
terrestrial laser scanning and 360-degree photos. Based on the point cloud data, open
access terrain data and existing natural resource inventory information, an interactive
3D model of the area was created by using a gaming engine. The user interface was the
same as in the previous iteration, i.e. a virtual reality headset with two controllers and a
computer running the system. The application allowed the users to examine detailed

Fig. 2. Screenshot of the application on the development phase 1.
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information about trees, gain money by cutting single trees and making large-scale
management operations such as clear cutting, move by physically walking or tele-
porting by using the controllers (Fig. 3) and visit 360-images. The user was able to use
these functionalities in three areas. Each area represented a different kind of nature and
included an information sign telling about the area and providing a management
proposal. The user was able to choose whether to test any of the management operation
and to compare the revenues of these actions in monetary terms. Finally, the user was
able to cancel all the operations already done.

Seven days of demonstrations were organized and altogether 64 users tested the
application; 19 females and 45 males. This number includes 10 pre-testers who were
service personnel of the industrial company. The rest of the users were landowners. The
age of the users varied between from 25 to 90. The user tests were recorded by using
360-degree cameras capturing both the user actions in the real world and in VR [36]
resulting in 11 h of video material. In addition, this iteration included a comparison of
customers using the application with a salesperson guiding 37 users in-person and 27
remotely. In remote contact, a web camera view and screen presenting the view in VR
were shared via a voice over internet protocol application. The users were interviewed
shortly before the use and more comprehensively after the experience using open ended
survey questions. The interviews were recorded resulting to 8 h of audio interview
recordings. A total of 140 pages of observation notes and interview recordings were
transcribed and analyzed by focusing on customer engagement as follows: emotional
customer experience, cognitively perceived usefulness, and behavioral social context
and word-of-mouth. Based on the results, a research and development proposal was
formulated for the next development phases.

3.5 Iteration Three – Evaluation Focus

Third version of the application was implemented in 2018. During this iteration, an
ethnographic research approach will be applied to analyze the use of this application in

Fig. 3. Screenshot of the second version of the application
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persuading current customers to make wood trade in an acquisition of new customers.
This research phase will be focused on deeply understanding users who represent the
selected customer segments of the industrial company. Data collection and analysis for
this phase will be finished by autumn 2018.

At the first stage, 15 users were recruited from a seminar targeted to land owners
and the interested ones were briefly interviewed to identify willing test subjects for the
next stage. Two users from each customer segments will be selected, one of them
representing a current customer and the other a prospect customer recruited from the
first stage. The application versions to be tested are (1) an improved version of the
second research phase, and (2) a mobile version of the application. The mobile version
is an updated mobile version of the previous one with modified visuals and features.
For this iteration, a smartphone with a virtual reality headset and one controller will be
used. From the customer engagement point of view the focus is on cognitively per-
ceived usefulness, and behavioral social context and word-of-mouth and scalability by
considering the role of the application in the customer journey.

4 Findings and Discussion

The results open various interesting development paths considering the future and
scalability of VR tools for consultative selling. Even though there are other applications
available for participative planning, VR was considered as a very useful and illustrative
tool. Considering the version 2, in which the usefulness of the system was asked, 82%
agreed or strongly agreed that the system would be useful with no statistical difference
whether the service person was present or the instructions were given remotely. 36% of
the users of version 2 commented that the way of visualizing different management
operations was illustrative, concrete or helped them to understand the results. VR also
makes it easy for the user to concentrate on the content.

By allowing customers to participate the process, the company can learn about their
preferences. In line with Zhang et al. [5], as the customer is doing a part of the
production work themselves, the costs of satisfying their specific need are minimized.
Starting from the development version 1 it was found out that communication during
the interaction was easy. By offering possibilities for a customer to participate in
planning by trying out various scenarios, it becomes easy for a salesperson to observe
the user and to discuss in order to – by following Terho et al. [19] – understand
customer’s value model, craft the value proposition and communicate customer value.
This increases understanding of the products, its value, adaptation and scale [5]. During
all the development iterations, users were active in participating idea generation of how
to improve the application. Willingness to participate in development can be interpreted
being behavioral engagement to interact with the firm [43]. What’s more, during
development iteration two, it quickly became clear that the close service contact made
the opportunity for fruitful discussions as the users were actively telling about their
feelings during the use. Majority of the users were talking or commenting something
during the use and right after removing the headset.

When considering network externalities, this willingness to participate can be
utilized when the adoption of the technology still requires human interaction VR [7].
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By helping customers to participate in co-creation in their own social network opens
ways for scaling the service. In iteration three, the use of the application in various parts
of the customer path was explored by giving the mobile devices to users. This may help
them to make decisions with the larger group of stakeholders which is the practical case
in land owning where the estate is often owned by a group of owners only one of them
able to meet a salesperson of the company. From the scalability point of view, the
company could use key contributors – such as active landowners or entrepreneurs – to
help diffusing the service [5]. In line with Scholz and Smith [32] on behavioral
engagement, technology was prompting interaction between users and bystanders, as
the users were active in persuading the next users to put the headset on to share the
experience and hence to increase network externalities [5].

Even though the users expressed much positive emotion by e.g. laughing and
talking during the use, based on the video observations, the users testing the interaction
remotely were the most reserved which was expressed by not talking and joking as
much as the users in the other group. Interestingly, only 19% of the users who were
served via the remote connection gave the contact information of their friends or
relatives compared to 51% in face-to-face service which may be interpreted as an
indication or mistrust. However, we argue that building trust in multiple ways [44] is
the key where the most obvious one could be e.g. offering a familiar service person to
lower this effect. In line with Hirschman and Holbrook [45], the emotional aspects of
decision-making and experience should be recognized more broadly when designing
the customer experience. From the company perspective, it is also easy to remind
customers from strong emotional customer experience later. Some users in case one
took photos of others using the system in iteration 1. Considering technological
interrelatedness, the expressed high willingness to share the experience can be scaled
easily e.g. by videoing the use and sharing in social media.

Remote consultation was rather easy to implement and it works well especially
when the focus of the interaction is in transmitting information. Therefore, scalability
potential by e.g. establishing call centers is good. This is also related to economic scale
in production and distribution as well as to technology interrelatedness [5]. The quick
development in multiplayer features and possibilities to easily make recordings in VR
also open paths for various network-marketing strategies. Further, integrating data
queries from databases including up-to-date information about prices and volumes of
timber help in scaling the service when considering of orchestrating network value
chains.

5 Conclusions and Further Research

The application is targeted to create value in a expertise service sales in a case that is
challenged by long physical distances. In line with Elbamby [46], scalability of VR-
services are still limited by factors such as availability of the equipment and high
broadband speed among consumers, and technical incompleteness of the equipment.
Base on the results of iteration one, it was found out that in marketing use such as in
trade shows, it is crucial to keep a continuous flow of users to test the system is crucial
for success. When the headset is not in use and it is not possible to observe other using
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the system beforehand, the setup is easily considered bizarre creating a social barrier to
be the first one to test the system. These findings are in line with the notions of Sharafi
et al. [47] about modes of negative engagement that are related to the user’s avoidance
or hesitation because of the user’s feeling of lack of skills. Currently, beyond pro-
fessionals and enthusiastic users, guidance is still often needed to ensure a good user
experience. The need for help when using the headset also makes physical contact
natural. This can be used to increase trust and to make the experience more enjoyable.
Despite the rapidly developing multiplayer features, there are still many technological
challenges to be refined, such as haptic feedback and eye contact, before an interaction
of avatars in VR feels natural.

We are currently working on how to test new levels of social use context and
service scalability by providing the VR enabled smartphones to the land owners so that
they can use and familiarize themselves with the application in other social context
with their friends and family. With this research, the interplay of scalability, trust and
engagement will be further investigated [48]. By giving better tools to a customer for
decision-making may increase customer engagement and simultaneously help in
scaling the service by empowering the customer(s) to participate to the co-defining the
solution. With future research, we are planning to investigate how scaling consultative
selling with VR can be adapted to retail sales setting and more specifically furniture
sales for built-to-order high-end condominiums. With this study, we are also interested
to evaluate the developed artifacts based on their effects on the actual sales performance
of VR enabled consultative selling vs. traditional retail store based consultative selling.
In other words, we aim to evaluate the artifacts by real sales figures for the client firm.
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Abstract. The Value Delivery Modeling Language (VDML) is an Object
Management Group (OMG) standard for the analysis and design of value cre-
ation and value capture in enterprise operations. Although the VDML 1.0
specification was published in October 2015, little is known about the appli-
cation of value modeling with VDML. We report in this paper (an earlier,
unpublished version of this paper was presented at the 12th International
Workshop on Value Modeling and Business Ontologies, which was held in
Amsterdam on 26–27 February 2018) on the practice of applying VDML for
value co-creation design using the Value Management Platform (VMP) tool of
the Dutch company VDMbee. Neither the VMP user guide nor the VDML
specification prescribe how to perform value modeling. Therefore, we analyze
value co-creation design with the VMP in a case-study of a low-cost carrier. By
identifying, extracting, and making explicit the applied method of value co-
creating design, we contribute to a better understanding of the practice of value
modeling with VDML.

Keywords: Value modeling � Value co-creation design
Value Delivery Modeling Language � Value Management Platform

1 Introduction

A value model shows how value is co-created and delivered in a network of actors
(e.g., a supply chain, a consumer market, a smart grid, a healthcare system). As such,
value models are used for strategic analysis and design of value networks. Since the
early 2000’s, different value modeling approaches have been proposed, each with a
specific emphasis (e.g., value exchange, value impact and value creation analyses [1],
e-service design [2]). The Value Delivery Modeling Language (VDML) [3], which
integrates business model concepts into value modeling, has been adopted as a standard
by the Object Management Group (OMG) [4]. Tool support for VDML is offered by
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the Dutch company VDMbee [5]. VDMbee’s Value Management Platform
(VMP) provides a user-friendly tool for working with VDML using different kinds of
canvas/map templates and storytelling/mapping techniques for model building. The
transparent creation of VDML meta-model instantiations via visual interfaces targets
value management professionals with a business-oriented profile.

A complete modeling approach requires a modeling procedure which guides the
creation and analysis of models [6]. Currently, there is no research on how to apply
VDML as related research focuses on ontological analysis of the conceptualization of
value [7–10], VDML extensions and analysis techniques for applications like business
model analysis [11, 12], compliance engineering [13] and reputation systems design
[14], and integration of VDML into enterprise architecture modeling approaches (e.g.,
ArchiMate [15, 16]). Regarding the method underlying the use of the VMP, an
overview can be found in [17], which is a VDMbee blog post that is deliberately high-
level and introductory. Apart from largely anecdotic evidence of (showcase) VDML
applications (e.g., case-studies reports [5]), knowledge of the practice of value mod-
eling with VDML is largely tacit. This knowledge is embedded in the VMP code and in
its documentation, video tutorials and other training materials, not forgetting the tacit
knowledge ‘embodied’ by the tool developers themselves.

The goal of this paper is to make this tacit knowledge explicit. We intend to
contribute procedural knowledge (i.e., how to?) of value co-creation design by making
the method underlying the use of the VMP explicit. By describing such method, it can
be investigated whether the use of the VMP results in a more complete value modeling
approach for VDML. Further, by demonstrating the VMP-supported approach as a
transparent practice of VDML, we hope to help increasing the maturity of value
modeling practice and boosting the adoption of VDML.

To identify and extract this method, we follow the Design Science Research Method
for Information Systems Research [18]. In particular, we conducted client/context-
initiated design-based research. According to [18, p. 56] “a client/context-initiated
solution may be based on observing a practical solution that worked; it starts with
activity 4 [Demonstration: find suitable context & use artifact to solve problem],
resulting in a D[esign]S[cience] solution if researchers work backward to apply rigor to
the process retroactively”. In our case, the client is VDMbee that asked us for help to
make tacit knowledge about their method explicit. The context is the application of the
VMP in a low-cost carrier (LCC) case-study. This case-study was developed by the
VDMbee Academy to be used for training value management professionals in the use of
the VMP. VDMbee provided us access to the case-study documentation and data (i.e.,
VMP files created) and the two VDMbee consultants who were involved in the
development of the case-study, joined the research team. Their participation greatly
helped us to reconstruct the development process, while ensuring the correct interpre-
tation of the case-study materials.

The evaluation of the extracted method is outside the scope of the paper. This is
also only a first iteration of retroactively applying rigor to the method design process as
we focus first on describing the method underlying the use of the VMP as observed
from a particular instantiation (i.e., the LCC case-study). Consequently, the maturity
level of the knowledge contribution of our research is still low, being of the type
‘situated implementation of artifact’ [19].
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The paper is structured as follows. The second section of the paper introduces the
LCC case-study. The third section analyses how the VMP was used in the case-study to
identify and extract the underlying method. The fourth section discusses the most
distinctive features of the method, the limitations of the research, and the next steps in
research. The final section concludes by outlining our contribution and its implications
for practice and research.

2 Case-Study

The LCC studied differentiates itself from a full-service carrier through the adoption of
the ‘no-frills’ business model pattern [20]. Passengers can buy cheap tickets, but
basically any other service must be bought as add-ons at a premium price. The ancillary
revenues generated by the add-ons combined with a cost-cutting focus allows keeping
ticket prices low. Apart from low costs, other key values of the LCC under study are
environmental sustainability and passenger satisfaction, which is determined by ticket
prices, promptness and the variety of destinations within the European Union that are
served.

Despite the success of the current business model, the LCC’s management team
realizes that action is required to cope with emerging challenges and threats, including
a worsening reputation (in terms of lack of customer service quality and bad treatment
of personnel), projected market (share) growth (necessitating investments in hundreds
of new aircrafts), increased competition by so-called ultra-low-cost carriers, and the
Brexit (potentially resulting in a reversing of deregulation and liberalization for flights
to and from the UK). Several ideas for business model innovation are actively being
pursued, including operating long-haul flights (e.g., inter-Atlantic flights), setting up
short-haul operations in the Middle-East, and offering connecting flights (i.e., feeder
lines) for long-haul airlines. Also, several alternatives of the current business model are
being explored, to find the best basis for future growth (e.g. lowering of fares, leasing
of planes).

To guide this strategic thinking and foster new value co-creation design initiatives,
the VMP was used. Using the VMP, business model innovation is moved from ideation
to prototyping, allowing managers to take informed decisions on the adoption and
implementation of new/modified business models and on the phasing of the business
transformation. The VMP informs managerial decision-making by means of prognoses
and analyses of scenarios regarding the value impact of the continuation of current
business models and/or adoption of new business models.

3 Value Co-creation Design Method

A first subsection presents the conceptual framework of strategic planning on which the
development of the VMP was based. Using this framework, the value co-creation
design process performed for the LCC under study was analyzed. The second sub-
section looks into what activities were performed, for which purpose, in what order,
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and how they were organized as to who is involved and where they took place. The
third subsection then looks specifically at the different techniques of the VMP tool that
support value co-creation design activities.

3.1 Conceptual Framework for Value Co-creation Design

VDML integrates business model concepts into value modeling. When using the VMP,
the business model is considered as the elementary unit of strategic planning. Given the
vision and goals of an enterprise, a strategic plan is devised that guides the efforts of the
enterprise towards the achievement of objectives that quantify the enterprise goals. The
objectives that VDML focuses on are those pertaining to value delivery, where value is
defined as a measurable factor of benefit, of interest to a recipient [4].

Objectives can be defined per phase in the strategic plan. For each phase, alter-
natives can be defined to explore different approaches for achieving the phase’s
objectives. Strategies are incorporated into the plan as business models for
phases/alternatives that define how the enterprise operates in each phase (i.e., business
model evolution) and alternative (i.e., business model variation). The strategic plan is
thus decomposed in a set of interacting business models, together covering all enter-
prise operations, both customer-facing and internal.

It is important to note that when using the VMP, a business model is not just
considered as the formulation of a product-market strategy (e.g., product differentia-
tion, cost leadership). A business model is seen as the blueprint of a value proposition
and activity system used to deliver value to customers [21]. The activity system is
formulated in terms of customer and partner relationships, business activities and
required competencies. As such, it is the design of a value co-creation system. Hence,
strategic planning using the VMP entails the design of value co-creation networks.

In the case-study, the VMP was used to define a strategic plan for the LCC,
distinguishing three phases: current situation (year 0), growth in year 1, and growth in
year 2. The growth phases take into account both market growth (in terms of prognoses
of tickets sold) and the projected growth of LCC’s business. For the growth in year 1
phase, three alternatives were defined: unchanged policy, lower fares, and lower fares
& partial lease. The first alternative concerns a slight increase in market size and market
share, without change of operating model. The second alternative explores a significant
increase in market share as a result of dramatic lowering of ticket prices, but also
necessitating a significant increase in fleet size. The third alternative builds on the
second one, but reflects also a change in LCC’s policy of fleet ownership by consid-
ering leasing planes instead of buying them.

3.2 Activities

When looking into the activities performed, Fig. 1 shows that in the LCC case-study,
the VMP was used in three different stages. These stages (i.e., Discover, Prototype and
Adopt) provide a high-level structuring of the value co-creation design method.
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Discover Stage. The purpose of the Discover stage is the discovery of the As-Is and
To-Be business models to be further elaborated in the Prototype stage. The discovery of
business models to be described, analyzed, experimented, innovated and evaluated
across the defined phases and alternatives is done in a collaborative workshop
involving the stakeholders in the value co-creation design initiative. These stakeholders
include a value management analyst (that facilitates the workshop) and one or more
participants of the end-user organization that are responsible for strategic planning
(possibly with strategic decision-making authority) and possibly participants that are
subject matter experts in the end-user organization or from other organizations in the
ecosystem of the end-user organization.

The workshop is organized in four sessions, each with their own objectives (see
Fig. 2). In the first session, the business ecosystem is sketched and key participants,
from whose perspective business models will be discovered, are identified. In the

Fig. 1. High-level overview of strategic planning with the VMP (based on [17]).

Fig. 2. Organization of the strategic planning engagement (taken from [17]).
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second session, the business models of these key participants are described and related
to each other, consistent with the ecosystem. In the third session, the values that are the
subject of objectives are decided upon and other values, which influence them or are
influenced by them, are identified by relating them through cause-and-effect relations.
In the fourth session, the strategic plan is outlined or, if already available in case of a
continued engagement, further extended with one or more additional phases. The
values that are the subject of objectives are defined as plan values, i.e., values that are
the basis for management and measurement of plan progress and the success of plan
outcomes, while the other values are related to the business models into which the
strategic plan is decomposed. Phases in the plan are defined to add phase-specific
objectives for the plan values. Furthermore, phase alternatives can be used to describe
scenarios that analyze risks, assumptions, and strategic choices.

In the case-study, four interrelated business models owned by the LCC under study
were discovered:

• Business plus: Offering cheap tickets to business passengers;
• Economy: Offering cheap tickets to economy passengers;
• Flights: Internal business model for offering of the fleet and flights to the LCC

Travel business unit by the LCC Operations business unit;
• Shops: In-flight offering of customers to duty free companies.

Prototype Stage. The purpose of this stage is to develop a multi-perspective business
model ecosystem by further elaborating the interrelated business models from the
Discover stage, for each of the phases and alternatives in the strategic plan. This allows
comparing plan values and business model values across phases and alternatives to
gauge the effectiveness of the business ecosystem design and business model inno-
vation, and to decide upon the most appropriate course of action.

The business model concept employed by the VMP is inspired by Lindgren’s
Business Model Cube [22]. The conceptualization of a business model as a cube
implies that there are six faces:

– Value propositions offered and received, including my propositions (i.e., results of
the business model as captured by the owning enterprise, also known as ‘the
business’);

– Customers as business ecosystem participants that are served by the business – this
determines the main purpose of the business model;

– Partners as business ecosystem participants that are involved in the business model
to help create the values to be delivered to the customers;

– Activities as work performed by participants in a role (i.e., partner roles, customer
roles, roles of the business) and part of value streams that pursue value propositions;

– Competencies as capabilities and resources that the business has and applies in
order to perform the work represented by activities;

– Values as benefits or interests to customers and partners (in value propositions
offered), as captured by the business (in my propositions), as qualifying customer
rewards or partner offerings (in value propositions received), and as internal (cre-
ated by activities).
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In the case-study, prototyping the discovered business models for all phases and
alternatives of the strategic plan involved four steps:

1. Value network design: Designing participant networks by defining participants,
their roles, value propositions exchanged (i.e., offered and received) and their values
– pertaining to value propositions, customers, partners and values faces of the
business model cubes;

2. Value stream design: Designing value streams by defining activities that pursue
value propositions, the participant roles that perform those activities, the values they
create, and the values of value propositions and my propositions they contribute to –
pertaining to activities and value faces of the business model cubes;

3. Competency design: Identifying the capabilities and resources that are needed to
perform the work represented by the activities – pertaining to the competencies face
of the business model cubes;

4. Value impact design & measurement: Designing the value aggregation structure by
entering value measurements and value formulas that relate business model values
(i.e., activity values, value proposition values and my proposition values) and plan
values, within and if relevant across plan phases – pertaining to value propositions,
activities, and values faces of the business model cubes and to plan values.

As shown in Fig. 2, the Prototype stage is performed using an agile approach in two or
three weekly sprints. The prototyping is done by the value management analyst, based
on the input received during the Discover stage. At the end of each sprint, feedback is
obtained from the stakeholders of the involved organizations. This cycle continues until
these stakeholders are satisfied with the results and are able to make decisions in the
Adopt stage.

Adopt Stage. The purpose of this stage is to present the prototyping results to strategic
decision-makers, allowing them to decide on adoption and initiation of the required
changes. Value management professionals support the decision-making process by
using the built-in dashboard, reporting, and what-if scenario analysis techniques of the
VMP (see next subsection).

3.3 Techniques

The techniques used in the CBMP activities are demonstrated for the LCC case-study
in the order of the process stages presented in the previous subsection.

Discover Stage. The sketching of the business ecosystem and the identification of key
participants is supported by the VMP through the business ecosystem map (see Fig. 3),
in which participants and exchanged value propositions are given pictorial represen-
tations. The business ecosystem map is based on Allee’s Value Network concept [1],
which is a technique used in designing value co-creation networks, allowing the
analysis of value exchange, value impact and value creation.
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In the LCC case-study, six business ecosystem participants were identified, from
whom the LCC Travel and LCC Operations business units are key participants. These
participants exchange sixteen value propositions in the ecosystem, based on which the
four aforementioned business models were discovered.

The VMP supports the description of the key participants’ business models through
business canvasing techniques. Although different types of business canvases are
supported, in the LCC case-study only use was made of the widely known business
model canvas, which is based on Osterwalder’s Business Model Ontology [23].

Figure 4 shows as an example the business model canvas for the ‘flights’ business
model, which is owned by the LCC Operations business unit. Based on the business
ecosystem map, which resulted from the first workshop session (see Fig. 3), the value
management analyst had pre-filled LCC travel as the customer, airports and oil com-
panies as partners, and fleet and flights as value propositions offered to the customer. In
the second workshop session, workshop participants used the canvas to systematically
think about key activities and resources required to pursue the value propositions, their
costs, and the revenue streams that will be generated.

To support the identification of plan values and business model values and how
values influence each other, strategy maps are used as a storyboard for cause-and-effect
value creation. This technique is based on the homonymous technique presented by
Kaplan and Norton [24].

Figure 5 shows an example strategy map for the case-study, which specifies how
competencies (e.g., single model aircraft) and activities (e.g., ticketing without airport
check-in) influence values for the LCC (e.g., low overhead) and for its customers (e.g.,
high promptness).

Finally, the last workshop session is supported through the VMP’s functionality to
model phases and alternatives and to enter plan values (which can for large part be
derived from the strategy maps and business canvases).

Fig. 3. VMP screenshot showing the LCC business ecosystem map.

406 G. Poels et al.



Prototype Stage. The VMP provides business-friendly interfaces that employ story-
telling as a technique to fill the business model cubes throughout the activities of value
network design, value stream design, competencies design, and value impact design.
Figure 6 shows an example of a story-telling form for the ‘flights’ value proposition in
the ‘flights’ business model cube, asking for who (and in what role) offers this value
proposition to whom (and in what role), delivering what values.

Fig. 4. VMP screenshot showing the LCC operation’s ‘flights’ business model canvas.

Fig. 5. VMP screenshot showing one of the strategy maps used in the LCC case-study.
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The analysis of the LCC case-study taught us that in reality much of the data in the
business model cubes was already filled by the value management analyst in between
and after the Discovery stage workshop sessions. Based on the business ecosystem
map, the analyst created business models, identified participant networks (see the
different colors of the value proposition provide and receive arrows in Fig. 3), and
filled in customers, partners and value propositions in the business model cubes. Based
on the business model canvases, the analyst then started to fill the remaining gaps in the
cubes.

Fig. 6. VMP screenshot showing the filled story-telling form for the ‘flights’ value proposition
in the ‘flights’ business model.

Table 1. Construct mappings supported by the VMP

BM canvas BM cube Business ecosystem map VDML

Key partners Partners Enterprises, market segments,
individuals

Participant (partner
role)

Key activities Activities Activities
Key resources Competencies Resources
Value
propositions

Value
propositions

Value propositions Value propositions

Customer
segments

Customers Enterprises, market segments,
individuals

Participants
(customer role)

Cost structures Values Value Elements
Revenue
streams

Values Value Elements
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To facilitate this process, the VMP includes a mapping wizard, which provides the
user an interactive mapping functionality back and forth between business ecosystem
map elements and business model cube elements and between the slips on a business
canvas (shown as post-it notes in Fig. 4) and business model cube elements (see
Table 1 for a mapping that holds for the business model canvas). Using this mapping
functionality, the structured models used in the Prototype stage can largely be gener-
ated from the graphical models used in the Discover stage. Vice-versa, a large amount
of the data in the business model cubes can be visually represented in the business
ecosystem map and business canvases. The mapping thus affords a great deal of
flexibility in the value co-creation design process, providing two-way traceability and
allowing to move back and forth between Discover and Prototype stages, and choosing
between top-down, bottom-up or hybrid approaches to strategic planning.

Finally, the competencies, activities and values in the strategy map and the infor-
mation on plan phases and alternatives were used by the analyst in the Prototyping
sprints to further elaborate the business model cubes (e.g., entering value formulas and
other measurement-related detail to complete their value aggregation structures).

Adopt Stage. The VMP offers ‘dashboarding’ functionality for comparing values
across plan phases and alternatives. First, a report, as another type of model in the
VMP, can be created to tell the story of the plan. The reporting functionality comes
with an embedded rich text editor and supports the direct incorporation of Discover
stage diagrams such as business ecosystem maps and business canvases. Second,
interactive dashboards can be generated from the information in the strategic plan
presenting comparisons of values using tables and various types of charts. Dashboards
can be extended with the creation of scenarios for what-if analyses and simulation, by
entering different sets of measurements for selected input values. Scenario results can
then be presented in the dashboard, for comparison reasons, as well. It is also possible
to promote a ‘best’ scenario to update the plan. Value measurements can be imported
from csv-files and exported as csv-files or as xlsx-files (for further analysis in Excel).
Using the import functionality, actual values can also be compared with values in the
plan, typically based on a time line view in the dashboards. This functionality is
essential for monitoring plan implementation, as part of the strategic planning process.

4 Discussion

The analysis of the LCC case-study taught us that the approach to value modeling with
VDML using the VMP has some distinctive features. Probably the most distinctive
feature is that value models are constructed through a completely transparent use of
VDML. Value management professionals and other strategic planning stakeholders are
offered business-friendly interfaces (e.g., business canvases, business ecosystem maps,
strategy maps, business model cubes, interactive dashboards), without ever having to
work directly with the modeling language VDML. In other words, no VDML
knowledge is required to use the method. Nevertheless, all business model instances
stored in the VMP are valid VDML value delivery models.
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Another distinctive feature is that value modeling is used for strategic planning,
which according to the assumed conceptual framework entails the design of value co-
creation networks in different plan phases and possibly for different phase alternatives.
Specifically, the discovered method regards the business model as the unit for strategic
planning, employing a business model framework that is multi-perspective (resulting in
an ecosystem of interrelated business models), considers structured relationships in terms
of value proposition exchanges between all ecosystem participants (and not just customer
value propositions and customer relationships), uses a uniform, unambiguous concept of
value (for all participants), and is highly dynamic (allows for a continuous process of
strategic planning). Based on the review of strategic planning theories andmodels in [25],
we characterize the VMP-supported approach to strategic planning as assuming a goal-
based strategic model (i.e., setting objectives alignedwithmission and vision, and phased
over time) and to some extent also a scenario planning model (i.e., exploring different
alternatives per phase in the strategic plan to cope with external forces). The goal-based
model is the most adopted model of strategic planning [25], which provides some jus-
tification to the design rationale of the method underlying the use of the VMP.

Of course, more research is needed on the design of the VMP-based method for value
co-creation design. Our current client/context-initiated design-based research is not
without limitations. First, the method as presented in this paper was the result of the
analysis of a single case-study. Furthermore, this case did not result from a real-life
application, but was developed for training value management professionals in the use of
the VMP. To mitigate the threat that our analysis is not valid or generalizable, the two
consultants from VDMbee who developed the case-study, were involved in the research
and helped the researchers to interpret the case-study data. These value management
experts have used the VMP in numerous real-life projects and used this experience to
develop the case-study, which is not fictional but based on real data about Ryanair that is
publicly available on the Internet. Nevertheless, we acknowledge that to raise the level of
knowledge of the value co-creation designmethod to that of a design theory [19], we need
to investigate more in-depth its theoretical underpinning and also evaluate the method.

Since we analyzed the LCC case-study in December 2017, the VMP tool has been
further developed. The tool now includes additional techniques which can further
support the strategic planning, aka value co-creation design process. The most notable
additions are value stream maps and capability maps, which provide for an explicit
visualization of value streams and competencies (Fig. 7). In the near future, VDMbee
intends to add views for showing differences between As-Is and To-Be in a user-
friendly way, such that specific differences between previous and next phases can be
framed into requirements for projects to implement the plan. To support this devel-
opment, we plan to conduct research on the integration of VMP-based value co-
creation design with methods of capability-based planning, portfolio management,
enterprise architecture management, business process management, change manage-
ment, and strategic sourcing.
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5 Conclusion

This paper presents an account of the practice of value modeling with VDML by means
of the specific approach taken by value management analysts when using the Value
Management Platform (VMP) tool of the company VDMbee. The contribution of this
paper is to make the tacit knowledge of this approach to strategic planning, aka value
co-creation design, which is currently only described at an introductory level [17],
explicit by identifying and extracting the method underlying the use of the VMP. By
analyzing the case-study of a low-cost carrier, we were able to describe a ‘situated
implementation’ of the value co-creation design method artifact, in terms of purpose,
process, activities, organization, participants, models, and techniques used.

Our research addresses the knowledge gap of ‘how’ to apply VDML as currently
only anecdotic evidence is publicly available. We hope this paper helps furthering the
understanding of value modeling with VDML of both value management professionals
and value modeling researchers. By presenting the VMP-based method of value co-
creation design, we intend to increase the maturity level of value modeling and raise the
interest of practitioners and researchers in further exploring and researching this
method.

Fig. 7. Extension of the Discover stage with value stream maps and capability maps.
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