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Preface

In searching for optimal boundaries to separate living cells from their environment
and to compartmentalize eukaryotic cells into regions of different properties,
evolution has selected a design that appears universal: a bilayer made of lipid
molecules. This design has physical properties that are particularly advantageous
for the versatile boundary of a highly dynamical system that is in constant exchange
with its environment. Lipid bilayers spontaneously self-assemble, owing to the
amphiphilic nature of the lipids, and are rather impermeable to ions and large
macromolecules. At physiological temperatures, they are fluid and deformable,
allowing for large shape changes, and they are able to undergo fusion and scission
without leakage. According to the fluid mosaic model of Singer and Nicholson
(1972), the lipid bilayer provides the membrane with fluidity and elasticity, while
most of the biological functions are performed by membrane-associated proteins.
Since then our view of biomembranes has greatly evolved, and lipids themselves
are now known to actively participate in many biological functions, either by
directed interaction with other cellular components or by providing particular micro-
environments for the proper functioning of proteins.

Lipid membranes with fairly well-controlled compositions and mechanical states
can easily be produced in vitro. As two-dimensional fluid objects, they constitute
fascinating structures for physicists, experimentalists, and theorists alike. The world
of fluid membranes has been a particularly productive meeting place for physicists
and biologists. Much knowledge about the interactions between membranes and
proteins, and the large-scale mechanics of biomembranes, has emerged from these
multidisciplinary interactions, which has improved our understanding of a variety
of membrane-related physiological processes. This development has been made
possible by efforts from both communities to find a common language required
to share fundamental concepts from both fields. By combining the physical and
biological point of views on biomembranes, the landmark handbook Structure and
Dynamics of Membranes, edited by R. Lipowsky and E. Sackmann in 1995, has
been particularly influential in developing this common language.

This book follows the same spirit of interdisciplinarity. It aims to provide
the reader with state-of-the-art overviews of contemporary subjects that have
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vi Preface

emerged over the last twenty years in the biological physics of biomembranes
by combining theoretical and experimental aspects together with general point of
views from leading biologists. The direct exchanges and collaborations between
biologists and physicists have clearly improved in the past two decades. There
is now a new generation of scientists who feel at ease with concepts both from
physics and biology, and an increasing number of young scientists trained in
physics who are pursuing careers in cell and developmental biology labs. With
this book, we seek to provide this interdisciplinary community with a broad
overview of our current knowledge of the physics of biological membranes. We also
wish to show that interactions between physicists and biologists constitute a true
exchange. The improved awareness of physicists about the biological context within
which biological membranes operate has greatly broadened the scope of biological
problems that are being studied from a physics point of view and has improved
the impact such studies can have on the biological community. On the other side,
many biologists now integrate basic physical concepts, such as membrane tension
and spontaneous curvature in their understanding of biological situations. Biologists
are also increasingly acknowledging the relevance of in vitro reconstituted systems
to the study of the molecular couplings between membrane and proteins and how
this leads to large-scale protein self-organization and membrane reshaping. In many
of these topics, experimental progress, both in vitro and in cells, has improved
or suggested theoretical models. In particular, reconstituted membrane systems,
which have been particularly influential in shaping our understanding of the physics
of membranes, are now playing a crucial role in shaping our understanding and
quantification of biological membranes.

This book begins with personal perspectives by R. Lipowsky and E. Sackmann
on the major evolution in the field over the past two decades, discussing physical
phenomena and biological processes that could be inspirational to physicists,
respectively. The introduction ends with a reference chapter by Rob Phillips that
gives an overview of the orders of magnitude pertaining to many characteristics of
the membrane, and how these numbers are related to particular cellular functions.

The main body of this book is separated into two parts. The first deals with
membrane heterogeneities, starting with a general biological introduction (Simons),
followed by two chapters describing thermodynamic concepts relevant to membrane
heterogeneities (Schick, Veatch & Cicuta). The next two chapters (Marguet &
Salomé, Démery & Lacoste) describe diffusion in membranes from the experimental
and theoretical points of view, respectively. The last two chapters (Rautu & Turner,
Frey & Schwille) introduce concepts of out-of-equilibrium physics, including
energy-consuming fluxes of membrane components, and then show their relevance
for the maintenance of membrane heterogeneities and the emergence of pattern
formation in cell membranes.

The second part of the book deals with several aspects of membrane mechanics
and their involvement in various cell functions. The section starts with a description
of the importance of mechanical stresses in cell biology (Disher), taking the
biophysical determinants of blood formation as an example while focusing
on the cortical protein meshworks that underlie membranes and consequently
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contribute to membrane properties and processes therein. One theoretical chapter
(Kozlov) follows dealing with stress distribution in membranes and addressing the
fundamental concept of spontaneous curvature. The next two chapters (Bitbol &
Constantin & Fournier, Simunovic & Voth) describe the physics of membrane—
protein interaction at different scales from both an analytical and numerical
perspective. Next, two chapters (Foret, Tareste & Roux) describe mechanical
aspects implicated in cellular transport, such as budding, fission, and fusion.
Three chapters (Auth & Dasgupta & Gompper, Sengupta & Smith, Biswas &
Groves) then describe the mechanical aspects of the cell’s interaction with particles
(colloids or pathogens), the cell’s interaction with a substrate (cell adhesion), and
the mechanical aspects of signal transduction in the cell membrane. This second
part of the book ends with two chapters reporting on new developments in active
membranes, namely membranes for which behavior is controlled by the exchange
of matter and energy with the surrounding. The first of these two chapters (Kumar
& Laradji) discusses the way complex membrane structures can be generated by
active protein exchange with the cytosol or by active cytoskeleton contraction, and
the second discusses the fluctuations of active membranes described from both
an experimental and theoretical perspective (Turlier & Betz). The book ends with
our personal views on the outstanding remaining questions that are of both crucial
physiological relevance and intrinsic interest for the physics of membranes.

Paris, France Patricia Bassereau
Pierre Sens



Contents

Partl Introduction

Understanding Membranes and Vesicles: A Personal Recollection

ofthe Last TwoDecades .................cooiiiiiiiiiiii i,

Reinhard Lipowsky

Advanced Concepts and Perspectives of Membrane Physics........

Erich Sackmann

PartII Membranes by the Numbers

Membranes by the Numbers........................

Rob Phillips

Part III Spatial Heterogeneities in Biomembranes

Lipid Rafts: A Personal Account ........................coiiiiiiinne.
Kai Simons

Theories of Equilibrium Inhomogeneous Fluids .....................
Michael Schick

Critical Lipidomics: The Consequences of Lipid Miscibility in
Biological Membranes ........................oooiiiiiiiii
Sarah L. Veatch and Pietro Cicuta

Lateral Diffusion in Heterogeneous Cell Membranes................
Didier Marguet and Laurence Salomé

Mechanical Factors Affecting the Mobility of Membrane Proteins
Vincent Démery and David Lacoste

Membrane Domains Under Cellular Recycling ......................
S. Alex Rautu and Matthew S. Turner

ix



X Contents

Protein Pattern Formation ..................... ... i 229
Erwin Frey, Jacob Halatek, Simon Kretschmer, and Petra Schwille

Part IV Biomembrane Mechanics and Consequences for Their
Functions

Biomembrane Mechanical Properties Direct Diverse Cell Functions ...... 263
Dennis E. Discher

Spontaneous and Intrinsic Curvature of Lipid Membranes: Back
tothe OTigIns ... ... i 287
Michael M. Kozlov

Membrane-Mediated Interactions ............................................. 311
Anne-Florence Bitbol, Doru Constantin, and Jean-Baptiste Fournier

Simulating Protein-Mediated Membrane Remodeling at Multiple
S [ 351
Mijo Simunovic and Gregory A. Voth

Mechanosensitivity of Membrane Budding and Trafficking ................ 385
Lionel Foret

Common Energetic and Mechanical Features of Membrane Fusion
and Fission Machineries......................... i 421
David Tareste and Aurélien Roux

Interaction of Particles and Pathogens with Biological Membranes ....... 471
Thorsten Auth, Sabyasachi Dasgupta, and Gerhard Gompper
Adhesion of Biological Membranes ..................................LL 499

Kheya Sengupta and Ana-Suncana Smith

Spatial and Mechanical Aspects of Signal Transduction in the Cell
MemDBIane .............oiiiiiiii e 537
Kabir H. Biswas and Jay T. Groves

Protein-Induced Morphological Deformations of Biomembranes.......... 561
P. B. Sunil Kumar and Mohamed Laradji

Fluctuations in Active Membranes.....................cccoiiiiiiiiiiiiinniin. 581
Hervé Turlier and Timo Betz

POStEaCE . ... 621



Part I
Introduction



Understanding Membranes and Vesicles: m)
A Personal Recollection of the Last Two ik
Decades

Reinhard Lipowsky

Denken ohne Erfahrung ist leer, Erfahrung ohne Denken ist
blind.

(Thought without experience is empty, experience without
thought is blind.)

Immanuel Kant

Abstract Biomembranes consist of fluid bilayers built up from many lipid and
protein components. The membrane fluidity has two important consequences. First,
the molecular components can undergo fast lateral transport within the membranes,
a necessary prerequisite for the formation and remodelling of intramembrane
compartments. Second, the fluidity leads to unusual elastic properties of the
membranes that allow them to “escape into the third dimension.” Intramembrane
compartments can be formed by lipid phase separation, now observed for many
ternary lipid mixtures, or by heterogeneous environments that lead to an ambience-
induced segmentation of the membranes. Because of their unusual elastic properties,
the membranes can attain many different shapes and undergo striking shape trans-
formations, which reflect their ability to respond locally to external perturbations
by changes in their curvature. Several molecular mechanisms for local curvature
generation have been identified including membrane-anchored polymers, adsorption
or depletion layers of solutes, and membrane-bound proteins. The local curvature
generation is intimately related to the concept of a preferred or spontaneous
curvature that describes the asymmetry between the two leaflets of the bilayer
membrane. New methods to determine the spontaneous curvature in a reliable
manner have been recently developed, based on spontaneous or force-induced
tubulation of giant vesicles. The spontaneous curvature plays a pivotal role both for
the engulfment of nanoparticles by membranes and for the wetting of membranes
by aqueous droplets, two membrane processes that remain to be further elucidated.

R. Lipowsky (b<1)
Theory & Bio-Systems, Max Planck Institute of Colloids and Interfaces, Potsdam, Germany
e-mail: lipowsky @mpikg.mpg.de
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The spontaneous curvature also determines the exergonic or endergonic nature of
membrane fusion and fission.

Keywords Biomembranes - Curvature - Tubulation - Nanoparticle engulfment -
Membrane wetting

1 Introduction

Patricia Bassereau and Pierre Sens asked me to write an introductory chapter that
provides a personal account of the “most interesting and surprising developments
in membrane physics” during the last two decades, i.e., since the publication of
the “green book” in 1995 [1]. The latter book on “Structure and Dynamics of
Membranes” was edited by Erich Sackmann and myself, a longsome process that
took several years. During the last decade, we discussed, once in a while, the
possibility of a new edition but I never found the time to think seriously about such a
venture. The present chapter gives me the opportunity to briefly review a few aspects
of membranes and vesicles that I would definitely want to include in a putative new
edition of the “green book.”

The chapter is organized as follows. The following Sects. 2—5 address several
aspects that caught my attention already in the 1990s and underwent important
developments during the last 20 years: Fluid domains or rafts in fluid membranes;
segmentation of membranes by heterogeneous environments; emergence of mem-
brane curvature on nanoscopic scales; as well as local curvature generation and
spontaneous curvature. At the end of Sect. 3, it is argued that intracellular hetero-
geneities close to the membranes act to suppress the separation and coexistence
of lipid phases in vivo. In Sect. 5, membrane-bound proteins are viewed as Janus
particles with strongly nonspherical shapes.

The subsequent Sects.6—9 deal with four aspects that I found particularly
interesting during the last couple of years: Two distinct mechanisms for the
formation of membrane nanotubes as provided by spontaneous curvature and
locally applied forces; the interplay between these two tubulation mechanisms;
the engulfment of nanoparticles by membranes; and the wetting of membranes by
aqueous two-phase systems. Section 7 describes the interplay of spontaneous and
force-induced tubulation in a quantitative manner. Section 9 emphasizes that all
lipid compositions and aqueous two-phase systems that have been studied so far
undergo complete-to-partial wetting transitions and that the nucleation and growth
of droplets at membranes depends strongly on the spontaneous curvature. Finally,
Sect. 10 explains how this curvature affects the exergonic or endergonic nature of
membrane fusion and fission, the most important topology-transforming membrane
processes. At the end, I give a brief summary and a short outlook on open questions
and future studies. In order to produce a readable piece, I had to focus on a few
aspects of membranes and vesicles and, thus, had to omit other intriguing aspects,
many of which will be covered in later chapters of this book.
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The presentation is intuitive and largely nontechnical but, as a theoretical
physicist, I cannot refrain from displaying some equations. Following the motto
“As simple as possible but not simpler” of Albert Einstein, all displayed equations
are short and provide simple relationships between a small number of parameters.
In addition, all of these parameters can now be measured in experiments and/or
simulations. One such parameter that plays a prominent role in the following
is the spontaneous (or preferred) curvature which describes the local asymmetry
between the two leaflets of bilayer membranes. A much more detailed account of
the underlying theory will be given elsewhere [2].

2 Fluid Domains and Rafts in Fluid Membranes

Biological and biomimetic membranes are fluid, contain several molecular compo-
nents, and represent two-dimensional systems. As a consequence, they should be
able to undergo phase separation into two types of fluid domains, in close analogy
to macroscopic liquid mixtures in three dimensions. This conclusion seems quite
obvious from a theoretical point of view but, at the beginning of the 1990s, it was
rather difficult to find experimental evidence for it. In fact, when I first submitted
my theory on domain-induced budding [3, 4] to Nature, the editors finally rejected
it after an extended review process because they thought that the underlying idea of
fluid-fluid coexistence in bilayer membranes was “too speculative.”

2.1 Intramembrane Domains in Ternary Lipid Mixtures

This situation has now changed completely because many ternary lipid mixtures
have been identified which exhibit two coexisting fluid phases, a liquid-ordered
and a liquid-disordered phase, see Fig. 1. These mixtures consist of a saturated
lipid such as sphingomyelin, an unsaturated phospholipid, and cholesterol. The
intense experimental study of these mixtures was triggered by the proposal [8]
that biological membranes contain intramembrane domains or rafts that are rich in
sphingomyelin and cholesterol. In order to directly visualize the different domains
formed in lipid vesicles, it was also crucial to find appropriate fluorescent probes
that have a preference for one of the two fluid phases [6, 9-11].

Direct evidence for the formation of two types of fluid domains was provided by
single particle tracking that showed that both phases exhibit relatively fast lateral
diffusion [10]. In addition, using giant unilamellar vesicles, several theoretical
predictions [3, 5, 12, 13] could be directly confirmed: the growth and coalescence
of small domains into larger ones [11]; the budding of the more flexible domains
[6, 11]; and the shift of the domain boundary away from the neck of the bud
[14, 15]. So far, this domain boundary shift provides the only method to estimate the
difference between the Gaussian curvature moduli for the two types of membrane
domains.
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Fig. 1 Domain-induced budding of vesicles as theoretically predicted in [3, 5] and observed by
fluorescence microscopy in [6, 7]: (left) cross section through a vesicle that formed two domains
after a decrease in temperature [6]; and (right) three-dimensional confocal scan of a two-domain
vesicle that was formed by electrofusion [7]. In both cases, the vesicle membrane is composed of
DOPC, sphingomyelin, and cholesterol, doped with small concentrations of two fluorescent probes

Phase separation in ternary lipid mixtures has now been observed for a variety
of membrane systems including giant vesicles [6, 10, 11, 15-17], solid-supported
membranes [18-20], hole-spanning (or black lipid) membranes [21], as well as
pore-spanning membranes [22]. The phase diagrams of such three-component
membranes have been determined using spectroscopic methods [23] as well as
fluorescence microscopy of giant vesicles and X-ray diffraction of membrane stacks
[24-27]. Somewhat surprisingly, fluid—fluid coexistence has even been found in
giant plasma membrane vesicles that contain a wide assortment of different lipids
and proteins [28, 29].

2.2 Lipid Phase Domains or Rafts In Vivo

As far as biological membranes are concerned, the existence and size of sphingo-
myelin- and cholesterol-enriched rafts as proposed in [8] is still a matter of ongoing
debate. It is generally accepted that the diameter of these rafts is below the
diffraction limit of conventional optical microscopy, i.e., below 200 nm, see, e.g.,
[30]. However, even superresolution microscopy methods such as STED [31, 32]
could not provide a reliable estimate but only an upper bound for the raft size: the
STED measurements indicated that, for the plasma membranes of mammalian cells,
the raft diameter does not exceed 20nm [31]. The search for rafts in biological
membranes as pursued with different experimental techniques has been critically
reviewed in [33].



Understanding Membranes and Vesicles 7
2.3 Intramembrane Domains Arising from Protein Clusters

In contrast to lipid phase domains, the formation of intramembrane domains via
the clustering of membrane proteins is frequently observed in vivo. One example is
provided by clathrin-dependent endocytosis which is used to internalize membrane-
bound receptors as well as cargo such as receptor-bound ligands or nanoparticles.
During this process, a strongly asymmetric membrane domain is formed with
receptors or receptor-ligand complexes on its outer (exoplasmic) face and a thick
protein coat consisting of adaptor proteins and clathrin triskelions on its inner
(cytoplasmic) face. Therefore, clathrin-dependent endocytosis can be understood as
a domain-induced budding process that is governed by the membrane’s spontaneous
curvature. When the endocytic vesicles contain nanoparticles or other types of
cargo, the uptake of this cargo becomes maximal at a certain, optimal cargo size
[34] as experimentally observed for the uptake of gold nanoparticles by HeLa cells
[35, 36]. The mechanism of domain-induced budding should also be responsible
for membrane budding arising from the clustering of Shiga toxin [37] and from the
sequential adsorption of ESCRT proteins [38].

3 Segmentation of Membranes by Heterogeneous
Environments

As we move along a biological membrane, we typically encounter changes in
the molecular composition of the aqueous environment and, thus, changes in the
local interactions between this environment and the membrane molecules. One
interesting example is provided by the interactions between the plasma membrane of
a eukaryotic cell and its cytoskeletal cortex. Because different membrane molecules
differ in their affinity to the cytoskeletal proteins, the membrane is partitioned into
different segments in which certain lipids and/or membrane proteins are enriched or
depleted.

3.1 Lateral Diffusion in Cell Membranes

This ambience-induced segmentation of the plasma membrane can be revealed
by studying the lateral diffusion of the membrane molecules using single particle
tracking [39-42], see Fig.2. This figure displays a typical diffusive trajectory of
a single gold nanoparticle with a diameter of 40nm. The particle was coated
by transferrin and bound to transferrin receptors within the plasma membrane
of a fibroblast [39]. Each color in Fig.2 represents the confined diffusion of the
nanoparticle within a certain membrane segment until the particle escapes to an
adjacent segment where it again undergoes confined diffusion, etc. In this example,
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Fig. 2 Diffusive motion of a transferrin-coated gold particle bound to transferrin receptors on
the plasma membrane of a fibroblast [39]. The membrane-bound particle undergoes confined
diffusion in separate membrane segments, corresponding to the different colors, until it escapes
to an adjacent segment. The average size of these segments was 280 nm, the average residence
time of the particle in one of these segments was 29 s

the membrane segments had an average radius of 280 nm and the particles remained
within one of these segments for an average residence time of 29's.

The confined diffusion implies that the complex of nanoparticle and receptor
molecules encounters some obstacles that prevent its free lateral diffusion. In fact,
two types of obstacles have been proposed [40, 42]. First, cytoskeletal proteins that
are immobile over the diffusive time scales may act as “corrals” or “fences” for
diffusing membrane proteins that have an ectodomain protruding into the cytosol.
Second, the cytoskeletal cortex may also directly bind transmembrane proteins and
these transiently bound proteins can then act as “rows of pickets” that impede even
the diffusion of lipid molecules in the outer leaflet of the bilayer membrane. More
recent studies have corroborated the influence of the actin cortex on the lateral
diffusion of membrane-anchored receptors. While the diffusion of some receptors
was confined to the voids of the actin—-myosin meshwork [43, 44], other receptors
were observed to undergo quasi-one-dimensional diffusion, reflecting attractive
interactions between the latter receptors and the meshwork [45].

3.2 Ambience-Induced Segmentation of Membranes

The skeleton-induced partitioning of cell membranes represents an important but
relatively complex example for ambience-induced segmentation of membranes.
Much simpler examples are provided by adhering vesicles, hole- or pore-spanning
membranes, and membranes supported by chemically patterned surfaces [46, 47].
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In these latter systems, the membrane molecules are exposed to two different envi-
ronments which generate different molecular fields within the adjacent membrane
segments. Likewise, vesicle—vesicle adhesion combined with vesicle—substrate
adhesion can easily lead to ambience-induced partitioning of a vesicle membrane
into more than two segments [48]. For a one-component membrane, the different
segments will exhibit different molecular densities which are necessarily small
and, thus, difficult to detect experimentally. For a multicomponent membrane, the
different segments will also differ in their molecular composition. It then follows
from general theoretical considerations that phase domains can only form in one of
the membrane segments but not in several segments simultaneously [46, 47].

3.3 Impeded Formation of Intramembrane Domains

The environment of a cell membrane is rather heterogeneous, and the effective
molecular fields acting on the membrane molecules change on nanoscopic scales.
The skeleton-induced membrane segmentation as probed by single particle tracking
(Fig.2) implies that we can distinguish at least two types of membrane segments,
contact segments that interact with the cytoskeletal proteins and noncontact seg-
ments that do not experience such interactions. However, different contact segments
will, in general, be exposed to cytoskeletal structures that differ in their molecular
composition of actin-binding proteins [49, 50] and noncontact segments involve
additional supramolecular structures such as the protein scaffolds formed during
clathrin-dependent endocytosis that have a lifetime in the range between 20 and
80s [51, 52]. Thus, cell membranes are expected to be partitioned into many distinct
membrane segments that are exposed to different molecular environments. If lipid
phase domains form in such a cell membrane, this domain formation is necessarily
restricted to one of the membrane segments and, thus, hard to detect [48]. In the
limiting case in which the environmental heterogeneities of the cell membrane act
as long-lived random fields, these heterogeneities would completely destroy domain
formation and phase separation, in analogy to the two-dimensional Ising model with
random fields [53-55].

4 Emergence of Membrane Curvature on Nanoscopic Scales

Because of their fluidity, biomembranes are rather flexible and can easily change
their shape. Indeed, one fascinating aspect of membranes and vesicles is that they
can attain many different nonspherical shapes. When viewed under the optical
microscope, these shapes appear to be rather smooth, see the examples in Fig. 1.
Therefore, on the micrometer scale, membranes can be described as smoothly
curved surfaces and then characterized by their curvature. However, this smoothness
does not persist to molecular scales, i.e., when we resolve the molecular structure of
a bilayer membrane as in Fig. 3.
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Fig. 3 Emergence of membrane curvature in molecular dynamics simulations of a tensionless
membrane [56]. The lipid bilayer has a thickness of about 4 nm, the smallest curvature radius of its
midsurface (red) was observed to be about 6 nm. For comparison, two circles (broken lines) with a
radius of 6 nm are also displayed

4.1 Basic Aspects of Membrane Curvature

Because membranes are immersed in liquid water, each lipid and protein molecule
undergoes thermal motion with displacements both parallel and perpendicular to
the membrane. The perpendicular displacements represent molecular protrusions
that roughen the two interfaces bounding the membrane, see Fig. 3. Therefore, in
order to characterize a lipid/protein bilayer by its curvature, one has to consider
small membrane patches and to average over the molecular conformations within
these patches. The minimal lateral size of these patches can be determined from
the analysis of the bilayer’s shape fluctuations and was found, from molecular
dynamics simulations of a one-component lipid bilayer, to be about 1.5 times the
membrane thickness, see Fig. 3 [56]. For a membrane with a thickness of 4 nm, this
minimal size is about 6 nm. Because such a membrane patch contains 80-100 lipid
molecules, membrane curvature should be regarded as an emergent property arising
from the collective behavior of a large number of lipid molecules.

4.2 Tensionless States of Membranes

The curvature just discussed applies to the midsurface of the bilayer membrane, i.e.,
to the surface between the two leaflets of the bilayer. Furthermore, for a membrane
segment with midsurface area A and bending rigidity «, curved conformations as
in Fig.3 are only possible if the membrane is “tensionless” in the sense that the
mechanical membrane tension as obtained from the stress profile across the bilayer
[57] is small compared to «/A. For the example displayed in Fig.3, the latter
tension scale is found to be k/A = 0.08 mN/m. Such tensionless states, which
represent the natural reference states of the membranes, can be used to determine
the bending rigidity from the undulation spectrum [56, 58—60] and the Gaussian
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curvature modulus from the stress profile [61, 62], and the spontaneous curvature
induced by the interactions with small solutes such as ions or monosaccharides
[63, 64]. Attractive interactions between the solutes and the membrane lead to
adsorption layers adjacent to the two leaflets, repulsive interactions to depletion
layers. The spontaneous curvatures generated by depletion and adsorption have
opposite signs [65]. Furthermore, both attractive and repulsive membrane-solute
interactions generate a spontaneous curvature that varies linearly with the solute
concentration difference between the exterior and interior solution [63, 64], in
agreement with our analytical theories.

4.3 Simulations of More Complex Membrane Processes

During the last 20 years, molecular simulations of membranes have become a rather
popular tool. Indeed, up to 1995, about 300 publications had been published on
the molecular dynamics of membranes but, during the last 20 years, the same
topic was addressed in about 25,000 publications. Using such simulations, one
can study molecular remodelling processes such as membrane fusion [66—70] or
membrane adhesion via membrane-anchored receptors and ligands [71-73]. In
addition, simulation snapshots provide useful insights into the typical molecular
conformations of the membrane systems and allow to compare the free energies of
different conformations. One recent example is provided by the adsorption of PEG
molecules onto liquid-ordered and liquid-disordered membranes [74].

5 Local Curvature Generation and Spontaneous Curvature

During the 1990s, I thought about a variety of ways to generate membrane curvature
locally by membrane-bound macromolecules and adhesive nanoparticles. One sim-
ple example is provided by a flexible polymer that is anchored with one of its ends to
the membrane, see Fig. 4a [75, 76]. Such an anchored polymer generates curvature
by entropic forces because it can increase its configurational entropy by curving the
membrane away from it. Another simple example are adhesive nanoparticles that
are partially engulfed by the membrane, see Fig.4b [34, 65, 77]. Here, the rigid
particle imposes the curvature of its surface directly onto the membrane provided
that the particle size is large compared to the membrane thickness. Curvature can
also be generated by the adsorption of nanoparticles that are small compared to
the membrane thickness, see Fig. 4c [65, 78]. In fact, small adhesive solutes with a
diameter below 1 nm can generate spontaneous curvatures as large as 1/(20 nm) as
recently shown by molecular dynamics simulations [63]. In these simulations, the
adsorbed solutes increased the molecular area per lipid. The opposite effect is also
possible, arising from the condensation of the lipid head groups. The two effects
lead to opposite signs of the spontaneous curvature as proposed for the adsorption
of calcium cations onto negatively charged membranes [80, 81].
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Fig. 4 Different mechanisms for local generation of membrane curvature: (a) Flexible polymer
with one end anchored to the membrane [75] such as biotinylated DNA (red) linked to membrane-
anchored avidin (orange) [76]; (b) spherical nanoparticle (orange) with an adhesive surface
(red) partially engulfed by the membrane [34, 65, 77]. The particle radius is about 2.5 times
the membrane thickness; (¢) asymmetric adsorption of solutes that are small compared to the
membrane thickness [63, 65, 78]; (d) N-BAR-domain protein with a curvature radius of about
11 nm [79] bound to the membrane; (e) BAR-mimetic nanoparticle with a large adhesive surface
domain (red) that generates curvature via an induced-fit mechanism; and (f) BAR-mimetic
nanoparticle with relatively small adhesive surface domains (red) which generate curvature via
conformational selection [48]. Note that the sign of the local curvature in (b) is opposite to the sign
of the local curvature in all other panels

5.1 Local Curvature Generated by Membrane-Bound Proteins

At the end of the 1990s, several labs started to use a simple experimental criterion
to assess the curvature-generating capabilities of certain proteins. This criterion
was based on the transformation of liposomes into tubular structures via protein
adsorption and was used to identify, in a qualitative manner, a variety of curvature-
generating proteins: N-BAR proteins such as amphiphysin [79] and endophilin
[82], see Fig. 4d, F-BAR proteins such as pacsin/syndapin [83], and other proteins
involved in endocytosis such as epsin [84]. The discovery of proteins that generate
membrane curvature provides another rather interesting connection between bio-
physics and molecular cell biology.

The membrane-binding proteins are usually quite rigid and can be regarded
as adhesive nanoparticles with two characteristic properties: (i) their shape is
typically nonspherical and often banana-like or convex—concave; and (ii) their
surface contains a more or less complex pattern of adhesive and nonadhesive surface
domains. Thus, the membrane-binding proteins can be regarded as nonspherical



Understanding Membranes and Vesicles 13

Janus-like nanoparticles. If the planar membrane can bind to some of the adhesive
surface domains of the protein, this protein generates membrane curvature via an
induced-fit mechanism, see Fig. 4e. In contrast, if the adhesive surface domains can
only be reached by an appropriately curved membrane as in Fig.4f, the protein
senses and stabilizes membrane curvature via conformational selection [48].

5.2 From Local to Spontaneous Curvature

If the membrane is decorated by many bound solutes or “particles,” it will acquire
a certain spontaneous curvature that depends both on the local particle-induced
curvature and on the particle coverages on the two leaflets of the bilayer membrane
[85, 86]. Thus, if a single particle that is bound to the outer leaflet of the bilayer
induces the local curvature M) in a membrane patch of area Aj, the spontaneous
curvature m is given by

m = AM|(Tex — T'in) (1)

where the coverages 'ex and ['j, are defined by the numbers of particles bound to
the outer and inner leaflets per unit area. The product A{M; = f dA Mg can be
determined by first calculating the local, position-dependent mean curvature Mg;
as generated by a single particle bound to the outer leaflet of an asymptotically
flat membrane [85]. In contrast to other elastic membrane parameters such as the
bending rigidity or the area compressibility modulus, the spontaneous curvature
can vary over more than three orders of magnitude, from the inverse size of giant
vesicles, which is of the order of 1/(50 um), to half the inverse membrane thickness,
which is of the order of 1/(10nm).

5.3 Short History of Spontaneous Curvature

The spontaneous (or preferred) curvature m considered here describes the local
bilayer asymmetry arising from the intermolecular interactions. Such a curvature
was first discussed by Bancroft for surfactant monolayers in water—oil emulsions
[87, 88]. It was also included by Frank, as the so-called splay term, in his theory
for the curvature elasticity of liquid crystals [89]. In the context of lipid bilayers,
spontaneous curvature as a local elastic parameter was first considered by Helfrich
[90], in analogy to the liquid crystal case. The corresponding bending energy of the
membrane is now known as the spontaneous curvature model [91].

If the membrane molecules cannot undergo flip-flops between the two leaflets,
the number of molecules is fixed within each leaflet, and the quenched difference
between these two numbers leads to a preferred area difference between the
leaflets. This constraint was originally considered by Evans [92], incorporated
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into the bilayer-coupling model of Svetina and Zeks [91, 93], and generalized in
terms of the area-difference-elasticity model by Wortis and coworkers [94, 95]. As
shown in these latter studies, the stationary shapes of the area-difference-elasticity
model are also stationary shapes of the spontaneous curvature model provided that
one defines an effective spontaneous curvature that includes a nonlocal, shape-
dependent contribution. The latter contribution can be calculated explicitly for limit
shapes that consist of two spherical membrane segments connected by a closed
membrane neck [2]. Furthermore, the constraints on the area difference should
be irrelevant if the bilayer membranes contain molecules such as cholesterol that
can easily undergo flip-flops and, thus, relax local stresses induced by the bending
deformations [96, 97]. In addition, even in the absence of flip-flops, the area-
difference-elasticity term represents a small correction term whenever the (local)
spontaneous curvature m is large compared to the inverse vesicle size. The latter
separation of length scales applies, in particular, to the processes of nanotube
formation and particle engulfment as considered in the following.

5.4 Sign of Spontaneous Curvature

It is important to note that the spontaneous curvature can be positive or negative.
Within the spontaneous curvature model, the energy density of a membrane segment
is proportional to (M — m)? which depends on the mean curvature M of this
segment. It then follows that the spontaneous curvature is positive (negative) if the
segment prefers to attain a positive (negative) mean curvature M. Furthermore, we
need a convention to distinguish the two possible signs of the mean curvature in
a unique manner. Here and below, I use the convention that the mean curvature
M of a membrane segment is positive if it bulges towards the exterior aqueous
compartment and negative if it bulges towards the interior compartment. Thus, if
the exterior compartment in Fig. 4 is located on top of the membrane segments, the
mean curvature of these segments is positive for panels (a) and (c)—(f) but negative
for panel (b).

6 Two Mechanisms for the Formation of Membrane
Nanotubes

Now, consider a membrane segment with area A and assume that this segment has a
spontaneous curvature m that is large compared to 1/+/A. The membrane can then
minimize its free energy by forming a long tube with a diameter of the order of
1/|m|. More precisely, it may form a necklace-like tube consisting of small spheres
with radius 1/|m|, connected by closed membrane necks, a cylindrical tube with
radius 1/(2|m|), or unduloids that interpolate between the necklace and the cylinder
[74, 78].
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6.1 Spontaneous Tubulation of Membranes

Recent experimental studies on supported lipid bilayers and giant vesicles have
indeed shown that unilamellar membrane systems can undergo spontaneous tubu-
lation, i.e., can form membrane tubules or nanotubes without the application of
external forces. In the case of supported lipid bilayers, the tube formation was
induced by the adsorption of antimicrobial peptides [98, 99]. In the case of giant
vesicles, spontaneous tubulation was observed for a variety of binary and ternary
lipid mixtures when the two leaflets of the vesicle membrane were exposed to
aqueous polymer solutions that differed in their composition [74, 100].

Depending on the phase behavior of the aqueous polymer solution, the GUV
membranes form different patterns of flexible nanotubes as shown in Fig. 5 for the
liquid-disordered phase of a three-component membrane. All tubes were observed
to be in-tubes protruding into the interior of the vesicles. For the liquid-disordered
membranes, the morphology of the tubes could not be resolved because the tube
diameter was below the optical diffraction limit. However, short and long tubes are
theoretically predicted to be necklace-like and cylindrical, respectively [74].

Fig. 5 Patterns of flexible nanotubes formed by liquid-disordered membranes exposed to aqueous
solutions of PEG and dextran. All tubes are in-tubes in the sense that they protrude into the vesicle
interior: (a) Disordered pattern of in-tubes freely suspended within the PEG-rich droplet enclosed
by the vesicle; and (b) Thin layer of tubes adhering to the interface between the PEG-rich and the
dextran-rich phase, with some short-range orientational order arising from crowding. The diameter
of the tubes is below the diffraction limit but the tubes are theoretically predicted to be necklace-
like and cylindrical in panels (a) and (b), respectively [74]. Scale bars: 2 um
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6.2 Necklace-to-Cylinder Transformation of Nanotubes

In fact, according to our theory, the tubes undergo a novel shape transformation
from necklace-like to cylindrical tubes at a certain critical tube length, consistent
with experimental observations for liquid-ordered membranes. Using the parameters
of the liquid-disordered membranes, the tubes in Fig.5a, b are predicted to be
necklace-like and cylindrical, respectively. Furthermore, the spontaneous curvature
of all tubes shown in Fig.5 is about 1/(125nm) as deduced via three distinct and
independent methods of image analysis [74].

The presence of a necklace—cylinder transformation at a critical tube length can
be understood as follows. Both the necklace-like tube and the main body of the
cylindrical tube have zero bending energy. The two endcaps of the cylindrical tube
contribute a bending energy of the order of 2w «. Therefore, the bending energy
of the membrane disfavors the cylindrical tube. On the other hand, the necklace-
like tube has a larger volume compared to the cylindrical one and the osmotic
pressure difference across the membranes acts to compress the tubes when they
protrude into the interior of the vesicles. Therefore, such an in-tube can lower its
energy by reducing its volume which favors the cylindrical tube. The volume work
is proportional to the tube length whereas the bending energy of the endcaps is
independent of this length. It then follows from the competition between these two
energies that short tubes are necklace-like whereas long tubes are cylindrical. Using
superresolution microscopy such as STED, it should be possible to directly resolve
the tube morphologies underlying the tube patterns in Fig. 5.

6.3 Increased Robustness of Tubulated Vesicles

The nanotubes arising from spontaneous tubulation provide the mother vesicle with
a large reservoir of membrane area. Therefore, the mother vesicle can respond
to mechanical perturbations by exchanging area with the tubes and then behaves
much like a liquid droplet with variable surface area. This increased mechanical
robustness of the mother vesicle has been recently demonstrated by micropipette
aspiration [101]. The initial aspiration for small suction pressure directly reveals the
spontaneous tension [78]

o = 2km? (2)

of the vesicle membranes which represents the intrinsic tension scale of a membrane
with bending rigidity ¥ and spontaneous curvature m. When the suction pressure
reaches a o-dependent critical value, the tubulated vesicles start to flow into the
micropipette, thereby behaving like liquid droplets with an effective interfacial
tension that is provided by the spontaneous tension o [101].
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6.4 Force-Induced Tubulation of Membranes

A second, quite different mechanism for the formation of membrane nanotubes is
provided by external forces that are locally applied to the membranes of cells and
giant vesicles. In order to generate such forces, one has to “grab” the cell or vesicle,
e.g., by an adhesive surface or by a micropipette, and then apply some localized
force which often acts onto a membrane-bound bead or nanoparticle. A variety
of such force-generating methods have been used over the years: hydrodynamic
flow applied to adhering cells [102-104], aspirated cells [105, 106], aspirated
vesicles [107, 108], and vesicles attached to the tip of a micro-rod [109]; relative
displacement of two micropipettes, one of which holds a membrane-bound bead
while the other aspirates a cell [105] or GUV [110, 111]; gravity acting on a bead
attached to an aspirated vesicle [112]; laser traps acting on a bead attached to cells
[113-115], aspirated vesicles [80, 116, 117], and adhering vesicles [118]; as well as
magnetic tweezers acting on a bead bound to aspirated vesicles [119] and adhering
cells [120]. In addition, networks of membrane tubules have been generated by
molecular motors moving along microtubules [121-124] as well as by manipulating
adhering vesicles by micropipettes [125, 126]. A particularly instructive set-up
for force-induced tubulation is provided by micropipette aspiration of a GUV
combined with a membrane-bound nanobead to which one can apply a pulling force
f via magnetic tweezers [119] or optical traps [80, 116, 117], as schematically
depicted in Fig.6. This set-up will now be considered in order to discuss the
interplay between spontaneous and force-induced tubulation in a quantitative
manner.

micropipette

nanotube

bead

optical trap

Fig. 6 Pulling a membrane nanotube attached to a bead from a giant unilamellar vesicle (GUV)
by an optical trap: The weakly curved GUV is aspirated by the micropipette; the right end of the
strongly curved nanotube experiences the pulling force f arising from the optical trap. The force
f is taken to be positive for an out-tube as shown here and negative for an in-tube
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7 Interplay Between Spontaneous and Force-Induced
Tubulation

7.1 Tube Width Determined by Composite Curvature

In general, the diameter of a membrane nanotube depends both on the spontaneous
curvature m and on the pulling force f [78]. It will be convenient to take the force
f to be positive and negative if it points towards the exterior and interior aqueous
solution, respectively (this convention is different from the one used in [78], where
f described the absolute value of the pulling force for both pulling directions). To
be specific, let us consider a cylindrical out-tube that protrudes from a GUV with a
large spherical segment of radius Rgp, as in Fig. 6. We can then distinguish different
parameter regimes depending on the relative magnitudes of the composite curvature

Meom = M + ! and 1/Ryp. 3)
drk

The composite curvature mgoym represents the superposition of the spontaneous
curvature m with the rescaled pulling force f/(4mk) and directly describes the
interplay of the two tubulation mechanisms. Indeed, the composite curvature can
be positive or negative depending on the sign of m and f. As mentioned before, I
use the sign convention that the spontaneous curvature m of a membrane segment is
positive if this segment prefers to bulge towards the exterior compartment.

If the composite curvature is positive and much larger than the inverse vesicle
radius, i.e., if mcom >> 1/Rsp, the vesicle membrane can form cylindrical out-tubes
with the mean curvature [78]

1 f 1

- - 4
4Ry " T anc T ary, “@

Mcy N Mcom —

for small values of 1/(Rspmcom) as follows from the Euler-Lagrange equation (or
shape equation) of the spontaneous curvature model and the force balance at the
tube end.! Here and below, the symbol 2 stands for “asymptotically equal” in the
limit in which a certain parameter becomes small (or large). The relation (4) also
applies to cylindrical in-tubes which form for negative composite curvatures with

"More precisely, the relation (4) is obtained for the mechanical equilibrium between a spherical
membrane segment with mean curvature Mg, = 1/Rg, and a cylindrical segment with mean
curvature M.y, coexisting on the same vesicle, by combining the two Euler-Lagrange equations
for these membrane segments with the force balance at the tube end, see [78].
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Mmeom <K —1/Rsp. In both cases, the tube radius is given by

1
Rey =~

~ = for |mcom| > 1/Rsp. (@)
2|meom| ‘Zm n 2f com sp

TK

Thus, in this parameter regime, the tube radius Ry is directly determined by
the composite curvature mcom, i.€., by the combined action of the two tubulation
mechanisms provided by spontaneous curvature m and pulling force f. If m and
f have the same sign, these two mechanisms act synergistically whereas they
act antagonistically if m and f have opposite sign. In both cases, the radius is
primarily determined by the spontaneous curvature in the parameter regime with
[m| > | f|/(4mk) and by the pulling force for | f| > 4wk |m]|.

7.2 Composite Curvature and Total Membrane Tension

The mechanical equilibrium between a cylindrical tube and a large spherical mother
vesicle [78] also implies the relation

N 1/2
m=m+ ! + / L forl Rsp/R (6)
= o — or large
Mo " Ak 2K 4Rsp 8E Hsp/ Hey

where the plus and minus sign applies to out- and in-tubes, respectively, with the
total membrane tension

S=Y+40=23%+2km? (7

which represents the superposition of the mechanical tension X and the spontaneous
tension o as defined in (2).

It has been recently shown that it is possible to pull both out- and in-tubes via an
optical trap from the same aspirated GUV [108, 127]. One can then measure the two
forces fex and fi, that generate out- and in-tubes for the same aspiration pressure.
Both cases are described by (6) with f replaced by fex for the plus sign and by fi,
for the minus sign. The sum of these two relations leads to the simple expression

o et fa 1 ®
8k 4Rsp

for the spontaneous curvature m. In this way, one can determine the spontaneous
curvature m by force-induced tubulation regardless of the membrane tension. For
symmetric bilayers as studied in [108], the spontaneous curvature vanishes and the
relation (8) implies that fi, = — fex. For GUVs containing a binary mixture of
POPC and GM1, on the other hand, the out- and in-pulling forces, fox and fin, were
observed to have different magnitudes, i.e., fin # — fex Which implies a nonzero
spontaneous curvature [127].
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7.3 Total Membrane Tension Versus Aspiration Tension

The relationship between the composite curvature and the total membrane tension
as given by (6) involves the total membrane tension 3 defined in (7). In some
experimental studies, [80, 117] the relation (6) was used with the total membrane
tension replaced by the aspiration tension

Easp = (Pex — Ppip)Rpip ) (9)

2(1 - Rpip/Rsp)

which can be directly obtained from measured values of the suction pressure
Pex — Ppjp of the micropipette and the radii Rp;, and Rgp of the pipette and the
nonaspirated membrane segment. The expression (9) follows from the Laplace
equation for the spherical endcap of the fully aspirated membrane tongue with
mean curvature Mcp, = 1/Rpip, see, e.g., [128]. However, the Laplace equation
represents a truncation of the full Euler—Lagrange (or shape equation) for a spherical
membrane segment. As a consequence, the total membrane tension 3 in (6) is not
equal to the aspiration tension Xp but satisfies, for Mc,, = 1/Rpjp, the more
general relation

3 = Tap + AS (10)
with the additional tension term
N 1 1
AY =2km + . (11)
Rpip ~ Ryp

As an example, let us consider a GUV membrane with bending rigidity « =
1071 J and spontaneous curvature m = si/um. Let us further assume that the GUV
is aspirated by a micropipette of radius Rpj, = 3um and that the nonaspirated
membrane segment forms a spherical segment of radius Rsp = 6 m. The additional
tension term AY. then has the magnitude 0.1/, UN/m which is equal to 1 uN/m for
m = 10 or m = 1/(100nm). The magnitude of A should be compared to the
smallest values of the aspiration tension which are also of the order of 1 uN/m for
the considered geometry, corresponding to the smallest accessible suction pressures
of about 1 Pa. Therefore, we conclude that the additional tension term A can only
be ignored for suction pressures that are much larger than 1 Pa and for spontaneous
curvatures m that are much smaller than 1/(100 nm).

7.4 Different Parameter Regimes

As emphasized before, both the spontaneous curvature m and the pulling force f can
be positive or negative. [rrespective of the signs of m and f, the expressions (4)—(6)
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are valid as long as ‘m + 4j{ p ‘ > 1/Rsp. The latter inequality is not fulfilled: (i)

if both |m| and | f|/(4mk) are smaller than or comparable to the inverse vesicle
radius 1/Rsp or (ii) if m and f/(4mwk) have opposite sign and (almost) cancel
each other. In case (i), the vesicle membrane cannot form nanotubes at all. In
case (ii), nanotubes are still possible but only if the curvature ratio |m|/Msp, =
|m|Rsp 2 10, In the latter case, the mean curvature of the tube behaves as
Mey ~ :I:(|m|M82p /4)1/3 and, thus, depends strongly on the vesicle size as follows
from the theory in [78]. The different regimes for the interplay between spontaneous
and force-induced tubulation can be probed experimentally by first pulling a tube
from a GUV membrane with no spontaneous curvature and subsequently generating
a positive or negative spontaneous curvature in this membrane, e.g., by adsorption
of macromolecules or nanoparticles.

8 Engulfment of Nanoparticles by Membranes

One process for which the spontaneous curvature represents a key parameter is the
engulfment of nanoparticles by membranes [34]. These particles are widely used to
deliver drugs, imaging agents, and toxins to biological cells [129-131]. The cellular
uptake of such a particle requires the adhesion of this particle to the cell membrane
and its subsequent engulfment by this membrane, a process that is governed by the
competition between particle adhesion and membrane bending [34, 65, 77]. The
same process is misused by viruses that enter the host cell by receptor-mediated
endocytosis and by enveloped viruses that exit the host cell by exocytosis.

8.1 Nanoparticles in Contact with Membranes

An adhesive nanoparticle that comes into contact with a membrane can remain in
a free, nonadhering state or can become engulfed by the membrane. In the latter
case, the membrane may cover only part of the particle surface or engulf the particle
completely. These three different states of the nanoparticle are illustrated in Fig. 7. In
order to understand the energetics of these states, it is rather instructive to consider
the stability (i) of the free state against the onset of membrane spreading and
(i1) of the completely engulfed state against the opening of the closed membrane
neck. This stability analysis can be performed in a systematic manner and leads
to two relatively simple stability relations [34] which have a number of interesting
consequences [ 132—134] as briefly summarized in the following subsections.

The stability of the free, nonadhering state in Fig.7a depends only on three
parameters: the mean curvature M of the membrane segment that comes into contact
with the particle, see Fig. 7a; the particle size Rp,; and the adhesion length
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M’

(a) (b) (c)

Fig. 7 Three possible states of a nanoparticle (orange) in contact with a membrane segment (blue):
(a) free, nonadhering state .%# in which the membrane does not spread over the particle surface in
spite of the attractive membrane—particle interactions; (b) partially engulfed state & in which the
membrane covers some part of the particle surface; and (¢) completely engulfed state 4 in which
the membrane covers the whole particle surface and forms a closed neck that connects the bound
membrane segment to the unbound membrane of the mother vesicle. The particles originate from
the exterior aqueous solution corresponding to endocytic engulfment. The membrane segment in
(a) has mean curvature M, and the unbound membrane segment in (¢) has mean curvature M’. All
bound membrane segments have the mean curvature —1/ Ry, [34]

Rw = /2c/|W| (12)

which represents a material parameter that is independent of the membrane geome-
try and encodes the competition between the bending rigidity « of the membrane and
the adhesive strength |W| of the membrane—particle interactions [135]. Depending
on the chemical composition of the membrane and the nanoparticle, the adhesion
length Ry can vary from about 10 nm for strong adhesion to a couple of microme-
ters for ultra-weak adhesion [34]. The adhesion length Ry provides the basic length
scale for engulfment processes and the most interesting engulfment behavior is
found for nanoparticle sizes of the order of Ry .

8.2 (In)stability of Free Particle State and Onset of Adhesion

To be specific, consider the endocytic engulfment of spherical nanoparticles of
radius Ry, dispersed in the exterior aqueous compartment. When such a particle
comes close to a membrane segment with mean curvature M,” this segment does
not adhere to the particle, even in the presence of attractive membrane—particle
interactions, if [34, 132]

1
M > Mg = — + (no adhesion, endocytic process), (13)

2As explained before, the mean curvature M of a membrane segment is taken to be positive
(negative) if this segment bulges towards the exterior (interior) compartment.
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i.e., if the membrane’s mean curvature M exceeds the threshold value My that
depends on the particle radius and the adhesion length. The stability criterion (13)
implies that the free, nonadhering particle state is stable for all particle sizes if the
membrane curvature M > 1/Ry, i.e., a membrane segment with a sufficiently large
positive curvature M does not start to spread onto a particle of any size. Note that the
threshold value My; is independent of the spontaneous curvature m of the membrane,
which is somewhat counterintuitive. On the other hand, if the mean curvature is
below this threshold value and within the range [34, 132]

1 1 1
— <M < Mg = — + (onset of adhesion, endocytic process),

Rpa Rpa Rw
(14)

the membrane segment starts to spread over the particle surface. The first inequality
—1/Rpa < M ensures that membrane segment and particle can come into direct
contact without intersecting each other, compare Fig. 8cl. Note that the curvature
range as given by (14) becomes rather small if the adhesion length Ry is large
compared to the particle size Rp,. In such a situation, one has to fine-tune the
parameters in order to observe the onset of adhesion experimentally. The stability
relations (13) and (14) are illustrated in Fig. 8a—c.

(a) (b) (c1) (c2)

O\

(d) (e) (f1) (f2)

Fig. 8 Endocytic engulfment of nanoparticles (orange) originating from the exterior solution: (a)—
(c) The top row illustrates the (in)stability of the free, nonadhering particle state for curvature
threshold My = 0, see (13) and (14). The free state is stable in (a) with membrane curvature
M > 0, marginally stable in (b) with M = 0, and unstable in (c1) with M < 0. The instability of
(c1) leads to the onset of adhesion and to the partially engulfed state in (c2). (d)—(f) The bottom
row illustrates the (in)stability of the completely engulfed state with a closed membrane neck for
curvature threshold M. = 0, see (16) and (15). The latter state is stable in (d) with curvature
M’ > 0 of the unbound membrane, marginally stable in (e) with curvature M’ = 0, and unstable
in (f1) with M’ < 0. The instability of (f1) leads to an opening of the membrane neck and to the
partially engulfed state in (£2)
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8.3 (In)stability of Completely Engulfed Particle State

The stability of the completely engulfed state in Fig. 7c depends on four parameters:
in addition to the three parameters that are also relevant for the onset of adhesion,
the stability of the completely engulfed state depends on the spontaneous curvature
m as well. Now, consider a completely engulfed state with a closed membrane neck
that connects the bound membrane segment in contact with the nanoparticle to the
adjacent segment of the unbound vesicle membrane. The latter membrane segment
has the mean curvature M’ as in Fig. 7c. The closed membrane neck starts to open
up if M’ satisfies the inequality [34, 132]

1 1
M < Mg =2m + R. TR (neck opening, endocytic process), (15)
pa w

i.e., if the mean curvature M’ is below the threshold value M. that depends on
the spontaneous curvature, the particle size, and the adhesion length. The instability
criterion (15) implies that the completely engulfed state is unstable for all particle
sizes if the membrane curvature M’ < 2m — 1/Rw which is always fulfilled for a
sufficiently large negative value of M’. On the other hand, the closed neck is stable
if the curvature M’ is above the threshold value M, and within the range [34, 132]

1 1 1
My = 2m + — <M < (closed neck, endocytic process). (16)
Rpa  Rw Rpa

The last inequality M’ < 1/R,, ensures that the vesicle membrane and the particle
do not intersect each other.

In biological cells, many processes that lead to the formation of membrane buds
with closed necks involve proteins that generate constriction forces onto the necks
[133]. In the case of endocytosis, proteins such as dynamin [136] or ESCRTs
[38, 137, 138] are typically involved in neck closure and fission. In phagocytic
engulfment by macrophages, a contractile ring composed of actin and myosin
motors is formed around the neck [139]. Now, if a spherical nanoparticle with
radius Rpa, adhering to the outer leaflet of the vesicle membrane, is fully engulfed
by the membrane, the bound membrane segment forms a spherical bud with mean
curvature Mpug = —1/Rpa. In the presence of a radial constriction force f > 0 that
acts to decrease the neck radius, the closed neck is stable if [133]

1
f+ fong =0 with  fone = 4mk <M’ + Myuq + R 2m> (17)
w

which generalizes the stability condition (16) and describes the enhanced neck
stability in the presence of constriction forces.
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Table 1 The (in)stabilities of the free state .# and the completely engulfed state ¢ as described
by the (in)stability conditions (13)—(16) define four engulfment regimes %, 65, Bst, and P

State # Stable Unstable (Meta)stable Unstable
State ¢ Unstable Stable (Meta)stable Unstable
Regime g’\sl (gst ﬂsl '@5[

8.4 Engulfment Regimes of Single Nanoparticles

When we combine the (in)stability conditions for the free particle states .% as given
by (13) and (14) with the (in)stability conditions for the completely engulfed particle
states € as described by (15) and (16), we obtain four combinations which define
four different engulfment regimes, Zy, Gst, PBst, and Py, as summarized in Table 1.

First, the engulfment regime % corresponds to a stable free state .% and an
unstable completely engulfed state € as described by the combination of (13)
and (15). Second, the complete engulfment regime % is defined by an unstable
state .% and a stable state %, i.e., by the combination of (14) and (16). Third, if
both the free and the completely engulfed states are stable, one has to combine the
stability relations (13) and (16) which leads to the bistable engulfment regime ;.
Finally, the partial engulfment regime & is obtained by combining the instability
conditions (14) and (15) corresponding to the situation in which both the free and
the completely engulfed states are unstable.

The (in)stability conditions as given by (13)—(16) depend on the local mean
curvatures M and M’, which characterize the membrane geometry close to the
nanoparticle, see Fig. 7, and on three material parameters, the particle size Rp,, the
adhesion length Rw, and the spontaneous curvature m. In fact, close inspection of
these (in)stability conditions reveals that they depend on particle size and adhesion
length only via the contact mean curvature M¢, = 1/Rw — 1/Rp,. Furthermore, in
the small particle limit, i.e., if the nanoparticles are much smaller than the vesicle
size, one may identify the local mean curvatures M and M’ [132, 134]. In this
limit, one is left with a three-dimensional parameter space defined by the local mean
curvature M, the contact mean curvature Mc,, and the spontaneous curvature m. The
different engulfment regimes can then be visualized by two-dimensional sections
through the three-dimensional parameter space [34, 132, 134, 140].

8.5 Engulfment Regimes and Local Energy Landscapes

The (in)stability relations as given by (13)—(16) are intimately related to the local
energy landscapes for engulfment as a function of an appropriate reaction coor-
dinate. Convenient reaction coordinates are the wrapping angle for axisymmetric
engulfment geometries [34, 77] and the area fraction of the membrane-covered
particle surface for non-axisymmetric geometries [133]. The engulfment regimes
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F4 are characterized by local energy landscapes with a single minimum at the free
state .% and a single maximum at the completely engulfed state . Likewise, the
complete engulfment regime %y is described by local energy landscapes with a
single minimum at %" and a single maximum at .%. Within the bistable engulfment
regime Ay, the local energy landscapes exhibit two (meta)stable minima at the
particle states .% and % separated by an energy barrier. Finally, within the partial
engulfment regime g, the only extrema of the local energy landscapes are
provided by a single minimum corresponding to a partially engulfed state &2 and by
maxima at the particle states .% and .

In the preceding discussion, we have implicitly assumed that the energy land-
scapes do not exhibit any additional minima or maxima. The latter feature is always
valid in the small particle limit [134]. In general, one may have additional satellite
minima close to the free or completely engulfed states as found by numerical energy
minimization for zero spontaneous curvature [140].

8.6 Exocytic Engulfment of Interior Nanoparticles

The (in)stability relations as given by (13)—(16) and the corresponding engulfment
regimes described in the previous subsection apply to endocytic engulfment of
exterior nanoparticles which are dispersed in the exterior aqueous solution and
adhere to the outer leaflet of the membranes. The corresponding relations for
exocytic engulfment of nanoparticles originating from the vesicle interior and
adhering to the inner membrane leaflet can be obtained by replacing M, M’, and m
in (13)-(16) by —M, —M’, and —m, i.e., by changing the sign of all curvatures that
appear in these relations. One then finds, in particular, that a membrane segment
with M < —1/Ry does not adhere to any particle and that completely engulfed
states are impossible for an unbound membrane segment with M’ > 2m + 1/Ry,
irrespective of the size of the particles.

8.7 Engulfment Patterns and Curvature-Induced Forces

The four stability relations (13)—(16) which define the four engulfment regimes
depend on the local mean curvatures M and M’ of the membrane, with M = M’
in the small particle limit. Therefore, when a nonspherical vesicle with variable
curvature M is exposed to many nanoparticles, the vesicle membrane can be
decomposed, in general, into several membrane segments that belong to different
engulfment regimes. As a consequence, nonspherical vesicles exhibit distinct
engulfment patterns corresponding to different combinations of the engulfment
regimes. However, not all combinations of the four engulfment regimes can be
present on a single vesicle but only 10 out of 15 such combinations [132].
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When a membrane-bound nanoparticle diffuses within a membrane segment that
belongs to the partial engulfment regime g, its binding energy depends on the
local mean curvature M of the membrane. This M-dependence of the binding energy
defines a global energy landscape for the diffusing particle, and the gradient of this
global energy landscape provides a curvature-induced force acting on the particle
[134]. As a consequence, the nanoparticle undergoes biased diffusion towards
membrane segments of lower or higher mean curvature, depending on whether the
particle adheres to the outer or inner membrane leaflet, respectively. The partial
engulfment of nanoparticles with a chemically uniform surface requires fine-tuning
of particle size and adhesiveness with respect to the properties of the membrane.
In contrast, Janus particles with one strongly adhesive and one nonadhesive surface
domain are always partially engulfed. Therefore, the curvature-induced forces that
have been predicted theoretically [134] should be directly accessible to experimental
studies when the vesicles are exposed to such Janus particles.

8.8 Further Aspects of Membrane-Nanoparticle Interactions

In the preceding subsections, spherical nanoparticles interacting with uniform
membranes have been considered. These membrane—particle systems are governed
by the (in)stability conditions (13)—(16) which lead to four engulfment regimes,
ten different engulfment patterns, and curvature-induced forces acting on partially
engulfed nanoparticles. Generalized (in)stability conditions have also been derived
for membranes with two types of intramembrane domains that differ in their
fluid-elastic properties [34]. These generalized conditions provide a quantitative
description for the nonmonotonic size dependence of clathrin-dependent endocy-
tosis as observed experimentally in [35, 36]. The (in)stability conditions can also
be extended to nonspherical particles [133] as studied in [141] by Monte-Carlo
simulations. Furthermore, for vanishing spontaneous curvature, another intriguing
effect has been observed in simulations: when the membrane—particle adhesion was
parametrized in terms of a short-ranged potential well, the nanoparticles were found
to assemble into linear aggregates that are enclosed by membrane in-tubes [142—
144].

9 Wetting of Membranes by Aqueous Droplets

My renewed interest in spontaneous curvature was triggered by the spontaneous
tube formation as observed in aqueous two-phase systems (Fig.5). I first came
across these systems in 2001 when I gave a talk at Penn State and met Christine
Keating who was studying lipid vesicles in aqueous PEG-dextran solutions [145].
These solutions can undergo aqueous phase separation and then form PEG-rich and
dextran-rich droplets. Such aqueous two-phase systems have been frequently used
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in biochemical analysis and biotechnology to separate and purify biomolecules,
organelles, and membranes [146]. As explained in the present section, they also
provide insight into the wetting behavior of membranes and vesicles, a new research
topic which turns out to be rather interesting.

9.1 Transitions Between Distinct Wetting Morphologies

Two experimental methods have been used to induce aqueous phase separation of
PEG-dextran solutions within GUVs: temperature changes [145, 147] and osmotic
deflation [74, 100, 148, 149]. After the phase separation has been completed, the
vesicle contains two aqueous droplets consisting of the PEG-rich phase « and the
dextran-rich phase 8, which are both separated by the membrane from the exterior
phase y, see insets in Fig. 9. In general, we can distinguish three different wetting
morphologies for a membrane in contact with two aqueous phases « and §: the

Fig. 9 Phase diagram and membrane wetting behavior of aqueous PEG-dextran solutions as a
function of the weight fractions wp and wq for the two polymers. The critical demixing point
(orange dot) is located at (wg,cr, Wp,er) = (0.0451,0.0361) [74]. The coexistence region of the
PEG-rich phase o and the dextran-rich phase f consists of two subregions, CW (pink) and PW
(turquois). In the pink CW subregion close to the critical point, the membrane is completely wetted
by the PEG-rich phase « which encloses the dextran-rich phase S, see left inset where y denotes the
exterior phase, and gravitational effects arising from the mass densities of the different phases have
been ignored. The CW subregion is separated from the one-phase region (white) by the red segment
of the binodal line. In the turquois PW subregion, the membrane is partially wetted by both phases,
see right inset. The PW subregion is separated from the one-phase region by the blue segment of
the binodal line. The boundary between the CW and PW subregions is provided by a certain tie line
(red dashed line), the precise location of which depends on the lipid composition of the membrane.
Along this tie line, the system undergoes a complete-to-partial wetting transition. Furthermore, if
one approaches the red CW segment of the binodal line from the one-phase region, a wetting layer
of the o phase starts to form at the membrane (red dotted line) and becomes mesoscopically thick
as one reaches the red CW segment of the binodal line. No such layer is formed along the blue PW
segment of the binodal
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membrane is wetted (i) completely by the « phase, (ii) completely by the B phase, or
(iii) partially by both phases. For the PEG-dextran solutions, both complete wetting
by the PEG-rich phase o and partial wetting by both phases have been observed.
The corresponding phase diagram is displayed in Fig. 9. As shown in this figure, the
two-phase coexistence region of these systems typically consists of two subregions
corresponding to complete and partial wetting of the membrane by the PEG-rich
phase «. These two subregions are separated by a certain tie line, at which the system
undergoes a complete-to-partial wetting transition. The precise location of this tie
line depends on the lipid composition of the membranes and has been elucidated for
binary lipid mixtures consisting of DOPC and GM1 [100, 148] as well as for ternary
mixtures containing DOPC, DPPC, and cholesterol [74]. In general, the wetting
transition along this tie line can be continuous or discontinuous depending on the
manner in which the contact angle vanishes as we approach the transition from the
partial wetting regime. So far, the experimental data do not allow us to draw firm
conclusions about the continuous or discontinuous nature of the transition.

A particularly interesting class of aqueous droplets is provided by biomolecular
condensates, also known as membraneless organelles, that have been discovered in
vivo and are enriched in intrinsically disordered proteins such as FUS [150]. Quite
recently, we studied GUVs exposed to such droplets and found that these droplets
undergo two distinct wetting transitions: from complete wetting of the membrane by
the FUS-poor phase to partial wetting to complete wetting by the FUS-rich phase
[151].

9.2 Partial Wetting and Apparent Contact Angles

For partial wetting of a vesicle membrane, both the o and the B droplets are
in contact with this membrane (right inset of Fig.9). As a consequence, the of
interface between the two aqueous phases forms a contact line with the membrane
that partitions this membrane into two segments, an oy and a By segment, as shown
in Fig. 10. Because the two membrane segments are exposed to different aqueous
environments, they will in general have different spontaneous curvatures m, and
mg, and different bending rigidities «4, and kg, . Furthermore, the of interface
exerts capillary forces onto the vesicle membrane which are counterbalanced by the
tensions within the two membrane segments.

The membrane deformations arising from these capillary forces depend on the
interfacial tension Xyg, on the mechanical tensions and fluid-elastic properties of
the two membrane segments, as well as on the sizes of the o and B droplets,
which are conveniently defined via (3Va/471)1/ 3 and BVp /471)1/ 3. So far, the
experimental studies have explored the regime in which the « and 8 droplets were
large compared to the length scales (/COW/EO{,g)l/2 and (K/S},/Eaﬂ)l/z. In such a
situation, the two membrane segments form two spherical caps which meet the
spherical of interface along an apparent contact line as shown in Fig. 10a. This
three-spherical-cap geometry is determined by the curvature radii of the three
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oy segment

By segment

(a) (b) (© (d)

Fig. 10 Vesicle (blue/red) enclosing two aqueous droplets of @ and B phase (yellow and white)
immersed in the exterior liquid y corresponding to partial wetting of the membrane by both « and
B. The latter two phases are separated by the o interface (broken orange) with interfacial tension
Zap- This interface partitioned the vesicle membrane into two segments, the ay segment (blue)
and the By segment (red). Because the two membrane segments are exposed to two different
aqueous environments, they will in general differ in their spontaneous curvatures. (a) Vesicle
shape consisting of three surface segments that have a spherical shape when viewed with optical
resolution. The extrapolation of the spherical membrane segments defines an apparent contact line
(black circles) and three apparent contact angles 6, 0, and 6,,; [78, 152] (b) for certain parameter
regimes, see main text, the total membrane tensions ﬁay and 3 sy balance the interfacial tension
Xqp along the apparent contact line; (¢) force balance in (b) redrawn as a triangle; and (d) enlarged
view of the true contact line at which the membrane bends smoothly, and the effective membrane
segments have a common tangent plane (vertical broken line). The angles between this common
tangent plane and the plane tangential to the of interface represent the intrinsic contact angles 6F
and 6 with O +06;=m

spherical surface segments and the radius of the apparent contact line [152].%> Along
the contact line, one can measure three apparent contact angles 0, 6g, and 6,,,
see Fig. 10a. Combining the Laplace equation for the 8 interface with the Euler—
Lagrange (or shape) equations for the two membrane segments, one obtains the
general relationship [152]

= sing 2 Ging
ay B _ Mg, By _ o (18)

M
«r Yep  sind),

Yeg  sSind,

3In addition, one also has to specify whether the three cap centers are located above or below the
plane that contains the contact line.
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between the mean curvatures My, and Mg, of the two membrane segments, the
apparent contact angles 6y, g, 6,, and the effective segment tensions

Eeff Sjy —2jymjy Mjy, = Xjy +0jy, — 2y mjy Mj, . 19)

with j = « or B. The effective tension Ejfyf consists of the total segment tension

)y jy = Xjy + oj, and of the curvature-dependent term 2kj, mj, M;,. The
mechanical segment tensions X;, can be further decomposed into the overall
mechanical stress experienced by the whole membrane, corresponding to the
Lagrange multiplier conjugate to the total membrane area, and into the adhesion
free energy densities of the two membrane segments [152]. The overall mechanical
stress represents a hidden parameter which cannot be measured directly but depends
on the vesicle geometry. In order to eliminate this parameter, one may apply the
relation (18) to several droplets on the same vesicle.

For certain regions of the parameter space, the force balance along the apparent
contact line can be described in a self-consistent manner and then leads to
curvature-independent relationships between the apparent contact angles and the
total membrane tensions. For each membrane segment jy, we can define a regime of
small bending energies and a regime of large spontaneous curvatures. Segment jy
belongs to the regime of small bending energy if the bending energy of this segment
is small compared to the interfacial free energy of the «f interface. The latter
condition is fulfilled if the spontaneous curvature m j,, is comparable to or smaller
than the mean curvature M;, of the membrane segment and if the water—water
interface is large compared to 187k j;, / Xog. On the other hand, segment jy belongs
to the regime of large spontaneous curvature if the spontaneous curvature m j,
is large compared to the mean curvature M;, of this segment. If each membrane
segment belongs to the small bending or to the large spontaneous curvature regime,
one obtains the force balance conditions [152]

Zap _ Zay _ Xy (20)
sinf, sinflg  sinf,

along the apparent contact line which relate the total membrane tensions f)ay

and i:/gy of the two membrane segments to the apparent contact angles and the
interfacial tension Xyg. The conditions in (20) are equivalent to the tension ratios

p) sin@ by sin,
ar _ SMOF g Sy =S Q1)
Yup sin 0, Xap sin 6,

as used in [48, 78]. These equations represent the law of sines for a triangle with
the three sides Xy, oy, and Elgy as displayed in Fig. 10b, c. Therefore, in the
parameter regimes of small bending energies and/or large spontaneous curvatures,
the total membrane tensions can be deduced from the measured values of the
apparent contact angles and of the interfacial tension Xqg.
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If one membrane segment, say the «y segment, forms nanotubes, the mean
curvature My, of the ay-segment is much smaller than the mean curvature of the
tubes which is of the order of the spontaneous curvature m) . In such a situation,
the mechanical tension Xy, turns out to be much smaller than the spontaneous
tension 0y, [78] and the total membrane tension f)ay R Ogy = 2Kay mgy. When
we combine this asymptotic equality with the first relationship in (21), we obtain
the spontaneous curvature

D . 0 1/2
May = — ( ap SIn( ﬂ)) 22)
2kqy sin(By)

where the minus sign reflects the experimental observation that the nanotubes
protrude into the interior compartment of the vesicle as in Fig.5. The mg,, -
values obtained from (22) have been confirmed in [74] by two other, completely
independent methods to deduce the spontaneous curvature.

9.3 Intrinsic Contact Angles

If the spherical cap geometry shown in Fig. 10a persisted to nanoscopic scales,
the vesicle membrane would have a kink along the true contact line. Such a kink
would lead to an infinite bending energy of the membrane. Therefore, along the
true contact line, the membrane should be smoothly curved and the geometry is
then characterized by intrinsic contact angles [149, 152]. As shown in Fig. 10d, the
common tangent plane to the two membrane segments along the true contact line
defines two intrinsic angles 6 and 65 which are related via 65 + 65 = 7.

The total (free) energy of the system consists of the bending energy of the
membrane, the interfacial free energy of the water—water interface, and the line
energy of the three-phase contact line. The latter contribution is proportional to the
line tension A, of the contact line. Minimizing this free energy for axisymmetric
morphologies, one obtains the balance condition [152]

COS
E/Sy - an = Eozﬂ cos 9; + Aeo RI//CO + Asx co (23)

co

between the mechanical segment tensions g, and X, the interfacial tension Zypg,
and the line tension A¢,. The parameter R, is the radius of the true contact line,
and Y, is the tilt angle between the symmetry axis and the common tangent plane
of the two membrane segment at the true contact line. The additional term Ay ¢
depends on the local curvatures of the two membrane segments along this contact
line, compare Fig. 10d, and vanishes if the two membrane segments have the same
curvature-elastic properties [ 152]. In the latter case, the balance condition (23) along
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the true contact line simplifies and becomes

A A COS
Ygy — Say = gy — Say = Sap c0sOF + Ao RI/’C" . 24)
co

If both segments belong to the small bending energy regime or to the large
spontaneous curvature regime, we can combine the balance condition (24) with the
tension ratios in (21) which then describes the force balance along the apparent
contact line. As a result, we obtain the simple relation

cosOF — sin 6y — sinfg _ Aco COS Yeo 25)
o sin ), Zop  Reo

between the intrinsic contact angle 6} that is not accessible to conventional
optical microscopy and the apparent contact angles that can be obtained from the
microscopy images.

In [149], the relation (25) was originally derived for the special case of vanishing
spontaneous curvatures for both membrane segments, i.e., my, = mg, = 0, and
was then used to analyze the shapes of vesicles that enclosed one PEG-rich and one
dextran-rich droplet. Even though the apparent contact angles of these vesicles were
quite different, the relation (25) led to a fairly constant value for the intrinsic contact
angle 6. Later experiments revealed, however, that the spontaneous curvatures
my, must be quite large because the oy membrane segments in contact with the
PEG-rich phase formed nanotubes with a suboptical width as in Fig.5 [74, 100].
Furthermore, the experimental data as well as molecular dynamics simulations
provided strong evidence that this large spontaneous curvature was generated by
asymmetric adsorption of PEG molecules. Therefore, it is tempting to assume that
the spontaneous curvature mg, of the 8y membrane segments in contact with the
dextran-rich phase was comparatively small. A small value of m g, and a large value
of myy, would justify the use of (21) to describe the force balance along the apparent
contact line but it would not justify the use of (24) to describe the force balance along
the true contact line because (24) is based on the assumption that both membrane
segments have essentially the same spontaneous curvature. On the other hand, if
we assumed that the spontaneous curvature mg, is large as well and comparable to
mqy, we could justify the use of both relations (21) and (24).

9.4 Nucleation and Growth of Nanodroplets at Membranes

For complete wetting of the vesicle membrane by the « phase, the intrinsic contact
angle 6 vanishes which implies that the phase separation starts via the formation of
a thin « layer at the vesicle membrane (broken red line in Fig. 9). For partial wetting,
on the other hand, the intrinsic contact angle 67 > 0, and the phase separation starts
with the nucleation of « droplets at the membrane surface as shown in Fig. 11a,



34 R. Lipowsky

Y a /
SN v
610) o 5 4}(4\
B B
(a) (b) (c)

Fig. 11 Nucleation and growth of an « droplet (yellow) that is formed at a vesicle membrane
(blue/red). As in Fig. 10, the two aqueous phases « and § are in contact with the inner membrane
leaflet, and y denotes the exterior aqueous phase: (a) The af interface (broken orange) between
the « droplet and the other interior phase B has the shape of a spherical cap and forms the intrinsic
contact angle 6 with the adjacent ay segment (blue) of the membrane. Because the latter segment
is now exposed to an asymmetric environment, it can acquire an appreciable spontaneous curvature
mgy. Of particular interest is the case for which the curvature mg, is large compared to the
spontaneous curvature mg, of the 8y membrane segment (red); (b) for negative values of m, , the
ay membrane segment prefers to form a spherical in-bud that is filled with exterior y phase; and
(c) for positive values of m, , the oy membrane segment prefers to engulf the o droplet provided
that the volume of the droplet matches the preferred bud size. Complete engulfment leads to a
closed membrane neck that replaces the of interface, thereby eliminating the contribution of this
interface to the system’s free energy

corresponding to a critical nucleus with a radius of tens of nanometers. For such a
small droplet, the intrinsic contact angle will be affected by the line tension A, of
the contact line. The line tension can be positive or negative, in contrast to the line
tension A of domain boundaries which is always positive. In fact, recent molecular
simulations indicate that the contact line tension A, is typically negative [153].

After an o droplet as in Fig.1la has been formed, the oy segment of the
membrane, which is in contact with this droplet, is exposed to an asymmetric
environment and can acquire an appreciable spontaneous curvature mg) . In order
to simplify the following discussion, let us assume that the curvature m,, is large
compared to the spontaneous curvature mg, of the By segment and that the latter
curvature is small and can be ignored.

If the spontaneous curvature mg, is negative as in the case of PEG-dextran
solutions that undergo aqueous phase separation within the vesicles, the membrane
prefers to curve towards the inner leaflet and to form a spherical in-bud of radius
R, >~ 1/(2|mgy|) that is filled with the exterior y phase as in Fig. 11b. Such an
in-bud represents a limit shape with a closed neck that can be characterized by the
condition [78, 911 M, + Mp = 2mg, where M, = —1/R,, and M), are the mean
curvatures of the two membrane segments a and b adjacent to the neck. The in-bud
displaces some volume of « phase and increases the area of the af interface which
implies that the « droplet has to reach a volume large compared to 47 R)3, /3 before
the in-bud becomes energetically favorable. After such an in-bud has formed, the
bud radius increases until the spherical shape becomes unstable and transforms into
a short necklace-like tube [74, 101].

On the other hand, if the droplet-induced curvature my, is positive, the «y mem-
brane segment prefers to curve towards the outer leaflet of the vesicle membrane and
to form a spherical out-bud of radius Ry >~ 1/m,, that is filled with o phase as in
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Fig. 11c. Such an out-bud with a closed membrane neck reduces the free energy of
the membrane-droplet system by (i) adapting the mean curvature of the ¢y segment
to its spontaneous curvature mg, and (ii) replacing the af interface by a closed
membrane neck which implies a strong reduction of the interfacial free energy.
Spherical buds with closed necks are also formed during domain-induced budding
in the absence of aqueous phase separation [3, 5]. Compared to domain-induced
budding, the closed neck in Fig. 11c is further stabilized by the formation of an
interface during neck opening. For an axisymmetric neck, the area of this interface
depends quadratically on the neck radius Ry which implies a free energy increase
proportional to Teg R2, and the same closed neck condition as for domain-induced
buds [152]. However, recent simulations revealed that negative line tensions break
the axisymmetry and lead to tight-lipped membrane necks [153].

Even in the absence of budding, the existence of a complete-to-partial wetting
transition implies some interesting behavior of the aqueous droplets. Thus, consider
again a droplet as in Fig. 11a and assume that we now change the conditions from
partial to complete wetting. The localized droplet will then be transformed into a
delocalized film that covers the whole membrane, and this morphological transfor-
mation can be used to redistribute molecules within the aqueous subcompartment.

10 Topological Transformations of Membranes

In the previous sections, I focused on processes that do not change the topology of
the membranes. Now, let us briefly consider two important topology-transforming
processes, membrane fusion and membrane fission (or scission). During membrane
fusion, two separate membranes are combined into a single one; during fission, a
single membrane is divided up into two separate ones. These processes are ubiq-
uitous in eukaryotic cells: Both the outer cell membrane and the inner membranes
of organelles act (i) as donor membranes that continuously produce vesicles via
budding and fission and (ii) as acceptor membranes that integrate such vesicles
via adhesion and fusion. One example for fission is provided by the closure of
autophagosomes which are double-membrane organelles [154, 155].

10.1 Free Energy Landscapes of Fusion and Fission

It is instructive to consider the free energy landscapes for fusion and fission as
schematically depicted in Fig. 12. Fusion is exergonic, if the free energy G, of the
2-vesicle state exceeds the free energy G of the 1-vesicle state. In the opposite case
with G1 > Gy, fission is exergonic. Exergonic fusion or fission processes occur
spontaneously but the kinetics of these processes is governed by the free energy
barriers A between the 1-vesicle and the 2-vesicle state, see Fig. 12. Because these
barriers are typically large compared to kg7, even exergonic fusion and fission
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Fig. 12 Free energy landscapes for membrane fusion and fission (or scission): (a) schematic
landscape for an exergonic fusion process. In this case, the free energy G, of the 2-vesicle state
exceeds the free energy G of the 1-vesicle state; and (b) schematic landscape for an exergonic
fission process. In the latter case, the free energy G| of the 1-vesicle state is larger than the free
energy G, of the 2-vesicle state. The cartoons (top row) show a 1-vesicle state on the left and a
2-vesicle state on the right; both states have the same membrane area. The small vesicle of the 2-
vesicle state has the radius Rgs which is much smaller than the radius of the large vesicle. The dark
blue membranes in (a) have a spontaneous curvature with magnitude |m| <« 1/Rgs whereas the
red membranes in (b) have a large spontaneous curvature with m =~ 1/(2Rg). In both (a) and (b),
the free energy difference G, — G determines the direction in which the processes can proceed
spontaneously (black arrows), while the kinetics of these processes is governed by the free energy
barriers A

processes will be rather slow unless coupled to other molecular processes that
act to reduce these barriers. Indeed, in the living cell, the fusion and fission of
biomembranes is controlled by membrane-bound proteins such as SNAREs and
dynamin as will be discussed in later chapters of this book. It should also be
emphasized that the free energy landscape may involve several barriers as has been
observed in molecular dynamics simulations of tension-induced fusion [67, 69].
The free energy difference G, — G between the 2-vesicle and the 1-vesicle
state can be estimated by the corresponding changes in curvature energy [156].
Because of the topological changes, we need to take the Gaussian curvature and the
associated Gaussian curvature modulus x¢ into account [90]. Stability arguments
indicate that —2 < kg/k < 0 [157]. For the following considerations, it will
be sufficient to use the rough estimate kg >~ —«k which is consistent with both
experimental [158, 159] and simulation [62] studies. A small spherical vesicle that
is cleaved off from a donor membrane then changes the total curvature energy by a
certain amount that can be used to estimate the free energy difference G, — G1. Itis
important to realize, however, that this change in curvature energy depends strongly
on the magnitude of the spontaneous curvature as shown in the next subsections.
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10.2 Exergonic Fusion for Small Spontaneous Curvatures

Let us consider a 1-vesicle state corresponding to a spherical GUV that acts as
the donor membrane and a 2-vesicle state obtained from this GUV by cleaving
off a much smaller spherical vesicle, see top row of Fig. 12. Both states have the
same membrane area. The small vesicle of the 2-vesicle state has the radius R
which is taken to be much smaller than the radius of the GUV. We may then ignore
any constraints on the vesicle volumes and assume that the large vesicle of the 2-
vesicle state has a spherical shape as well. If the GUV membrane is uniform, and
the magnitude |m| of its spontaneous curvature is much smaller than the inverse
size, 1/Rgs, of the small vesicle, the free energy difference between the 2-vesicle
and 1-vesicle state is positive and has the form

Gy — G = 87k + kg ~ +4mk  for |m| < 1/Res (26)

where the estimate kg >~ —« has been used. In this case, the fission process is
endergonic whereas the fusion process is exergonic, see the corresponding free
energy landscape in Fig.12a. For the typical rigidity value x =~ 20kgpT, the
relation (26) leads to the large free energy difference G, — G1 >~ +250kpT'!

10.3 Exergonic Fission for Large Spontaneous Curvatures

On the other hand, if the magnitude |m| of the spontaneous curvature is large, the
GUYV can form a small spherical bud with radius Rgs >~ 1/(2|m]) as in Fig. 12b as
follows from the closed neck condition for the corresponding limit shape.* If this
bud is cleaved off, the free energy difference between the resulting 2-vesicle state
and the initial 1-vesicle state is now negative and given by

Gy — Gi = 87k (1 — 2Rgs|m|) + 47k ~ 4wk ~ —dmk  for Ry ~ 1/(2|m]).
27

In the latter case, the fission process is exergonic and the fusion process is
endergonic, corresponding to a free energy landscape as in Fig. 12b. Now, the free
energy difference Go — G >~ —250kgT for the typical value k >~ 20kpT of the
bending rigidity.

4For m > 0 and m < O, this limit shape involves a spherical out- and in-bud, respectively,
corresponding to the shapes LP®¥ and L5 in [91].
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10.4 Free Energy Difference for Domain-Induced Fission

Biological membranes often form intramembrane domains with an appreciable
spontaneous curvature mg,. One example for this latter case is provided by clathrin-
dependent endocytosis which leads to membrane domains with a spontaneous
curvature mqo ~ —1/(40nm) [34]. Now, consider a GUV with a small membrane
domain with an appreciable spontaneous curvature mq, whereas the spontaneous
curvature of the remaining GUV membrane is again negligible. The membrane
domain can then form a small spherical bud of size Ry, = 1/|mgo| as follows
from the closed neck condition for domain-induced budding [5]. If the latter bud
is cleaved off, the free energy difference between the resulting 2-vesicle state and
the initial 1-vesicle state is again negative and now has the form

A A
Gy— G| =8k (1 —2Rg|myo|) +4mkg—4m ~ —12nk —4m (28)
[mgol [mgol

where A denotes the line tension of the domain boundary. Because this line tension
has to be positive, the fission of a domain-induced bud is an exergonic process that
leads to an even larger free energy gain |G, — G| > 12wk 2 750 kgT for bending
rigidity « >~ 20kpT .

11 Summary and Outlook

During the last 20 years, we have seen a fair number of rather interesting
developments related to the biophysics of membranes and vesicles. One important
development was the identification of several lipid mixtures that can separate into
two fluid phases. This development was triggered by the proposal that cellular
membranes contain lipid rafts enriched in sphingomyelin and cholesterol [8]. So far,
we do not have any images of such phase domains in vivo. On the other hand, cell
membranes are expected to be partitioned into many distinct membrane segments
that are exposed to different molecular environments. Long-lived components of
these heterogeneous environments arise from the cytoskeletal cortex as revealed
by single particle tracking of membrane-bound nanoparticles [42]. If lipid phase
domains form in such a cell membrane, the domain formation is necessarily
restricted to one of the membrane segments and, thus, hard to detect [48]. In the
limiting case in which the environmental heterogeneities of the cell membrane
act as long-lived random fields, membrane phase separation would be completely
destroyed.

Another development that had a large impact on the field was the identification
of proteins that generate local membrane curvature. These proteins can be viewed
as Janus particles with strongly nonspherical shapes (Fig.4). It should be rather
interesting to synthesize such Janus particles and to study their interactions with
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lipid membranes. In the last couple of years, reliable methods have been developed
to determine the spontaneous curvature of membranes from their spontaneous
[74, 100] or force-induced [117] tubulation. Using the relation (1), we can then
deduce the locally generated curvature of single membrane-bound “particles” from
the coverages on the two leaflets of the membranes [85, 86]. Furthermore, because
the nanotubes provide a reservoir for membrane area, the mother vesicles of
tubulated vesicles exhibit an increased robustness against mechanical perturbations
as recently demonstrated by micropipette aspiration [101].

Membrane nanotubes are also formed within eukaryotic cells and provide
ubiquitous structural elements of many membrane-bound organelles such as the
endoplasmic reticulum, the Golgi, the endosomal network, and mitochondria [160—
162]. These intracellular nanotubes are used for molecular sorting, signalling, and
transport. Intercellular (or “tunneling”’) nanotubes formed by the plasma membranes
of two or more cells provide long-distance connections for cell-cell communication,
intercellular transport, and virus infections [163—165]. It seems rather plausible to
assume that these tubes are also generated by spontaneous curvature and/or locally
applied forces but the relative importance of these two tubulation mechanisms
remains to be elucidated for cellular membranes.

As far as the engulfment of nanoparticles by membranes is concerned, we now
have a rather detailed theory which leads to the stability conditions (13)—(16) and
predicts several critical particle sizes for the engulfment process [34], complex
engulfment patterns on GUVs [132], and curvature-induced forces leading to biased
diffusion of partially engulfed particles [134]. The theory has been extended to the
engulfment by membrane domains [34] and can then explain the nonmonotonic
size dependence of clathrin-dependent endocytosis as observed for the uptake of
gold particles by HeLa cells [35, 36]. In addition, the stability conditions for closed
membrane necks have been generalized to include constriction forces, see the closed
neck condition (17), and applied to a variety of membrane systems such as giant
plasma membrane vesicles formed by eukaryotic cells and outer membrane vesicles
secreted by bacteria [133]. I am rather curious to see experimental studies that
scrutinize these predictions.

Another fairly interesting topic that has been hardly explored at all is the wetting
behavior of membranes and vesicles in contact with several aqueous phases. So
far, this behavior has only been studied for three lipid compositions exposed to
aqueous solutions of PEG and dextran [74, 100, 148] as well as to aqueous droplets
or membraneless organelles enriched in the intrinsically disordered FUS protein
[151] but, quite unexpectedly, all of these systems were found to exhibit wetting
transitions (Fig.9). Another aspect of wetting that remains to be elucidated in a
systematic manner, both theoretically and experimentally, is the nucleation and
growth of nanodroplets at membranes (Fig. 11).

In the context of synthetic biology, GUVs have long been discussed as possible
micro-compartments for the bottom-up assembly of artificial protocells. One prac-
tical problem that has impeded research in this direction is the limited robustness
of GUVs against mechanical perturbations. Very recently, this limitation has been
overcome by two different strategies. One strategy is based on the formation of
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GUVs within microfluidic emulsion droplets that support and stabilize the GUV's
[166]. The other strategy uses the special properties of tubulated GUVs which
can respond to external perturbations by exchanging membrane area between the
nanotubes and the mother vesicles [101]. Compared to conventional GUVs, both
droplet-stabilized and tubulated GUVs are much more robust against mechanical
forces and thus provide new modules for the bottom-up assembly of artificial cells.

Acknowledgements I thank all my coworkers for enjoyable collaborations and Jaime Agudo-
Canalejo for a critical reading of the manuscript.
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Abstract Highly effective pathways of transmembrane signal transmission are
realized by functional membrane domain formation through logistically controlled
recruitment of functional proteins to specific sites on cytoplasmic membrane
leaflets. Sites of assembly are selected by priming membranes through master
switches generating local swarms of super affinity lipid anchors, such as P1(3,4,5)P3
and diacylglycerol (DAG).

Formation and activation of functional domains are regulated by agonistically
or antagonistically cooperating molecular switches. We consider here the agonistic
Rab4/Rab 5 tandem, serving the rapid receptor recycling, and the antagonistic pair
of GTPases Rac-1 and Rho A, controlling the state of the actin cortex. To avoid
over-excitations of cells (implying the danger of tumorigenesis), the omnipresent
phosphoinositide anchors are protected by layers of the polybasic protein MACKS
recruited by electrostatic-hydrophobic forces.

The universality of cell control systems is exemplified by the observation that
extrinsic forces and hormones can trigger the generation of very similar types
of transmembrane signal transmission centers assembled around receptor tyrosine
kinases (RTK). These signal amplifying domains can regulate cellular membrane
processes simultaneously through fast biochemical signals, eliciting the rapid
structural change of the composite cell envelope, and slow, genetically controlled
processes for adapting the mechanical impedances of cells and tissues.

Membrane-based reactions can be controlled via the access of reaction spaces by
constituents or enzymes. They can be regulated over large distances by contacting
distant membranes through synaptic contacts (such as endoplasmic and of immuno-
logical synapses).

Hopefully, insights in the analogy of technical and biological control mechanism
may teach us how to generate new self-healing composite materials in logistic ways.
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protein recruitment by electrostatic hydrophobic forces - Transmembrane signal
amplifying domains - MARCKS protein-controlled membrane processes -
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Abbreviations

DAG Diacylglycerol

GAP Guanine hydrolyzing protein accelerating the deactivation of GTPase

GEF Guanine exchange factor accelerating the activation of GTPases by replacement of
GDP by GTP

GIP Guanine exchange inhibitor that maintains GTPases in the resting state

P(4,5)P2, Phosphoinositol (4,5)-diphosphate, Phosphatidylinositol (3,4,5)-trisphosphate
P(3,4,5)P3

PCK Protein kinase C, a regulator of filopoida formation

PI-3K Protein kinase 3 that catalyzes the phosphorylation of the 3'-OH position on the
inositol ring

PSL-y Phospholipase gamma, the generator of DAG lipids

1 Introduction

The first 30 years of membrane physics were dominated by two major questions.
The first was whether the structure and physiological functions of multicomponent
cell membranes can be explained in terms of the classical thermodynamics of
mixtures. The second, closely related question, was whether phase separation
modulated by specific lipid protein interaction mechanisms plays a role for the self-
organization of functional domains (reviewed in [1, 2]). The interest of physicists
in membrane research was greatly stimulated by the bending elasticity theories of
soft shells developed in the early 1970s by Wolfgang Helfrich (see [3, 4] and Evan
Evans [5]). Here it became apparent that many vital cell functions are controlled by
the membrane bending elasticity, such as cell adhesion [6, 7], pearling instabilities
[8], and the control of intracellular trafficking by budding-fission-fusion sequences
[9]. Rigorous theories of bending fluctuations of closed shells by the groups of
F. Brochard and S. Safran paved the way for high precision measurements of
membrane bending moduli of vesicles and erythrocytes [10—12]. These questions
stimulated the development of sophisticated new experimental techniques for high
precision measurements of elastic moduli of giant vesicles and composite cell
envelopes [13, 14].

The heterogeneous shell model proposed by physicists already in 1972 [1] was
recognized by biologists in the mid-1990s after the discovery of Triton-insoluble
membrane fragments (called lipid rafts). The mosaic model of membranes has
now gained further impetus by the discovery that the micro-organization and
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Fig. 1 Hypothetic structure of lipid—protein bilayer of the plasma membrane undergoing segre-
gation into a condensed domain enriched in a SPHM/cholesterol-rich phase and a more loosely
packed fluid phase composed of zwitterionic and acidic glycerol lipids. Some intracellular
segments of integral proteins can expose polybasic domains and couple to the cytoplasmic leaflets
of cell organelles via electrostatic forces. Typical PM-located proteins are glycophorin with 24
hydrophobic domains (hp &~ 3.6 nm) and transferrin receptors (hp ~ 4 nm). Neutron scattering
experiments suggest that cholesterol can modulate the bilayer thickness to accommodate proteins
with different hydrophobic lengths (see [2])

function of biomembranes is determined by the recruitment of extrinsic proteins
through electrostatic and hydrophobic forces as extensively discussed in the chapter
“Membranes by the numbers.”

It is still a great challenge to understand the structural organization and functions
of cell membranes in terms of the thermodynamics of mixtures. At present, the result
of countless systematic studies of lipid—lipid and lipid—protein—phase diagrams can
be summarized as follows (see Fig. 1 and [2]).

* The phospholipid moiety of mammalian cells can be considered as quasi-
binary mixture of two classes of constituents, namely, glycerol lipids and
sphingomyelins (SPHM), including gangliosides. The SPHM fraction exposes
mainly long hydrophobic chains exhibiting only one or two non-saturated
bonds (such as C18:0, C18:1, and C22:0) and undergoes a gel-to-fluid
transition close to the physiological temperature [15]. In contrast, the glycerol
lipids exhibit shorter chains with one to three double bonds (C16:1, C18:2)
exhibiting chain melting phase transitions around 0°C. This low melting
phospholipid fraction can be considered as a single component forming
a fluid phase, L,, and exhibiting a very broad chain melting transition at
Tm <10°C.

* Cholesterol associates preferentially with saturated lipids and acts as fluidizer
of solid membranes. It thus forms a strongly condensed saturated solution with
the SPHM fraction. (This densely packed phase is called liquid condensed phase
Loc.)



48 E. Sackmann

The physiological role of the quasi-binary lipid mixture (of the L, and L
phases) became evident by a survey of the lengths (p) of the hydrophobic domains
of integral proteins in the plasma and the trans-Golgi membrane, respectively. It
showed that the membrane spanning hydrophobic domains of proteins residing
in the PM are by about 0.5 nm longer than those in the Golgi (see [2, 16]). As
suggested by MC calculations, the energy costs for the insertion of a protein in a
bilayer exhibiting a hydrophobic mismatch of Az ~ £ 0.5 nm are Ag ~ 2 kgT
per lipid [17]. For the case of the anion exchange protein Band III of erythrocytes,
this corresponds to an energy cost of 20 kgT. The MC calculations showed further
that, at thermal equilibrium, the protein is surrounded by a shell of about 30 length-
adapted lipids. Taken together, these observations strongly suggest that the lipid and
protein distribution between cellular organelles is partially regulated by the concept
of hydrophobic matching.

A possible example of lipid—protein sorting by the hydrophobic mismatch is
the transfer of Fe3* ions into the cell. Fe3* bound to transferrin is recognized by
transferrin receptor (TFR) and internalized by coated pit endocytosis (summarized
in [2]). After fusion of the vesicles with early endosomes Fe3t dissociates from
transferrin under the acidic conditions and the endosomal membrane decays into
a SPHM/cholesterol-rich phase containing the TFRs and a domain composed of
glycerol lipid. The membrane loaded with the receptor is captured by the Rab 4
GTPase and directly transferred back to the plasma membrane. Thereby the detour
of the lipid protein sorting over the multi-lamellar lipid bodies is circumvented (see
Fig. 2).

2 The Composite Cell Membrane a Multipurpose Machine

During the last 20 years, it has become evident that an astonishing large number
of basic cellular processes, such as cell adhesion and locomotion, are membrane-
based processes which are controlled by the interactive cross talk between the
lipid/protein bilayer and the associated actin cortex. The communication with other
cells and with tissues is controlled by a few classes of cell surface proteins called
cell adhesion molecules (CAM), two of which are shown in Fig. 3. They include
integrins, selectins, cadherins, and various intracellular adhesion molecules such as
the superfamilies of immunoglobulins (including ICAM and VCAM) and several
families of glycoproteins (Fig. 3a). The latter class of proteins behaves like Janus
Heads by acting both as buffers that prevent sticking of cells to surfaces and as
CAMs mediating the coupling of cells to the tissue or to other cells. Important exam-
ples are CD43 (which can recognize ICAMs), syndecans (which bind collagen), and
CD44. CD44 is also a receptor for the giant acidic polyelectrolyte hyaluronic acid
(HA) which can separate cells over distances of some 100 nm. The intermembrane
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Fig. 2 On the recycling of transferrin receptors after fusion with acidic early endosomes. (a)
Model of sorting of lipids and integral proteins of the plasma membrane in early endosomes by
lateral phase separation into domains enriched in a glycerol lipid- and a SPHM/cholesterol-rich
fraction, respectively. The envelope of the organelle will eventually become unstable resulting in
the abscission of the SPHM-rich vesicle as suggested by in vitro experiments of bio-analogue lipid
mixtures [18]. (b) The directed sorting and recycling is assumed to be mediated by two specific
GTPases of the Rab family, namely, Rab-4 and Rab-5. The tandem Rab-4/Rab-5 mediates the rapid
recycling of the transferrin receptors back to the PM and can thus circumvent the slow pathway via
multi-lamellar lipid bodies. For evidence, see [19]
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Fig. 3 The composite cell envelope stabilization by talin actin coupling. (a) Stratified structure
of the cell plasma membrane showing some of the major membrane proteins, which serve the
communication with the environment, called cell adhesion molecules (CAM) in the following. The
CAMs are generally coupled with their intracellular domains to the actin cortex through coupling
proteins exposing FERM homology domains. (b) Switching of membrane recruitment of talin
by electrostatic-hydrophobic forces after phosphorylation-induced exposure of polybasic peptide
sequence and binding pocket for phosphoinositide P1(4,5)P2 lipid anchoring. In the sleeping state,
the binding motifs are hidden by internal complex formation. The other actin membrane coupling
proteins are activated in similar ways. (¢) Coupling of actin-integrin linker talin to cytoplasmic
tail of beta chain of integrin following [20]. The left side shows the low-affinity state of integrin
stabilized by a salt bridge. The right side shows the high-affinity state triggered by binding of a talin
dimer both to the integrin beta chain (breaking up the salt bridge) and to the membrane through
electrostatic-hydrophobic forces (explained in Fig. 4). Please note that talin exposes several binding
sites for F-actin

distance is further determined by entropic surface pressures mediated by membrane
bending undulations [21].1

All cell surface proteins involved in adhesion can be coupled to the actin
cytoskeleton via three families of coupling proteins exposing FERM domains. These
include talin, ezrin/moesin, merlin, and band IV.1, which exhibit some specific
preferences.

e Talin binds preferentially to beta-chains of integrin, thereby enhancing the
binding affinity of these CAMs by about a factor of five (see Fig. 3c and [20]). In
the presence of PI1(3,4,5)P3, the membrane binding of talin can be complemented
and enforced by kindlin. While talin binds to P1(4,5)P2 via a PH domain, kindlin
binds specifically to PI(3,4,5)P3 via a fivefold charged peptide loop [22]. Finally,
talin harbors several binding sites for F-actin and can thus assemble actin gel
patches by crosslinking the actin filaments coupled to integrin.

Please note: I do not discuss the cell-cell interaction mediated by homophilic CAMs of the
cadherin family which couples to the actin cortex via the linker cadherin.
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* Ezrin and moesin bind preferentially to the glycoproteins and can couple these
proteins also to microtubules (see Fig. 6b).

* A unique feature of merlin is that it is devoid of actin binding sites and can thus
abolish the actin membrane coupling by the other FERM exposing proteins. This
is a major reason for its function as tumor suppressing protein.

A common feature of all these coupling proteins is that, in the resting state of
cells, they reside in the cytoplasm in a self-inhibited conformation. They have to be
activated by changing the state of phosphorylation of specific domains as shown for
talin in Fig. 3b and for the phosphoinositide-3-kinase (PI-3K) in Fig. 4b.
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Fig. 4 Switching of activity of cytoplasmic proteins by membrane recruitment through electro-
hydrophobic forces. (a) Top: Control of relative density of the lipid anchors PI(4,5)P2 and
PI(3,4,5)P3 by the kinase-phosphatase tandem: PI-3K and PI-3PH. Bottom: generation of func-
tional lipids diacylglycerol (DAG) and phosphatidic acid (PA). (b) PI-3 kinase as a paradigm
of the activation of proteins sleeping in the cytoplasm by membrane recruitment. Insert upper
left: PI-3K kept in an inactive state by internal complex formation. Bottom: activation of kinase
by receptor tyrosine kinases (see Fig. 5) and recruitment to the membrane by anchoring via C2
homology domains resulting in binding constants of K3 ~ 0.03 nM [23]. (¢) An example of
the interrelationship of protein functions by the concept of induced membrane recruitment via
electro-hydrophobic forces. Shown is the membrane recruitment of phospholipase Cy by burst of
PI(3,4,5)P3 anchors generated by PI-3Kinase (PI-3K). Please note that PI-3K couples a phosphate
group (—OPO327) to the 3'-OH Position at the inositol ring, thus enhancing the negative charge of
the head group from —5 to —7.



52 E. Sackmann

3 Generation of Functional Membrane Domains
by Electrostatic-Hydrophobic Recruitment of Proteins

Electrostatically induced phase changes and domain formation by adsorption of
polybasic proteins have fascinated physicists for many years [24, 25]. Numerous
papers on charge-induced phase separation and lipid—protein interaction have been
published (see [26]). The interests, raised by the potential control of membrane
structure and functions by electrostatic forces, led to improved Poisson—Boltzmann
theories of electrified membranes by [27, 28].

A major breakthrough came during the last 10 years with the discovery that
cytoplasmic proteins can become integral parts of membranes by recruitment to
the cytoplasmic leaflets of the plasma membrane and intracellular organelles by
electrostatic-hydrophobic forces (called electro-hydrophobic forces below) (for an
example, see Fig. 4c). The electrostatic membrane coupling is mediated non-
specifically by binding of polybasic sequences (comprising 5-10 basic amino
acids) to acidic lipids comprising about 20% of the lipids in the cytoplasmic
leaflets. The hydrophobic binding is mediated by various hydrophobic anchors.
These include, first, phosphoinositides, such as PI(4,5)P2 and PI(3,4,5)P3 (Fig.
4a), second, fatty acids such as palmitic acid and prenyl-prenyl chains, and third,
membrane penetrating loops formed by hydrophobic amino acid sequences called
C domains (see Fig. 4b and [29]). The fatty acid chains are often coupled to the
proteins post-translationally, as in the process shown in Fig. 2b. The anchoring
through amino acid loops is often enforced by bivalent ions (Ca?t, Mn**, Znt™)
which form salt bridges between the protein and acidic lipids as shown in Fig. 4b,
c. They resemble the zinc-finger proteins.

In the resting state of cells, most of the membrane-associated proteins reside in
sleeping conformations in the cytoplasm due to internal complex formation, thus
hiding the membrane binding modules. The internal complex formation is broken
by phosphorylation and/or PI(4, 5)P2 binding, resulting in the exposure of the
membrane binding constituents, as shown in Fig. 3b for talin and in Fig. 5b for
the src-like kinases.

A paradigm of electro-hydrophobic protein binding is the MARCKS protein [30].
It exposes a sequence of 13 basic amino acids interrupted by four serine groups
that can be rendered acidic by phosphorylation [via Protein Kinase C (PKC)]. The
binding energy to membranes of natural composition is determined by the subtle
balance of the gain in energy by electrostatic binding (AG ~ — 40 kgT) and the
hydrophobic effect (AG ~ — 12 kgT for myristic acid chains). This gain in energy
is reduced by the entropic energy cost of the two hydrophilic peptide sequences,
one of which is free while the other is anchored at the bilayer by a myristic acid
chain [31]. Due to the balance of energies, the effective gain in binding energy is
about AG~ — 15 kgT.

By phosphorylation of the serine groups, the effective binding energy is reduced
drastically to AGit ® — 5 kgT. MARCKS is now only very weakly bound and
can be easily displaced by other proteins binding via electro-hydrophobic forces.
The important biological role of MARCKS is discussed below (see Fig. 8).
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Fig. 5 General scheme of translation of external signals (hormones or forces) into intracellular
structural reorganizations via rapid pathways mediated by second messengers and slow processes
involving genetic expressions. (a) Universal mechanism of signal transduction across membranes
mediated by RTKs exposing tyrosine-phosphorylated (and therefore active) binding pockets.
Scaffold proteins serve the coupling and switching on of several activators. These are often
docked on via so-called adapters but can also couple to the RTKs themselves. On the far right,
the production of important messenger substances by the phospholipase Cy is shown, and in the
middle the initiation of gene expression which will not be discussed further here. Please note that
the activators are called effectors in the biological literature. (b) Switching on of src kinase sleeping
in the cytoplasm by dephosphorylation of the tyrosine group Y527 which results in the exposure
of polybasic sequences and a hydrophobic anchor. The kinase binds to the membrane and enforces
the activation of the RTKs as shown on the right side of (a)

4 Transmembrane Signal Transmission by Remodeling
of Plasma Membranes

External cues (such as exogenous forces and binding of hormones to receptors) are
generally transformed into intracellular biochemical processes by the generation of
functional membrane domains acting as signal amplifiers. This conversion of signals
is called transmembrane signal transmission. It is generally mediated by recruitment
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of specific sets of functional proteins to the intracellular leaflet of the composite
plasma membrane. Two key proteins mediating the signal transmission are, first, the
kinase PI-3K acting as PI(4,5)P2—PI(3,4,5)P3 transformer (Fig. 4a) and, second,
the phospholipase PLC-Cy which generates the lipid anchor diacylglycerol (DAG)
and the two second messengers IP3 and Ca™™. Below we consider two important
examples of the switching of protein activities by recruitment to the membrane after
binding to these specific lipid anchors.

* A key functional protein which is switched on by the DAG-generator PLC-y is
the protein kinase C (PKC) which controls the function of many proteins (see
Fig. 8) and is involved in cancerogenesis. PKC enzymes are activated by all
events inducing an increase in the concentration of diacylglycerol (DAG). It is
strongly anchored in the membrane. First, by two C1 domains which bind to
DAG and, second, by a C2 domain. Since C2 penetrates the membrane with two
hydrophobic loops, the binding is enforced by Ca*or Zn™ [29]. Based on this
property, C2 can act as a strongly binding calcium sensor.

* A second very important example is the activation of the molecular switches
of the GTPase superfamily by recruitment to membranes through regulatory
proteins, such as guanine exchange proteins (GEF) described in Appendix. While
GTPases are mobile and randomly distributed throughout the cytoplasm, the
helper proteins (such as GEF) are recruited to membrane surface at specific
sites, such as adhesion domains [32]. In this way, membrane processes can be
controlled in a logistic way. One example is the triggering of solitary actin
gelation pulses at the front of migrating cells by GEF-induced recruitment of
the actin polymerization promotor Rac-1, as described in [33]. In this case, the
location is determined by the generation of a cloud of PI(3,4,5) anchors by PI-3K
as shown in Fig. 4a.

4.1 Regulation of PI1(4,5)P2-PI(3,4,5)P3 Equilibrium
by the Tandem PTEN and PI-3K (Fig. 4a)

To respond sensitively to external signals, the density of the high-affinity messenger
lipid PI(3,4,5)P3 must be kept at a very low level (<0.02%) in resting cells. This state
is maintained by the PI-3-phosphatase PTEN which binds strongly to membranes
(K4 ~ 10~ M) and dissociates very slowly: kot & 107> s~!. The strong membrane
binding is mediated by a hydrophobic C2 domain, which can penetrate into the
membrane with or without Ca™™ [34]. Ca*™ controls the off-rate of the C2 domains
which is 100 times faster in the absence of Cat™. The binding of PLC-y to this
anchor is two orders of magnitude stronger than to PI(4,5)P2. This ensures that the
functional proteins find the locally generated selective anchors, although PI(4,5)P2
is present in 100-fold excess.

In summary, the specific lipid anchors such as DAG and PI(3,4,5)P3 act as
a kind of second messengers that control the activity of enzymes in a network



Advanced Concepts and Perspectives of Membrane Physics 55

of interrelated enzymes. In this way, the activities of many enzymes involved
in transmembrane signal transmission are interrelated by binding to the same
functional membrane domains (see also Fig. 5).

4.2 The Access of Protein Binding Pockets to PI(3,4,5)P2
Is Controlled by Peptide Segments Acting as Sentinel

How can the enzyme PI-3K find the small fraction of PI(3,4,5)P3 hidden within the
100-fold excess of PI(4,5)P2? The selectivity is achieved by a specific structural
feature of the binding pocket for the lipid anchor. It exposes a negatively charged
amino acid (glutamate) at the entry of the binding pocket. This acts as sentinel
which impairs the binding to PI(4,5)P2 [35]. In contrast, PI(3,4,5)P3 can overcome
the negative potential owing to its higher negative charge and the 100 times larger
binding constant (Kg & 14 nM). A life-saving example of this super-strong binding
is protein kinase B (Akt). Activated Akt provides a survival signal that protects cells
from apoptosis induced by various stresses. Removal of the negative charge of the
sentinel peptide in Akt results in the ongoing cell division and cancer.

4.3 Transmembrane Signal Transduction
by Membrane-Bound Domains Acting as Signal Amplifiers

Many membrane-based signal transmission processes triggered by hormones,
growth factors, or mechanical forces are mediated by the family of receptor tyrosine
kinases (RTK), often in combination with src kinases. The activated receptors
trigger the self-assembly of functional nano-domains acting as signal amplifiers.
As an example I consider the activation of the phospholipase Cy (abbreviated as
PLC-Cy), a key activator of the signal transmission across plasma membranes (see
Fig. 5). RTKSs can be triggered by mechanical forces or hormone-induced activation
of receptor tyrosine kinases following the scheme of Fig. 5.

The first step consists in the activation of tyrosine-exposing binding pockets
of the cytoplasmic domains of the receptors by two universal mechanisms: first,
by mutual phosphorylation of the tyrosine groups which is mediated by kinases
associated with the RTKs (Fig. 5a) and, second, by so-called src kinases dissolved
in the cytoplasm (Fig. 5b). Some RTKs (such as the insulin receptor) possess the
capacity of self-phosphorylation. It is important to note that in these cases the
activation requires the formation of dimers (as shown in Fig. 5a) or cluster formation
by cell-cell adhesion. The tyrosine-phosphorylated binding pockets attract and
thereby activate scaffolding proteins which in turn can attract and activate several
activators of intracellular processes, such as PLC-y the generator of two second
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messengers DAG and Ca™ . The former acts as specific lipid anchor for cytoplasmic
proteins exposing C2 domains such as protein kinase C.

Due to the high affinity of RTKs for specific hormones, very low hormone
concentrations (107°=10~!! M) are often sufficient to control the proliferation of
cells. The response of the RTK-induced processes is usually very slow and often
lasts several hours. The long lifetime of the excited state of RTKs is essential for the
switching of genetic expressions indicated in Fig. 5a.

S Cell Adhesion Controlled Assembly of Biochemical
Reaction Platforms

Cell adhesion is a complex biological process implying a rich physics and sharing
some concepts with heterogeneous wetting processes [36]. A common feature of
cell—cell and cell-tissue adhesion is the formation of domains of tight adhesion
separated by weakly adhering zones. Biomimetic experiments provided strong
evidence that the decay of the adhesion zone is an inevitable consequence of the
competition between short-range attraction forces between pairs of” cell adhesion
molecules (CAM) and long-range repulsion forces mediated by glycoprotein of the
glycocalyx and bending fluctuations [37]. In a secondary step, the nuclei of CAM—
CAM pairs are stabilized by coupling of actin gel patches to intracellular domains
of integrin 1 chains as shown in Fig. 6a.

The glycoproteins extending by about 44 nm into the extracellular space
generally act as repulsive buffers separating cells by about 50 nm. However, in the
tissue they can also act as CAMs forming links with CAMs of other cells or ligands
of tissue, such as collagen and fibronectin (see Fig. 6b). Similar to integrins the
glycoproteins can also couple to the actin cortex to form small adhesion domains
as shown in Fig. 6b. Moreover, syndecans and CD44 expose extracellular segments
that can associate with integrins. These assemblies can fulfill similar functions as
the adhesion domains shown in Fig. 6a.

5.1 Immunological Synapses: How Adhesion Domain
Can Control Biochemical Reactions

The formation of T-Lymphocytes generating specific antibodies is stimulated by
repeated adhesion of the cells on antigen-presenting cells (called dendritic cells DC).
The cell—cell contacts are formed by adhesion domains consisting of clusters of links

2Cell surface receptors mediating adhesion by generating homophilic or heterophilic complexes
are called CAMs. Segments of extracellular macromolecules such as collagen and fibronectin are
called “conjugate ligands.”
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Fig. 6 Mechanisms of adhesion domain formation and adhesion-induced cell polarization. (a)
Generation of tight adhesion domains formed by binding of integrin to ligands exposed by the
tissue, such as fibronectin. A prerequisite for rapid domain formation is that the linkers are mobile
in both surfaces (cells and tissue) enabling the nucleation and growth of strong links [37]. The
adhesion strength is enforced by increasing the integrin affinity through binding to talin (see Fig.
3c). (b) Long-range adhesion of cells to tissue by proteoglycans of the syndecan family exposing
heparan sulfate (HS) ligands which bind to collagen fibers. A specific feature of these adhesion
domains is that the core protein of syndecans can form hetero complexes with integrins o ;. (¢)
Model of global bipolar polarization of T-cells in lymphoid tissue during brief encounters with an
antigen-presenting cell (APC). While the front of the cell adheres to APCs through the formation of
integrin-mediated adhesion domains forming immunological synapses IS (see Fig. 7), the posterior
end, called uropod, couples to the endothelial cells of the lymphatic vessel. The glycoproteins (such
as CD43) CD43 are actively displaced from the contact zone to the uropod of the cell. Whereas
integrin—actin coupling at the front is mediated by talin, the CAMs at the end couple to the actin
filaments and microtubules (MT) through ezrin linkers (references see [37])

between the two cells (for details, see [38, 39]). The formation of immunological
synapses as the first step in the immune response of lymphocytes shows very
impressively the key role that domain formation in membranes can play in biological
control mechanisms.

As is common in many regulatory processes in cells, an activator (here the
phosphorylating kinase Lck) and an inhibitor (here the dephosphorylating phos-
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Fig. 7 Regulation of biochemical reactions at immunological synapses formed by adhesion of T
cells on antigen-presenting dendritic cells (DC). (a) Non-adherent state. The activation of adaptor
proteins by binding to phosphotyrosine groups of the cytoplasmic tail of T-cell receptors (TCR) is
constitutively suppressed by the ongoing decoupling of phosphate groups (that are attached by the
kinase Lck) through CD45. (b). Situation after formation of adhesion domains. Please note that the
access of CD4S5 is inhibited by steric repulsion and the adaptor is activated [38]

phatase CD45) interact during the activation of functional proteins by tyrosine
phosphorylation, very similar to the situation shown in Fig. 5a. While the kinase
floats freely in the cytoplasm (such as the src kinase in Fig. 5a), the catalytically
active phosphatase is coupled to the intracellular domain of the glycoprotein CD45,
which exposes a huge extracellular domain and thus also acts as a repellent buffer
molecule. In the free state of the lymphocyte, the phosphate groups on the T-cell
receptors (TCR) are constantly removed by the mobile CD45 and the T-cell is
not stimulated. However, as shown on Fig. 8b, after the formation of the adhesion
domains CD45 is repelled from the reaction center. The T-cell can be stimulated as
long as the state of adhesion prevails.

Under physiological conditions T-cells have to be stimulated a certain number
of times by repeated adhesion domain formation before they divide and generate
daughter cells producing the specific antibody (see [38, 42]). The situation resem-
bles the quantal activation of nerve cells by synapses. For this reason, the T-cell
activation by a minimum number of immunological synapses is called quantal law
of immune response, a term first introduced by K.A. Smith [42].

An Intermediate Summary We learned how biofunctional domains in the composite
cell envelope can be established by cell—cell or cell-tissue adhesion or by recruit-
ment of adaptor proteins to sites of hormone reception. Most importantly, domains
of well-defined composition can be assembled by recruiting the modules in a logistic
way to the right position and at the right time, determined by the hormone receptors
or the formation of adhesion domains [33]. A physiological benefit of nature’s
strategy of designing functional membrane domains is the regulation of biochemical
reactions either by controlling the access of reactants or enzymes by generic forces
or by forming synapses like connections with ER tubules according to Fig. 9d.
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Fig. 8 Triggering of localized outgrowth such as dendritic spines or filopodia by enforced
unbinding of protective MARCKS layers. (a) Regulation of the accessibility of swarms of
PI(4,5)P2 anchors by functional polybasic proteins initiated by local unbinding of a protecting
layer of MARCKS. Force-induced unbinding is initially triggered by generation of the PI(3,4,5)P3
by the very strongly binding kinase PI-3K (following Fig. 4). The inset on the right shows the
triggering of the PI-3K activation by binding of bacterial toxins (such as lipopolysaccharides) to
the RTK receptors. (b) Acceleration of MARCKS displacement by phosphorylation through PKC
that binds strongly after the generation of DAG by phospholipase Cy (PLCy). The PI(3,4,5)P3
anchors can also recruit myosin X motors which are absolutely necessary for the generation of long
filopodia [40]. Please note that the motors are activated by forming dimers after activation of the
RTK by the toxin. (¢) Model of initiation of formation of finger-like protrusions by local coupling
of myosin X dimers to PI(3,4,5)P3 anchors. The anchors are generated by PI-3K, after uncoupling
of MARCKS (see main text). Please note: PKC recruited to the membrane through DAG lipids
simultaneously activates coronin and inactivates the bundle former fascin at the membrane surface.
This step is essential to initiate the local filopodia formation [41]. The lower inset at the right shows
the binding of myosin X dimers to actin and microtubules and the recruitment of cell adhesion
molecules (CAMs) such as integrin. The inset at the top shows the inhibition of fascin and Arp2/3
by the membrane-anchored PKC
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Fig. 9 (a) Morphology of tubular network of endoplasmic reticulum composed of disc-like
cisternae studded with ribosomes (the rough ER) from which networks of tubules emanate. The
tubules (exhibiting diameters of about 60 nm) are formed by ribosome-free smooth ER. They
can penetrate even to the tips of axon whereby they are stabilized by coupling to microtubules
through REEP and spastin. (b) Model of penetration of hydrophobic segment of reticulons into the
lipid bilayers. Please note: due to the mismatch of the thickness of the hydrophobic region of the
membrane and the length of the peptide segments of reticulons, the latter form a wedge-shaped
structure [43]. (¢) Model of stabilization of junctions of tubules by the reticulons Rtn4a/NogoA,
which exhibits two twinges connected by a hydrophilic link composed of 65 hydrophilic amino
acids. (d) Coupling of ER tubes to microtubules by the coupling protein REEP which forms
complex with the MT severing protein spastin. REEP plays a key role for the abscission of two
daughter cells during mitosis. (e) The tips of the tubules can form direct contacts with the plasma
membrane (for instance, adhesion domains) where they can locally elicit specific reactions (see
text). We call these signal transmitting contacts ER synapses

5.2 A Possible Role for MARCKS: Control of the Access
of Proteins via Electro-hydrophobic Forces

The physiological role of MARCKS has not been extensively studied yet, despite
the fact that cells (in particular brain cells) contain a large excess of this polybasic
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protein (10 wM) compared to charged lipids (~1 nM). One established role
of MARCKS is the protection of PI(4,5)P2 against the uncontrolled electro-
hydrophobic binding of proteins that could elicit uncontrolled membrane-mediated
reactions, such as excess cell divisions causing cancer (see [30]). Examples are
phospholipase Cy (the generator of DAG anchors and Ca™) and PI3K, the
PI(4,5)P2-t0-PI(3,4,5)P3 transformer (see Fig. 8). The DAG anchors act as strong
receptors of phorbol esters. These molecules (produced by some plants) are known
for their ability to exert strong carcinogenic effects [44]. A second fundamental
role for MARCKS has been established recently. Together with protein kinase C,
MARCKS plays a key role for the plasticity of synapses and rapid remodeling
of dendritic spines. Therefore, the knock-out of MARCKS genes during the
development of embryos is lethal [45, 46].

The formation of dendritic spines or displacement of MARCKS by PKC-
mediated phosphorylation sheds new light on the control of membrane processes
by polybasic proteins. In the resting state of cells, MARCKS exposes a peptide
sequence harboring 12 basic peptides and four serine groups. This is sufficient to
protect PI(4,5)P2 lipid anchors against binding of polybasic functional proteins.
Thus, MARCKS has to be uncoupled to trigger a local process. One mechanism
to achieve this in a controlled way is to uncouple MARCKS by phosphorylation
of the four serine groups by protein kinase C (PKC). As shown by Monte Carlo
simulations [31], this reduces the binding energy by a factor of three (from 15 to
5kgT).

An instructive example of this pathway of excitation is the formation of filopodia
by macrophages, which is initiated by two processes. First, PKC enforces the
uncoupling of MARCKS by phosphorylation of the serine groups (see Fig. 8b).
Second, by phosphorylation of the actin binding protein coronin it abolishes the
growth of branched actin gels by Arp2/3 and therefore facilitates the formation of
filopodia by the growth of actin bundles (see [47, 48]). Following Breitsprecher
and coworkers [41], the formation of long filopodia is mediated by pushing forces
generated by the growth of parallel bundles of actin activated by the GTPase Cdc42
(see Fig. 8c). The bundles are mechanically enforced by fascin-mediated linking of
parallel filaments, The Cdc42 switch is recruited to the membrane together with the
actin growth promotor VASP resulting in the formation of tetramers.

The formation of the fingerlike protrusions is triggered by the membrane binding
of protein kinase C (PKC) which exerts three effects. First, it accelerates the
uncoupling of MARCKS from the PIP(4,5)P2 patches by phosphorylation (see Fig.
8b). Second, it activates the actin binding protein coronin, which inhibits the activity
of Arp2/3. Third, by phosphorylation of fascin, it inhibits the actin bundle formation
close to the membrane.

But how can the PKC-specific DAG lipid anchors be generated by
phospholipase-y while the domains are covered by MARCKS? Here the PI(3,4,5)P3
generator PI-3K comes into play. It is activated by binding of lipopolysaccharide
to RTK receptors as shown in the top inset of Fig. 8a. Since, according to Fig. 4,
activated PI-3K exposes very strongly binding C2 domains, it can easily displace
MARCKS to generate PI(3,4,5)P3 anchors. After this triggering event, the DAG
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generating phospholipase Cy (PLC) can bind to generate swarms of DAG lipids.
This results in the attraction of the kinase PKC, followed by the acceleration of the
MARCKS displacement by phosphorylation. This process is called biochemically
enforced displacement in Fig. 8b.

To generate long fingerlike filopodia an essential new player comes in: namely,
the unconventional motor myosin X. It strongly binds to both phosphoinositide
anchors [40] and moves along the actin bundle toward the tip. Most importantly,
it transports the CAMs, such as integrins and the high-affinity lipid anchor
PI(3,4,5)P3, to the filopodia tip where they can serve recognition of pathogens (such
as bacteria and fungi).

Insight into the dynamic aspects of the triggering of filopodia formation and
related electrostatically driven domain formation processes at the inner cytoplasmic
membrane surfaces was provided by Monte Carlo studies. Daniel Harries and
coworkers numerically calculated the kinetics of the charged lipid redistribution
induced by the adsorption of polybasic proteins [49]. They showed first that for the
natural lipid composition the gain in electrostatic energy by transfer of a molecule
from the free membrane to the protein-covered domain is of the order 2.5 kgT
for phosphatidylserine (PS) but ~12 kgT for PI(4,5)P2, despite of the tenfold
excess of PS. The entropy costs associated with the decrease in concentration of
the charge component can be easily overcompensated by the gain in electric energy
if the charge is increased. This estimation shows that the membrane recruitment of
proteins by electrostatic forces can be finely balanced by cells through the control
of the lipid composition.

Clearly, the assembly of proteins exposing polybasic proteins on PI(4,5)P2-rich
membrane domains is a dynamic process with ongoing binding and unbinding of
MARCKS and the functional proteins competing with these structure controlling
proteins. Based on the nonlinear Poisson—Boltzmann equation developed by David
Andelman and coworkers [50] the group of Daniel Harries studied the slowing
down of the lateral mobility of charged lipids and proteins in the region of charged
membrane domains by MC simulations [49]. They showed that the electrostatic
forces alone can slow down the mobility of the acidic lipids by an order of
magnitude, due to the fact that the motional jumps of the lipids are impeded by
the tangential electrostatic field generated by the polybasic proteins. The situation
resembles the slowing down of the ion motion in electrolytes by macroions.

A Synopsis

The triggering of filopodia formation by macrophages through binding of bacterial
toxins to hormone receptors of the RTK family shows, first, how exogenic signals
can initiate the formation of membrane domains by sequential recruitment of
functional module to the site of action. It further demonstrates the important role
of electro-hydrophobic forces.

The catching of prey by filopodia shows beautifully how cells can explore the
tissue and recognize specific cells of the body or pathogens whereby lock and key
force between the tip of the finger and the ligands of the hostile cells plays the role
of eyes.
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6 Tubular Networks of Endoplasmic Reticuli Formed
by Generic Mechanisms

An impressive example of the shape diversity of membrane organelles is the
formation of (branched) tubular networks by the smooth ER that extends far into
the cytoplasmic space. The tubules can contact the PM at specific locations such
as at the tip of axons or at adhesion domains to locally stimulate specific processes
(Fig. 9a). An established example is the localized activation of src kinases shown in
Fig. 9e.

A generic (topological) driving force for the formation of tubular networks
and cisternae is the maximization of the area-to-volume ratio z = A/V of the ER
whereby perturbations of the osmotic homeostasis of cells are minimized. The area-
to-volume ratios of a spherical vesicle of radius R, of a tube of radius r, and a disc of
thickness 8 behave as R~! : 7/~1 : 7! respectively [43]. Since the thickness & of the
cisternae and the tubes are similar, both shapes would maximize the area-to-volume
ratio to a similar extent. However, an advantage of the tubular network would be
that it can extend far into the cytoplasmic space or into axons without impeding the
intracellular transport.

Very importantly, since the lumen of the ER and the double-walled nuclear
envelope form a continuous space, there is close contact between the Ca™+-poor
cytoplasm and the Ca™-rich ER lumen throughout the cell. The shape and size of
the ER are determined by the cell function. The ER network of most cells consists
of rough ER located close to the nucleus from which short tubules of smooth ER
protrude. In contrast, liver cells and muscle cells expose extended tubular networks.
The smooth ER membrane is packed with proteins serving the detoxification of our
body. This task is fulfilled by the enzyme complex Cytrochrome 450/Cytochrome
450 reductase. The complex transforms lipophilic molecules (drugs or local anes-
thetics) into water-soluble isoforms which can be easily discharged by the body.
The microfibrils of skeletal muscle cells are surrounded by a dense tubular network,
the sarcoplasmic reticulum that provides the Ca*™ which triggers the muscle
contraction.

What drives the ER-network formation? The bending elasticity associated with
the formation of tubules and cisternae is small (~0.05 kgT per lipid) and the ER
network formation could be generically regulated through the osmotic pressure
of the cell or the spontaneous curvature of the smooth ER [43]. It has also been
proposed that the formation of cisternae with pores penetrating both membranes
(often called worm holes) could be formed by mixtures of lipids preferring to
reside in positive and negatively curved membrane regions, respectively [51]. About
10 years ago, Tom Rapoport and coworkers solved the enigma. They discovered
that the complex topology of the ER is regulated by a superfamily of proteins,
called reticulons [52]. These include, first, the family of reticulons (Rtn4a/NogoA),
which serve the branching of the tubules (see Fig. 9b), second, the related protein
REEP which couples the ER tubules to microtubules, third, the microtubule severing



64 E. Sackmann

protein spastin (Fig. 9d), and fourth, atlastin, a GTPase that serves the homofusion
of ER membranes.

A common structural feature of the reticulons is an a-helical hydrophobic
sequence of peptides which can penetrate into single monolayers or bilayers. There
is some evidence that the length of the helices formed by the hydrophobic peptide
sequences is slightly longer then the monolayer or bilayer thickness. They are thus
assumed to form wedge-like structures within the membrane (see [43] and Fig.
9b). Reticulons can thus both act as curvature-sensing and curvature-sculpturing
proteins, similar to BAR domains exposing proteins, such as amphiphysin. Most
importantly, the wedge-shaped peptide sequences favor the formation of complexes
between two reticulons in regions of high curvature, such as at the edge of the
cisternae and along the tubules. Different reticulons can thus form functional
complexes which are distributed along the tubules. The situation resembles the
accumulation of Gaussian curvature-sensing BAR proteins at the necks of coated
pits [53].

As shown by studies of microemulsions, a particular problem is the stabil-
ity of connections between tubes [54]. Tubular networks are easily formed by
microemulsions but they decay rapidly. Tlusty et al. provided evidence that this is a
consequence of the high entropy costs associated with the formation of branches,
which restrict the degree of conformational freedom of the tubules. In the ER,
the junctions of tubules are stabilized by the family of reticulons of the family
Rtn4a/NogoA. They exhibit two hydrophobic wedges which are separated by a
long hydrophilic sequence (comprising 64 peptides). They can form double twinges
which can connect two perpendicularly oriented tubes as shown in Fig. 9c (see
[43D).

An important consequence of the wedge-shaped membrane binding domains of
reticulons is their capacity of curvature sensing. They can form homo- or hetero-
complexes of two reticulons which preferentially accumulate at highly curved
membrane areas (tubes or at the rim of cisternae) to generate machines with specific
functions. Two important examples are discussed below:

e Complexes between REEP and spastin form microtubule severing machines
that play a key role for the abscission of daughter cells during mitosis. REEP
complexes serve the coupling of tubules to microtubules enabling their pen-
etration into the axon tips. For that reason, mutations of spastin can lead to
nerve diseases such as spastic laming [55]. The intimate coupling of ER tubes
and microtubules is demonstrated by the observation that the MT decomposing
Nocodazole disassembles the tubular network.

e The ER tubes extending to the cell periphery can form close contacts with
functional domains of the plasma membrane (such as adhesion domains, dis-
cussed in chapter “Critical lipidomics: The consequences of lipid miscibility
in biological membranes”) and serve the controlled localization of ER-bound
functional proteins. A recently established example is the activation of src kinases
forming loose contacts with hormone amplifying membrane domains (see Fig.
9e). The kinases are activated by the dephosphorylation of Tyr 530 through the
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phosphatase PTP1B (see Fig. 9¢). Since the PTP1B is an integral protein of the
ER membrane, the processes are accelerated by the formation of ER-synapses
(see [56]).

* The continuity and extension of the ER is controlled by the fusion of ER vesicles
or tubules (called homo-fusion). In contrast to hetero-fusion (mediated by the
SNARE/SNAP protein tandem), the homo-fusion is mediated by the fusion
machine atlastin. The fusion process is driven by the formation of a tight complex
between two atlastins anchored in two juxtaposed membranes [57]. As in the case
of hetero fusion, this results in the formation of bilayer diaphragms between the
membranes enabling the fusion via the pathway of hemifusion (for references,
see [2]).

In summary, reticulons seem to belong to the curvature-sensing proteins similar
to endophilins and amphiphysins (see [58]). The question arises whether they are
needed to drive the formation of cisternae or tubular networks. The elastic energy
costs associated with the formation of tube of 20 nm diameter from a membrane
of bending modulus x ~ 10 kgT are about 0.02 kgT per lipid. This small value
suggests that the tubule formation of the ER can be easily established by the osmotic
pressure homeostasis. The wedge-shaped hydrophobic domains of the reticulons are
assumed to serve two other purposes: first, their preferred location at highly curved
regions and, second, the formation of functional complexes, such as the MT severing
REEP-spastin complex (see Fig. 9d).

A provoking albeit open question is whether the tubes could penetrate to the tip
of axons to regulate the Ca™™ turnover at the synapses as postulated by Park [55].
Indeed their experiments provided some evidence that local fluctuations in calcium
in the dendrites can propagate through the tubules with a speed of 30 pwm/s and
travel from the tips of the dendrites to the nucleus within fractions of a second. They
further postulated that this could even result in the Ca-triggered genetic expression.
It is rather unlikely that several cm long membrane tubes are stable. More likely,
the ER tubes located between the ER and the axon tip (and coupled to the MTs)
are constantly fractured by fluctuating forces and re-fused again by atlastins. In this
way, material could indeed be transported in a saltatory way between the ER and
the axon tip in both directions.

7 Outlook, Future Perspectives, and New Directions
of Membrane Research

The classical membrane physics concentrated on the control of membrane-based
processes by the specific interaction between lipids and integral proteins, making
use of thermodynamic properties of multicomponent lipid—protein bilayers. Thereby
the lipid moiety may be considered as pseudo-binary mixture (for references, see
Sackmann [2]).
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During the last 10 years, it has become evident that a second, more versatile
pathway of functional domain formation can be realized by the assembly of
functional domains through sequential and logistically controlled recruitment of
functional proteins onto intracellular leaflet of cell organelles. The site of assembly
is determined by priming through master switches generating local swarms of
specific high-affinity lipid anchors, such as PI(3,4,5)P3 and diacylglycerol (DAG).
The high-affinity anchors recruit the functional proteins (swimming in a non-active
state in the cytoplasm; see Fig. 4) to the cell membrane surface by electrostatic
hydrophobic forces. The lipid anchors play the role of second messenger.

The formation and activation of functional domains are regulated by agonistically
or antagonistically cooperating molecular switches. As examples we considered
here the agonistic Rab4/Rab 5 tandem (controlling the rapid endocytosis and
recycling of receptors) and the antagonistic pair of GTPases Rac-1 and Rho A
(controlling the state of the actin cortex).

To avoid over-excitations of cells (implying the danger of tumorigenesis), the
omnipresent phosphoinositide anchors are protected by layers of the structure
controlling protein MACKS bound by electrostatic-hydrophobic forces,

The universality of cell control systems is exemplified by the observation that
extrinsic forces and hormones can trigger the generation of very similar types
of transmembrane signal transmission centers assembled around receptor tyrosine
kinases (RTK).

By recruitment of scaffolding proteins exposing several active binding sites to
the activated RCK receptors, several functions may be triggered by the same signal
transmission center. These can include fast biochemical signals eliciting the rapid
restructuring of the membranes of cellular organelles. Slow, genetically controlled
processes can serve the restructuring of the tissue to adapt its mechanical impedance
to that of the cell.

Membrane-based reactions can be more efficiently controlled than reactions in
3D in space. An example considered here is the activation of immune synapses.

Where should we go? Biomimetic systems can teach us basic principles of lipid
protein sorting by thermomechanical forces or show how the adhesion strength is
controlled by specific and generic forces. Passive and active mechanical cell model
can provide insights into the mechanical control of cell shapes (see [59]). However,
to gain insight into life-saving control mechanism, in vivo studies are absolutely
necessary. Owing to modern techniques of genetic engineering and new microscopic
and nanoscopic tools, this approach is feasible. However, to the author’s judgment,
a closer cooperation between physicist, biologists, and, most importantly, engineers
familiar with control systems is urgently needed. Finally, it is hoped that more
detailed insights in the analogy of technical and biological control mechanism may
teach us how to generate new self-healing composite materials in a logistic way.
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Appendix: Affinity Term Scheme of Bistable Molecular
GTPase Switches

GTPases (such as Rac, Rho, and Cdc42) can switch between an inactive state S
(with GDP bound) and an active state S* (with GTP bound). In resting cells, the
GTPases form inactive complexes with “guanine dissociation inhibitor” GDI or are
switched off by internal complex formation (as shown in Fig. 4b for PI-3K). The
S— S* transition is induced by uncoupling of the GDI by binding of the GDP— GTP
exchange proteins (called guanine nucleotide exchange factors: GEF). As shown in
the left image of Fig. 10, the GTPase is generally activated by exchange of GTP for
GDP, a process mediated by a GDP— GTP exchange factor (GEF).

GTPases can be recruited to the membrane in two ways. After (or together with)
the GTP binding they undergo a conformational change resulting in the exposure
of a polybasic peptide sequence and a fatty acid chain. In the case of logistically
controlled formation of functional membrane domains, the first step consists in the
membrane anchoring of the GEFs; for instance after the generation of high-affinity
PI(3,4,5)P3 anchors as shown in the right image.

A second important regulation mechanism is the following. The intrinsic GTP
hydrolysis activity of GTPase is very weak resulting in a long lifetime of the
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Fig. 10 Term scheme of activation and deactivation of the molecular switches of the superfamily
family of Ras GTPase, such as Rac-1 and RhoA. (a) Mechanism of activation of the switches by the
guanine exchange protein (left) and deactivation by the GTP hydrolyzing protein GAP. Please note
that GAP accelerates the turnover of the switches since the (activated) GTP-binding state exhibits
a very long lifetime of the order of minutes. Please note that frequently the GDP binding GTPases
are stabilized by inhibitors such as GDI. (b) Right top image: Membrane recruitment and activation
of a GTPase by the guanine exchange protein GEF mediated by electrostatic-hydrophobic forces.
Bottom: the excited GTPase activates and binds an adaptor protein which is also recruited to the
membrane by electrostatic-hydrophobic forces. It can attract one or several activators of control
processes
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activated switches. In order to accelerate this low rate of hydrolysis (which is
about 0.01 min~!), another regulatory protein has to come into play, namely,
the “GTPase activating proteins” (GAP) (Fig. 10, left). They stimulate the Rho-
GTPases to hydrolyze the GTP, thus deactivating the molecular switches rapidly.
Taken together, GEF and GAP form a functional tandem that controls the rhythm of
the transmembrane signal transmission processes.
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Abstract Many of the most important processes in cells take place on and across
membranes. With the rise of an impressive array of powerful quantitative methods
for characterizing these membranes, it is an opportune time to reflect on the structure
and function of membranes from the point of view of biological numeracy. To
that end, in this chapter, I review the quantitative parameters that characterize
the mechanical, electrical, and transport properties of membranes and carry out a
number of corresponding order-of-magnitude estimates that help us understand the
values of those parameters.

Keywords Membrane properties - Fermi problems - Biological numeracy -
Membrane shape

1 The Quantitative Membrane Landscape

The pace at which biology is advancing is staggering. Just as there was a short 50
year gap between the invention of manned flight by the Wright Brothers and the
beginning of the space age, in the little more than a half century since the discovery
of the structure of DNA and its interpretation through the genetic code, the life
sciences have entered their own age, sometimes dubbed “the genome age.” But
there is more to living matter than genomes. While the genome age has unfolded, a
second biological revolution has taken place more quietly. This other success story
in the emergence of modern biology is the unprecedented and detailed microscopic
view of cellular structures that have been garnered as a result of the emergence of
new ways to visualize cells. Both electron and optical microscopy have afforded an
incredible view of the cellular interior. In addition, the use of techniques for profiling
the molecular contents of cells has provided a detailed, quantitative view of the
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proteomes and lipidomes of both cells and the viruses that infect them meaning that,
in broad brush strokes, we know both what molecular components the cell is made
of and how the cellular interior looks. A particularly fertile example that serves as
the backdrop for the present chapter is given by our ever-improving understanding
of the membrane organization associated with the organelles and plasma membranes
of cells of many kinds [1].

The goal of this chapter is to develop a feeling for membranes in the form
of biological numeracy. That is, for the many different ways we can think about
membranes whether structurally, mechanically, or electrically, we will try to
formulate those insights in quantitative terms. The strategy used here is to move
back and forth between a data-based presentation in which key quantitative facts
about membranes are examined, and a rule of thumb and simple-estimate mentality,
in which we attempt to reason out why those numbers take the values they do.
For those cases in which we introduce hard data, our device will be to use the so-
called BioNumbers ID (BNID) [2]. Some readers will already be familiar with the
PMID (Pubmed ID) that links the vast biological literature and databases. Similarly,
the BioNumbers database provides a curated source of key numbers from across
biology. By simply typing the relevant BNID into your favorite search engine, you
will be directed to the BioNumbers website where both the value of the parameter
in question will be reported and a detailed description from the primary literature of
how that value was obtained. Unfortunately, my presentation is representative rather
than encyclopedic. There is much more that could have (and should have) been
said about the fascinating question of membrane numeracy. Nevertheless, the hope
is that this gentle introduction will inspire readers to undertake a more scholarly
investigation of those topics they find especially interesting, while still providing
enough quantitative insights to develop intuition about membranes.

There are many conceivable organizational principles for providing biological
numeracy for membranes. The strategy to be adopted here is to organize the numbers
that characterize membranes along several key axes, starting with their sizes and
shapes, turning then to their chemical makeup, followed in turn by some key
themes such as the mechanics of membrane deformations, the transport properties
of various molecular species across and within membranes, and the electrical
properties of membranes. In particular, depending upon the context, there are many
different ways of thinking about membranes (see Fig. 1) and each of these different
pictures of a membrane has its own set of characteristic parameters. Once these
parameters are in hand, we then attempt to make sense of all of these numbers in
a section on membrane Fermi problems with the ambition of this section being to
give an order-of-magnitude feeling for the numbers that characterize membranes
[3, 4]. The notion of a Fermi problem refers to the penchant of Enrico Fermi to find
his way to simple numerical estimates for complex phenomena of all kinds in short
order. The chapter closes with a look to the future that lays out my views of some
of the key challenges that await the next generation of scientists trying to further the
cause of membrane numeracy.
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Fig. 1 The many quantitative faces of a membrane. Depending upon the experiments being
done or the questions being asked, the way we characterize membranes is different. When
thinking about mechanical deformations of a membrane, we will characterize it in terms of elastic
constants. Mass transport across and within membranes is described by permeability and diffusion
coefficients, respectively. When describing changes in the membrane potential, we characterize
the membrane in terms of its conductivity and capacitance. Statistical mechanics teaches us to
think about membranes from the standpoint of their fluctuations which interestingly contribute to
the membrane tension. Each section of the chapter explores one of these ways of characterizing
membranes from the point of view of biological numeracy

2 The Geometrical Membrane: Size and Shape

An inspiring episode from the history of modern science that relates deeply to
biological numeracy was the unfolding of our understanding of lipids and the kinds
of extended structures they make both in the laboratory and in living cells. In his
book “Ben Franklin Stilled the Waves,” Charles Tanford gives a charming and
insightful tour of this development starting with the efforts of Franklin who was
intrigued by the capacity of lipids when spread on water to “still the waves.” Indeed,
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this fascination led Franklin to a famous experiment in which a spoonful of oil was
seen to cover nearly half an acre of Clapham Common near London, giving a first
indication of the molecular dimensions of lipids.

Franklin’s insights into the structural significance of thin films of lipids led a
century later to the emergence of more formal laboratory methods for studying lipid
monolayers. In a short 1890 paper on the subject, Lord Rayleigh notes “In view,
however, of the great interest which attaches to the determination of molecular
magnitudes, the matter seemed well worthy of investigation.” To that end, he
performed a table-top version of the Franklin experiment concluding that for a film
of olive oil he could actually compute the thickness of a monolayer, reporting a
lipid length of 1.63nm [5]. Agnes Pockels in a letter to Lord Rayleigh published
in Nature only a year later described her efforts with a trough and force measuring
balance to explore surface tension of films on water surfaces [6]. But above all, the
study of the “determination of molecular magnitudes” entered a new stage as a result
of a tour de force investigation by Irving Langmuir that really gave a first detailed
molecular view of lipid molecules and the kinds of collective structures they can
form.

Langmuir walks us through his experiments and deep musings about the shape of
lipids in his paper entitled “The Constitution and Fundamental Properties of Solids
and Liquids. II. Liquids.” Here I reproduce a lengthy but interesting series of quotes
from that paper, where Langmuir says: “In order to determine the cross-sections
and lengths of molecules in oil films, experiments similar to those of Marcelin were
undertaken. The oil, or solid fat, was dissolved in freshly distilled benzene, and,
by means of a calibrated dropping pipet, one or two drops of the solutions were
placed upon a clean water surface in photographic tray. The maximum area covered
by the film was measured. Dividing this area by the number of molecules of oil on
the surface, the area of water covered by each molecule is readily obtained. The
results are given in the first column of Table 1.” Langmuir’s Table I is reproduced
here as our own Fig.2 and shows the impressive outcome of his work, providing
not only key numbers but also a much-needed object lesson in the power of indirect
experimental methods. He then goes on to tell the reader how he found the lengths
of these same molecules noting, “The volume of each molecule is found by dividing
the “molecular volume” of the oil (M/p) by the Avogadro constant N. By dividing
this volume by the cross-section of each molecule, the length of the molecule in a
direction perpendicular to the surface can be obtained.”

Langmuir then goes on to say: “It is interesting to compare these lengths with
the cross-sections. As a rough approximation we may assume that the dimensions
of the molecule in directions parallel to the surface can be found by taking the
square root of cross-section. This is equivalent to assuming that each molecule in the
surface film occupies a volume represented by a square prism with its axis vertical.
The length of the square side, which we shall refer to as the average diameter, is
given in the second column of Table I, while the height of the prism (or the length
of the molecule) is given in the third column.” Again, the reader is encouraged to
refer to Fig.2 to see Langmuir’s results. He then proceeds telling us “It is seen at
once that the molecules are very much elongated. Thus the length of the palmitic
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TABLE .
Preliminary Measurements of Cross-Sections and Lengths of Molecules.
I Il 1. V.
Substance Formula Croga.sgr%t]on. Qoss. sec. LI o afom.
Palmitic acid Cy5Hg,COOH 21 x1016 4.6 x108 24.0 x108 15 x 1078
Stearic acid C47H35COOH 22 x 1016 47 x10-8 25.0 x 10-8 1.39 x 108
Cerotic acid Cy5H51/COOH 25 x10-16 5.0 x 108 31.0 x 10-8 1.20 x 10~8
Tristearin (C1gH350,)3C3Hs 66 x 10-16 8.1 x108 25.0 x 108 1.32 x 108
Oleic acid C47H33COO0H 46 x 1016 6.8 x108 11.2 x 108 0.62 x10~8
Triolein (C18H3302)303H5 126 x 10-16 11.2 x 10-8 13.0 x 10-8 0.69 x 10_8
Trielaidin (C1gH3302)3C3Hs 120 x 10-16  11.0 x 10-8 13.6 x 108 .72 x 108
Cetyl palmitate C15H31COOC gH33 23 x10-16 4.8 x 108 41.0 x 108 2.56 x 108
Myricyl alcohol ~ CgoHgiOH 27 x 10-16 5.2 x108 41.0 x10-8 237 x10-8

Fig. 2 Lipid sizes as obtained by Langmuir [7]. This table shows that already a century ago,
indirect methods had yielded a quite modern picture of lipid geometry

acid molecule is about 5.2 times the average diameter. The results prove that the
molecules arrange themselves on the surface with their long dimension vertical as
is required by the theory.” [7]. Langmuir went much farther commenting on the
significances of the different lengths and areas emboldening him even to think
about the role of unsaturated bonds in determining molecular shape. Indeed, one
of my favorite aspects of these experiments from Langmuir is that they led him to
understand both the number of tails and their degree of saturation truly providing a
detailed molecular picture of these molecules. This work went even farther in the
hands of Gorter and Grendel who used similar trough experiments to hypothesize
that biological membranes are lipid bilayers, a subject we will take up again in the
section on “The Electrical Membrane,” though I note that there are subtleties about
the Gorter and Grendel approach that continue to escape me since in their analysis,
they did not account in any way for the fraction of the membrane that is taken up by
membrane proteins [8].

What we see from this short historical interlude is that already at the beginning
of the twentieth century, long before tools such as X-ray diffraction and nuclear
magnetic resonance had made their way onto the scene of modern biological
science, scientists had already gleaned a detailed view of the makeup of lipids and
started to synthesize a view of how they assemble in cell membranes. The same
story already told by experiments using Langmuir troughs has been retold much
more accurately on the basis of X-ray and electron microscopy experiments [9, 10].
Indeed, an assessment of the current state of the art for the same kinds of questions
originally broached by Langmuir can be seen in Table 1.

The rules of thumb that emerge from a century of study of these molecules is
that we should think of lipid masses as being in the range of many hundreds of
Daltons up to thousands of Daltons for the largest lipids. The lengths of these lipids
vary with tail lengths of &~2-2.5 nm. The tail-length rule of thumb can be articulated
more precisely in terms of the number of carbons in the tail (n.) as I, = n¢lc,
where the length of a carbon—carbon bond is approximately /.. ~ 0.13nm [11]. The
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Table 1 Summary of Lipid Area/lipid (nm?)  Thickness (nm)
modern version of measured
lipid geometric parameters to DLPE 0.51 & 0.005 258
be compared to those from DOPS 0.65 & 0.005 3.04
Langmuir shown in Fig. 2 DMPC 0.61 £ 0.005 2.54
DLPC 0.63 £ 0.005 2.09
POPC 0.68 £+ 0.015 2.71
diC22:1PC  0.69 % 0.0005 3.44
DOPC 0.72 £ 0.005 2.68

All values taken from [9]

cross-sectional areas of lipids can be captured by a rule of thumb that the area per
lipid is ~20.25-0.75 nm?. Note that the use of a single cross-sectional area is overly
facile because lipids can have much richer shapes than the “square prism with its
axis vertical” described by Langmuir. Indeed, because lipids can have shapes more
like wedges, this can lead to spontaneous curvature, a topic that we will not delve
into more deeply here, but that is critical to understanding the relation between
membrane shape and lipid geometry. These rules of thumb are based upon a host of
different measurements, with the thickness and area per molecule found here (BNID
101276, 104911, 105298, 105810, 105812). We have traveled a very long way since
the days of Langmuir, since we can now order designer lipids with specific chemical
properties and even with special groups attached making these lipids fluorescently
labeled.

A higher-level view of the structure of cell membranes has been developing on
the basis of electron cryo-microscopy which offers an unprecedented view of the
very same structural features already explored a century ago using the kinds of
indirect methods described above. Figure 3 provides a collage of electron cryo-
microscopy images of bacterial cell membranes. We see that in most of these
cases, the inner and outer membranes are easily resolved and that they have a
thickness of roughly 5nm (BNID 104911). To be more precise, we should bear
in mind that in quoting numbers such as a membrane thickness of 5 nm, of course,
we are talking about a characteristic dimension since the interaction of the lipids
with the surrounding proteins can induce thickness variations due to the effect
of hydrophobic matching of the proteins and lipids [12-14]. Since the bacteria
themselves are several microns in length and a bit less than a micron in diameter,
we can make a simple estimate of the overall membrane area of the inner and outer
membranes by thinking of the bacterium as a spherocylinder with a characteristic
volume of 1 um? 2 1 fL and a corresponding surface area of 5—10 um?.

The membranes of eukaryotic organisms are typically more heterogeneous and
complex than those shown in Fig. 3. Figure 4 gives several examples coming from
electron microscopy to make that point. First, such cells, like their prokaryotic
counterparts, have an external plasma membrane that separates them from the rest of
the world. But as seen in Fig. 4a, even the cell surface can adopt extremely complex
geometries as exemplified by the microvilli. One of my favorite examples in all of
biology is shown in Fig.4b where we see the outer segment of a photoreceptor
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Caulobacter crescentus Myxococcus xanthus

Vibrio cholerae Shewanella oneidensis

Fig. 3 Electron cryo-microscopy images of bacterial cell walls. The Caulobacter crescentus cell
gives an impression of overall cell dimensions while the higher-resolution images of other bacteria
zoom in on their membranes. Note that these are gram-negative bacteria meaning that their external
membrane architecture consists of an inner membrane, a cell wall, and an outer membrane (images
courtesy of Grant Jensen and his laboratory members)

with its dense and regular array of membrane stacks. However, it is perhaps
the spectacular organellar membranes (see Fig.4c) that give a sense of the great
challenges that remain in understanding membrane shape in cells [15]. Structural
complexity similar to that found in the mitochondria abounds in other organelles
such as the endoplasmic reticulum [16, 17].

Our brief foray into the size and shape of membranes and the molecules that make
them up would of course be woefully incomplete without also commenting briefly
on the role proteins play in our modern view of biological membrane structures.
Though early ideas about cell membranes painted a picture of a sea of lipids dotted
with membrane proteins, the modern view has turned out to be altogether different.
“A picture is emerging in which the membrane resembles a cobblestone pavement,
with the proteins organized in patches that are surrounded by lipidic rims, rather
than icebergs floating in a sea of lipids.” [18]. As a rule of thumb, we can think of
the protein densities in bacterial membranes as being o &~ 103 proteins/um?2. This
can be used in turn to estimate the typical center-to-center protein spacing in the
cell membrane as d ~ o2 A 3nm, a result that is uncomfortably tight given
that typical protein sizes are themselves 3—-5 nm as seen in Fig. 5. The question of
mean membrane-protein spacing is also of great interest in the context of organellar
membranes, with a hint at what can be expected in these cases given by a classic
study on synaptic vesicles [18].
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™ —
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Fig. 4 Eukaryotic membrane structures. (a) Apical surface of intestinal epithelial cells showing
the dense membrane folds around the microvilli. The sugar chains extending outwards from the
surface of the membrane can also be seen as a fuzzy layer above the microvilli. (b) Stacks of
membranes packed with photoreceptors in the outer segment of a rod cell. (¢) Thin section of a
mitochondrion surrounded by rough endoplasmic reticulum from the pancreas of a bat (all figures
adapted from “Physical Biology of the Cell,” Garland Press, 2012)
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Fig. 5 Sizes and shapes of membrane proteins [19]. Top and side views of several notable
membrane proteins. Note the 10nm scale bar, though the membrane thickness can also be used
as a scale marker as indicated in Fig.3 (images courtesy of David Goodsell and adopted from
“Cell Biology by the Numbers”, Garland Press, 2015)
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3 The Chemical Membrane

With each passing generation, our understanding of the structures of the cell is
becoming more and more refined. As shown in the previous section, we have learned
a huge amount about the structures of membranes and the molecules that make
them up. But what about the specific chemistry of these membranes? One of the
ways that our picture of the membranes of living cells has been transformed is
through the ability to count up the molecules of different kinds, both the lipids
making up the plasma membrane and organelles and of the many proteins that
decorate these membranes. In many ways, the development of a census of lipid
composition of membranes is an astonishing achievement and has revealed not only
that these membranes are heterogeneous, but also that the cell “cares” about its lipid
composition [18, 20-28]. Though there is still much left to be understood about
precisely how cells keep track of their membrane composition and why they “care,”
in this section of the chapter we focus on what has been learned thus far about
these chemical effects from a quantitative perspective. For a pedagogical review,
see chapter 4 of Buehler’s interesting book [1].

The same membrane strategy used to separate the interior of cells from the
extracellular medium is also used for separating the cellular interior into a collection
of membrane-bound organelles such as the nucleus, the endoplasmic reticulum, the
Golgi apparatus, and mitochondria. Each of these membrane systems is host to
lipids that come in different shapes, sizes, and concentrations. There are hundreds of
distinct types of lipid molecules found in these membranes and, interestingly, their
composition varies from one organelle to the next. This is highly intriguing since
these distinct membrane systems interact directly through intracellular trafficking by
vesicles. This same heterogeneity applies to the asymmetric plasma membrane, with
different classes of lipids occupying the outer and cytosolic leaflets of the membrane
(i.e., the two faces of the lipid bilayer).

Experimentally, the study of lipid diversity is a thorny problem. Sequencing
a set of single or double bonds along a carbon backbone requires very different
analytic tools than sequencing nucleotides in DNA or amino acids along proteins.
Still, the omics revolution has hit the study of lipids too. The use of careful
purification methods coupled with mass spectrometry has made inroads into the
lipid composition of viral membranes, synaptic vesicles, and organellar and plasma
membranes from a number of different cell types. Indeed, the numbers in this section
owe their existence in no small measure to the maturing field of lipidomics, based
in turn upon impressive advances in mass spectrometry. As noted above, we remain
largely in the fact-collection stage of this endeavor since a conceptual framework
that allows us to understand in detail the whys and wherefores of lipid compositions
and how they change with growth conditions is quite immature.

Perhaps the simplest question we can pose about lipids at the outset is how many
there are in a typical cell membrane. A naive estimate for a bacterial cell can be
obtained by noting that the area of the bacterial cell membrane is roughly 5 um?,
and recalling further that many bacteria have both an inner and outer membrane. To
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effect the estimate, we take

4 x membrane area - 20 x 10° nm?

Mipids = ~ 8 x 107, (1)

areaperlipid  1/4 nm?
where the factor of 4 accounts for the fact that we have two lipid bilayers because of
the presence of both an inner and outer membrane. This estimate is flawed, however,
because we failed to account for the fraction of the membrane area that is taken up
by proteins rather than lipids. As was seen in the previous section on size and shape,
a useful rule of thumb is that 1/4 of the membrane area is taken up by proteins
[20], so our revised estimate of the number of lipids in a cell membrane would be
reduced by 25%. Further, note that we used an area per lipid on the low side and
if we amended that estimate to a value of 0.5 nm? per lipid, this would also bring
our estimate down by a factor of two. Literature values reported for the bacterium
E. coli claim roughly 2 x 107 lipids per E. coli cell, squaring embarrassingly well
with our simple estimate, and leaving us with a useful rule of thumb for the lipid
density of

2 x 107 lipids ¢ lipids
o ~ 10 . 2)
5um? x 4 leaflets um? leaflet

Given our estimate of 2 x 10 lipids per bacterial cell, we can make a corresponding
estimate of the fraction of the cell’s dry mass that is lipids [29]. As a basis for
comparison, we recall that the number of proteins per bacterial cell is &~ 3 x 100
[4, 19, 29]. If these proteins have an average mass of 30,000 Da, this means the
total protein mass is roughly 10!! Da or 0.15 pg, corresponding to roughly 1/2 of
the dry mass of a bacterial cell. For our 2 x 107 lipids, each with a mass of roughly
1000 Da, this means that the lipids contribute an approximate mass of 2 x 10'° Da,
corresponding to 20% of the protein mass, or 1/10 of the dry mass of the cell.

What about the composition of membranes? In broad brush strokes, what has
been learned in lipidomic studies is that in most mammalian cells, phospholipids
account for approximately 60% of total lipids by number and sphingolipids make
up another 10%. Non-polar sterol lipids range from 0.1% to 40% depending on
cell type and which subcellular compartment is under consideration. The primary
tool for such measurements is the mass spectrometer. In the mass spectrometer each
molecule is charged and then broken down, such that the masses of its components
can be found and from that its overall structure reassembled. Such experiments
make it possible to infer both the identities and the number of the different lipid
molecules. Absolute quantification is based upon spiking the cellular sample with
known amounts of different kinds of lipid standards. One difficulty following these
kinds of experiments is the challenge of finding a way to present the data such that
it is actually revealing. In particular, in each class of lipids there is wide variety of
tail lengths and bond saturations. Figure 6 makes this point by showing the result of
a recent detailed study of the phospholipids found in budding yeast. In Fig. 6a, we
see the coarse-grained distribution of lipids over the entire class of species of lipids
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Fig. 6 Lipids in yeast. (a) The top panel shows the relative proportions of different types of lipid
as a function of the physiological state of the cells as revealed by the inset in the upper right.
That inset shows the result of cellular growth as measured by spectrophotometry and leading
to the optical density (OD) as a function of time. (b) The lower panel shows the diversity of
different phospholipids. These lipids exhibit both different tail lengths and degree of saturation as
shown by the schematics of the lipids in the lower panel. The abbreviations used in the figure are:
CL cardiolipin; Erg ergosterol; IPC inositolphosphorylceramide; MIPC mannosyl-inositol phos-
phorylceramide; M(IP)2C mannosyl-di-(inositolphosphoryl) ceramide; PA phosphatidic acid; PC
phosphatidylcholine; PE phosphatidyl-ethanolamine; P/ phosphatidylinositol; PS phosphatidylser-
ine; TAG triacylglycerols; DAG diacylglycerol; LPC lysophosphatidylcholine. Adapted from “Cell
Biology by the Numbers,” Garland Press, 2015. Data in top panel adapted from [27] and data in
bottom panel adapted from [22]

found while Fig. 6b gives a more detailed picture of the diversity even within one
class of lipids [22]. Studies like the one presented above for yeast have also been
done in other eukaryotes as shown in Fig. 7 [21, 30]. Data like this shows that the
subject is even more interesting than one might first expect because we see that lipid
composition is different for different organelles. As noted earlier, this is especially
intriguing given the fact that these different organelles are in dynamical contact
as a result of intracellular trafficking, calling for a mechanistic and quantitative
description of how these composition heterogeneities are maintained. All of these
measurements leave us with much left to understand since as noted at the beginning
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Fig. 7 Organellar lipids in mammalian cells. (a) Lipid production is spread across several
organelles. The text associated with each organelle shows the site of synthesis for the major lipids.
The main organelle for lipid biosynthesis is the endoplasmic reticulum (ER), which produces
the bulk of the structural phospholipids and cholesterol. (b) The lipid composition of different
membranes also varies throughout the cell. The graphs show the composition out of the total
phospholipid for each membrane type in a mammalian cell. As a measure of sterol content, the
molar ratio of cholesterol to phospholipid is indicated. SM sphingomyelin; R remaining lipids. For
more detailed notation see caption of Fig. 6 (adapted from [21])

of this section, the question of how cells regulate and control their lipid composition
and why they care remains unanswered.

4 The Mechanical Membrane

Electron microscopy images make it abundantly clear that whether we think of
the stacked membrane discs making up the outer segment of a photoreceptor or
the tortuous folds of the endoplasmic reticulum of a pancreatic cell, biological
membranes are often severely deformed. But as we all know from everyday
experience, changing the shape of materials usually costs energy. As a result of
membrane deformations, energetic costs resulting from both membrane stretching
and bending are incurred. The aim of this part of the chapter is to give a quantitative
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stretyv
Fig. 8 The mechanics of membrane deformations. One of the deformation modes is changing

the membrane area by stretching. The second mode of membrane deformation considered here is
membrane bending

view of the energetic cost of these deformations [31]. These two different membrane
deformation mechanisms are indicated schematically in Fig. 8.

A natural mechanical question we might imagine starting with is the energetic
cost associated with bending the membrane. The free energy cost to deform a tiny
patch of membrane is codified in the form of the so-called Helfrich-Canham-Evans
free energy [11]. For a tiny patch of membrane with area A Apach, the free energy
cost to bend it is given by

1\2
energy to bend a membrane patch = *B + A Apatchs 3
2 \ Ry Ry

where kg is the membrane bending rigidity and R; and R; are the principal radii of
curvature of the patch of membrane. Note that the membrane bending rigidity has
units of energy since the unit of the factor in parentheses is 1 /area which is cancelled
by AApach which has units of area. The values of Ry and R; characterize the
curvature of the surface at the point of interest. Specifically, if we visit a particular
point on the surface, we can capture the curvature by using two orthogonal circles
whose radii are chosen so that those two circles most closely follow the shape of
the surface at that point. Given the free energy in Eq. (3), we can find the total free
energy of a given deformed membrane configuration by adding up the contribution
from each little patch as

KB 1 1 g
Ebend = dA ’ 4
bend 2 / (Rl(x,y)+R2(X,Y)) @

where now we acknowledge that the curvature (as measured by R; and Rj) is
potentially different at each point on the surface. Of course, the scale of this
energy is dictated by the bending rigidity «p. Our discussion has neglected a
second topological contribution to the membrane deformation energy related to the
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Fig. 9 Elastic moduli characterizing membrane bending and stretching. (a) Values for the
membrane bending rigidity. Each value corresponds to a different lipid with the values showing a
range of tail lengths and tail saturation. (b) Values for the area stretch modulus. All values obtained
using pipette aspiration experiments [32]

Gaussian curvature, though clearly such terms will be of interest in the context of
the topologically rich membrane structures found in cell organelles [11].

A wide range of experiments on a variety of different lipids suggest the rule of
thumb that the bending modulus (kp) for lipid bilayers is in the range 10-25kgT
[32, 33]. Characteristic values of the membrane bending rigidity for phospholipid
bilayers are shown in Fig. 9a. We will freely use kg7 for our energy units and note
the conversion factors kg7 A 4.1 pNnm ~ 4.1 x 1072 J. The presence of sterols
in lipid bilayers can increase those numbers to ~ 100 kg7 [34]. Interestingly, even
measurements on biological membranes derived from the ER and Golgi apparatus
report a membrane rigidity of kg ~ 3 x 10719J ~ 75kgT (BNID 110851), only
a factor of three larger than the values for phospholipid bilayers reported in Fig. 9a
[35, 36].

Another important question we can ask about membrane deformations is the
energy cost for changing the area of the membrane as seen in Fig. 8. When we stretch
a membrane away from its equilibrium area, a consequence is the development of
a tension in that membrane. One way to understand the magnitude of membrane
tensions is by appealing to a so-called constitutive equation which loosely speaking
relates force and membrane geometry. In particular, the mechanics of membrane
stretching is often described by the constitutive equation

AA
=K , 5
T AAO (5
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where K 4 is the area stretch modulus and A A is the area change. To figure out the
tension, we compute the change in area, normalize by the total unstressed area Ay,
and then multiply by the modulus K 4. In general, when we change the area of a
patch of membrane by some amount A A, the corresponding free energy cost can be
written as

_ Ka { AAN?
stretching energy = 5 \ 4 Apatch, (6)
0

where note that the units of the area stretch modulus K4 are energy/area. Several
examples of the values adopted by the area stretch modulus are shown in Fig. 9b,
which gives the interesting insight that for a range of tail lengths and degrees of
saturation, the area stretch modulus is nearly constant.

The actual magnitudes of the tensions in the membranes of both vesicles and cells
can vary over a wide range and even the underlying mechanistic origins of these
tensions are different depending upon what regime of tension we are considering.
Interestingly, the energetics of area change is a subtle one in the same way as the
energetics of stretching a polymer like DNA is. Specifically, let’s remind ourselves
of the subtleties associated with DNA stretching as a prelude to thinking about
membrane stretching [4, 11]. In the “force free” state, DNA will be folded up and
compact since such states have lower free energy in part because the entropy of
the compact conformation is higher. To stretch DNA, the free energy cost can be
thought of as being almost entirely entropic, meaning that with increasing stretch,
there are fewer and fewer configurations available to the DNA and hence the entropy
decreases, resulting in a net increase in free energy. It is only when the DNA is
stretched to its full contour length that we enter a different regime that actually
involves molecular bond stretching. Because the mechanisms in these regimes are
different, it should not surprise us that they are actually characterized by different
mechanical stiffnesses. Similar intuition emerges for the membrane case.

By analogy with polymer stretching, we can think of the energetic cost associated
with membrane deformations in much the same way. That is, for a floppy (low
tension) membrane, stretching the membrane has an associated free energy cost that
results from “pulling out the wrinkles,” and is effectively entropic [11]. At higher
tensions, the actual bond stretching effect intervenes. Though very few systematic
insights have been obtained for thinking about the membranes within cells, a series
of rigorous, systematic studies in lipid bilayers have set the standard in the field
[32]. At even higher tensions, lipid bilayer membranes will actually rupture with
the rupture tensions occurring between 5 and 10 mN/m depending upon the type of
lipids in question [37].

Though there are fewer systematic measurements for cellular membranes, some
clever experiments have shed light on this topic as well. The tension measured in
ER membrane networks has a value of 1.3 x 1072 mN/m while that measured in
the Golgi membrane is given by 0.5 x 1072 mN/m [38]. These numbers are quite
small as can be seen by comparing them to the membrane rupture tension which
is a thousand times larger with a range of 5-10mN/m as noted above [37]. Note
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also that the subject of membrane tension is a tricky one in the cellular setting
because measured tensions have many contributions including from the underlying
cytoskeleton and the battery of molecular motors associated with it [39]. There is
an excellent review featuring both a clear discussion of the different methods and
the range of measured tensions [40]. Table 1 of that review includes an exhaustive
listing of measured membrane tensions as well as the caveats associated with each
such measurement.

S The Dynamic Membrane

Perhaps the defining feature of biological membranes is that they serve as barriers
between some compartment of interest (the cytoplasm, the Golgi apparatus, the
nucleus, the endoplasmic reticulum, etc.) and the rest of the world. The very word
“barrier” points toward underlying molecular rules that determine the rate at which
molecules cross through or move within membranes, and thereby regulate how a
cell distinguishes itself from the environment. In this section, we begin by exploring
the permeability of biological membranes to various molecular species. After that,
we then turn to the diffusive properties of molecules within the membrane.

One of the key ways we characterize membrane permeability is to ask the
question of how many molecules cross a given area of membrane each second, a
quantity defined as the flux, j. In particular if we have a difference in concentration
of some species across the membrane given by Ac, then in the simplest model the
flux is given by

j = —pAc, 7

where the parameter p is the permeability of interest here. Note that a more rigorous
treatment of the flux invokes the chemical potential difference across the membrane,
though for our purposes this simple linearization suffices [41, 42]. The units of the
permeability can be deduced by noting first that the units of j are

number of molecules

L2T ®

units of j =
Here we adopt the standard strategy when examining units of physical quantities of
using the symbol L to signify units of length and T to signify the units of time [43].
Given these conventions, the units of concentration are

. number of molecules
units of ¢ = 13 . ©))
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Fig. 10 Range of membrane permeabilities. Permeability coefficients for a number of different
lipid species showing the huge dynamic range in permeability

The requirement that the units on the two sides of the equation balance implies that
the units of the permeability itself are

number of molecules

. _ L2T _ L
units of p = number of molecules =~ T (10)
L3

In the remainder of the paper, we will report units of permeability in nm/s, though
often one finds values reported in cm/s as well.

The first and probably most important thing we should say about the numerical
values adopted by membrane permeability is that there is no such thing as the
membrane permeability. That is, the rate at which molecules pass across membranes
is an extremely sensitive function of which molecules we are discussing as well as
the type of molecules making up the membrane itself [10, 37, 44]. Figure 10 makes
this point clear by reporting the range of values for permeability for a number of
different molecular species revealing a more than 10-order-of-magnitude range of
permeabilities, with the membrane being effectively impermeable to ions such as
Na™ and K™, while for water molecules, the permeability is ten orders of magnitude
larger. Though this doesn’t rival the 30 order-of-magnitude range that is found for
electrical conductivities of different materials, these numbers still imply a huge
difference in the transport properties of different molecules across membranes.

How are such permeabilities measured? One approach to measuring these
membrane permeabilities is the use of radioactive tracer molecules. By setting up
a membrane separating two aqueous regions with different compositions, one can
measure the accumulation of the tracer in one region as a result of flux from the
other region over time [44]. A second important set of measurements for water
permeability were performed using giant unilamellar vesicles using the so-called
micropipette aspiration method where an osmotic pressure is applied across the
membrane and the resulting flux of water across the membrane is measured. Here
the idea is that a pipette with a characteristic diameter of several microns is used
to grab onto a vesicle with a diameter of roughly 10 um or larger. By applying a
suction pressure, the tension of the vesicle can be monitored. Further, by using video
microscopy, the volume of the vesicle can be carefully monitored, giving a sense of
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the rate at which the vesicle is inflated as a result of mass transport of water across
the membrane. The results of such measurements for a set of different lipid types
are shown in Fig. 11, with values entirely consistent with those shown schematically
in Fig. 10.

The classic work of Hodgkin and Huxley offered many important insights. To
my mind, one of the most interesting arguments that they made is a testament to
the role of clear theoretical (and quantitative) thinking in biology. In particular, they
argued that the membrane permeability to ions such as Na* and K™ must change
transiently and substantially to permit key ions across the otherwise impermeable
membrane (see Fig. 10 to get a sense of the extremely low permeability of charged
ions). Specifically, they introduced a highly nonlinear permeability response that
suggested that there must be molecules in the membrane of the cell that could
selectively change the permeability in response to changes in driving forces such
as the membrane potential, effectively hypothesizing the existence of ion channels
before they were known.

We now know that biological membranes are littered with batteries of different
channels and pumps whose job it is to transiently alter the permeability of the
membrane or to actively transport molecular species across it. These membrane
proteins are responsible for many physiologically important functions including
the transport of ions and sugars such as glucose and lactose that are critical to
the cellular economy. Tons typically pass across ion channels at rates between 107
and 10° ions per second, though of course this rate depends upon the concentration
difference across the membrane itself (BNID 103163,103164). Glucose transporters
have a much lower characteristic rate of several hundred sugars per second (BNID
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102931, 103160) while bacterial lactose transporters have a characteristic rate of
20-50 sugars per second (BNID 103159). Though here we report on the rates
associated with several well-known membrane proteins, more generally, the rates at
which the various membrane proteins that are responsible for transport operate are
not that well known, with a dearth of modern data spanning the range of different
membrane transporters (BNID 103160) [45].

A second kind of membrane dynamics different from the transport across the
membrane described above is diffusion of molecules laterally within the membrane.
As already noted throughout the chapter, the membrane is a highly heterogeneous
composite of lipids and proteins and when thinking about the diffusive dynamics
within the membrane, we need to do so on a molecule-by-molecule basis. Since
we are thinking about membranes, the first class of molecules we might be
interested in characterizing are the lipids themselves [46-50]. For example, in
eukaryotic cell membranes, by using the clever method of fluorescence-recovery-
after-photobleaching (FRAP), a lipid diffusion constant of 0.9 um?/s was measured
[46]. This diffusion constant is roughly tenfold lower than the values that would be
found in a model lipid bilayer membrane [51]. More recent measurements confirm
these classic numbers (see Figure 4 of Ref. [50], for example).

It is of great interest to characterize the in-plane diffusion not only of the lipids
themselves, but also of the proteins that populate those membranes. Figure 12
gives examples of membrane diffusion constants for several different membrane

(A) model membranes (B) bacterial membrane
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Fig. 12 Range of diffusion coefficients. (a) Diffusion coefficients for different membrane proteins
measured using fluorescence correlation spectroscopy in giant unilamellar vesicles showing
dependence on protein size. The red line is a fit using the Saffman-Delbriick model which
characterizes membrane diffusion as a function of the size of the diffusing molecule [52, 53]. (b)
Diffusion coefficients for different membrane proteins measured using fluorescence recovery after
photobleaching (FRAP) in the E. coli cell membrane. The red line is an empirical fit as a function
of the number of transmembrane helices in the protein. The names refer to particular membrane
proteins used in the experiments. (a) adapted from [54] and (b) adapted from [55]
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proteins. Further, we need to acknowledge the large differences in lateral diffusion
coefficients between model membranes such as are found in giant unilamellar
vesicles where the values of diffusion coefficients for membrane proteins are
1-10um?/s [54] and those in native membranes where membrane proteins are
characterized by diffusion coefficients that are several of orders of magnitude lower
with values of 0.01-0.1 um2/s [50, 55-57]. However, these measurements are more
nuanced than first meets the eye and the results for several membrane proteins have
been shown to depend upon the timescales over which the diffusion is characterized
[56]. In particular, using the FCS method which probes diffusion on short length
and timescales, both the TAR receptor and TetA (a tetracycline antiporter) were
found to have diffusion constants of 4.2 and 9.1 um?/s, respectively, to be contrasted
with the values of 0.017 and 0.086 um?/s, respectively, found when using the FRAP
measurement. Indeed, as we will note in the final section of the chapter, the question
of how best to move from biological numeracy in model membranes to biological
membranes with their full complexity is one of the key challenges of the coming
years of membrane research.

6 The Electrical Membrane

A membrane has many different properties as shown in Fig. 1. So far, our picture of
membranes has focused on their mechanical and transport properties. However, our
discussion of action potentials and the pathbreaking work of Hodgkin and Huxley
already hinted at the view that membranes can also be thought of as circuit elements.
Specifically, part of this chapter’s very business is to illustrate some of the different
abstract ways of describing membranes and what effective parameters to attribute
to them. We now jettison the view of a membrane as a mechanical object, instead
focusing on it as a collection of resistors and capacitors as shown in one of the
panels of Fig. 1.

The picture already developed under the heading of the “Electrical Membrane”
in Fig. 1 tells us that in the presence of an electric potential, a lipid bilayer behaves
as an array of resistors and capacitors in parallel. One way to measure the electrical
conductance across a membrane patch is to form a lipid bilayer membrane across
a hole separating two solutions. Then, different voltages are applied across the
membrane and the current—voltage characteristics are measured, with the membrane
conductance then determined by using the slope of these current—voltage curves. In
our discussion of the electrical membrane we characterize electrical properties on a
per unit area of membrane basis. For the conductance, a series of measurements like
those described above for a number of different charged species result in a range
of values for the bare membrane conductance of roughly 1-5nS/cm? [58, 59]. To
get a sense of how small the membrane conductance is, note that if we consider a
characteristic conductance of 1 nS for an ion channel such as the mechanosensitive
channels found in bacteria [60], if we normalize by the area this means that the
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channel conductance is more than ten orders of magnitude larger than that of the
membrane itself.

But membranes have more electrical properties than their conductance alone
[4]. Capacitance is a measure of the ability of a circuit element to store charge.
A local disruption of charge neutrality is permitted near surfaces. In particular, in
this setting, the capacitance is defined as the ratio of the excess charge on either side
of the membrane and the membrane potential, C = g/ Vj;em. The capacitance of a
patch of the cell membrane can be approximated by thinking of it as a parallel plate
capacitor. The charge on the capacitor plates is =0 Apaich, Where o is the excess
charge per unit area of membrane, and Apach is the area. The electric field inside a
parallel plate capacitor is uniform and equal to o /(g9 D), where D is the dielectric
constant of the material between the plates. Therefore the potential drop across
the membrane is Vyen = od/coD, where d is the thickness of the membrane,
or the distance between the plates of the parallel plate capacitor. Dividing the
charge by the membrane voltage leads to the formula, C = £9DApacn/d, for the
capacitance of a patch of membrane. Since the cell membrane has a thickness of
d =~ 5nm and a dielectric constant D,,.,, = 2, its capacitance is predicted to be
Carea = C/Apaten ~ 0.4 ;,LF/cm2. The typical measured value for the capacitance
per unit area in cell membranes is Cyreq = 1 ;LF/cm2 [61-63].

We have already discussed the century long quest to understand the size of
lipid molecules and the membranes they make up. We learned that one branch of
these investigations passed through the enormously impressive work of Pockels,
Rayleigh, and Langmuir. Amazingly, a completely independent line of enquiry in
the hands of Fricke related to the electrical properties of membranes led to nearly
the same result [61]. Using these ideas, we can recast the measured value of the
membrane capacitance as a result for the membrane thickness as

Jo ¢ _ 2¢ %2x8.8x10’12F/m%4nm’ an

(C/A) (C/A) 0.4 x 1072F/m?
a beautiful result astonishingly close to the value obtained using the equation of
state of monolayers by Pockels, Rayleigh, and Langmuir. Note that to obtain this
result, we rewrote the conventional membrane capacitance of 0.4 uF/cm? in the
more appropriate SI units as 0.4 x 1072 F/m?. Further, whereas Frick used a relative
dielectric constant of 3, the estimate used here is based upon the value of 2. In light
of the measurement of the membrane capacitance, scientists such as Fricke realized
that this would provide yet another sanity check on the membrane thickness [61].
In this era where many scientists seem almost to have scorn for the idea of figuring
things out without seeing them directly, the determination of the thickness of lipid
bilayers long before the advent of direct techniques such as electron microscopy
should give readers pause before casually dismissing results that come from indirect
measurements.
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7 The Fermi Membrane: Thinking Up Membranes

So far, this chapter has been an ode to biological numeracy in the context of
membranes, showing us the many different ways in which we can quantitatively
describe our hard-earned understanding of these fascinating structures. These
numbers are summarized in Table 2. But in the abstract, such numbers are often
boring and sometimes useless, or worse yet, misleading. To my mind, numbers that
characterize the world around us are only really interesting when put in the context
of some argument or reflection. For example, we know that if we drop an object near
the surface of the Earth, in the first second, it will fall roughly 5 m. So what? In the
powerful hands of Newton, this innocuous number became part of his inference of
the law of universal gravitation. There is a direct intellectual line from a knowledge
of the radius of the Earth and the distance to the moon to Newton’s estimate leading
him to further trust the idea that the force of gravity falls off as the square of the
distance. In that case, he realized that the distance to the moon is roughly 60 times
larger than the radius of the Earth, meaning that the acceleration of the moon as it
“falls” toward the center of the Earth should be (60)? = 3600 times smaller than
that associated with that apocryphal apple falling from Newton’s tree. To finish off
his estimate, he asked the question of how far the moon falls compared to how far
the apple falls when watched for the same time and found them to “answer pretty
nearly,” with the moon falling roughly 1/3600 as much in 1s as the Sm a falling

Table 2 Membranes by the numbers

Membrane parameter Range of parameter values BNID
Lipid length ~2.5-3.5nm See Table 1
Lipid area ~1/4-3/4nm?> See Table 1
Number of lipids per cell ~2 x 107 100071
(bacterium)

Bending rigidity 10-25kgT 105297

Area stretch modulus
Membrane tension

200-250 mN/m (or 250 kg T/nm?)
10~% — 1 kg T /nm?

112590, 112659
110849,112509, 112519

Rupture tension 1-2 kg T /nm? 112489, 110911
Membrane permeability 10-50 um/s 112488

(water)

Membrane capacitance ~1 uF/cm? 110759, 109244, 110802
Membrane resistance 0.1-1.5 x10° Q@ cm? 110802

Membrane potential 100 mV 109775, 107759
Diftusion constant (lipid) ~1 um?/s 112471, 112472
Diffusion constant ~0.02-0.2 um?/s 107986

(membrane protein)

A summary of the key numbers about membranes discussed throughout the chapter for easy
reference. Numbers reported are “typical” values and should be used as a rule of thumb. For a
more detailed description of parameter values, the reader should use the Bionumbers database
through the relevant BNID. Also see Box 1 of [14]
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body at the surface of the Earth falls in that same time interval. But what does this
have to do with our quantitative musings on membranes? To my mind, it illustrates
how powerful simple numerical arguments can sometimes be to help us see whether
our way of thinking is consonant with the known facts about a system.

Inspired by the long tradition of simple estimates when faced with numerical
magnitudes to describe the world around us, we now examine the ways in which
the numbers presented throughout the chapter can help us to better understand
membranes and the biological processes that take place at them. Indeed, we are
inspired by the notion of the so-called Fermi problems introduced at the beginning
of the chapter where the goal is to try to develop simple numerical estimates for
various quantities of interest by pure thought. Not only does the Fermi approach
allow us to estimate key magnitudes, but even more importantly, it is one of the
most powerful ways I know to make sure that the stories we tell about our data
actually make sense. In this section, we ask ourselves whether we can understand
some of the numerical values reported throughout this chapter as well as what key
scaling results we should bear in mind when thinking about membranes. We pass
through each of the sections of the chapter in turn, each time taking the opportunity
to reflect on the numbers we have seen.

Size and Shape Redux In the first part of the chapter, we considered different ways
of characterizing the size and shapes of membranes and the molecules that make
them up. This led us to the fascinating experiments of Langmuir that used the
relationship between tension and area as a way of determining the size and shape
of lipids. Here, our aim is to use order-of-magnitude thinking to try and put those
numbers in perspective. As an example from everyday life where a simple numerical
estimate of the Fermi type can help us build intuition by giving us a sense of the
relative sizes of membranes and the cells they envelop, we consider the fuselage of
an airplane. One of the most popular tourist destinations in Seattle is the factory of
Boeing where one can see giant airplanes such as the 747, 777 and 787 in the process
of assembly. As part of that tour one is treated to the view of a cross-section of a
747 fuselage which gives a sense of just how thin the skin of an airplane really is.
For the perceptive flyer, this same observation can be made upon entering the plane
by looking at the fuselage near the door. What one notices is that the exterior shell
of the plane is less than a centimeter thick while the overall diameter of that very
same fuselage is roughly 5 m, resulting in an aspect ratio of 1:500. Interestingly, the
aspect ratio of cell membrane width to cell size is quite comparable to those of an
airplane fuselage. For a 2 micron cell size, typical of a bacterium, the 4 nm thickness
of its cell membrane implies a similar aspect ratio of 1:500.

Concentrations The section on concentrations reminded us that cell membranes
are made up of molecules and that even in tiny bacterial cells, there are tens of
millions of such molecules of hundreds of different types. A very simple order-of-
magnitude result that emerges from these numbers is a naive estimate of the rates
of lipid synthesis. Specifically, if the membrane area has to double during the cell
cycle, this tells us that the number of lipids in the cell membrane has to double. For
a bacterium such as E. coli, this means that if a typical bacterium has 2 x 107 lipids
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and the cell cycle is roughly 2000 s, then the rate of lipid synthesis is roughly

number of lipids 2 x 107 lipids

bacterial lipid synthesis rate = ~ 10* lipids/s.

cell cycle time 2 x103s
(12)

It is deeply interesting to think of how the many different types of lipids are each
synthesized with the correct rates to maintain the overall concentration distribution.

Another critical concern in our discussion of the chemistry of membranes was
how to think about the relative abundance of lipids and proteins. One of the
interesting ways to broach this question is through reference to the fraction of
genomes that is devoted to membrane proteins. We can examine this question both
from a genomic point of view and from a proteomic point of view. Scientists have
become increasingly adept at reading genomes and as a result, by recognizing
features such as transmembrane alpha helices, it is possible to estimate the fraction
of proteins that are membrane proteins with a rule of thumb being that roughly 1/4 of
the protein coding genes correspond to membrane proteins [64]. From a proteomic
point of view, this question can be addressed by asking what are the copy numbers
of these different membrane proteins. Given that a bacterium such as E. coli has
several million proteins in total, what fraction of those proteins are in the membrane?
To give a feeling for the answer to that question, we ask about the copy numbers
of some key membrane proteins. Specifically, we consider membrane transporters,
components of the ATP synthesis machinery, and the receptors of chemotaxis to give
an idea of the molecular census for some of the most important classes of membrane
proteins. Transport of sugars across the cell membrane is one of the most critical
activities of growing bacteria. Recent ribosome profiling measurements and mass
spectrometry measurements tell us that the number of copies of sugar transporters
for glucose (ptsl proteins, a component of the phosphoenolpyruvate-dependent
sugar phosphotransferase system) has a copy number of between roughly 3000
copies per cell and 15,000 copies per cell depending upon the growth conditions
[65, 66]. We examine the relevance of these numbers in the context of membrane
dynamics below. ATP synthase is one of the most important of membrane protein
components in almost all cell types. In E. coli the ATP synthase complex is built
up of many different subunits. For those subunits that come with a stoichiometry
of one molecule per complex, their copy number ranges between 3000 and 10,000
copies per cell [65, 66]. Knowing these numbers provides a powerful sanity check
on the rate of ATP production per cell since with roughly 3000 such synthases,
each rotating at about 300 turns per second (BNID 104890), this means that over
a cell cycle of 20005, on the order of 10° ATPs will be generated, comparable to
the number needed to run the cellular economy [4, 19]. Finally, for the chemotaxis
receptors such as Tar and Tsr, the copy numbers can be as low as several thousand
and as high as nearly 40,000 per cell (BNID 100182) [67, 68]. These numbers give
us a sense that if roughly 1000 of the 4000 or so E. coli proteins are membrane
proteins and each comes with a copy number of roughly 1000, then a first simple
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estimate is that there are a total of 10® membrane proteins distributed across the
inner and outer membranes of these cells.

Membrane Mechanics Our section on membrane mechanics gave us a basis for
thinking about many key processes that take place in cell biology. One such example
that begins to shed light on the free energy demands associated with sculpting
membranes into different shapes is that of membrane vesicles. From the standpoint
of the energetic description given in Eq. (4), we can make a simple estimate of the
free energy cost required to create spherical vesicles such as those found at synapses.
Since for a sphere the two radii of curvature are equal and have a value R and the
total area of each such sphere is 47 R%, Eq. (3) instructs us to sum up

KB 1 1 2 kg 4
Eyesicle = 2 <R+ R> Asphere= ) R247TR2- (13)

This implies the fascinating and for many people, counterintuitive result, that the
energetic cost for vesicle formation due to membrane bending is Evesicle = 8Tkp ~
250-500 kg T, completely independent of the size of the vesicle.

A second example from membrane mechanics is to try to estimate the strain
suffered by a membrane at the time of rupture. To estimate this magnitude, we can
use

AArupture

A (14)

Trupture = Ka
where the subscript rupture indicates the value of the parameter at rupture. If we use
the values provided in Table 2, we can estimate the rupture strain as

AArupture _ Trupture _ 5SmN/m

~ ~ 2.5%. 15
A Ka 200 mN/m v (15

Often people are surprised by how small the rupture strains really are since we
have an impression that lipid bilayers are floppy, squishy, and highly deformable
materials.

Membrane Dynamics In the section on the dynamic membrane, we considered
the permeability of membranes to various molecular species. One simple estimate
that we can do to get a sense of the meaning of the permeability is to ask how
many molecules cross the cell membrane each second given some concentration
difference. Given the concept provided in Eq. (7), we can estimate

dN

=i XA (16)

Given a typical membrane permeability for water of order p ~ 100um/s and
considering a typical concentration difference of salt across the cell membrane when
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cells are subjected to an osmotic shock of order 100mM = 10% molecules/um?,
[69] for example, we can make the simple estimate that

jx A= pAcA~100um/s x 108/um?® x 5um? ~ 5 x 1019571, (17)

These numbers are interesting to contrast with the rate of transport of molecules
across ion channels. Specifically, given the conductivity of a channel such as the
mechanosensitive channel of large conductance (MscL), we find that the opening
of a single channel yields a flow rate of several molecules per nanosecond, quite
comparable to the flow rate of water across the membrane itself [60, 70].

One of the most interesting estimates concerning membrane dynamics that we
can consider focuses on the mass and energy economy of a cell. To this day, I still
marvel at the fact that one can take 5 mL of liquid containing some salts and sugars,
inoculate that solution with a single bacterium, and 12 h later one will find as many
as 10° cells per mL of solution. Effectively, what has happened is that the molecules
in the medium have been taken up by that bacterium, used to construct building
materials and energetic molecules such as ATP and then used them to construct a
new cell. This process repeats over and over again every 20 or so minutes. These
observations raise an obvious Fermi question: is the rate of membrane transport of
sugar molecules, for example, fast enough to keep up with the needs of the cell to
reproduce [19]. To approach that question, we consider the flux of sugar across the
membrane using the numbers presented above, namely that there are 3000-15,000
sugar transporters per cell, each of which is able to take up sugars at a rate of several
hundred sugars/sec (BNID 102931, 103160, 100736). We can get a feeling for the
number of sugars taken up per cell cycle as

flux of sugar = (104 transporters) x (300 sugars/transporter sec) x (2 x 103 S)

~ 6 x 10° sugars. (18)

This number is of the right order, though probably on the low side of what is needed
to power the cellular economy and raises interesting questions about possible rate-
limiting steps in cellular growth [4, 19].

Just as we did in the section of the chapter on the dynamic membrane, it is of
interest to focus not only on the dynamics across the membrane, but also on the
dynamics of molecules within the membrane. Specifically, one question of interest
is how long does it take molecules to travel across the cell membrane given the
measured diffusion constants? To answer this question, we appeal to the simple
estimate that the timescale for diffusing a distance L is given by

L2
Ldiffusion ~ D’ (19)
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For a bacterial cell with dimensions of several microns, this means that the diffusion
time to explore the membrane is

1 um?

~ 1s, 20
1 um?/s ° (20)

tdiffusion =~

where we have taken a diffusion coefficient for a lipid of 1 um?/s. This character-
istic timescale is confirmed in fluorescence-recovery-after-photobleaching (FRAP)
experiments (see [55], for example).

The Electrical Membrane The electric fields across biological membranes are
surprisingly high as can be estimated by using

vV  100mV 100 x 1073V A
~ oY U ~25x107 . Q1)
d 4 nm 4% 10 %m m

E ~
Note that this field is an order of magnitude higher than the electric fields associated
with dielectric breakdown in the atmosphere. And yet, fields five times as high have
been measured in membranes with no evidence for any anomalous behavior [71].
This section had as its ambition to give a sense of how the numbers summarized
in Table 2 can be used to develop intuition [3, 4]. In fact, more than anything, this
brief section is an invitation to others to look for meaning in the hard won outcome
of the recent work to extend membrane numeracy.

8 The Missing Membrane Numbers

As a final send-off of this brief ode to biological numeracy for membranes, we
reflect on the state of our art and how it can be improved. Despite a long list of truly
amazing successes, there are still many things not to like about the current status of
biological numeracy, not only in terms of how well we actually know the numbers,
but also in terms of what those numbers might mean for a deeper understanding
of biological systems. The goal in this final section is to make an attempt at
critiquing both this article and the current state of the art with the aim of suggesting
future directions. Though the “by the numbers” approach has become something
of a cliche, my opinion remains that there is much to be gained by pushing hard
with this approach on each of the many diverse and wonderful facets of biology
[19, 72-77].

One of the first weaknesses of biological numeracy in the membrane setting
(and beyond) is the need to establish measurements of sufficient precision that
we can confidently report on measured values. For example, there is already much
evidence that biological membranes “care” about their lipid composition. It would
be a powerful addition to our ability to ferret out molecular mechanisms to be able
to examine these membrane compositions for all organelles as a function of time
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and for a variety of different environmental conditions. First steps in this direction
have been made in thinking about proteomes with one of my favorites reporting on
the proteome of E. coli in more than 20 distinct conditions [66]. Absent accurate
and reproducible measurements in the membrane setting, we are handcuffed in our
efforts to construct a fruitful dialogue between theory and experiment [78, 79].

A second important challenge for the future of membrane numeracy is the vast
differences between model membranes and the real world of plasma and organellar
membranes. Effectively each and every section of this chapter—size and shape,
composition, mechanics, transport, electrical properties—is bereft of any deep
understanding of how all of the heterogeneities of real membranes might alter the
numbers, and what the significances of such alterations might be. The advent of
mass spectrometry in conjunction with ever more sophisticated microscopies as
a window onto membrane composition has left in their wake a host of mysteries
and challenges. As highlighted in Figs.6 and 7, and indicated widely in other
literature,[18, 20-28] cells care about their lipid composition. What is lacking is
a conceptual framework that tells us what these numbers really mean in terms of
biological function, what they imply about the regulation of lipid biochemistry and
perhaps most importantly, what they imply about the evolution of life.

Another example that strikes me as an exciting challenge to our current thinking
broadly concerns the question of cellular shape, and the shapes of organelles, more
specifically. The images shown in Fig. 4 make clear the great diversity of membrane
shapes. The study of mitochondria as a concrete example presents challenges at
every turn [15]. My personal favorite remains the intriguing membrane structures
found in the outer segments of photoreceptors (see Fig.4b). In the context of the
ideas presented in this chapter, one of the ways that people have attacked questions
of shape traditionally has been through the approach of free energy minimization
[11, 80]. But there are interesting, novel alternatives that are now in play. One
approach focuses on the role of dynamics where there is an interplay between
differential growth and the cost of elastic deformations as characterized by the kinds
of mechanical parameters reported here [81, 82].

Thus far our discussion has largely focused on the physical properties of
membranes. But there is another interesting angle on membranes that is more related
to their evolutionary significance. Interestingly, one of the simplest acts of biological
numeracy, namely counting, can provide evolutionary insights. Specifically, the
number of membranes surrounding an organelle is perhaps the best indicator of
its evolutionary origins, with the argument being made that more than one such
membrane means that organelle has an endosymbiotic origin and more than two
such membranes might imply nested symbioses [83—85].

We are in the midst of a biological revolution. The pace of discovery in the
study of living matter is dizzying in all corners of biology. The central thesis of
this article is enlightenment through biological numeracy. That is, as part of our
attempt to make sense of the living world, we can sharpen our questions and be
more rigorous in our demands about what it means to really understand something
[78,79]. One of the ways of placing those demands is to ask for an interplay between
our experimental data and our theoretical understanding of biological processes. The
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study of biological membranes is one of the most important areas for future work
and in many ways has not kept pace with insights into genomes and the proteins
they code for because of a want of appropriate tools. It is hoped that the chapters in
this book will serve as an inspiration for the development of the tools that will make
membrane numeracy as sophisticated as is our understanding of nucleic acids and
proteins.
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Check for
updates

Kai Simons

Abstract The lipid raft concept of membrane sub-compartmentalization was intro-
duced in 1997 and originated from studies on epithelial cell surface polarity. It was
the first time that membrane lipid specificity was incorporated into the mechanisms
that generate cell architecture. From its epithelial origins, the raft concept was
generalized to explain how cells manage to perform their full spectrum of membrane
functions. The associative capability of saturated sphingolipids and phospholipids
with cholesterol and their repulsion of polyunsaturated membrane lipids formed the
basis of the raft concept. With the demonstration that isolated plasma membrane
vesicles can separate into two phases by liquid-liquid demixing, this became the
physicochemical principle underlying raft sub-compartmentalization. The compart-
mentalization achieved by clustering fluctuating raft assemblies in living cells could
be called an abortive nonequilibrium phase separation. Moreover, recent data
demonstrate that raft lipids and proteins form collective cooperatives with emerging
properties that enrich their functional repertoire. Together these features provide a
new perspective on cell membrane function.

Keywords Lipid rafts - Membrane domains - Phase separation - Liquid-liquid
demixing - Epithelial surface polarity - Cholesterol

The lipid raft concept has a lengthy history. I am still amazed myself how durable this idea has
been, considering its humble beginnings. In this chapter I will summarize my personal perspective
on the evolution of this principle of membrane organization.
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1 Early Days

At the end of the 1970s, I decided to leave my research on Semliki Forest virus.
Together with Ari Helenius and Henrik Garoff we had elucidated how the virus uses
endocytosis to infect the host cell and how the virus progeny assembles and exits
the host cell [1]. Searching for a new theme, I finally settled on epithelial polarity.
First, there was a cell line, MDCK cells that perfectly suited my goals. These cells
grew as an epithelium. Each cell was polarized into an apical and basolateral plasma
membrane domain, separated by tight junctions that functioned as a diffusion barrier
and fence [2] (Fig. 1). Second, when influenza virus infected MDCK cells, the
newly synthesized virus acquired its membrane from the apical membrane, from
where it exited. Vesicular stomatitis virus, on the other hand, budded from the
basolateral side [3]. Because the viral membrane glycoproteins become transported
to the surface and determined where the virus exits, they provided experimental
tools to find out how the asymmetric protein sorting is mechanistically organized.
But third and as important for me was the fact that the lipid composition in the two
surface domains was different. This was not known for MDCK cells themselves but
I simply assumed that this would hold true because studies on the lipid compositions
of the apical and the basolateral membranes in intestinal epithelial cells had showed
that glycosphingolipids were enriched in the apical membrane (see [4]). Thus, I
planned to include lipid sorting in our studies. By being able to compare the apical
and the basolateral sorting pathways with each other, I was hoping to have tools at

Enriched in

(Glyco-) Sphingolipids Lumen

apical

basolateral

Enriched in

Glycerophospholipids underlying tissue

Fig. 1 Epithelial cells form a monolayer of cells, in which each cell is polarized into an apical
plasma membrane domain, directed toward the lumen e.g. of the gut and a basolateral plasma
membrane domain that is facing the underlying tissue and the internal milieu. The apical and
basolateral surface domains have different lipid and protein compositions that serve the vectorial
functions that epithelia have. The cells are connected by tight junctions (brown) that function as
gates between the cells and as fences between the surface domains. Courtesy of Mathias Gerl
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hand for analyzing how both lipids and proteins become sorted to the polarized cell
surface.

James Rothman had already started his pioneering work on the biochemistry
of vesicular transport in mammalian cells [5]. Randy Schekman had published
his groundbreaking genetic screen, revealing mutants that blocked biosynthetic
membrane transport to the cell surface in yeast [6]. I reasoned that my experimental
system would go one step further by providing insights into how cell surface pro-
teins and lipids are sorted to establish an asymmetric plasma membrane architecture.
I would use the membrane glycoproteins of the two viruses as my apical and
basolateral model proteins in the same way as we had studied the cell surface
transport of the Semliki Forest membrane glycoprotein in non-polarized fibroblasts.
Somewhere along the line, I hoped that I could get a handle on lipid transport as
well.

2 Launching of the Raft Concept

The first real insight emerged when we demonstrated that the apical and the baso-
lateral viral glycoproteins were sorted at the trans-side of the Golgi complex and
exited from a new compartment that we called the frans-Golgi network (TGN) [7—
9]. But it took until 1987 until we got a handle on the glycolipids. Gerrit van Meer
used fluorescent NBD-ceramide and could show that NBD-glucosylceramide was
preferentially sorted to the apical surface [10]! Based on vague clues that suggested
that glycolipids weakly associated with each other [11], we postulated that apical
proteins and glycolipids came together to assemble membrane “platforms” in the
TGN that then vesiculated to form apical transport carriers [4]. We thought that this
was an epithelial invention and was the basis for creating an asymmetric plasma
membrane. The vesicular stomatitis virus membrane proteins, on the other hand,
were excluded for the apical “platforms” and were thus sorted into basolateral
membrane carriers.

Soon, Karl Matlin who had been my partner to set up the MDCK cell system
demonstrated that hemagglutinin, the major membrane glycoprotein in influenza
virus, became insoluble in Triton X-100 when it passed through the Golgi complex
[12]. This was biochemical evidence that the apical protein changed its biochemical
state when being prepared for exit from the Golgi complex. Debbie Brown and
Jack Rose found that detergent-insoluble membrane residue was not only enriched
in apical proteins but also in glycolipids [13]. This was how DRMs (detergent-
insoluble membranes) came into the picture and became what was then the only
method to identify proteins that potentially interacted with glycolipids. This was
all quite shaky. Obviously, the insoluble residue, remaining after solubilizing cells
with Triton X-100 in the cold, cannot be a very specific method for characterizing
protein—lipid interactions. For me, the most important clue was the change of
state of apical proteins when exiting Golgi. Since DRMs were not specific to
epithelial cells, it started to dawn on us that this principle might be general. The



112 K. Simons

next step forward were experiments by Thomas Harder in my lab, who demon-
strated that when detergent-insoluble influenza virus hemagglutinin and glycosyl-
phosphatidylinositol (GPI)-anchored proteins were cross-linked with antibodies
on living BHK cells and Jurkat T-lymphoma cells, these surface proteins formed
patched together [14]. When the same experiment was performed with detergent-
soluble plasma membrane proteins, the non-DRM proteins segregated away from
the detergent-insoluble proteins. Most striking was that this patching was abrogated
by cholesterol depletion. The co-patching experiments were important because they
were the first to use a non-detergent approach to demonstrate specificity of DRM
protein behavior.

As these observations were developing, I had been struggling to find a name
for the apical “platforms” in the TGN that gave rise to the apical membrane
carriers, transporting proteins, and lipids to the apical membrane. Finally, we
named them “rafts” from Finnish logger movies (Fig. 2). I wanted to stress
that there are cholesterol-dependent protein and lipid assemblies in the TGN
and the plasma membrane, separating away from the surrounding bilayer. The
rafts were partitioning devices. Having a name simplified discussions of these
enigmatic membrane structures, but, in hindsight, it probably also ignited some
of the controversy that emerged when we launched the raft concept in 1997 [15].
Why? Because the schematic figures displayed, gave the impression of fixed sized
platforms, and missed out on the dynamic nature of these assemblies that became
revealed later. Most disturbing was that many investigators did not want to accept

Fig. 2 Loggers (proteins) on a raft (lipids) in a Finnish river
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that rafts in native membranes had no physical relationship with the DRMs that
were aggregates of raft assemblies, allowing a crude biochemical identification of
possible raft constituents. This gave rise to completely useless debates that hindered
progress in the field.

Parallel to these developments, biophysicists working with model membranes
had discovered that two liquid phases could coexist in the lipid bilayer: a liquid-
ordered (Lo) phase and a liquid-disordered (Ld) phase [16-18]. The Lo phase
was formed from saturated phosphoglycerolipids or sphingolipids, together with
cholesterol. The Ld phase preferred unsaturated phosphoglycerolipids. The high
melting lipids—sphingolipids and saturated phosphoglycerolipids—attract choles-
terol and these are repulsed by polyunsaturated phospholipids (see [19]). The raft
concept combined these insights into one generalized hypothesis to explain how cell
membranes containing Lo lipids could sub-compartmentalize into dynamic domains
assembled from specific proteins and lipids. At that time I was not so sure that
liquid-liquid phase separation would be possible in a plasma membrane containing
a complex mixture of different lipid species and proteins but hoped that future
experiments would support our raft concept. Clearly, lateral plasma membrane
heterogeneity had been observed before with general biophysical methods, but their
chemical constituents and possible physiological functions remained enigmatic.
The raft concept postulated that sphingolipids together with cholesterol formed
membrane domains that incorporated specific sets of membrane proteins and func-
tioned as membrane sub-compartmentalization devices that operated in membrane
trafficking, in signal transduction, and in other membrane-associated processes [20].
The concept gave cell membranes, containing raft lipids and proteins, novel material
properties, capable of dynamic compartmentalization, way beyond the passive role
of just forming a boring liquid matrix. Important was also the possibility that the
formation of the liquid-ordered domains could activate membrane proteins by lipid-
mediated forces.

3 A Wave of DRM Papers

What followed the publication of our 1997 Nature article was a stream of papers,
which for a while got published without difficulty. You only had to get your protein
into DRMs and then you could publish. And this is not so difficult as we all know!
One mystery that confronted researchers in this field was that lateral heterogeneity
was usually not observed when cells were imaged by fluorescence microscopy. Only
after crosslinking with multivalent reagents (e.g., antibodies, lectins, cholera toxin)
did patches emerge [20]. Were the patches artifacts without biological meaning?
What was the size of rafts in cells? Did they exist at all?

Another area of confusion was provided by studies on caveolae, 60 nm invagi-
nations of the plasma membrane, formed by caveolins and other proteins. Caveolin
was found in DRMs and for a while caveolae became identical with DRMs [21].
This made no sense but tarnished the raft concept into a state of illusiveness [22].
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4 Introducing Biophysical Methods to Study Membrane
Organization

The confusion was due to the crudity of the methods used to study membrane orga-
nization. Invigorating input then came from the introduction of new methodology
(see [23]).

The first biophysical studies with relevance for raft organization were the studies
of Satyajit Mayor using fluorescence microscopy as a measure of homo FRET to
analyze the distribution of GPI-anchored proteins in the live cell plasma membrane.
They suggested that these proteins were in domains of less than 70 nm in diameter
and were disrupted by cholesterol depletion [24]. Their later studies came to the
conclusion that GPI proteins form cholesterol-dependent nanoclusters, containing
at the most four molecules. They also proposed that actin asters could play a role as
raft nucleators [25].

The work of the group of Akihiro Kusumi employed single-particle tracking
with high temporal resolution, using colloidal gold probes that bound to plasma
membrane proteins or lipids [26]. From the trajectories, they concluded that resting
state rafts are short-lived structures that bump into actin filaments, dissolve, and
move onward until they encounter the next fence. Kusumi postulated a picket-fence
model for the organization of the plasma membrane [27].

At EMBL we employed photonic force microscopy to measure the viscous drag
of raft and non-raft proteins in the living cell. The size of the platforms was around
50 nm diameter and the rafts were rather long-lived on the timescale of minutes.
Cholesterol depletion dissolved them [28].

Another method was developed in the group of Marguet, based on fluorescence
correlation spectroscopy [29]. They varied the size of the laser focus to analyze
whether proteins get trapped by putative raft platforms. They found transient
confinement of GPI proteins that was abrogated by cholesterol and sphingolipid
depletion.

Several other methods were also applied [30]. However, no consensus on
the properties of lipid rafts emerged. Overall, the data obtained varied with the
conditions used and the method employed. For someone outside the field, lipid rafts
remained “elusive and illusive.”

S Phase Separation in Plasma Membranes

But then came the breakthrough that shed light on the bewildering range of temporal
and spatial timescales that had been reported. A series of studies demonstrated
that plasma membranes can indeed phase separate on a micrometer scale into a
liquid-ordered (raft) and less-ordered (non-raft) domains in the same fashion as
in three-component model systems! Tobias Baumgart produced membrane blebs
from cells by a harsh treatment, consisting of paraformaldehyde and dithiothreitol
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[31]. By decreasing the temperature, the membrane blebs phase separated. Daniel
Lingwood in my lab blew up cells into balloons, giant plasma membrane spheres,
and added cholera toxin at 37 °C to induce phase separation, but he used no
chemical additive [32]. The big difference between the two methods was that while
GPI proteins were included in the raft phase in both the blebs and the balloons,
raft transmembrane proteins were excluded from the more ordered domains in the
blebs while they were included in the plasma membrane balloons. Ilya Levental
in my lab worked out why and demonstrated that it had to do with the fact that
dithiothreitol used to produce the blebs, de-palmitoylated proteins. When it was
replaced by N-ethylmaleimide, then plasma membrane blebs were produced in
which the transmembrane raft proteins were enriched in the raft phase after phase
separation. These data suggested the protein and lipid compositions in plasma
membranes must be so tightly regulated that they are positioned close to a phase
boundary, making separation into 2 micrometer-sized phases possible. Both in
blebs and balloons, the membrane phosphoinositides (PI (4,5)P2) were hydrolyzed,
leading to actin filament dissociation. Because the cortical actin barriers do not
block diffusion of the clustered and stabilized raft assemblies anymore, further
coalescence into the micrometer raft domains is permitted.

Veatch et al. demonstrated critically fluctuating membrane domains in the
paraformaldehyde-DTT-induced blebs [33]. Their data suggested that the com-
position of the plasma membrane was not only close to a phase boundary but
resided near a miscibility critical point, analogous to a supercritical fluid. These
results, especially the findings that plasma membrane balloons produced without
any chemical additives phase separate, revealed the physico-chemistry underlying
the capability of membranes to sub-compartmentalize. The fact that not only GPI
proteins but also raft rrans-membrane proteins partition preferentially into the more
ordered phase implies that the membrane maintains the characteristics of the native
bilayer that are required for sub-compartmentalization to work. It is important to
stress that the raft phase in the blebs and the balloons is less ordered than Lo phases
in three-component model membranes and that the disordered (non-raft) phase is
more ordered than the Ld phases [34]. Thus, the material properties of the native
phases, separating in plasma membrane, are quite different from those of simple
model membrane systems.

6 Connecting the Pieces of the Puzzle

Until the discovery that plasma membranes can phase separate, despite their
complex protein and lipid compositions, the foundation of the raft concept was
shaky. It was of course well established that three-component model membranes
consisting of sphingolipids, unsaturated phospholipids, and sterols in the right
mixture could separate into Lo and Ld phases. But who could have predicted in
the 1990s that complex biomembranes also could phase separate into two discrete
liquid phases? Knowing that plasma membranes in living cells are positioned close
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to a phase boundary provides a refreshingly new way to interpret all the differing
results obtained by employing different methods under different conditions. Nano-
assemblies of raft lipids and proteins in the one phase state could, without much
energy expenditure, be pushed over the boundary to separate into Lo-like domains
of varying size, which could be tuned by the nature of the stimulus. In the live cell,
the cortical actin network would limit the size of the coalescing platforms [35]. The
proteins and the lipids in the elusive resting state rafts would associate and dissociate
on a sub-second timescale, ready to be activated by crosslinking stimuli to form
larger, more stable assemblies. Depending on the experimental conditions, different
degrees of clustering would result in differently sized platforms. Only glimpses
of the dynamic resting-state raft assemblies would be possible with the methods
available. Novel approaches are required to elucidate the length and time scales
of these fluctuating nano-assemblies. However, even if the dynamics of the system
in live cells complicates analysis, the fact that micrometer phase separation can
be observed at equilibrium in isolated plasma membrane vesicles demonstrates the
physical principles involved. I would call the sub-compartmentalization achieved by
clustering fluctuating raft assemblies an abortive nonequilibrium phase separation.

Based on these new insights, let me briefly summarize how I now interpret the
startling variety that has confused the field.

1. Starting with DRMs, addition of Triton X-100 to cells leads to incorporation
of detergent molecules into the membrane bilayers, inducing a phase separation
at low temperatures (e.g., 4 °C). The Lo-like raft phase is insoluble, while the
Ld-like phase is solubilized. The resulting insoluble residue is a mess of DRMs
from those cell membranes that contain raft lipid and proteins at high enough
concentration. This remains a crude method to identify membrane proteins
with raft specificity that should be complemented with other methods to ensure
specificity.

2. The reason why we observed the 50 nm raft domains with photonic microscopy
was probably due to clustering by the antibodies on the gold particles used to
bind to raft proteins on the live cells (see [36]).

Similar crosslinking also occurred in other studies employing biotinylated
quantum dots [37] or other ligands [38] that are functionally multivalent.
Especially problematic has been the use of fixation. Our own experience demon-
strated that raft patches were easily induced by fixing by paraformaldehyde or
glutaraldehyde and most likely explain the observations of cholesterol-dependent
protein islands in the plasma membrane [39].

3. We have to assume that almost any “insult” could potentially lead to detectable
raft domain formation. Even photo-oxidation alone could potentially induce
phase separation [40], showing how easily one can induce raft platforms from
fluctuating nanorafts in living cells.

Nevertheless, the propensity to activate nanorafts by crosslinking into more
stabilized platforms is key to their capability to sub-compartmentalize cell mem-
branes (Fig. 3). Because each physiological activating stimulus will be specific, e.g.,
binding to only one specific raft protein and further coalescence limited by cortical
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Fig. 3 Hierarchy of raft-based heterogeneity in cell membranes. (a) Fluctuating nanoscale assem-
blies of sterol- and sphingolipid-related biases in lateral composition. This sphingolipid/sterol
assemblage potential can be accessed and/or modulated by GPI-anchored proteins, certain TM
proteins, acylated cytosolic effectors, and cortical actin. Gray proteins do not possess the chemical
or physical specificity to associate with these membrane assemblies and are considered non-
raft. GPL glycerophospholipid, SM sphingomyelin. (b) Nanoscale heterogeneity is functionalized
to larger platforms by lipid- and/or protein-mediated activation events (e.g., multivalent ligand
binding, synapse formation, protein oligomerization) that trigger the coalescence of membrane
order-forming lipids with their accompanying selective chemical and physical specificities for
protein. This level of lateral sorting can also be buttressed by cortical actin. (¢) The membrane
basis for heterogeneity as revealed by the activation of raft phase coalescence at equilibrium
in plasma-membrane spheres. Separated from the influence of cortical actin and in the absence
of membrane traffic, multivalent clustering of raft lipids can amplify the functional level to a
microscopic membrane phase. Membrane constituents are laterally sorted according to preferences
for membrane order and chemical interactions. Taken from Science (2010) 327, 46-50
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actin filaments, only one specific set of rafts will usually be activated. This feature
enables parallel and independent processing in the same membrane, facilitating
dynamic multitasking. Cell membranes are truly incredible 2-D liquids, which not
only continue to baffle researchers by the data that they give rise to but which also
possess bewildering material properties.

What is so exciting about cell membrane research is that it exemplifies the
challenges that present-day biology faces. Gone are the days when we could focus
on one gene or one protein. Now we have to include the entire chemical, physical,
and physiological context in the analysis. In order to understand a membrane
process, we need to use a battery of methods to retrieve information on the interplay
between lipids and proteins that gives rise to function. Most importantly, physico-
chemistry—almost extinct from biology in the wake of the DNA revolution—cannot
be neglected anymore.

Two recent studies illustrate the difficulties facing researchers analyzing the
dynamics of membrane organization. Schiitz et al. used single-molecule tracking
combined with micro-patterning to find out how GPI-anchored proteins patched by
antibodies influenced the local membrane environment [41]. The antibodies were
fixed to a solid support at different densities and the unexpected result was that the
clustering of the monomeric GFP-GPI molecules expressed in live cells by binding
to the solid support had no effect on the local membrane environment. Other raft
proteins and lipids were not trapped by the micro-patterned GFP-GPI molecules as
had been shown before. Even at the highest density of 10000 GFP-GPI molecules
per square micron, no formation of a connective raft phase could be observed.

Pralle et al. addressed the same experimental issue [42]. By combining total
internal fluorescence microscopy with fluorescence correlation microscopy, they
measured protein diffusion in differently sized areas on the live cell surface simul-
taneously. With their method, having a time resolution of 1.7 ms, they demonstrated
that one GPI protein can trap another GPI protein in sub-microscopic membrane
domains. This trapping was weakened by cholesterol oxidation. They could further
show that dimerization of the monomeric GFP-GPI reduced its diffusion coefficient
more than expected from the effect on the viscous drag increase. This made
sense in the context of data showing that dimerizing transmembrane raft proteins
[43] as well as dimerizing GPI proteins associate more strongly than monomers
with the cholesterol-sensitive membrane domains. Pralle et al. also analyzed how
GPI-protein trapping was influenced by the cortical action network. The presence
of cortical actin increased the trapping rate. Trapping was still measurable after
dissociation of the actin filaments, albeit more weakly.

One reason for these opposite results could be that Schiitz et al. used antibodies,
spatially fixed on a solid support. Thus, the spacing between the clustered GPI-
proteins in the plasma membrane also became fixed after antibody binding. In
the Pralle experiments, the GPI proteins were freely diffusing. Previous work has
stressed the importance of the spacing for raft coalescence to occur. The coming
together of raft lipids and proteins is governed by weak interactions and these
interactions are regulated by spatial proximity [44]. This would be expected if
association were to occur by hydrogen bonding and van der Waal interactions as
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postulated. If the interacting partners were hindered to move, then the weak binding
is blocked.

7 Perspectives

To study membrane organization we have to consider the whole membrane as
a system. Raft organization is neither protein-centric nor lipid-centric nor actin-
focused. All of these molecules are involved. The assembly functions optimally with
all the players together. We can take the membrane apart and this is indeed what we
should aim for: to reconstitute membrane function to such a depth that we achieve
a mechanistic understanding of how the molecules involved interact. Because of the
dynamics and the interplay of weakly interacting proteins and lipids, we have to
accept that our experimental means are still limited, but new methods are constantly
being developed that will expand our capabilities to analyze such dynamic systems.
We badly need methods that analyze collectives of molecules.

Especially challenging is the complexity that we are facing. A three-component
lipid bilayer can phase separate and so can a cell membrane, which contains
hundreds of different lipids and proteins. The chemistry is orders of magnitude more
complex in biological membranes than in model membranes. So how can we ever
hope to understand how the native mixture functions?

It is well to be reminded that “Nothing in biology makes sense except in the
light of evolution” [45]. Phase-separating cell membranes probably arose early
in evolution. As more proteins and lipids were added to the membrane mix, an
increasing number of membrane functions were added to the cellular repertoire. In
order for the system to perform, I assume that the chemistry of each newcomer
in the membrane mix had to be adjusted so that the capability to modulate phase
separation was conserved. To produce cholesterol, almost 30 biosynthetic steps are
required and the resulting molecule is optimized not only to order the lipid bilayer
and to interact with proteins but also to facilitate phase separation. When complexity
increased during evolution, somewhere along the line a mechanism was introduced
to limit phase separation. Mixing of all raft constituents in a membrane makes little
functional sense. Cortical actin was brought into play to hinder coalescence early
before different rafts mix. I argue that nature has capitalized on liquid-liquid phase
separation to generate specific membrane sub-compartmentalization by limiting of
coalescence in living cells. Therefore, my view is that the raft concept of membrane
sub-compartmentalization is driven by an abortive nonequilibrium phase separation.

What we now need are studies, which explore how raft assemblies not only
sub-compartmentalize membranes but also contribute to biological function. A
recent example was the demonstration by super-resolution fluorescence localization
microscopy that B-cell receptors become active after clustering by attracting key
regulators into an extended ordered domain. Thus, lipid-mediated forces can impact
signal transduction beyond the dominating protein—protein interaction paradigm
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[46]. The length of the hydrocarbon chains, every methyl group, and double bond
count and have a function [47, 48].

But how do bacterial membranes perform their function? They have no sterols
[49]. Do they also need to sub-compartmentalize? What are worms (C. elegans)
employing to order and sub-compartmentalize their membranes? They are also
not using sterols for these tasks [50]. By unraveling biological innovations that
different organisms have evolved to perform similar functions, we will take a leap
toward understanding the principles that guide membrane organization and function.
Evolution provides the framework to understand both the chemistry and the physics
of biological function.

Membrane biologists have to accept that physico-chemistry after years of neglect
is here to stay. Liquid phase separation is not only an important principle in
membrane organization and function, but is now also invading the cytoplasm.
Hyman et al. have discovered that P-granules, consisting of RNA—protein com-
plexes, are liquid droplets that result from three-dimensional liquid-liquid phase
separation [51]. Rosen et al. have demonstrated that scaffolding molecules, binding
to cell surface trans-membrane proteins, form liquid droplets that link membrane
proteins with actin filaments [52]. These discoveries open up completely new
visions for cellular organization. We now know that such phase segregation into
liquid droplets is a feature of many cellular processes. These insights demonstrate
how approaching the crossroads of biochemistry, biophysics, and cell biology will
deepen our understanding of the underlying principles of cellular organization. Cell
membrane research is leading the way into this new era of individual molecules
forming collective cooperatives with emerging properties that enrich their functional
repertoire.

Acknowledgements Thanks to Mathias Gerl for help with references and figures.
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Michael Schick

Abstract I review two theoretical explanations for the existence of inhomo-
geneities in a fluid bilayer, such as the mammalian plasma membrane, which
one might well expect to be homogeneous. The first is the existence of a phase
separation. If biologically relevant temperatures are below the critical temperature of
the separation, then these inhomogeneities are simply inclusions of one phase within
the other. One has to understand, however, why macroscopic separation is not seen
in the plasma membrane. If biologically relevant temperatures are above the critical
temperature, then the inhomogeneities could be ascribed to critical fluctuations.
There are difficulties with this interpretation which I note. The second possible
interpretation is that the dynamic heterogeneities are evidence of a two-dimensional
microemulsion. Several mechanisms which could give rise to it are discussed.
Particular attention is paid to the coupling of membrane height fluctuations to
composition differences. Such a mechanism naturally gives rise to a length scale
which is of the correct order of magnitude for the domains postulated to exist in the
plasma membrane.

Keywords Rafts - Phase separation - Critical phenomena - Modulated phases -
Microemulsions

1 Introduction

With such great interest in the hypothesis that the mammalian plasma membrane is
characterized by inhomogeneities, or “rafts,” of a characteristic size on the order of
100nm [1, 2], it is incumbent upon us to understand how such distinct regions could
come about. Why should a fluid be heterogeneous; more specifically, why should a
biological membrane be heterogeneous? What mechanism overcomes the entropic
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tendency for all components to mix uniformly? There are not many candidates for
such a mechanism that one can invoke, and even fewer if one assumes the membrane
to be in thermal equilibrium, as I shall. Non-equilibrium processes are discussed
elsewhere in this volume. Furthermore I will concentrate on a pure lipid bilayer,
and ignore the possible effects that proteins could have on bringing about non-
uniformity in a lipid system. I focus on the two mechanisms most often discussed.
The first is simple phase separation, which has been observed recently in different
membranes, those of yeast vacuoles [3].

2 Phase Separation and Associated Critical Fluctuations

Consider first a system containing only one species of lipid, say the saturated
dipalmitoylphosphatidylcholine (DPPC). At high temperatures, its acyl chains
explore many configurations in which the chains are not at all straight but are rather
disordered, a disorder characterized by the appearance of thermally-excited kinks,
i.e., gauche bonds. As a consequence, the chains do not pack well together. The
system is in a liquid phase. As the temperature is lowered, the number of these
thermally excited gauche bonds decreases. At the main-chain transition temperature,
the number of these bonds decreases discontinuously; the chains become more
ordered and pack together better. The system is in the gel phase.

The chains of a mono-unsaturated lipid, such as dioleoylphosphatidylcholine
(DOPC), are characterized by a permanent kink at the site of the cis double bond.
As a consequence, it is more difficult for these chains to pack together and they
are always more disordered than saturated chains of the same length at the same
temperature. Hence the temperature of their main-chain transition is lower than that
of the system of saturated chains.

Now consider a two-component mixture of DPPC and DOPC. Due to the
presence of DOPC with its disordered chains, it is more difficult for the DPPC
to order. When the temperature is lowered sufficiently for ordering to occur, the
saturated lipids expel many of the unsaturated ones resulting in the coexistence of
two phases: a DPPC-rich gel phase and a DOPC-rich liquid phase. The transition is a
first-order one; that is, there is a difference in the densities of DPPC and DOPC in the
two phases. That chain-packing is indeed the mechanism which drives the transition
is borne out by calculations on microscopic models of the lipids that describe very
well the configurations of the lipid chains [4]. The results are in good agreement
with experiments which observe the phase transition in such systems [5].

The addition of cholesterol to this mix changes things in an interesting way.
The rather rigid cholesterol molecule does not insert itself well in between the
tightly packed tails of the gel phase. Hence its presence tends to disorder it. With
the addition of enough cholesterol, the DPPC-rich gel phase melts to a DPPC-rich
liquid, one quite distinct from the DOPC-rich liquid which coexisted with the gel
phase. So now the ternary system can exhibit two different liquid phases. Not only
do they differ in composition, but they also differ in the degree of order of the acyl
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chains. As noted above, the chains of the DOPC-rich liquid are rather disordered.
Those of the saturated DPPC-rich liquid are more ordered. Furthermore now that
the cholesterol can insert itself between the less-tightly packed chains of the DPPC-
rich fluid, its rigidity tends to further order those chains. Because of the difference in
the average configuration of chains in the two fluids, they are denoted liquid-ordered
and liquid-disordered, respectively [6]. A typical ternary phase diagram, this one for
the system of the saturated lipid, palmitoylsphingomyelin (PSM), the unsaturated
lipid, palmitoyloleloylphosphatidylcholine (POPC), and cholesterol [7] is shown in
Fig. 1. It exhibits all three phases: gel, denoted S, in the figure, liquid-ordered (L,),
and liquid-disordered (L,). There is a region in which all three phases coexist. The
two liquid phases become one at a critical point. Again, the above explanation for
the phase behavior is supported by a theoretical calculation [8] which embodies
these ideas, treats the chains accurately, and produces a ternary phase diagram with
the same general features as that in Fig. 1. Once the origin of the phase behavior
is understood, it can be reproduced by simpler models which replace the many
coordinates needed to specify a chain configuration by a single order parameter [9].
Even more simply, one can restrict that order parameter to only two values thereby
dividing the saturated chains into just two classes: ordered, representing chains with
few gauche bonds, and disordered, representing chains with more. Because one does
not control the number in each class, the configurations freely interchange with one
another [10]. Molecular Dynamics simulations of coarse-grained models of ternary
mixtures of cholesterol, a saturated, and an unsaturated lipid, while not attempting
to obtain the whole phase diagram, do find the new and interesting feature of these
ternary systems, namely the coexistence of two liquid phases [11, 12].

As noted, for the particular temperature, 23 °C, for which the phase diagram
in Fig. 1 was determined, there is a critical point at a particular concentration of
the components. As such a point exists at nearby temperatures as well, there is a
critical line in the phase diagram when temperature is included as a variable. The
behavior of a system near a critical point has been studied intensely and is well
understood. In particular, the one-phase fluid near the critical point is characterized

Fig. 1 Phase diagram of a Cholesterol
ternary mixture of POPC,
sphingomyelin, here labeled
PSM, and cholesterol. There
are two liquid phases, labeled
L, and L4, and a gel phase,
S,. The three regions of
coexistence between two
phases are shown in light
gray, and the triangular region
of coexistence of all three
phases is shown in dark gray.
After reference [7]

POPC PSM
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by droplets with compositions corresponding to either the L, or L, phase and of
a size characterized by a correlation length & which diverges as the critical point
is approached. In particular, if the composition of the system corresponded to one
on the critical line at a temperature 7, (in degrees Kelvin) then, as the temperature
approached T¢, the correlation length would diverge as

en=6(" ") !
—o< T, ) , (1)

where for a lipid bilayer & is of the order of a few nm and the critical exponent
v = 1. That this should be the case for the critical point of a miscibility transition of
a lipid bilayer follows from the modern theory of critical phenomena; in particular
that the miscibility transition in the two-dimensional bilayer is characterized by a
one-component order parameter and is therefore in the universality class of the two-
dimensional Ising model of which the exact critical behavior was famously solved
by Onsager [13]. Nevertheless it was nice to have this strong expectation confirmed
by experiment [14].

The phenomenon of macroscopic liquid-liquid phase separation provides a
plausible explanation for the origin of inhomogeneities, or “rafts,” in the plasma
membrane: they are droplets of one phase immersed in a background of the
other. Presumably if one waited long enough, these droplets would coalesce into
a macroscopic phase so that one would observe the coexistence of two phases as
one does in the case of yeast vacuoles [3].

But nothing like liquid-liquid phase separation is seen in the plasma membrane.
Why is this? Several answers have been proposed. One is that while the transition
does occur, the macroscopic separation of phases which should accompany it is
prevented by the underlying cytoskeleton which forms a network of corrals [15].
The size of these corrals was found to be of the order of 300 nm, large enough to
hold a raft, so this idea explains the absence of macroscopic phase separation, but
preserves the idea of a phase transition being the cause of the inhomogeneities.

A second line of argument [16] is that integral membrane proteins or attachments
of the membrane to the cytoskeleton favor one of the phases over the other and,
occurring randomly across the membrane, destroy the transition just as a random
field is known to do in the two-dimensional Ising model [17]. This argument would
seem to doom an explanation of rafts in terms of phase separation.

A third possible reason for the lack of macroscopic phase separation is that,
while the biological system can undergo a miscibility phase transition, the critical
temperature is below that of relevant body temperature. However if the latter is
sufficiently close to a critical transition, there are large fluctuations as noted above,
and these could be identified as rafts [18, 19]. The effect of a cytoskeleton-like
network is to cut off fluctuations larger than the mesh size of the network, but
smaller fluctuations remain and, again, could be identified as the much-sought after
inhomogeneities [20]. This explanation does require that the system, at a biological
temperature 7', be close to the line of critical transitions. If the transition were at a
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temperature 7, = T — AT, then the correlation length £(T) at T would be larger
than the typical size of a lipid, &g, by a factor

&E(T) _ T AT. 2

éo AT
Note that there is no “characteristic size” of the fluctuations. Rather their size
depends upon how close the system is to its critical point. If £(7") were to be 30 nm,
an order of magnitude larger than &y &~ 3 nm, then the system would need be about
30°C above a critical transition. But it is more than that; the system at biological
temperature would have to have almost the same composition as the system which
is critical at the lower temperature. This is a priori unlikely and one must argue
that the cell regulates its composition in order to be near the critical transition.
There is no evidence that this is, or is not, the case for the plasma membrane.
The evidence from giant plasma membrane vesicles [18], isolated from living cells
and carrying no cytoskeleton, is reviewed in this volume by Veatch and Cicuta in
chapter “Critical Lipidomics: The Consequences of Lipid Miscibility in Biological
Membranes.” Another problem which must be addressed if one favors criticality as
the origin of rafts is that a miscibility transition seems to be characteristic only of
the exoplasmic leaf of the plasma membrane. Lipid bilayers in which both leaves
have a composition characteristic of the cytoplasmic leaf of the plasma membrane
do not exhibit phase separation [21]. That is because the lipids in the cytoplasmic
leaf are almost all unsaturated. There are too few saturated lipids to bring about
a phase of their own. Therefore if phase separation were to occur in the plasma
membrane, composition differences in the cytoplasmic leaf would be small. As a
consequence of that, there would be little distinction between “raft” and “sea,” hence
no useful mechanism for conveying information from one leaf to the other. The same
argument would apply to fluctuations near a critical point.

In addition to the three possible reasons given above for the lack of a macroscopic
phase separation in the plasma membrane, there is also a fourth: macroscopic phase
separation is not seen because the plasma membrane is not near a miscibility phase
transition. As noted above, whereas the exoplasmic leaf is expected to display a
tendency to undergo phase separation, the cytoplasmic leaf is not. Any coupling
between the exoplasmic and cytoplasmic leaves will tend to drive the system away
from phase separation temperatures characteristic of the exoplasmic leaf, an effect
seen experimentally [22, 23] and understood theoretically [24, 25].

In closing this section, I can summarize by saying that nothing like the
phase separation observed in yeast vacuoles is seen in the plasma membrane of
mammalian cells. Large Molecular Dynamics simulations of the plasma membrane
do not see such separation [26]. Whether associated critical fluctuations will prove to
be the origins of rafts remains to be seen, and the case is open. Personally I remain a
skeptic on this, both because the cell would have to regulate its composition to bring
it near a critical transition, and because it is not clear that there would be much of
an effect in the cytoplasmic leaf. That lack would defeat the purpose for which rafts
were proposed.
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3 Modulated Phases and Associated Microemulsions

For those of us who had worked on the theory of inhomogeneous fluids in
three-dimensional systems [27], the idea that rafts could be associated with two-
dimensional microemulsions was an appealing one. After all, microemulsions are
characterized by regions, or droplets, which have a characteristic size and which
are dynamic, fluctuating objects. In the best-known bulk system of oil, water, and
amphiphile, the latter, as its name implies, loves both of the former, gaining energy
by sitting between them. Because it likes the oil and water to mix, it increases the
region of phase space in which they do so, driving down the miscibility transition
temperature [28]. Further it reduces the surface tension between coexisting phases.
If enough amphiphile is added, the energy of such interfaces is driven to zero
and a modulated phase, one of lamellae or cylinders or droplets, appears in which
there is an extensive amount of oil-water interface. The observation of modulated
phases, or perhaps melted versions of them in lipid bilayers [29-31], and in giant
plasma membrane vesicles strengthens the idea that rafts could be identified with a
microemulsion.

The problem with identifying rafts with the droplets of a microemulsion is that
there is no obvious amphiphile that loves both saturated and unsaturated lipids.
In particular, cholesterol is certainly not. One knows this because the addition of
cholesterol to a one-phase region of a mixture of saturated and unsaturated lipids
brings about phase separation, i.e., raises the miscibility transition [32], a clear
indicator that the cholesterol prefers one component to the other, and hence benefits
if the two components separate. Safran and co-workers [33, 34] proposed that the
common unsaturated lipids, those with one saturated tail and one unsaturated tail,
which they called “hybrid” lipids, could be both a major component of the liquid-
disordered phase and an amphiphile which would like to sit between that phase and
the saturated-rich liquid-ordered phase. The idea is that at an L, — L, interface,
the hybrid lipid will reduce its energy if its saturated leg is oriented toward the L,
phase and its unsaturated leg toward the L, phase. This leads naturally to a model in
which the hybrid lipids are modeled by two-dimensional vectors [35]. Such models
have been explored extensively [33-37] and have been reviewed recently [38, 39].

There is no doubt in my mind that the mechanism works in principle, but
one must believe that the energy gain in orienting a hybrid lipid at a L, — Ly
interface is substantial, comparable to the repulsive interaction between saturated
and unsaturated lipids itself. Further, recent experimental evidence appeared that
indicates that hybrid lipids do not play a unique role as an amphiphile in lipid
bilayers [40].

But if there is no amphiphile in the lipid bilayer, is it possible to bring about
modulated phases and microemulsions in them by some other means? The answer
to this question is, yes, there is. It is well known that there are many mechanisms,
several not employing an amphiphile, that can bring about modulated phases in
many different kinds of systems [41]. One that is of particular interest for lipid
bilayers is the coupling of lipid curvature to height fluctuations of the membrane
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[42—44]. The basic idea is that in a height fluctuation, the membrane will bend
outward in some places, and bend inward in others. Lipids with a large head group
and small tail will move toward the former regions whereas lipids with a small
head group and large tails will move to the latter. If the coupling between the
fluctuations and composition is sufficiently strong, the system will form modulated
phases [45]. It follows that the system can also support a microemulsion because a
microemulsion can be viewed simply as a melted modulated phase [46].

In order for the coupling to be strong, it is clear that there must be a significant
difference between the spontaneous curvatures of the lipids. Unfortunately this
is not the case in the exoplasmic leaf. The major lipid components of this
leaf are phosphatidylcholine (PC) and sphingomyelin (SM), both of which have
similar, small spontaneous curvatures [47]. But in this regard the cytoplasmic
leaf is quite another story. Its major components are phosphatidylserine (PS) and
phosphatidylethanolamine (PE). The first, again, has a small spontaneous curvature,
but that of PE is large in magnitude because of the small PE head group. Thus the
difference in spontaneous curvatures of the two components is large. If there is any
hope that this mechanism brings about a microemulsion in the plasma membrane,
it seems that it will be due to a coupling of height fluctuations to composition
differences in the cytoplasmic leaf. That there are composition differences in this
leaf will be conveyed to the exoplasmic leaf by coupling between the leaves. The
exoplasmic leaf will respond presumably because, as we have seen, its composition
is such that it is near a phase separation which implies that the response of its lipids
to perturbations in composition is large. In this way the system brings about a raft
in both of its leaves [48]. This is in contrast to the problem I noted above, that a raft
initiated by phase separation in the outer leaf is not expected to have much effect on
the composition of the inner leaf.

A theoretical description of the system is readily formulated. We denote by ¢ (r)
the local difference in mol fraction of PS and PE in the inner leaf, and by v (r) that
of SM and PC in the outer leaf. We assume equal numbers, N, of lipids in the two
leaves which have equal areas A. The local, planar, free energy functional per unit
area of the bilayer can be written in the usual form [45]

kyT
Fotane[$(@), Y (X)] = —Jyng” + Bz n[(I+¢)In(1+¢) + (1 —¢) In(1 — ¢)],
> kgT
—Jyny” + ’ n[(1+¢)In(l + ) + 1A =) In(d — )]
—ApY, 3)

where kp is Boltzmann’s constant and 7 the temperature, n = N/A is the areal
density of lipids, and A is an energy of coupling between the leaves. The quantities
Jy > Jp > 0 are interaction energies, and the inequality ensures that the outer leaf
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is closer, in temperature, to a phase separation than is the inner. The total free energy
of the planar bilayer is then

b b
Fplanel$, ¥1 = / d2r[2¢(v¢)2+ 2"’ (W)2+fpzw] 4)

where by is related to the energy per unit length between regions rich in PS and
those rich in PE, and by, is similarly related to the energy per unit length between
regions rich in SM and those rich in PC.

The elastic free energy of the bilayer is taken to be [49]

Funth = [ &[5 w2+ 7 o] )

where & (r) is the height of the bilayer from some reference plane and « and y are the
bilayer bending modulus and surface tension, respectively. The latter is the tension
related to the membrane’s response to normal, i.e., perpendicular to the membrane,
strain [50, 51]. It is often referred to as the “frame tension.” It is the quantity that
can be obtained from tether-pulling experiments.

Now one couples the curvature of the bilayer to the difference in mol fractions of
PS and PE in the inner leaflet:

Feouptlp, Bl = —T / d’r ¢(©)V2h(r). (6)

The total free energy, F,O, [¢, i, h] is then Fmt = Fplane + Feurv + Feoupl-

It is appropriate at this point to mention related work of Friederike Schmid and
collaborators [52, 53]. Suppose that one wanted to study bilayers containing PE
in the laboratory. Most likely they would be symmetric bilayers. In such a case, the
curvature of the bilayer would couple to composition differences in both leaves. One
can picture PE-rich regions opposite one another bending inward on both leaves. It
is essentially this situation described by Schmid. But again, this differs from the
asymmetric plasma membrane in which the PE is almost completely in the inner
leaf.

Returning to the total free energy above, we minimize it with respect to the height
variable A (r) for a given distribution of the membrane components, one specified by
¢ (r) and ¥ (r). After doing so, we express the resulting free energy in terms of the
Fourier transforms of ¢ (r) and v (r), and obtain

2
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Note that the free energy to bring about spatial variations in the order parameter
#(r), which had been [by/2][Vp1> o< [by/21k*¢(k)p(—k), is reduced by its
coupling to the height fluctuations. Of most interest to us is a disordered, fluid phase,
for which the ensemble average values of all quantities are constant, independent of
position. To examine the fluctuations in that phase, we expand ¢ (r) and vy (r) about
their average values q_ﬁ and 1&, and then expand the free energy, Fy,:[¢, V], about
that of the uniform fluid phase to second order in these deviations. The result is [54]

Frotllg, ] = Fl‘()t(q_ss ’ﬁ)
A [ o by (T*/bgy) |2
+(27‘r)2 /d k “aq; + ) |:1 T a + k) k=t ¢ (k) (—k)
b
+ (aw +) k2> YRy (—k) — A¢(k)w<—k)} : ®)

where

The quantity ay , with the dimension of energy per unit area, measures how far the
temperature T is from the critical temperature, 2Jy / kg, of a symmetric, uncoupled
(i.e., A = 0), bilayer with equal average compositions of SM and PC (/ = 0). A
similar statement applies to a.

One can see what the fluid phase is like by examining the structure functions

Sep = (@ (k)P (—k)),
Syy = (Y)Y (=k)),

(@U)Y(=k) + Y (k)p(=k))

Spy = 5 ,

which are all measurable, in principle, by means of scattering. The brackets denote
an ensemble average. The results are [37, 55]

28y
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where
_ (bg /20) (k[ y)k* — (by/2M)[(T? /byy) — 11k*  ag
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by o ay
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From this, one sees that there is a characteristic length in the system, («/y)!/?

which originates from the properties of the membrane. Let us pause and evaluate
this length for the plasma membrane. Both the bending modulus, «, and the surface
tension, y, of the plasma membrane have been measured several times. The values
obtained vary by an order of magnitude due to the use of different cell lines and
methods of measurement. Results for the bending modulus range from 1.8 x 10719
to 1.6 x 10718 Nm, while those for the surface tension fall between 10~° and
1073 N/m. I choose values from a recent measurement [56]: ¥k = 4.1 x 1071 Nm
and y = 0.8 x 107> N/m. This yields a characteristic length of 226 nm which is
certainly of the correct order of magnitude of the phenomena one is trying to explain.
This does not mean that it is the correct explanation, but at least it indicates that it is
not obviously wrong.

The structure functions tell us the response of the system to fluctuations in
the order parameters; i.e., they are essentially susceptibilities to perturbations in
the order parameter at a certain wavelength. The essence of the phase diagram
can be obtained from them. There are four phases. At high temperatures and for
concentration—curvature couplings I' which are not too large, the system is in a
disordered fluid phase. As the temperatures is lowered, the system undergoes a
transition to two coexisting fluid phases. In one, assuming that the inter leaf coupling
A > 0, the inner leaf is rich in PS, and the outer in SM, while in the other phase, the
inner leaf is rich in PE, and the outer in PC. In the disordered phase in the vicinity
of the transition, all structure functions are peaked at k = 0, and as the transition is
approached, all structure functions diverge. If the temperature is lowered for large
couplings I', then the system makes a transition to a modulated, striped, phase. Just
above the transition, the structure functions take their maximum values at some
k* > 0 and diverge as the transition is approached. These two lines of continuous
transitions meet at a Lifshitz point which occurs at some coupling I'z;r. At lower
temperatures, the modulated phase coexists with the two fluid phases along a triple
line. A phase diagram is shown in Fig.2 as a function of the temperature-like
variablea = ap and t = [['L;f — F]/(b¢y)1/2.

The disordered fluid is of particular interest, and its nature can again be
determined by examining the structure functions, in particular, Sy¢ (k). When the
coupling, I', between curvature and composition is small, the peak in Sgg (k)
occurs at k = 0, and the fluid is an ordinary one. The density—density correlation
function, which is the Fourier transform of the structure function, is characterized
by a single length, the correlation length, over which correlations decay. But
for larger values of I', the peak in Sy4(k) occurs at some non-zero value of k
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Fig. 2 Phase diagram of the model as obtained from mean-field theory which does not include
effects of fluctuations. The phases are shown as a function of the temperature-like parameter, a,
and the coupling, t. Solid lines denote continuous transitions, while the dashed line denotes a
triple line, i.e., three-phase coexistence. The dashed-dotted line is the Lifshitz line separating the
ordinary disordered fluid from the microemulsion

indicating that the fluid is most susceptible to fluctuations which vary in space. The
density—density correlation function is characterized by two lengths, and behaves
like an exponentially-damped oscillatory function. The scale of the damping is the
correlation length and the additional length is the wavelength of the oscillation
in space of the fluctuations. It is the same length which characterizes the nearby
modulated phase. When the modulated phase melts, the fluid to which it melts
“remembers” the characteristic length scale. This is analogous to the melting of
a solid to a liquid; the liquid’s density—density correlation function clearly shows
that the first few neighbors are at about the same distance that they were in the
solid. It is this disordered fluid which clearly has structure which is denoted a
microemulsion. There is no phase transition between the ordinary disordered fluid
and the microemulsion, no singularity in the free energy. Thus the boundary in
the phase diagram between these two fluids is an arbitrary one. A common, and
experimentally accessible, definition is the locus of points at which the peak in a
structure factor moves off of zero wave vector. That locus is called the Lifshitz line.
Itis denoted in Fig. 2 by the dashed-dotted line. Note that within this phase diagram,
obtained via a mean-field theory, the microemulsion and the regions of two-phase
coexistence are not contiguous; that is, there is no phase transition from the one to
the other. It is always the ordinary fluid that undergoes phase separation.

Some of the effects of thermal fluctuations on this phase diagram have been
investigated by simulations [57, 58]. The effects are seen in Fig. 3. Of interest is
that the microemulsion and two-phase coexistence are now close to one another in
the sense that one can go from one to the other via a first-order transition [59]. This
phase diagram presents a simple explanation for the observation of the sequence of
phase separation, followed by a modulated phase, followed by a disordered fluid in
a four-component lipid mixture [29].
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Fig. 3 Phase diagram of the model including fluctuations as a function of the two parameters a
and 7. Dashed lines denote first-order transitions, solid lines continuous ones. Phase boundaries
within the boxed region are extrapolations from the regions outside. The parameter by has been set
to 4.0. The dashed-dotted line is the Lifshitz line. The dots a, b, and c indicate the systems whose
representative configurations are shown in Fig. 4

Representative configurations within the modulated phase, the microemulsion,
and the ordinary fluid are shown in Fig. 4. That the microemulsion (b) is a melted
version of the modulated phase (a) is clear. Similarly one see that as the parameters
change to bring the system from (b) to the ordinary fluid (c), the amount of
contrast, that is the difference in the order parameter, between neighboring droplets
decreases.

4 Conclusion

Because the proposition [1, 2] that the plasma membrane is inhomogeneous,
characterized by “rafts” rich in sphingomyelin and cholesterol, has attracted so
much attention, one would certainly like to understand the physical basis for them.
Assuming that the phenomenon is an equilibrium one, I have reviewed the two most
likely explanations: (1) that they arise from a phase transition, or at least the proxim-
ity to one, or (2) that they are the manifestation of a microemulsion brought about by
one of the several possible mechanisms, also reviewed. So does either apply to the
mammalian plasma membrane? Many questions must be resolved and these pose
experimental challenges. Are there critical fluctuations in the plasma membrane
itself as opposed to those fluctuations observed in giant plasma membrane vesicles?
If the plasma membrane were characterized by a microemulsion, how would one
know it? One might think that a microemulsion, which has been predicted [57] to be
one of the phases which has been observed in vitro [29] in micron-sized GUVs could
be detected by neutron scattering experiments which are capable of determining the
structure function. That of a microemulsion is characterized by a peak at a non-zero
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wave vector. But thus far, scattering experiments have only been carried out on
small vesicles of a radius of tens of nanometers. A peak at non-zero wavevector was
indeed observed in that system, but was interpreted by the authors as arising from
the presence of circular domains of a system at coexistence [60]. The interpretation
is not unique however.

As I have noted, a system which exhibits phase separation could be very close,
in its parameters, to another which exhibits a microemulsion. This is interesting
as it prods one to compare the lipid composition of a system which clearly shows
phase separation, like a yeast vacuole [3], to one in which the mechanism causing
inhomogeneities is not clear, like the plasma membrane. One might well hope that
comparative studies of the lipid composition of these systems will resolve the very
basic issue underlying the concept of rafts.
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Critical Lipidomics: The Consequences )
of Lipid Miscibility in Biological ik
Membranes

Sarah L. Veatch and Pietro Cicuta

Abstract There is growing evidence that cell plasma membranes exhibit significant
lateral heterogeneity in the composition of lipids and concentration of proteins.
These domains have sub-micron dimensions and have been implicated in vital cell
functions. Similar liquid domains are also observed, with fluorescence and non-
perturbative techniques such as NMR, in model bilayer membrane mixtures that
mimic cellular lipid compositions. This chapter overviews the physics, biological
evidence, and consequences connected to liquid immiscibility in phospholipid
membranes. The presence of phase transitions close to physiological conditions
and concentrations directly implies a wide phenomenology of spontaneous lipid
organization and dynamics on different length-scales. The interplay of this sponta-
neous lipid ordering due to the miscibility transition, with protein function and other
regulatory, structural, biochemical, and mechanical membrane processes, is still an
open area of investigation.

Keywords Lipid rafts - Lipidomics - Membrane proteins - Phase separation

1 Introduction

A basic aspect of cell membranes is to provide a barrier to partition volumes, and
regulate the transport of charged molecules; they also act as a two dimensional
substrate for membrane bound proteins, and indeed a large fraction of protein
biochemistry in a cell takes place on or near membranes [1]. In infectious disease,
parasites (viruses, bacteria, apicomplexans) bind and penetrate the cell through the
membrane. It is crucial for all these functions that cell membranes are in a liquid
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state, where proteins and lipids are able to diffuse laterally. Over the years, a better
understanding of the physics of lipid mixtures has shed light on the fact that the
lipid component of cell membranes plays a quite active regulatory and functional
role [2-4]. Biological membranes vary significantly in topological complexity from
small, highly curved single bilayer structures (e.g., synaptic vesicles) to extended
highly convoluted organelles (e.g., cubic membranes in endoplasmic reticulum [5],
and the Golgi apparatus), extended single bilayers (e.g., the plasma membrane),
and “bulk” liquid-crystalline phases (e.g., the myelin sheath). The energy related
to curvature and the intrinsic curvature of bilayers are important in defining the
shape of the biological membrane [6]. Many vital cell processes involve dynamic
interconversions between these different morphologies, for example, by membrane
fusion, fission, or budding, on time-scales spanning milliseconds to days or longer
(1073-10% ). Lipid asymmetry across the bilayer, lateral organization into domains,
and curvature are all known to play crucial roles in maintaining these structures
and their associated functionalities [7]. Cells maintain lipid homeostasis not just
globally, but within each compartment of a very dynamic environment characterized
by constant flow of lipid vesicles between different membranes [7].

As well as the properties that determine structure and stability, the physical
parameters linked to transport and dissipation within the membrane also play an
important regulating role; in particular the membrane viscosity determines how fast
objects confined to the membrane can move. Typical “objects” are the membrane
proteins, and assemblies of these proteins. Their function is to allow processes both
within the membrane and also in the bulk fluid inside and outside the cell [8]. For
example, there are pumps that regulate the concentration of calcium, potassium,
pH, etc. across the membrane. Other proteins promote the formation and budding
off of small membrane vesicles, which are essential for the directed transport of
molecules to particular areas of cells [9]. A very important class of membrane
proteins are those that act as receptors, binding to specific chemicals, and triggering
a particular downstream response; the sequence of such responses within the cell
is called a signaling pathway (or transduction cascade). The molecules that relay
signals from receptors on the cell surface to target molecules in the cell cytoplasm
or nucleus inside the cell are called second messengers (the first messengers being
the signal molecules that arrive on the cell) [8]. While many of these processes
are very specific, and the biochemical details are different for each set of coupled
chemical reactions, signaling pathways are themselves an area where general
physical principles are important.

Many phases exist in lipid monolayers and bilayers, each characterized by
differing symmetry in the lipid order (these are liquid crystal phases), and authors
have used a variety of notation. The main phases we discuss here are: the disordered
and highly fluid phase that occurs when pure lipids are above their chain melting
temperature; the solid like gel phase below the lipid’s chain melting temperature;
the intermediate “liquid ordered” phase that occurs when a significant fraction
cholesterol is mixed with saturated lipids, which has been postulated to occur both
above and below the main transition temperature. For notation, consistent with many
papers, we will use L, to denote the disordered phase in the absence of cholesterol
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(e.g., in the phase separation that can take place between saturated and unsaturated
binary lipid mixtures), and L,/L; (ordered/disordered) to indicate the two liquid
phases, of differing order and physical properties, that can occur in the presence
of sterols. The subject of this chapter is the discovery, over the last few decades,
that the composition of eukaryotic plasma membranes of cells is tightly regulated
such that the system is close (and the proximity is seen to be changed in various
cell regulatory transitions) to a thermodynamical critical point for demixing into
coexisting L,/L4 liquid phases, containing different lipid and protein components.

Physical systems in the vicinity of critical points have general behavior that
depends only on the symmetry of the order parameter and the dimensionality
of the system, and not on the detailed molecular interactions. In general, near
a second order phase transition (such as the demixing that takes place in the
ternary lipid mixtures) the susceptibility diverges, and fluctuations in the order
parameter become large and long lived; this is referred to as “critical behavior.”
There are specific laws (common to wide classes of systems) to describe the critical
behavior of thermodynamic parameters as a function of the distance to the critical
point, in particular here the temperature difference [10]. Laterally separated liquid
domains also spontaneously form in model bilayer membranes with certain lipid
compositions, allowing the thermodynamic transitions, and organization on multiple
length-scales, to be well characterized.

We argue in this chapter that the thermodynamic proximity of the critical point
is biologically relevant, entailing a variety of behavior well understood from the
physics of phase transitions, including spontaneous formation of transient domains.
Also, the formation of more permanent domains can occur with a modest energetic
cost. It is known from various communities, through experiments using a variety of
methods, including recent direct observations in living cells, that saturated lipids and
cholesterol in cell membranes laterally organize into domains or “rafts,” affecting
protein function. It is likely that phase separation is the key physical concept
underlying raft formation in biological membranes, and that the related mechanisms
are exploited by cells as important regulators of membrane biochemistry.

2 Lipid Phases and Structure in Biological Membranes

Three major classes of lipids are present in biological membranes: phospholipids,
glycolipids, and sterols. Phospholipids are a major component of cell membranes,
and are composed of a head group and phosphate group; these are covalently linked
to two hydrophobic chains through either a glycerol (glycerophospholipids) or
sphingosine (sphingophospholipids) backbone [1, 11, 12]. The hydrocarbon chains
can each vary in length (number of carbons) and in the level of unsaturation
(number of double bonds): these are the main aspects that determine the main chain
transition temperature, and mixing behavior between different species. Common
head groups are choline (phosphatidylcholine, PC), serine (PS), and ethanolamine
(PE). Among the sphingophospholipids, sphingomyelin (SM) is commonly found
in cell membranes.
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Glycolipids have a sugar group (e.g., glucose) in place of the polar head,
and then like phospholipids their backbone can be glycerol or sphingosine. In
both phospholipids and glycolipids, the head group is exposed to the aqueous
environment, and is responsible for specific chemical affinity to proteins. Sterols
are present in plant and animal cells, and absent in most prokaryotes. They are
also strongly amphiphilic molecules, with a very small hydrophilic region (O—
H). A typical sterol is cholesterol, where the hydrophobic region is made up of a
rigid, planar, ring structure, and a short hydrocarbon chain which terminates in two
methyl groups. The amount of cholesterol in biological membranes of eukaryotes
varies significantly, increasing concentration from the endoplasmic reticulum (ER)
where lipids are synthesized, through the “secretory pathway,” up to the plasma
membrane [13]. Sterols generally can partition in the hydrophobic region of
phospholipid bilayers, altering the physical properties, and in some cases giving
rise to phase separation or formation of physically distinct phases [14].

2.1 Lipid Bilayer Phases

Membranes made of lipids with long, saturated chains tend to tightly pack and form
gel (S,) phases at room temperature (note, this classification is a simplification,
considering together various possible distinct solid phases). In the S, phase, lipid
chains are ordered and extended, molecules are arranged in a hexatic lattice with
a correlation length of approximately 290nm [15], and individual lipids diffuse
slowly in the plane of the membrane, with a diffusion constant of approximately
10~19¢cm?/s [16]. Above the chain melting temperature (7;,), membranes of pure
phospholipids are in a liquid-crystalline (L) state, or, in other words, T,, is the
boundary between S, and L, phases. The L, phase is characterized by fast diffusion
(D ~ 10~8cm?/s [16]), short lateral correlation lengths, and highly mobile
hydrocarbon chains. Bilayers in the L, phase are thinner (38 Ain L, vs 44 Ain So,
for DPPC [15]), and individual lipids occupy more cross-sectional area ( >~ 70 A?
(Lg) vs. =~ 50AZ% (S,) for DPPC [15]), than in S, phase membranes of the same
lipid species. Lipids with unsaturated hydrocarbon chains have low chain melting
temperatures and tend to form L, phases. The double bond restricts the mobility
of the chain and prevents tight packing of the lipids into a gel state. Most lipids in
cell membranes contain unsaturated bonds, contributing to the high fluidity of the
membrane.

SM lipids often have high chain melting temperatures (7, for 16:0 SM is
41°C [17]). In cells, SM usually constitutes a large fraction of saturated lipids in
the plasma membrane. Cholesterol is a ubiquitous molecule in mammalian cells,
where it often makes up 20-40mol% of the lipids in the plasma membrane. The
planar ring structure of cholesterol is known to disrupt lipid packing when mixed
with lipids below their chain melting temperature, while ordering the chains of lipids
for T > T, [18].
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A third phase of bilayer lipid membranes that will be discussed is called liquid-
ordered (L,). The L, phase often contains saturated lipids and cholesterol. In this
phase, the hydrocarbon chains of saturated lipids are more ordered and extended
than in the L, phase, though membranes remain in a liquid state where lipid
diffusion constants are high (D ~ 5 x 10~ cm?/s [16]), such that there is lateral
disorder.

2.2 Lipids in Cell Membranes

In cells, lipids are found in bilayer membranes which provide a substrate for
membrane bound proteins. Proteins are bound to the membrane either through
hydrophobic peptide segments that span both leaflets (transmembrane protein) or
are anchored to one leaflet through a few hydrophobic amino acids (e.g., cytosolic
protein). Some proteins are acylated (modified with hydrocarbon chains) or directly
bind to specific lipid species (e.g., GPI linked protein [19]). Some proteins are
associated with the membrane through direct binding to a membrane bound protein
(peripheral protein). Many lipids and proteins in the extracellular (outer) leaflet
are decorated with carbohydrate moieties that contribute to an extracellular matrix.
Some proteins that are exposed on the cytoplasmic face of the membrane are
attached to the actin cytoskeleton (either directly or indirectly) and contribute to
the structural stability of the membrane.

An added complexity is that lipids are distributed asymmetrically in the plasma
membrane of living cells [7, 20]. Charged PS and PE lipids are actively pumped to
the inner leaflet, while PC and SM lipids are found mainly in the outer leaflet. The
loss of this asymmetry is a signal of cell death and can lead to degradation of the
cell by the immune system.

2.3 Liquid-Ordered Phases and the Origin of the Raft
Hypothesis

With the discovery of the liquid-ordered phase in mixtures of saturated lipids and
cholesterol in the 1970s—1990s, physical scientists began to speculate that cell
membranes might contain coexisting L, and L, phases (e.g., [21, 22]). It is more
appealing to assume the existence of an L, phase rather than an ordered S, phase
because S, phases are rigid and would not be good substrates for membrane bound
proteins. It was demonstrated that membrane lipid composition [23] and phase
behavior [24] could affect protein function. Work by Simons and Van Meer [25]
and Brown and Rose [26] in epithelial cells brought these ideas to the cell biology
community and created a link between model and cellular systems [27]. In 1997,
a landmark paper coined the words “Lipid raft” and described these biological
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entities as small (<100nm) L, domains of saturated lipids and cholesterol in a
“sea” rich of unsaturated lipid Ly phase [28]. Since then the field of lipid rafts has
exploded, and many cell processes have been associated with these cholesterol and
saturated lipid rich microdomains, including immune cell response, viral entry, cell
polarity, protein sorting, endocytosis, cholesterol regulation, apoptosis, and many
cell signaling pathways (reviewed in [29]). There is evidence for lipid rafts in a
wide variety of cell types, including yeast [30], plant cells [31], and neurons [32].

The immense popularity of the raft hypothesis is due in part to the simple
biochemical assay that is used to determine protein raft association. Lipid rafts
are generally too small to resolve by confocal or widefield optical microscopy,
but are thought to be biochemically isolated by exposing membranes to non-
ionic detergents [26, 27]. The part of the membrane that remains after detergent
extraction is thought to contain raft domains. This detergent resistant membrane
(DRM) fraction is easy to isolate and biochemically analyze, and it has been shown
that DRMs are enriched in saturated SM lipids, cholesterol, and certain membrane
bound proteins [28]. While there is some evidence from model studies that DRMs
contain lipids in a liquid-ordered state [33, 34], the interpretation of DRMs is
strongly questioned by biologists and physicists alike. Detergent extractions are
usually conducted at low temperature where more ordered phases may exist even if
they are not present under physiological conditions. Also, it has been shown that the
addition of detergent can promote phase separation [35]. Biologists have noticed that
the composition of DRMs can vary when different detergents are used [36], or the
same detergent is used in different concentrations [37]. In addition, proteins resident
in internal membranes are often found in the DRM fraction, even though lipid rafts
are thought to only exist in the outer plasma membrane of eukaryotic cells [38].
Other experimental methods are often combined with detergent extraction to support
observations of lipid rafts, but they also have associated artifacts. For example, a
protein is deemed “raft associated” if a fluorescently labeled version co-patches
with known “raft markers” such as the ganglioside GM1 [39]. Unfortunately, this
assay typically involves massively crosslinking both the raft markers and proteins
of interest, begging the question if co-clustering is purely a consequence of this
aggregation procedure and not reflective of the native state [38].

A second commonly used experimental method is cholesterol depletion. It
is accepted that cholesterol is vital for raft formation, and therefore removing
cholesterol should disrupt lipid rafts and their associated biochemical pathways.
Cholesterol can be removed from the membrane by various molecules, disrupting
protein organization and altering biochemical pathways. While it is possible to
quantitatively measure the amount of cholesterol removed from the cell, in most
cases it is not possible to determine the cholesterol concentration in the plasma
membrane [38] because cholesterol can reside in internal membranes, and can
be rapidly synthesized by the cell [40]. In addition, it has been shown that
cholesterol depletion can have secondary effects that can alter protein organization.
For example, a reduction in plasma membrane cholesterol can lead to disruption of
the actin cytoskeleton which, in turn, alters the organization of both raft and non-
raft proteins [41]. These experimental problems with raft assays led to skepticism
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regarding the validity of the raft hypothesis, until better experimental methods were
developed.

In its current form, lipid rafts are postulated to be small and dynamic regions
of heterogeneous membrane composition, but can become larger and more stable
in response to stimuli [42, 43]. This is consistent with a range of experimental
data, including domains that form in immune cells after receptors are cross-linked
with multivalent antigen [44]. A major criticism remains that the raft hypothesis
lacks a firm mechanistic basis, as well as experimental methods to reliably probe
consequences of membrane organization in cells [45].

3 Experiments on In-Vitro and Ex-Vivo Lipid Mixtures

3.1 Early Work on Binary Mixtures with Cholesterol

Much work was carried out from the 1970s on phase diagrams of binary mix-
tures (particularly, on phospholipid/sterol systems) [46—48], elucidating the quite
complex role of cholesterol. Vist and Davis were the first to use the experimental
methods of DSC and 2H NMR in concert to yield consistent results, and obtained
the partial phase diagram for binary mixtures of DPPC-d62 and cholesterol shown
in Fig. la [49]. By DSC, two peaks are detected in mixtures of saturated lipids
and cholesterol. One of these peaks is sharp and corresponds to the main chain
transition of the saturated lipid, while the other is broad and has been interpreted
as demixing of liquid-crystalline disordered (L,) and liquid- ordered (L,) phases.
The sharp transition remains fixed just below T3, and decreases in intensity with
increasing cholesterol concentration. At the same time, the broad component
increases in intensity, shifts to higher temperature, and becomes increasingly broad.
The main chain transition is not observed in membranes with greater than 25%
cholesterol, and the broad component can no longer be resolved when cholesterol
exceeds 10-40%. Deuterium (2H) NMR directly measures anisotropic motions of
the hydrocarbon chains. Distinct 2H NMR spectra can be acquired for membranes
in the S,, L4, and L,, phases and are shown in Fig. 1b. Clear superposition of S, and
L, spectra are observed in mixtures of DPPC and between 5 and 25% cholesterol
at low temperatures (T < T,). These results are in good agreement with DSC
measurements which indicate an S,-L,, coexistence region between membranes of
5-25% cholesterol. At higher temperatures (T > T,,), the interpretation of 2H
NMR spectra is more difficult: No clear superposition of spectra are observed,
instead 2H NMR spectra lose resolution in the proposed L;—L, coexistence region
inferred by DSC. The loss of resolution is attributed to lipids exchanging between
lipid environments on a time-scale comparable to the measured 2H NMR frequency
differences (~10 ws). Since lipids exchange between domains via normal diffusion,
this puts a limit on domain size of <100nm. At high temperatures and high
cholesterol concentrations, the resolution of 2H NMR spectra is restored and
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Fig. 1 Phase diagrams obtained in monolayers and membrane bilayers at concentrations mim-
icking the plasma membrane show phase separation and critical phenomena, and similar results
are also obtained with GPMV extracted from cells. (a) Early work on binary mixtures of
DPPC and cholesterol [49]; (b) DSC and NMR both allow determination of phase transition
boundaries [50]; (¢) composition phase diagram typical of a wide variety of ternary mixtures,
at close to physiological temperature. Increasing 7', the Ly + L, coexistence region shrinks and
eventually vanishes. The yellow star marks the critical point at a particular 7. (d, e) Changing
T, and observing vesicles or GPMV in fluorescence microscopy, it is possible to measure the
vanishing of line tension, and the growth of critical fluctuations, around the critical 7 [S1]. (f) This
L4 + L, coexistence and critical behavior are also observed in GPMV [52]. (g) The large critical
fluctuations are transient, and their characteristic lifetimes (as well as their structure) depend on
the proximity to the critical point in a way that is common to many other physical systems [53]
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membranes are thought to be in one uniform phase. Additional evidence for the L;—
L, phase boundaries is seen by analyzing trends in the moments of 2H NMR spectra
as a function of composition and temperature. Phase diagrams like the one shown
in Fig. la have also been evaluated by examining the lipid environment around
spin probes (ESR [46]), by measuring diffusion constants of fluorescently tagged
lipids (FRAP [54]), and by detecting short range interactions between fluorescent
probes (FRET [55]). FRET experiments have also put a limit on domain size in
the L,—L,, coexistence region. Even though there are indications of thermodynamic
transitions using experimental methods of DSC, NMR, ESR, and FRET, all phase
separations detected in mixtures of saturated lipids and cholesterol are on a small
length-scale [56, 57]. Fluorescence microscopy on membranes of binary mixtures
of DPPC and cholesterol shows no >1 pum arrangement of lipids, though there is
evidence for <1 wm lipid organization in membranes with <25% cholesterol below
the chain melting temperature of DPPC [57]. In addition, a large change in area
per molecule is detected in GUVs as temperature is scanned through 7, [58]. It
is not obvious that small-scale lipid organization constitutes a true thermodynamic
phase separation in mixtures of phospholipids and cholesterol. On one hand, the
limits on domain size are large on the lipid length-scale (over 15,000 lipids could
be contained in an 80 nm domain). On the other hand, these inhomogeneities are
dynamic entities with interfacial regions that are not negligible. In addition, it is not
known what governs the length-scale of <100nm lipid domains. The nature and
role of lipid domains have been addressed by the biophysical community for over
20 years [56, 59-61].

3.2 Recent Developments and Current Questions

Proximity to the critical point is a general mechanism that will lead to composition
heterogeneity, but it should be noted that other mechanisms can also be at play: for
example, stable nanodomains can arise in particular points of the phase diagram [4]
(but perhaps not physiologically relevant to the plasma membrane concentration
of sterols), and the coupling of composition with curvature can stabilize lipid
heterogeneity (as well as then rapidly recruiting a variety of curvature sensing
proteins) [60]. Many factors and organizing principles have been proposed and
highlighted in isolation, and an interplay between these factors (lateral membrane
heterogeneity, cytoskeleton pinning, clustering of lipids around proteins, and curva-
ture) can result in very rich functional behavior. Many questions have been posed,
and answered to differing degrees, out of this wide field of investigation: What
types of lipids are needed to have a miscibility transition? How does composition
affect transition temperature? What about phase morphology? Which lipids are
found in the coexisting phases? And is one phase really liquid-ordered (L,)? Also,
are these phase separated membranes related to lipid rafts? If so, what do we
learn about lipid rafts by studying miscibility? What regulatory roles can rafts
play in the cell membrane? The remainder of this chapter describes the state of
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work through these questions, focusing mainly on the effects that are expected
from proximity to phase separation: from the determination of phase boundaries,
characterization of the coexisting phases, exploration of cell membrane extracts, to
the most recent experiments finding correlation (and in some cases direct links) of
this phenomenology to cell biochemical protein processes.

The last two decades saw great progress in understanding liquid immiscibility
in model lipid membranes, in large part made possible by the use of fluores-
cence microscopy to visualize phase morphologies in giant unilamellar vesicles
(GUVs) [62], and the rationalization of results within the context of thermodynamic
free energies of mixing. Fluorescence microscopy, coupled to suitable membrane
dyes (and fluorescent antibodies and protein fusions for cell work), has become
a tool of choice (validated in various ways by NMR, DSC, and AFM): it can
directly highlight critical fluctuations and domain structure in GUVs (for example,
artificial binary mixture vesicles [63], ternary systems [64], or cell membrane
extracts [52, 65]). By this method, it has been shown that if the mixtures are allowed
to phase separate then domains can grow to be large (>1uwm), and S, phases take
on a variety of shapes that depend on lipid structure, whereas the liquid Ly and L,
phases form circular domains. Some fluorescent probes have spectral characteristics
that are sensitive to the ordering of the hydrocarbon chains [63]. When these probes
are used, lateral organization and chain order can be measured simultaneously.

The key initial studies were two reports of coexisting liquid domains in mem-
branes with at least three lipid components. The first was by Dietrich and col-
leagues [34] where they directly observed coexisting liquid domains in giant
unilamellar vesicles and supported bilayers by fluorescence microscopy. These
domains differed from those observed in binary mixtures with cholesterol because
domains were large (>10pum) and could be clearly resolved using fluorescence
microscopy (e.g., see Fig.1d, f). They characterized the phases as liquid, by
quantifying diffusion constants, and showed that the more ordered phase was
resistant to detergent at low temperature. A second study by Samsonov et al. [66]
used black lipid membranes (a bilayer membrane spread over an aperture) and
extended this work to additional lipid mixtures, varying cholesterol concentration,
and making the connection between the miscibility transition and the chain melting
temperature of the saturated component.

3.3 Direct Imaging Experiments Show Criticality in Model
Systems

Many results on the properties of lipid mixtures near their critical point of demixing
have been obtained by fluorescence microscopy, on giant unilamellar vesicles
(GUVs) or on membrane extracts (giant plasma membrane vesicles, GPMVs). The
resolution of fluorescence microscopy is sufficient to detect with good accuracy
the miscibility transition temperature (7;,;,) and also to extract length-scales and
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fluctuation properties, so that the parameters of the criticality can be measured.
Most observations to date are well described within thermodynamic models of the
membrane, as reviewed in [67]. With recent advances in super-resolution imaging,
it is becoming possible to investigate co-localization in vivo of lipid species and
membrane proteins [44].

3.3.1 Giant Unilamellar Vesicles (GUV5s)

Giant unilamellar vesicles (GUVs) of diameters 10—100 pum are most often prepared
in >18 MQ/cm water or non-ionic solutions, by the process of electroformation
as described by [58, 68], with modifications to increase yield and compositional
uniformity [69]. This specific method produces a high yield of compositionally
uniform, single-walled bilayer vesicles when phosphatidylcholine (PC) or sphin-
gomyelin (SM) lipids are used and when vesicles are grown at temperatures well
above the chain melting temperature. It is possible to make bilayers of many lipid
species, and typically a small molar fraction of one lipid species is tagged with a
fluorescent marker; this trace species will in many cases partition proportionally
to the compositions of the L,/L; phases. Other methods of making GUVs have
been proposed, and have advantages in controlling size monodispersity, or enabling
asymmetric compositions in the bilayers; however, they are challenging to fine tune
for multicomponent mixtures, where each species differs in its amphiphilic character
and adsorption dynamics.

3.3.2 Giant Plasma Membrane Vesicles (GPMV5s)

Giant plasma membrane vesicles (GPMVs) can be derived from various types of
mammalian cells. These GPMVs are thought to be free of cytoskeletal constraints
and have been shown to display the same geometries and phase behavior of giant
unilamellar vesicles (and once harvested, they can be worked on with similar
methods). Fluorophores with preferential partitioning can be used to highlight fluid
phases. The protocols differ slightly depending on cell type, but typically cells
are grown to high density (sometimes to confluency) in tissue culture flasks, then
washed and treated with formaldehyde and DTT [65, 70], causing blebs to form.
With further incubation and gentle shaking GPMV detached from cells, and can be
decanted. GPMVs are usually allowed to settle on ice before collection. By using
this method, a single confluent 25 cm? flask yields sufficient GPMVs to create sev-
eral dozen microscopy samples. In an alternative protocol, formaldehyde and DTT
can be replaced by 2 mM N-ethylmaleimide, a reagent previously shown to cause
GPMV formation [56]; all other steps are identical [71]. This alternative reagent
is thought to induce less lipid/protein crosslinking, and generally to cause a milder
chemical perturbation of the membrane; the resulting critical temperature in GPMV's
obtained with this method is much lower, but the critical lipid phenomenology is the
same. As a downside, the yield of GPMV is lower (more cells detach under these
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conditions), and the mixing temperature close to freezing makes characterization of
GPMVs more challenging.

3.3.3 Critical Behavior Near Liquid-Liquid Demixing

The phase diagram of ternary mixtures of saturated and unsaturated lipids, plus a
sterol, has the general phases shown in Fig. 1c. On heating, the liquid-liquid region
shrinks, meaning that phase separation (or more generally the proximity to the
critical point), and hence the whole array of critical effects can be initiated by either
changing temperature or by altering lipid composition. When lowering temperature
through 7}y, small domains initially form in the membrane. These domains are
circular, diffuse freely, and their edges fluctuate indicating that both the domain and
the background phase are liquid [51, 72]. The vesicle ripens as domains collide and
coalesce to form larger circular domains [73]. In most cases, vesicles completely
phase separate at long times after the temperature quench (>1-30 min, depending on
membrane composition, temperature, and state of tension). Alternatively, molecules
can be added to the vesicle solution to initiate the miscibility transition at fixed
temperature by changing lipid composition, for example, methyl-8-cyclodextrin
(MBD, a carbohydrate molecule that binds cholesterol and removes it from the
membrane) has proven useful.

Transition temperatures can be identified at a glance observing when recogniz-
able domains appear (disappear) as temperature decreases (increases). More precise
determinations of T,,;,, analogously to what is done in other experiments of critical
phenomena, can be obtained once the character of the phase transition is known. For
example, in ternary mixtures the phase transition to L,/L, phases has been shown to
exhibit a critical point and to be second order with Ising universality [10]; with this
knowledge one can quite precisely find 7,;;, from the zero of reduced temperature
by extrapolating some critical property like the domain line tension to zero (or in
other cases finding their temperature of divergence, e.g., correlation lengths).

Even in the absence of protein interactions, it is possible to form metastable or
even stable equilibrium phases with L,/L; domains of finite size. This can happen
because of coupling with curvature, at low enough membrane tension [74, 75], or
if the situation arises that the line tension is extremely small, akin to microemul-
sions [59]. Ultra small (radius < 5 nm) domains at physiological concentrations have
also been reported recently, inferring their existence from FRET experiments [61].

There is biological significance in including sphingomyelin and POPC ((16:0-
18:1)PC) in model vesicle systems. Phase diagrams for membranes of POPC mixed
with palmitoyl SM (PSM) and cholesterol are strikingly similar to phase diagrams
of mixtures that substitute DOPC for POPC (POPC/PSM/Chol), or dipalmitoyl PC
(DPPC) for PSM (DOPC/DPPC/Chol) [76].

The system of diPhytanoylPC/DPPC/Chol has been studied in detail and has
become a reference system, with a quantitative characterization of its properties near
the critical point of demixing [51]. The choice of roughly equimolar concentrations
of the three components positions the system close to its critical composition. Then,
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above the critical temperature, the system is in a homogeneous phase; concentration
fluctuations occur only below a characteristic size, which diverges (and domains
take over the whole system) as the temperature is lowered to the critical temperature,
see Fig. lc. The divergence of this characteristic size is linear with temperature, con-
sistent with critical behavior (Ising class universality) expected of physical systems
in two dimensions [10]. As a counterpart to this behavior, it has been observed
that below the demixing temperature, the circular domain shape is determined by
a line tension; this tension vanishes (again, linearly) as temperature approaches
mixing, from below. A subsequent study also established that the dynamics of
these concentration fluctuations near their critical point is also analogous to that of
simpler condensed matter systems [53]. These experiments allow the extrapolation
of length- and time-scales beyond the experimentally accessible window.

Interestingly, GPMVs, which have the complex and rich composition of the
plasma membrane, also exhibit liquid—liquid phase separation: the behavior appears
critical-like (see Fig. 1), and with apparently the same universality properties as in
the model ternary mixtures [52, 65]. Critical fluctuations, and phase separation, are
observed on cooling GPMVs below physiological temperature. Because of the inva-
sive nature of the protocols used to produce GPMVs, one should not put too much
weight on the exact temperature for phase separation; however, what is remarkable
is that this temperature is robust for cells grown in identical conditions, and
furthermore that consistent shifts in the phase separation temperature are observed
as a consequence of perturbing the cells via drugs or signaling molecules [77-80].
This shows that the composition of the plasma membrane in cells is maintained close
to the critical point, and the correlation of 7},;, with pharmaceutical and biological
stimuli is indirect proof that critical behavior is biologically relevant.

4 Cell Membrane Heterogeneity

Over the past few years, efforts from both membrane biology and biophysics
communities have focused on the role lipids play in membrane organization [81—
83]. In cell membranes, lipid rafts are currently thought to be localized regions
that are on the order of 10-100nm in diameter, possibly transient and rapidly
dynamic over time, in which certain proteins and lipids are concentrated. Both
the raft domains and the surrounding lipid matrix are liquid [83]. Lipid rafts have
been associated with important biological processes such as endocytosis, adhesion,
signaling, protein transport, apoptosis, and cytoskeleton organization [29, 84—
86]. Since rafts in cell membranes have not been directly observed by standard
microscopy, most current assays employ either indirect methods (e.g., detergent
resistance), or crosslinking of rafts into larger aggregates (e.g., colocalization) [39].
Lipid-driven lateral separation of immiscible liquid phases is likely a factor in
the formation of rafts in cell membranes. There is mounting evidence that the
plasma membrane of many cells is inhomogeneous. Raft domains in cell membranes
are thought to preferentially contain cholesterol and saturated lipids, as well
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as specific lipids (e.g., sphingomyelin and the ganglioside GM1) and proteins
(e.g., certain receptors and proteins with palmitoyl or glycosylphosphatidylinositol
anchors) [28, 87]. The list of important physiological processes in which rafts are
thought to play a role is long (see [88], and the references therein).

There is also ample evidence for biological tuning of plasma membrane lipid
composition: It is well established that cells alter their lipid content in response
to their environment. For example, bacteria and higher organisms change their
membrane composition and physical properties when grown at different tempera-
tures [89-93], yeasts alter their lipid content to counteract the membrane fluidizing
effects of ethanol produced during fermentation [94-96], and mammalian cells
adjust their lipids during the cell cycle [97-100] and differentiation [101, 102], and
in response to stress or disease [103—105]. Some of these changes reflect the cells’
effort to retain a robust and flexible barrier at the cell periphery.

Our current thinking, see Fig. 2, is that cells adjust their membrane composition
also to maintain a functionally useful level of membrane heterogeneity, by tuning to
be in close proximity to a miscibility critical point, a concept we think of as “critical
lipidomics.”

4.1 Lipids and Membrane Proteins

About 50% by mass of a biological membrane is composed of proteins (as little
as 25% in the insulating myelin sheath, and as much as 75% in the membranes
of mitochondria and chloroplasts). Some membrane proteins are transmembrane,
extending across the bilayer. Others reside in the cytosol, and are anchored into a
leaflet by one or more fatty acid chains, or anchored covalently to a lipid in the
leaflet. Many membrane proteins are common between prokaryotes and eukaryotes.
The transmembrane section of proteins is often one or more «-helix segments, which
are relatively hydrophobic. The B-barrel is also a common motif, as in the porins,
which are discussed below [8].

In order for a membrane protein to feel the effects of lipid heterogeneity, it
must prefer to be surrounded by certain lipid types along their boundary. If these
boundary conditions are specific enough, then the protein’s localization and function
can couple to local structure in the membrane bilayer. There are several ways that
a cell might accomplish coupling to a more ordered local lipid composition. A
common mechanism could be through posttranslational modification with saturated
acyl groups such as palmitoylations and myristoylations. It is also hypothesized
that proteins with greater hydrophobic thickness tend to prefer more ordered
lipid local environments, since lipid chains in these regions tend to be more
ordered and extended [107]. A third general mechanism to couple proteins to more
ordered local lipids could be direct binding between proteins and specific lipids.
Numerous “raft” associated proteins have proposed cholesterol binding sites, and
some transmembrane proteins such as GPCRs have been shown to have preferential
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Fig. 2 Cells change membrane lipid composition, regulating the distance from the critical point.
Critical lipidomics can profoundly affect cell membrane biochemistry, through a variety of
mechanisms discussed in the text. One aspect is illustrated schematically in (a): closer to the
critical point lipid domains form spontaneously, and can recruit proteins with a specific affinity,
thus enhancing the local receptor protein concentration and changing the dimerized fraction.
Conversely, association of proteins that require a particular lipid micro-environment is also
facilitated closer to a miscibility transition. Lipid-mediated interactions between proteins can be
tuned by adjusting 7 — T¢. (b) Schematic of two membrane inclusions (grey and blue caps) that
prefer different local lipid environments feel a repulsion because they don’t want to share the same
local lipids. (¢) The magnitude and range of this interaction is related to the proximity to the critical
point. (d) Fluctuations within the membrane can couple to cortical cytoskeleton (drawn in red in
the diagram), possibly also contributing to corralled diffusion [106]

interactions with polyunsaturated lipid chains [108]. Membrane proximal regions of
proteins can have specific interactions with local lipids, such as through poly basic
stretches on the cytoplasmic face which specifically interact with anionic lipids or
glycolipid binding domains on the extracellular face. Recent studies also suggest
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specific amino acid sequences within transmembrane helices can influence protein
partitioning into ordered local environments [109].

Some membrane lipids are themselves directly involved in reactions: for exam-
ple, binding of the protein AKT to the phospholipid PIP; is a signal that can
trigger a range of events downstream, including the onset of cell growth and protein
production [110]. PIP3 is a minority component, accounting with PIP, mentioned
above for around 1% of membrane phospholipids. Yet they are involved in a variety
of processes [111]. The localization of PIP3 has been studied in depth, in relation to
the question of cell polarization and eukaryotic chemotaxis [112]. In response to a
weak chemotactic gradient, a phase separation process is triggered, localizing PIP3
on the plasma membrane side exposed to the highest chemoattractant concentration,
and the PIP3-degrading enzyme PTEN and its product PIP; to a complementary
pattern [113].

A number of membrane proteins respond to the global mechanical properties of
the membrane in which they are embedded; this “mechanics” (e.g., state of tension,
state of curvature, flexibility to bend) can in turn be determined by composition,
thus providing another mechanism coupling protein function to composition.
An important example of this is represented by the mechano-sensitivity of ion
channels [114, 115]. Taken together, cells have a number of different mechanisms
at their disposal to regulate protein association through lipid composition.

5 Ciritical Lipidomics in Biomedical Scenarios

Section 3 overviewed what is known about criticality in model systems, and
Sect.4 gave a flavor of activity at the cell membrane, and how lipids, with their
heterogeneity, can impact on proteins, and hence on a variety of functions. Very
generic mechanisms should be at play in the membrane: the spontaneous formation
of small domains, and hence tendency to recruit a higher concentration of proteins
compared to a homogeneous membrane; the complementary side of the same
mechanism, i.e., possibility of proteins to surround themselves in patches of specific
lipid composition, see Fig.2. Note the key importance (through mass balance
kinetics) of the local protein concentration, for any process which (as typical of
transmembrane receptors) requires a dimerization step, and even more for other
processes requiring self-assembly of large protein structures (e.g., vesicle coating
proteins). This is perhaps not fully or quantitatively appreciated in the literature.
Many protein processes are generic to many cell types (e.g., endocytic traffic) and
represent what we can consider a basal cell activity. The lipid behavior consequent to
the composition being close to a critical point is likely to be an important feature in
these constitutive processes. However, in order to elucidate the importance of lipid
composition, it is particularly interesting to look at some cell biology situations
in which it is known that significant lipid composition changes occur. This has
been observed (generally data exists from experiments involving mass spectrometry
measurements on cell populations) in a variety of situations where cells differentiate,
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Fig. 3 There are now many cases where changes in lipidomics have been shown to correspond
to varying distance to the critical point. (a) Schematic phase diagram of the PM, illustrating
what different types of perturbations might do to lipid membrane structure. The data in (b) show
that cell exposure to ethanol leads to composition changes that move the membrane away from
criticality, as measured in isolated plasma membrane vesicles. Cells also can alter their own critical
temperatures, panel (c) shows the case of cells grown up to different densities [77]

or enter different regulatory states, or in the context of disease [116]. We present
here a few examples, and describe them in the eye of critical lipid behavior (Fig. 3).

More broadly, it is very likely that the regulatory and functional system coming
from criticality underpins many “raft” dependent functional processes, ranging from
immune, growth factor, and other signaling systems in other cell types to cellular
processes where lipids are thought to play a role such as apoptosis, endocytosis,
polarization, and cell division [112, 117-120]. Targeting biochemical modulators of
membrane heterogeneity could be considered as a novel therapeutic strategy against
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diseases characterized by altered lipid homeostasis, such as diabetes, inflammation,
and some cancers [103, 121].

5.1 Lipid Criticality in Cancer

Cholesterol and phospholipid homeostasis is significantly altered in many can-
cers [103], this acts to suppress apoptotic signaling [122] and promote growth
pathways [123] leading to cellular proliferation. For example, in human prostate
cancer, there is an increased ratio of monosaturated to saturated fatty acids and these
changes have been shown to affect the Akt pathway [124]. Frequently cholesterol
levels are increased in tumors compared to normal tissues [125], and sphingolipid
levels are reduced in many cancers, especially those resistant to traditional cancer
therapies [126]. Interestingly, cancer cells primarily synthesize lipids directly [127],
and the ABCALI transporter is down-regulated in many cancers, resulting in
decreased efflux of excess cellular cholesterol into LDL particles circulating in the
blood [122]. In sum, there is a vast literature indicating that cancer cells actively alter
their lipid composition while isolating themselves from regulation by other tissues.
Numerous studies have implicated plasma membrane lipids in the maintenance
and regulation of signaling pathways frequently disrupted in cancer. For example,
modulations of growth factor signaling cascades are major hallmarks of cancer, and
numerous studies have shown that the tyrosine kinase activity of these receptors
is influenced by the local lipid environment. Both cholesterol and gangliosides are
implicated in modulating the activity of receptors [128, 129], and have been shown
to alter cellular responses to drugs that act to directly target receptor phosphorylation
using kinase inhibitors [120]. Commonly mutated proteins in cancer downstream of
growth factor receptors, such as Ras, are regulated in part through plasma membrane
lipids [130]. In apoptosis, sphingomyelin lipids are converted to ceramides, and
it is thought that this acts to cluster proteins involved in apoptosis pathways.
Interestingly, cholesterol removal can initiate apoptotic signaling pathways even in
the absence of ligands [131]. Alteration of plasma membrane lipids also recruits
the tumor suppressor PTEN to the plasma membrane, which is vital for its roles in
maintaining control of cell growth [132]. Thus, modified lipid compositions plays
an important role in cellular proliferation beyond providing the additional biological
material required for rapid cell growth.

Modulation of lipids and lipid metabolism provides a significant therapeutic
effect in a variety of cancers, and is an emerging target of cancer therapies. For
example, acute lowering of membrane cholesterol levels in cell culture can lead to
apoptosis [133] or make cells more sensitive to cancer drugs [120]. Rates of cancer
in the US population have been attributed in part to the wide use of cholesterol
lowering drugs [134]. Exposure of cancer cells to lipid soluble small molecules
can directly lead to apoptosis or can synergize with other drugs to promote
cell death. Some examples include edelfosine [117] and 2-Hydroxyoleate [135]
which are both in clinical trials, EGCG [136], and short chain ceramides [126].



Critical Lipidomics: The Consequences of Lipid Miscibility in Biological Membranes 159

Further, many drugs are thought to have a secondary mode of action linked to
modulation of lipids. For instance, cisplatin which acts primarily by intercalating
into and damaging DNA also induces apoptosis by clustering membrane receptors
in a cholesterol dependent manner [137]. Also, the histone deacetylase inhibitor
depsipeptide induces apoptosis in human prostate cancer cells by clustering death
receptor ligands at the plasma membrane [138].

5.2 Lipid Criticality in Immunity

While the concept that lipids and lipid domains (sometimes referred to as “lipid
rafts”) contribute to the organization of immune receptors and downstream signaling
partners has been around for decades [28, 139-142], we still lack a basic mechanistic
understanding of how lipids influence the key signaling functions [143, 144].
In naive B cell lymphocytes, there are a large number of proteins known to
modulate immune signaling cascades, most of which are anchored to the membrane
through motifs that preferentially partition into either liquid-ordered (L,) or liquid-
disordered (L4) phases at low temperatures (e.g., BCR, Lyn, and PAG1/CBP into
L, and CD45 and FcyRIIB into L;) either in isolated plasma membranes or
in membranes partially solubilized with detergent [145-149]. Acute changes in
temperature or plasma membrane lipid composition, factors expected to impact
the size and stability of membrane heterogeneities [52], also modulate signaling
functions such as receptor phosphorylation, calcium mobilization, and antibody
production [148, 150, 151]. It is likely that plasma membrane lipid heterogeneity
modulates the detailed interactions between proteins involved in early steps of the
B cell receptor (BCR) mediated signaling cascade. Confirming this would provide
a novel and quantitative framework to understand how lipids influence immune
signaling processes, enabling new strategies for the treatment of immune related
disease through specific targeting of membrane physical state.

Many transmembrane and peripheral proteins are involved in initiating and
modulating signaling responses that occur after the BCR is clustered through soluble
or surface presented antigen [152-154]. The majority of these proteins interact
with the BCR and other signaling partners primarily through direct binding, but
it is also accepted that significant interactions likely arise from motifs that anchor
these proteins or their adaptor proteins to the plasma membrane [149, 152, 155-
157]. For example, Lyn kinase is thought to be primarily responsible for initial
BCR phosphorylation after ligand binding. When activated, Lyn is known to bind
the BCR weakly through direct interactions with the unique domain, or more
strongly when at least one BCR ITAM tyrosine is phosphorylated [152]. Lyn is
also anchored to the inner leaflet of the plasma membrane through palmitoyl and
myristyl posttranslational modifications which favor more ordered lipid domains.
This anchoring motif is shown to play important roles in localizing Lyn to sites of
BCR clustering and for protecting Lyn from deactivation by phosphatases that prefer
more disordered lipids [154, 158].
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A large body of work exists supporting the concept that lipids play an important
role in regulating signaling through the BCR [155, 157, 159]. Lowering cholesterol
levels has been shown to lead to a reduction in the protein content found in detergent
resistant membrane fractions, as well as decrease receptor and kinase phospho-
rylation. Other proteins involved in the BCR activation pathway are not affected
or show increased activation in cells with reduced cholesterol content [148, 151].
This suggests that lipids also play important roles in down-regulating activated
responses. However complications in singling out the role of sterols on specific
processes, along with the lack of direct methods to probe the effects of membrane
perturbations, have probably led the B cell signaling field to shift its focus from
lipids to other key aspects of this signaling pathway, such as actin remodeling
and the important roles of co-receptors [160, 161], perhaps missing an important
element.

In innate immunity, there is clear evidence of large systematic changes in the
“lipidomics” occurring together with “activation” (the pro-inflammatory set of
changes in genetic regulation that neutrophil and macrophage cells make in response
to sensing, for example, a bacterial infection) [162]. As part of this cell activation,
the activity of various receptors is upregulated; one can imagine that changes in
the lipid composition, such that the cell is moved close to the critical point, would
automatically lead to a more heterogeneous membrane and hence directly to a
higher fraction of dimerized receptors and signaling complexes [163], and hence
aregulated higher activity (see schematic in Fig. 2a).

6 Progress Towards Direct Evidence of Lipid Criticality
in Living Systems

Recent advances in single and super-resolution imaging are opening doors to a
deeper understanding and characterization of heterogeneity in membranes [164].
But what do we expect to see using these tools if indeed the plasma membrane is
a super-critical fluid? This in itself is a difficult question to answer. There are only
subtle indications of criticality evident when monitoring single molecule mobility,
especially when monitoring components like lipids or simple anchored peptides
which only have direct interactions with a few lipid neighbors at any given instant.
This is a well-known feature of critical systems, which can have slow dynamics of
the average composition while maintaining fast dynamics of single molecules. As
such, methods sensitive to single molecule motions such as FCS or single particle
tracking are not expected to observe significant signatures of this type of membrane
heterogeneity [165]. Super-resolution imaging methods may have a better chance of
directly observing evidence of criticality in intact cells [166] (Fig. 4).
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Fig. 4 Super-resolution fluorescence localization is beginning to be able to probe lipid-mediated
sorting in live cells. A current challenge is to quantify the degree of lipid and protein co-
localization, and then to determine the causal relation in specific situations. Imaging is likely to
be an essential tool for further progress in this area. Reconstructed images show clustered B cell
receptors (magenta) along with markers of disordered (GG) and ordered (Lyn) phases (green). The
GG peptide is geranylgeranylated, prefers a disordered local lipid environment, and is excluded
from BCR clusters. The full length Lyn protein is anchored to the plasma membrane with two
saturated acyl modifications giving it a preference for more ordered lipids. This protein is recruited
to BCR clusters even when cells are pre-treated with the SRC kinase inhibitor PP2 to block direct
interactions between Lyn and the BCR. This is quantified using the steady state cross-correlation
functions shown, where a value of 1 indicates a random distribution, less than 1 indicates exclusion,
and greater than one indicates enrichment [166]

6.1 Super-Resolution Direct Imaging

One would expect various consequences in living cells based on the proximity of
membrane compositions to phase separation, and specifically to critical points in
the composition phase diagram:

(a) Subtle correlated densities of membrane components that partition into the same
phases over short (<100 nm) length-scales .

(b) Correlated densities across-membrane leaflets, since the membrane acts as a
single 2D fluid.

(c) Relatively long-lived structure in the average composition (the fundamental
physics in model systems was characterized in [53]).

(d) It should be relatively easy to template changes in the average composition
by coupling to structures or processes adjacent to the membrane (e.g., adhe-
sion [167], cytoskeleton [168, 169], receptor clustering [44], etc.).
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(e) Weak but long range potentials acting on components, through composi-
tion [170] or curvature effects [171], possibly coupled together (see Fig. 4).

(f) Only subtle effects on single molecule diffusion for most membrane compo-
nents, as shown in [172].

Super-resolution imaging can provide direct evidence for these proposed regu-
latory mechanisms based on the lipid behavior. In principle, these methods have
the lateral resolution and sensitivity to detect the small (<100nm) and subtle
heterogeneity expected from fluctuations. In practice, experimental details of probe
over-counting, statistics, and subtle bleed-through make experiments challenging
even in fixed cells. In live cells, fast single molecule mobility complicates things
further [173]. Over-counting [174] and multiple observations of the same fluo-
rophore (or antibody labeling the same protein) [175] lead to a signature in the
auto-correlation of a membrane component being imaged. This is frequently much
larger than the auto-correlation expected from the heterogeneity itself. Uncertainty
in the magnitude of this contribution reduces the sensitivity of a single color
measurement. Problems with over-counting can be addressed by co-localizing two
distinct components, although problems can arise due to bleed-through between
imaging channels, but can be mitigated with the use of the correct probes and
imaging conditions. Even still, the predicted structures are on the edge of current
resolution limits and statistics can be limiting. An easier measurement is one where
one component is structured, e.g., through explicit clustering or through adhesion
to a surface. In this case a second component can be probed to determine if its
localization is affected by the structuring of the first component. In fixed cells there
is always the concern that fixation leads to the observed heterogeneity. In live cells,
single molecules diffuse orders of magnitude farther than the size of the structures
being probed even when fast acquisition conditions are used.

6.2 Challenges, Controversy in Live Cells

Right now the research in this area is very active. Alongside various papers
discussed and cited so far, which build on or are consistent with the idea of
lipid criticality playing a significant role, it is fair to cite here a few very recent
reports that challenge this view, claiming to see no evidence for “rafts” or “phase
like segregation.” The absence of discontinuous changes in diffusion coefficients
on intact live cells, as a function of temperature, was taken as evidence that the
membrane remains homogeneous [176]. We note however that crossing a second
order phase transition one would not expect to observe discontinuities in the physical
parameters. Also, we expect the presence of the critical point to induce effects
(see section above for which effects) also in the one-fluid phase above the critical
temperature. In another very recent report [177]), data is presented where live cells
are grown on micropatterned substrates, whereby GPI proteins are anchored; no
co-clustering of other proteins is seen in the cells, concluding against point (d) from
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the list in the section above. It is very questionable however whether that experiment
has the required precision to sustain this conclusion. A similar experiment, in model
membranes, did observe a weak enrichment or depletion of a lipid probe at sites
where a second membrane component was bound to a surface: a 20% effect [167],
which is well within the error bars of [177].

7 Conclusion

Lipid composition is critical to many biochemical processes, and lipid homeostasis
is important to enable cell functions in general. For example, liquid general
anesthetics lower critical temperatures of the plasma membrane [77]. In particular,
there is growing evidence that in living cells the lipid composition is regulated
to maintain a certain distance to the critical point [65, 90], a fact that is being
noted in the biological literature [178] in connection to the concept of lipid
rafts. Lipid rafts represent the well-known fact that biological membranes present
domains enriched with particular lipids, and that this heterogeneity couples to
partitioning or adhesion of specific proteins to those regions. It is also clear that
protein components of the cytoskeleton, in particular the cortical cytoskeleton, can
couple to the lipid composition fluctuations [106]. The phase behavior of the lipid
components seems to us a very important consideration in rationalizing complex
lipidomics data, although connecting the lipidome to knowing lipid heterogeneity
is itself a non-trivial task. Functional consequences upon changes in membrane
organization are known for specific systems, and we have discussed various general
ways in which protein function can couple to effects of lipid composition criticality
(for example, some membrane receptors are known to cluster in lipid domains,
affecting signaling [179]); experiments so far provide many intriguing instances
of correlation, but this does not yet prove that lipidomics is acting as a regulatory
mechanism: more direct evidence of causality is required. What is beyond doubt
is that physiological proximity of the membrane composition and temperature
to the critical point allows composition fluctuations to occur spontaneously or
with very low energy cost; elucidating the biological consequences of this, and
looking for general principles of membrane protein regulation by lipid composition,
remain active areas of research. These questions are ripe for investigation with
newly developed experimental methods capable of quantifying interactions between
proteins in their native environment.
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Lateral Diffusion in Heterogeneous Cell )
Membranes creme

Didier Marguet and Laurence Salomé

Abstract The plasma membrane is organized at numerous levels as a result of its
large variety of molecular constituents and of selective interactions between them.
Lateral diffusion, a direct physical consequence of the Brownian agitation, plays
a key organizational role by constantly redistributing the membrane constituents
among the possible molecular associations. In this context, we will first review the
physical mechanisms contributing to the creation of inhomogeneity. We will then
describe the current methodological approaches allowing us to measure diffusion in
living cells. The different levels of membrane organization will be discussed before
illustrating the impact of the dynamic organization of the membrane on cellular
functions.

Keywords Cell membrane - Lateral diffusion - Fluorescence microscopy -
Nanodomains

1 Introduction

Over the past four decades, extensive experimental work has been dedicated to
the exploration of membrane organization and dynamics. Taking benefit from
continuous and impressive methodological and technological advances, many
facets of the cell membrane’s complexity and exquisite subtleties have been
revealed, providing new information that has enriched our concepts in membrane
biology [1-4]. Still, the present consensual, but not yet definitive, view of biological
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membranes amazingly recalls the ideas proposed by Singer and Nicolson in 1972
[5, 6]. While textbooks, reviews, and papers recognize the influential step forward
taken with the Fluid Mosaic model, they quite generally retain only the notion of the
membrane as “a sea of lipids in which proteins are randomly distributed.” However,
Singer and Nicolson’s seminal article claiming that “valid generalization may exist
about the way proteins and lipids are organized in membranes” already predicted
the existence of nanometer-scale domains which is now a commonly accepted idea.
What visionaries were these scientists who proposed that “the absence of long-range
order (over distances of the order of tenths of a micrometer and greater) should
not be taken to imply the absence of short-range order in the membrane” and, even
more, added “It is more likely that such short-range order exists.” The concept
of nanometer-scale domains was thus introduced, although their importance and
functional role remain under scrutiny. Diffusion and heterogeneity, which represent
the focus of this chapter, were the major membrane features that guided Singer and
Nicolson in the elaboration of their original model grounded in thermodynamic
principles.

Prior to the development of the arsenal of techniques dedicated to the measure-
ment of diffusion by W.W. Webb [7-9], diffusion of the membrane components had
been demonstrated by the now-famous cell fusion experiments by Frye and Edidin
[10]. Diffusion results from the noncovalent nature of the interactions governing
the self-assembly of membranes but leads to a dynamic organization of cellular
membranes due to its interplay with selective molecular interactions. Both effects
are at work in biological functions; they keep plastic and efficient for instance the
cellular response following the stimulation by a specific signal.

The diversity of membrane components, lipids and proteins, is tremendous, as
has been recognized for a long time. As a consequence of this diversity, “the
formation of a supra-molecular aggregate like a biological membrane is expected
to be “heterogeneously” organized as a result of cooperative phenomena among a
large number of different molecular species™ [11].

In this chapter, we first recall the general physical mechanisms governing the
formation of lateral heterogeneities and the dynamics of membrane organization.
We then compare the methodological and experimental approaches available to
probe this dynamic membrane organization. Subsequently, we describe the different
levels of organization observed in biological membranes, as well as their impact
on cellular functions. Finally, we outline the questions that should be answered by
future research in this field.

2 Physical Mechanisms Governing the Formation of Lateral
Heterogeneity and the Dynamics of the Membrane
Organization

As recalled in the introduction, the framework initially established by Singer and
Nicolson to describe the structure of the cell membrane relies on proteins being
wholly or partly embedded within lipid bilayers, in which it is assumed that
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particular molecular associations take place at short range. The reason why biomem-
branes still are fascinating study objects from a physical and biological point of
view has to do with these supramolecular aggregates being built upon weak inter-
molecular interactions between a broad variety of lipids and proteins. Therefore,
this characteristic combined with the thermal agitation occurring between molecules
at physiological temperature would ultimately generate local inhomogeneity. On
first thought, these two features—i.e., weak intermolecular interactions and thermal
agitation—might appear to be antagonistic: the former creates selective interactions,
i.e., “order,” whereas the latter introduces a tendency toward mixing, i.e., “noise,”
within the system. But, in a counterintuitive manner, and because of the large
number of different molecular species, the Brownian agitation enables through
molecular random motion the existence of a number of selective interactions which
contribute to create the lateral heterogeneity [12]. Therefore, creating order as a
result of noisy agitation should be considered to lie at the core of the mechanism
behind the organization of cellular membranes by generating the heterogeneity and
plasticity required for life processes [13, 14].

Indeed, the nonrandom distribution of the membrane components directly results
from the balance between the energy involved in a molecular interaction and
the thermal energy within the system. In cell membranes, the energy related to
interactions among the membrane components is of comparable magnitude to the
thermal energy occurring at physiological temperature. As a consequence:

* The characteristic length scales of the membrane organization strongly depend
on temperature.

* The lifetime of an interaction is shortened if the thermal energy is higher than the
characteristic energy required for a molecular association and vice versa.

Although long considered as only providing a passive fluid matrix to the proteins,
lipids are now recognized to play effective roles in cellular membranes. Their
physicochemical properties provide the fundamental principles from which the
lateral heterogeneity and dynamics of membrane organization arise. Indeed, the
primary physical mechanism organizing the cell membrane relies on the amphiphilic
nature of lipids which are divided into a hydrophobic part, the hydrocarbon chains,
and a hydrophilic part, the head group. When mixed with water, the biological
solvent, lipids self-assemble by an entropic effect resulting from the incapability
of the hydrocarbon chains to form hydrogen bonds and, concomitantly, from
the capability of the polar head groups to collectively decrease the interfacial
tension between water and the lipids. Altogether, the thermodynamic laws and
intermolecular forces determine the complex dynamical organization of membrane
components. However, favoring a state of aggregation by minimizing the free
energy does not provide a complete understanding of the classical lipid bilayer
organization observed by biologists. For instance, in artificial membranes, changes
in the composition of lipid mixtures or in temperature can induce a transition from
a lamellar organization to a micellar one or vice versa.

One should also consider the huge lipid diversity. Although all lipids share a very
similar chemical structure with a polar head and hydrophobic hydrocarbon chains,
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up to a thousand different molecular species can be found within a single cell. This
has direct impacts on the cell membrane organization and more specifically on:

e The membrane thickness. The trans-bilayer structure is characterized by its
thickness and relies on the lateral pressure profile of the bilayer. This profile
is the consequence of the balance of forces occurring between (1) the interaction
between lipid head groups, (2) the interfacial tension, and (3) the flexibility of
the hydrocarbon chains;

e The lateral organization. The molecular organization within the plane of the
bilayer is a consequence of a cooperative phenomenon generated by a number of
selective intermolecular interactions among different lipid species, which arise
through thermal agitation. As a consequence, phase separations which have been
described in detail for lipid mixtures of different complexity contribute to the
creation of lipid domains; the size, lifetime, or shape of such domains depends
on thermodynamic conditions.

» The spontaneous curvature of the membrane. This parameter is influenced by the
packing parameter calculated for individual lipid species. It takes into account
the surface area of the hydrophilic group, and the volume, length, and degree
of unsaturation of the hydrophobic chains [11]. The so-called shape of a lipid
determines its capability to fit within a given lipid aggregate. In other words,
the overall structure of a bilayer will tend to minimize the curvature elastic
stress energy through an asymmetric distribution of lipid species between the
two membrane leaflets and within each leaflet by developing selective lipid
associations or exclusions.

Membrane proteins add another level of complexity to this basic membrane
organization and ultimately contribute to generate lateral heterogeneity within
cellular membranes. Indeed, cellular membranes also contain a large number of
different proteins, either directly embedded within the lipid bilayer or bound directly
or indirectly to it. Significant efforts have been made to integrate the following
features in the current description of membrane dynamics:

* The diversity of the proteins with respect to their nature, function, and size, as
well as their inherent asymmetric orientation within membranes

* The quaternary structure of proteins and the interactions between such
supramolecular complexes both within the membranes and at their vicinity

* The interactions between lipids and proteins, the way they pack together (i.e.,
favorably accommodate each other), and the way that protein conformational
changes occur during biological processes

All of these features are of particular significance and govern the organization
and dynamics of cellular membranes.

As a consequence of the thermal agitation of molecules at physiological tem-
peratures, lipids and proteins are driven by Brownian motion, but their diffusion
is restricted to the membrane plane. If unhindered, such lateral diffusion allows the
molecules to explore the cellular membrane in a short amount of time—for instance,
a membrane component diffuses through the plasma membrane of a standard cell
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size in a few tens of seconds—and should create a homogeneous distribution of
the membrane components in the absence of selective interactions. However, the
diversity of the membrane composition generates differential molecular interactions
of various strengths which ultimately nucleate local heterogeneity. Thus, this leads
to a switch of the behavior of the components from a strictly free diffusion regime
to a constrained one, for example confined diffusion within subdomains or oriented
diffusion by direct or indirect interactions with motors linked to the cytoskeleton.

Therefore, there is no doubt that collectively lipids and membrane-associated
proteins contribute to create local heterogeneity. Experimentally, such hetero-
geneities in membranes have to be revealed by the description of the molecular
distribution of their constituents with the appropriate spatial resolution. This has
been achieved by electron and fluorescence microscopies (see for example [15, 16])
although experimental limitations due to fixation and labeling procedures remain
[17,18].

Ideally, a dynamic map of the molecular distribution of the membrane compo-
nents should be established. The most recently developed techniques for measuring
the lateral diffusion, providing the adequate spatiotemporal resolution, indeed tend
toward this objective. This should allow the identification of the mechanisms
prevailing in the membrane organization.

3 Methodological Approaches to Probe the Dynamics
of the Membrane Organization

After the initial observation by Frye and Edidin [10] revealing the diffusion of
membrane components by rapid intermixing of membrane proteins after cell fusion,
a large panel of techniques, spanning several orders of magnitude in time and length
scales, has been invented to investigate the lateral diffusion of membrane lipids
and proteins (Fig. 1). These methods are mainly based on fluorescence microscopy.
They owe their emergence to the impressive creativity of W.W. Webb who focused
his research on the observation of the dynamics of the biomolecular processes
of life. Nowadays renowned for the experimental demonstration of the two-
photon absorbance phenomenon and its application to multi-photon microscopy,
this scientist has also invented fluorescence recovery after photobleaching (FRAP)
[7] and fluorescence correlation spectroscopy (FCS) [9, 19] and performed the first
single-particle tracking (SPT) experiments [8] (see Fig. 2 for the basic principles
of the techniques). Since then, improvements and variants of these three major
techniques have been further developed. As an example related to FCS, fluorescence
cross-correlation spectroscopy (FCCS) enables the observation of co-diffusion of
molecules [20]. A variety of alternative image correlation spectroscopy (ICS)
methods have emerged as well [21]. During the last decade, the use of single-
molecule methods has literally exploded, first thanks to the increase of the sensitivity
of the detectors making possible the imaging of single fluorophores with relevant
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Fig. 1 Time and length scale ranges covered by the techniques dedicated to the investigation
of membrane dynamics. Abbreviations: NMR Nuclear magnetic resonance, FRAP Fluorescence
recovery after photobleaching, FCS Fluorescence correlation spectroscopy, /CS image correlation
spectroscopy, SMT Single-molecule tracking, SPT Single-particle tracking

time resolution and more recently due to the capacity to control the fluorescence
state or the illumination geometry of the probes, leading to the development of
super-resolution microscopies such as PALM, STORM, etc. [22].

Our purpose in this chapter is not to discuss the general features of each of the
techniques dedicated to membrane diffusion measurements. For this we invite the
reader to consult recent reviews for useful information on the principles of these
techniques, the proper choice of probe and instrumentation, the existing labeling
strategies, and the basic analytic tools to compute the diffusion parameters from the
experimental output of FRAP [23], FCS [24, 25] and SPT [21, 26]. Here, we will
rather present a critical overview of the capability of these techniques to characterize
heterogeneities and/or domains in membranes (Fig. 2).

First we propose to carefully delineate on which length and time scales these
techniques yield information. This is of primary importance because obviously one
can find only what one is able to see and none of the techniques covers the whole
spatiotemporal range of lipid and protein diffusion. FRAP is usually considered to
be a large-scale mobility assay inappropriate to go beyond a simple measurement
of the diffusion coefficient of the mobile fraction of the tracer population. If a
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Fig. 2 Current methods for the analysis of membrane domains (of size r) based on diffusion
measurements by FRAP, FCS, and SPT (see text for a more detailed discussion). In blue, the
ranges of length scales inaccessible by conventional microscopy. In light brown, the periods of
confinement and their corresponding analytical signatures

membrane is structured, this gives rise to incomplete fluorescence recovery (or an
immobile fraction). The measured diffusion coefficients, which are estimated from
the fit of the recovery curve assuming free diffusion within an area equal to the
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bleached area, are then apparent ones. While this makes the comparison between
data obtained on different cell lines problematic, it can turn out to be useful for
the identification and characterization of submicrometer-sized domains by repeating
measurements at variable spot size (see Fig. 2) as first demonstrated by Yechiel and
Edidin [27]. Provided the microscope used can bleach areas down to about 1 pm
in diameter and that the fluorescence recovery signal can be monitored without
delay (these conditions are unfortunately not accessible with commercial confocal
microscopes which are most often used), domain sizes as small as 200 nm can
be measured together with diffusion coefficients inside these domains. A refined
analysis enables to reveal whether the domains are joint and permeable or not
[28-31]. The typical duration of a fluorescence recovery is of the order of a few
tenths of seconds, precluding the identification of small short-lived domains by
FRAP. In a similar way, FCS performed at variable beam waist gives information on
spatiotemporal heterogeneities. This technique was first developed by Marguet and
coworkers [32, 33] who, using nanoapertures, pushed the limit of the accessible
length range down to 50 nm, well below the diffraction limit [34]. Yet another
step has been taken by Eggeling and coworkers who implemented FCS on a STED
microscope delivering directly a spatial resolution below 50 nm [35]. In addition
to this advantage, FCS offers access to very short timescales (down to s). Like
FRAP, FCS measurements require careful and rigorous analysis to extract reliable
information on the diffusion behavior based on the dependence of D (or t) on spot
size (see Fig. 2).

One would intuitively expect that it would be more straightforward to determine
and characterize the deviations from free diffusion through the direct observation
of the movements of individual molecules by single-particle tracking. In fact,
due to intrinsic statistical fluctuations, identification of the diffusion mode from
a single-molecule trajectory requires sophisticated tools from statistical physics.
The identification of confined diffusion in domains usually proceeds by the search
for confinement periods along the trajectories, taking care not to interpret as
confinement a temporary reduction of the diffusion coefficient due to statistical
fluctuations [36, 37]. Interestingly, the confinement index can also be used to
detect jumps between adjacent domains in single trajectories [36], thus providing
an unambiguous way to scrutinize hop diffusion [38]. An alternative method for
the analysis of confined motion is Bayesian inference, particularly useful to infer
diffusion coefficients and confinement potentials [39, 40] (see Fig. 2). This powerful
technique has remained rather confidential but should gain notoriety in the near
future with the availability of free software enabling the treatment of high-density
SPT data such as those collected by, e.g., PALM [41]. Giving direct access to
maps of the dynamic parameters of the molecules, this tool allows determining
the physical origin of the observed motion without the intense modelization efforts
needed to solve a complex inverse problem.

Nevertheless, the advent of such powerful analytical tools should not distract
the experimentalist from a critical analysis of the experimental output. Although
noninvasive, the techniques are not devoid of bias.
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Especially for SPT techniques, the effects of time averaging of the particle’s
position by the detector and the influence of the probe’s functionalization should
be carefully considered. The former has been rigorously evaluated in the case of
confined diffusion. Interestingly, corrections can be made to the apparent diffusion
coefficients and domain size to recover the real values in an experimentally relevant
range [42]. The latter concerns experiments making use of quantum dot (QD)
nanoparticles coupled to antibodies. Monovalency, i.e., functionalizing the QD
with (on average) a single antibody molecule, reduces the risk of crosslinking the
targeted receptors. However, priority should be given to minimizing the friction
of the particle with the membrane; hence the optimal antibody-to-particle ratio
should be chosen as the one leading to the largest short-term diffusion coefficient
[43].

A final and important bias, shared by all methods measuring lateral diffusion in
membranes, is the topography of the cell surface which is not taken into account
despite its influence. Very soon after the development of the FRAP technique,
the question was raised whether invaginations or microvilli would affect the
measurement of diffusion coefficients. After measuring the diffusion coefficients
of lipophilic membrane probes in cells or cell regions devoid of or with a high
density of microvilli, two research groups [44, 45] concluded that the presence of
microvilli had no effect. Surprisingly, these authors did not question the procedure
they used to analyze the FRAP recovery curves. Indeed, they computed the diffusion
coefficient from the half-time of recovery without taking into account the roughness
of the cell membranes and assuming that the diffusion area was equal to the bleached
area. Three decades of extensive investigations of membrane dynamics neglecting
the effect of membrane topology ensued, before observations by scanning ion
conductance microscopy showed that the quite generally non-flat topography of
the cell surface at the sub-micrometer scale compromises the interpretation of
lateral diffusion measurements [46]. Curved surfaces can not only impact the
diffusive timescales [47] but also lead to erroneous conclusions regarding the
heterogeneities exhibited by membranes, such as apparent trapping [46]. Thus, it
should be mandatory to accompany diffusion measurement by a characterization of
the surface roughness [48]. As suggested by Jalink and van Rheenen [49], who even
earlier pointed out the implications of membrane wrinkling in cell biology [50], one
possible approach “to control for local membrane content is by normalizing to the
fluorescence of a homogeneously distributed membrane marker.” Alternatively, the
identification of the existence of surface roughness and the evaluation of its extent
can be obtained using an autocorrelation function approach [51]. Obviously, high-
resolution 3D particle tracking provides in this respect an a priori ideal method
[52,53].

As a last advice, we recommend that experimentalists try as much as possible to
confront results obtained by different techniques in parallel for a rigorous validation
of their observations.
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Fig. 3 Schematic representation of the different molecular organizations and their diffusional
signatures. (a) Isolated molecules; (b) transient (top right and bottom) or permanent (left)
oligomers; (c¢) dynamic clusters; (d) rigid aggregates. Orange arrows: individual movements; gray
arrows: collective movements

4 The Different Levels of Molecular Organization

Nowadays, it is well accepted that different levels of molecular organization exist
in living cells, leading to inhomogeneities such as submicrometer-sized entities
named subdomains. Thus, the notion of subdomain is ill defined as it encompasses
a broad range of spatiotemporal characteristics (Fig. 3). Both lipids and proteins
are organized in supramolecular assemblies held together by noncovalent bonds—
from the annular lipid shell to the clathrin-coated pits or caveolae, morphologically
identifiable structures, and, on an intermediate scale, quaternary protein structure,
lipid rafts, clusters, protein lattices, and aggregates.
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Assembly of monomers into homo- or hetero-multimerized entities constitutes
the first brick contributing to the organization of the membrane. FRET-related
techniques are of particular interest to probe this level of organization. Note that
lateral diffusion measurements can hardly inform on the formation of molecular
complexes on the basis of their intrinsic mobility alone, because the diffusion
coefficient of a membrane inclusion only moderately depends on its size (for a
detailed discussion, see Chapter “Membrane domains under cellular recycling”
by V. Démery and D. Lacoste). However, the interactions of supramolecular
complexes with their environment will be different from those experienced by
the monomers (Fig. 3a), and this influences the diffusion parameters beyond the
diffusion coefficient. Single-molecule methods provide the possibility to count the
proteins within an aggregate [54] and to evaluate the level of heterogeneity by a
scrutiny of individual trajectories (Fig. 3b) [55]; FCS-related techniques provide the
possibility to characterize such variations in the molecular organization by looking
at the distribution of molecular brightness (Number & Brightness techniques) [56].

In the following paragraphs, we examine observations made on a well-
characterized membrane receptor, the epidermal growth factor receptor (EGFR), to
illustrate these different levels of membrane organization. This receptor is involved
in the regulation of cellular growth and proliferation following its oligomerization
through the binding of the EGF. Studies of the EGFR oligomeric state under
resting and activated conditions have provided evidence that, in the resting state,
the EGFR is mainly monomeric but also forms homo- and heterodimers, depending
on its membrane density but not on the binding of EGF [57-60]. Further EGFR
multimerization might be required for efficient signaling [61]. It is also interesting to
notice that pre-assembled EGFR dimers, which have a finite lifetime, are prominent
in lamellipodia but without the slow diffusion characteristic observed for ligand-
bound EGFR dimers [57]. This effect is presumably due to the interactions with the
signaling machinery observed in the presence of the ligand.

A higher level of membrane organization corresponds to the possible formation
of subdomains from the bricks of multimeric complexes. At this point, we would
like to distinguish between cluster, lattice, and aggregate. A molecular cluster
relates to a dynamic assembly of membrane components, each of them individually
maintaining a certain level of freedom within a cluster [62, 63]. Proteins, together
with lipids, determine the diffusional properties of a cluster (Fig. 3c). Molecular
aggregation corresponds more to the notion of molecules clumping together into
weakly structured entities containing mainly proteins. In that case, each protein
within the aggregate has the diffusional characteristics of the aggregate itself
(Fig. 3d). Multimeric ligands can interact with a variety of membrane proteins,
promoting their reticulation into supramolecular aggregates of undetermined size.
For instance, multivalent lectins promote the formation of lattices by interacting
with different membrane glycoproteins. As a consequence, the subdomains created
by lectin-dependent lattices contribute to stabilizing the interactions among diverse
membrane components. For instance, it has been shown that the inhibition of a
specific N-glycosylation of EGFR essential for its functions results in a reduction
of EGFR binding to a lattice of galectin. Moreover, the association of EGFR
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with this lattice significantly reduces its diffusion in the plasma membrane and
favors its association with the actin-based cytoskeleton, as demonstrated by FRAP
measurements [64].

Let us now focus on specific subdomains in which lipids are critical (see also
chapter “Lipid Rafts: A Personal Account” by K. Simons). Embedding a protein
in a complex lipid mixture favors selective interactions that minimize hydrophobic
mismatch between the length of protein’s transmembrane domains and the thickness
of the lipid bilayer. This is illustrated by the so-called lipid shell formed by lipids
surrounding the transmembrane segment of a protein. It is assumed that such lipid
shells behave like individual thermodynamically stable structures (Niemela et al.
[65] and for review Anderson and Jacobson [66]).

It has also been hypothesized that lipid shells might have a certain affinity for
the so-called lipid rafts. This concept had previously emerged from biochemical
studies on principles governing sorting mechanisms in polarized cells through
intracellular trafficking. It was initially defined as the capability of cholesterol and
sphingolipids to mediate phase separation at the plasma membrane [4]. It has been
postulated that the lipids within rafts are in a liquid-ordered phase. In fact, the
direct translation of the thermodynamic phase observed in model membranes to
cellular membranes denotes an oversimplification that neglects both the membrane’s
chemical heterogeneity and the nonequilibrium conditions of a biological system.
Although the definition of lipid raft has evolved over time, the concept itself is still
under debate, mainly due to semantic issues which make it difficult to group under
a single denomination a huge diversity of molecular ensembles studied on different
experimental models by methodologies that differ in terms of spatiotemporal
resolution. This concept has been discussed in [67—-69] and in chapter “Lipid Rafts:
A Personal Account” by K. Simons.

The possible implication of lipid rafts in the organization of EGFR at the
plasma membrane has been investigated by electron microscopy, demonstrating the
localization of the receptor in subdomains enriched in cholesterol and sphingolipids
[70]. Additional experimental evidence has been provided by depleting cholesterol
from the cellular membrane; such conditions altered both the oligomeric state
equilibrium of EGFR and its diffusional behavior [60, 71]. In fact, the activation of
the receptor seems capable by itself of remodeling its lipid environment, allowing
the formation of nanoclusters [72]. Conversely, it has been reported that EGFR can
be activated in the absence of a ligand solely by disrupting the lipid-raft organization
[73]. In that case, it is possible that the depletion of cholesterol by methyl-beta-
cyclodextrin leads to receptor aggregation and consequently to its spontaneous
activation.

So far, we have not considered the shape of the cell membrane except as a possi-
ble bias in the analysis of diffusion measurements. Recently, the potential influence
of the membrane shape on cellular signaling via a modulation of the distribution
of membrane components was hypothesized and the idea put forward that regions
of high curvature would favor the recruitment of effectors during the activation of
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receptors [74, 75]. This notion is supported by different experimental observations
showing that interdependent mechanisms would be at play: (1) curvature favors
the selective recruitment of specific peripheral proteins having curvature-sensitive
domains [76, 77]; (2) curvature can induce a partitioning of lipids with consequences
on the localization of lipid-anchored proteins [78]; (3) curvature can finely tune the
activity of enzymes working at the membrane—water interface, especially the lipases
[79]; and (4) curvature can result from the specific binding of a protein on planar
membrane [80]. As recently exemplified for the coupling of BAR proteins with the
membrane shape by Bassereau and coworkers [81], a refined understanding of the
mechanisms driving these complex phenomena can be attained by a combination of
numerical simulations and in vitro experiments on model membranes.

Finally, it is also important to connect the plasma membrane with its immediate
molecular vicinity, both in the outer and inner cellular spaces in which selective
interactions take place during biological processes. For instance, the membrane-
associated actin-based cytoskeleton and the transmembrane proteins directly or
indirectly associated with this cytoskeleton act as membrane organizers by cor-
ralling membrane constituents in this meshwork (see for review [3]).

Together, these different levels of organization contribute with their own dynam-
ics to the compartmentalization of the plasma membrane in a diversity of subdo-
mains. Presently, defining a hierarchy among these different organizing principles
is still challenging and requires to refine our understanding or to create an alternative
view of the cell membrane.

S The Impact of the Dynamic Organization of the Membrane
on Cellular Functions

It is commonly argued that the multiscale organization of lipids and proteins
into clusters, nanodomains, or larger mesoscale domains plays a role in cellular
processes [5]. Along this line, the idea is often invoked of specialized domains
acting as operational platforms that concentrate specific proteins or lipids involved
in a particular function. To counterbalance this ordering propensity, thermally
driven motion, i.e., lateral diffusion, introduces the fluctuations “fundamental to
the function of biological systems” and “ubiquitous in life science” [14]. Diffusion
is obviously essential for membrane homeostasis. Diffusion promotes encounters
between partners, increases the number of accessible distribution configurations,
and extends the range of a perturbation, thereby boosting the reaction capability
of the membrane. Confining diffusing molecules into domains in turn creates addi-
tional interesting properties. When signaling partners are sequestered in domains,
this not only dramatically increases their frequency of encounters, hence improving
the signaling efficiency, but it also avoids undesired interferences that could result
from interactions with other proteins by keeping them spatially separated. With
respect to the existence of receptor cross talk, this last feature might be the most
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relevant one; see for example [82]. Combining order and disorder, i.e., clustering
and diffusion, would thus facilitate the orchestration of the cellular activity at the
cell surface by permitting a refined spatiotemporal regulation of the complex and
manifold biological functions.

These concepts are extremely attractive due to their simplicity. They are sys-
tematically brought up in the discussion of experimental or theoretical results
while clear demonstration that they are effectively at work is rarely provided.
The existence of a relationship between the dynamic organization of a membrane
component and the function it accomplishes is challenging to demonstrate, and
understanding the underlying mechanisms of this coupling is even more difficult.

As already noted, most if not all membrane components—Ilipids and proteins—
analyzed to date have been found to exhibit nonrandom diffusion for at least a
fraction of their time and/or a fraction of their population. With the emergence of
super-resolution microscopies and the improved tools for analysis, the description of
membrane domains has become more precise. Thus, the confinement in nanoclusters
of membrane proteins involved in extremely diverse functions, like GPI-anchored
proteins [83], Ras proteins [84], and SNARE proteins [82, 85], is now firmly
established. These nanoclusters are dynamic, with proteins diffusing in and out of
them. Some clusters are found to be long-lived (up to minutes) [86]. Larger-scale
organization of membrane proteins that tune signaling functions was also revealed.
The TGF receptors, TBRI and TBRII, separate in distinct regions at focal adhesions
but collapse to form a signaling complex upon release of cellular tension [87].

T cell receptors (TCR) represent another biological model on which extensive
investigations have been performed to determine how the dynamics of membrane
subdomains shapes the mechanism underlying the process of TCR transmembrane
signaling, inducing CD3 phosphorylation, commonly called TCR triggering [88,
89]. The different mechanisms for TCR triggering proposed thus far are hotly
debated, presumably because each one deals with one facet of the process [90]. In
contrast, a consensus has emerged for the B cell receptor (BCR), another immune
receptor. Indeed, recent work supports the notion that BCRs are organized into
nanoclusters in resting B cells, whereas they dissociate during B cell activation by
a mechanism whereby the Syk kinase induces an inside-out signaling [91]. In this
dissociation-activation model, quiescent nanoclusters are not functional but switch
to an activated state by a disassembly process.

Among membrane receptors, the superfamily of the G-protein-coupled receptors
(GPCRs) deserves special interest as they constitute the largest and most diverse
group. The Rhodopsin-like (or class A) GPCRs transduce extracellular signals
through complex cascades of interactions with various partners starting with the
heterotrimeric G-protein. To account for the rapidity and specificity of signaling,
and based on indications that the receptors and G-proteins had a nonrandom
diffusion and distribution, it was proposed in the 1990s that the receptors and
their partners were localized in membrane compartments. The first experimental
proof of the confinement of a GPCR was obtained 10 years later by the SPT
analysis of hMOR, the main receptor of morphine [92]. These results were validated
by different research groups [93]. Subsequent studies of other GPCRs using ad
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hoc techniques found that at least an important fraction of them exhibit either a
permanent dynamical confinement or transient confined diffusion [94]. So far, the
integrated description and understanding of the relationship between the dynamical
organization of the receptors during the signaling events that follow a ligand binding
to a receptor are not yet established. In particular, the studies exploring the behavior
of active receptors all report a correlation between the functional state of the
receptors and their diffusion parameters. The emerging general feature is an increase
of the confined population together with a constriction of the domains and a decrease
of the receptor mobility [31, 95]. One exception is the serotonin receptor [96].
Interestingly, heterologous regulation by activation of other GPCRs can also change
the dynamic organization of a receptor but in a different way from that induced upon
homologous stimulation [97].

Constituting a specific subfamily of GPCRs, the metabotropic glutamate
receptors have been the subject of intensive work, in particular using nanoscale
microscopy, to unveil their trafficking pathway at neuronal synapses [98]. This study
resulted in the most complete example of a tight link between function and dynamic
organization with a new model of synapse organization and novel clues to potential
pharmacological targets. Contrary to a historical paradigm, instead of being stably
localized at the synapse, receptors are in a dynamical equilibrium between synaptic,
extrasynaptic, and intracellular compartments “governed by a tight interplay
between surface diffusion and membrane recycling” [99]. The synapse itself should
be viewed as highly heterogeneous with neurotransmitter receptors distributed
between stable but dynamic nanodomains and zones outside those nanodomains.
Experiments have convincingly supported the idea that the rapidity of receptor
exchanges between the vicinity and the interior of the postsynaptic density is a main
factor of synaptic plasticity [100].

6 Concluding Remarks

Thermally driven diffusion is an essential phenomenon at the molecular scale,
extremely important in membranes because of the absence of covalent links
between their constituents. Manifold specific but also nonspecific interactions
are nevertheless present, leading to multiscale heterogeneities in the distribution
of the membrane components. Indeed, as asserted by Bigay and Antonny [76]
“collective effects arising from multiple low energy interactions have at least the
same importance as biomolecular stereospecific interactions.” In this context, the
lateral diffusion of proteins and lipids at the cell surface takes very complex forms.
Characterization of this diffusion can ultimately reveal the underlying dynamic
maps of the distribution of the various constituents and the forces between them.
Such information is undoubtedly of great help to provide a mechanistic explanation
of biological phenomena taking place at the membrane.

During the past decades, our understanding of the plasma membrane organization
has benefited from massive technological advances, reaching unprecedented levels
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of sensitivity and resolution allowing the measurement of relevant observables. The
organization of the cell membrane into submicron domains has emerged as the major
feature. We have presented the main techniques available to date for measuring
diffusion and the associated analytic procedures dedicated to the identification
and characterization of such organization. Those techniques are predominantly
based on fluorescence microscopy. Particular attention has been given to the often
neglected experimental and analytical pitfalls that should be considered before
embarking upon such studies. Among the possible diffusion modes, we voluntarily
did not discuss anomalous diffusion. The main reason is that no convincing
evidence has yet been produced that such reported behavior is indeed due to an
underlying self-similar structuration, as expected for genuine anomalous diffusion
[101]. Most often, traces attributed to anomalous diffusion can be interpreted as
a combination of a short-term confined diffusion with a longer-term and slower
free diffusion [102]. As is customary in science, Occam’s razor “Pluralitas non est
ponenda sine necessitate” should also be privileged in this field. Combined with
a panel of biochemical, biological, or physical techniques, diffusion measurements
have succeeded in unveiling a variety of molecular organizations and influential
parameters. However, we would like to point out a major difference between
membrane proteins, which can be directly analyzed (ultimately native proteins can
be labeled in situ), and lipids which are mainly studied through fluorescent analogs
inserted in the membrane. Due to renewed interest in lipids, originating in part from
the lipid-raft hypothesis, future progress can be expected in the design of novel
probes or labeling schemes that more faithfully report on the lipid behavior in all its
complexity.

Finally, even though the highly important notion of dynamic structure was
clearly emphasized by Singer and Nicolson in their classic fluid mosaic model, it
took several decades before the nonrandom distribution of membrane components
at short, i.e., nanometer, length scales could be thoroughly documented through
experimental investigations of the diffusion of membrane components, and accepted
by the community.

In the future, efforts should continue to concentrate on a comprehensive descrip-
tion of membrane organization and dynamics. Progress is still needed to establish
the physical laws governing specific features observed in membranes. In this
respect, experiments on biomimetic systems permit to determine the minimal
conditions necessary to reproduce a given behavior. In conjunction with theoretical
modeling, in particular through numerical simulations which offer the possibility
to bridge the gap between necessarily simplified models and highly complex cell
membranes, biomimetic models constitute a promising approach to finally arrive at
a functional model for the diffusion in the cell membrane.
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Mechanical Factors Affecting the )
Mobility of Membrane Proteins s

Vincent Démery and David Lacoste

Abstract The mobility of membrane proteins controls many biological functions.
The application of the model of Saffman and Delbriick to the diffusion of membrane
proteins does not account for all the experimental measurements. These discrep-
ancies have triggered a lot of studies on the role of the mechanical factors in the
mobility. After a short review of the Saffman and Delbriick model and of some key
experiments, we explore the various ways to incorporate the effects of the different
mechanical factors. Our approach focuses on the coupling of the protein to the
membrane, which is the central element in the modeling. We present a general,
polaron-like model, its recent application to the mobility of a curvature sensitive
protein, and its various extensions to other couplings that may be relevant in future
experiments.

Keywords Membrane proteins - Diffusion - Protein mobility -
Membrane-protein interactions

1 Introduction

Cell membranes are barriers that separate the cytoplasm from the external world.
Through compartmentalization, they allow highly selective biochemical reactions
to take place in their internal volume which would essentially never occur in the
absence of such barriers. Far from being inert, biological membranes thus play a
key role in many functions such as signaling, cell division, or energy production in
cellular organelles.

Many of these biological functions involve membrane proteins, which form a
vast family of essential proteins. While some of them are embedded permanently
in the membrane, others transiently bind to it in order to perform a specific task
and then unbind from it when the task is done. When they are inserted in the
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membrane, membrane proteins typically diffuse laterally in the fluid environment
of the lipid membrane. This lateral diffusion is an essential aspect to their function,
in the frequent case that membrane proteins must interact or form clusters with
other membrane proteins. Membrane proteins typically diffuse in a crowded
environment of other lipids and proteins. Modeling the various factors (mechanical
or biochemical) affecting the mobility of membrane proteins is a challenging issue,
but one that should be addressed in order to properly understand their biological
function.

In this chapter, we review some of the experiments and theories, which have
been devoted to the mobility of membrane proteins. In the next Sect. 2, we present
the pioneering work of P. G. Saffman and M. Delbriick (SD) on the mobility of
membrane proteins, which is followed in Sect. 3 by a discussion of the experiments
which have either tested the model or pointed out its limitations. In Sect.4, we
investigate the crucial couplings between the membrane protein and the membrane.
Then, in Sect. 5 we present some of the main theoretical ideas or models which have
been put forward to understand the mobility of membrane proteins beyond the SD
model. We end up with a discussion on future perspectives.

2 The Saffman and Delbriick Hydrodynamic Model (SD)

Brownian motion plays an essential role in biological processes. Since the work
of Einstein [1] and the pioneering experiments of Perrin [2], the observation of
diffusing objects has emerged as a mean to extract the rheological properties of
the surrounding medium or the probe particle size. The theoretical investigation of
diffusion of proteins within membranes has been studied widely going back to P. G.
Saffman and M. Delbriick (SD). They investigated the hydrodynamic drag acting
on a membrane inclusion of radius a, moving in a membrane described as a two-
dimensional fluid sheet of viscosity wm; which is itself in contact with a less viscous
fluid of viscosity n [3]. The two-dimensional surface viscosity of the membrane pty
is the product of the membrane thickness 4 by its three-dimensional viscosity 7,
Um = hnm. The velocity field inside the membrane is exactly two-dimensional
but it is hydrodynamically coupled to the external fluid. Using singular perturbation
techniques, which are valid when nmh >> nap, Saffman and Delbriick (SD) obtained
the diffusion coefficient Dy for the translational Brownian motion of a cylindrical
inclusion of radius ap in the membrane:

kgT £
Dy = log -y, (D
47T (o ap

where kT is the thermal energy, y is Euler’s constant, and £ = /7 is the SD
length. The expression (1) corresponds to the choice of a no-slip boundary condition
at the surface of the inclusion; for the alternate choice of zero tangential stress
boundary condition, a factor 1/2 should be added inside the bracket. Saffman and
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Delbriick also derived an expression for the rotational diffusion coefficient, which
unlike the translational diffusion coefficient only depends on the viscosity of the
membrane: Dg = kg T/471h,uma§.

The SD dimensionless parameter € = £/ap represents physically the ratio of the
hydrodynamic resistances of the inclusion in the fluid membrane and in the external
fluid. Indeed, the former is of the order of the lateral area of the inclusion 2w aph
times the membrane shear stress vy, /ap for a velocity v of the inclusion; while
the latter is of the order of the top cylindrical area nag times the shear stress in
the fluid, vn/a,. When € > 1, the hydrodynamic resistance due to the motion in
the membrane dominates; this is the regime considered by Saffman and Delbriick,
which is relevant for small inclusions (i.e., for small values of the radius of the
inclusion a,,, which is the only lateral length scale considered in the model). Instead,
when € < 1, the resistance occurs mainly due to the motion in the external fluid;
this is the regime relevant for large inclusions. In this case, since the motion mainly
occurs in the bulk external fluid, it is described by the Stokes—Einstein formula, with
a mobility going as 1/ap. We therefore expect a cross-over between both regimes,
when the size of the inclusion is of the order of 500 nm, which is the estimate for £
for a typical ratio of viscosities 1y, /17 >~ 100 and a membrane thickness # >~ 5 nm.

3 Experimental Tests of the Saffman—Delbriick Model

Theoretically, a more complete solution of the SD hydrodynamic problem has been
proposed which interpolates between the SD regime and the Stokes—Einstein regime
[4]. Such expressions have been tested using simulations [5], and later improved by
the group of Schwille [6] who also carried out a set of careful experiments with
micron-sized solid domains in giant unilamellar vesicles, confirming the results
expected in the regime € < 1 [7].

Below, we focus on some of the experiments which have tested or challenged the
SD model in the regime of small inclusions € >> 1 and for flat membranes, which
are conditions for which the model should be applicable. In 2006, Gambin et al. [8]
performed experiments with a large panel of peptides and membrane proteins with
various shapes and particle sizes ranging from 5 to 30 nm; the diffusion coefficient
has been measured using fringe pattern photobleaching. They reported a dependence
of the diffusion coefficient on the size of the particle of the Stokes type (Do ~ 1/ap,
see Fig. 1), much stronger than the logarithmic dependence predicted by Eq. (1).
In a second set of experiments, Gambin et al. tuned the membrane thickness by
swelling the membrane with a hydrophobic solvent, and measured the effect on
the mobility of the peptides. They found that the mobility of the inclusions is
maximal when their height matches the membrane thickness. They attributed the
reduced mobility of peptides with a smaller length than the bilayer thickness to the
pinching of the bilayer (provided that the peptides are sufficiently long to span the
bilayer). On the other hand, peptides much longer than the membrane thickness
cannot fit in the upright position and must tilt with respect to the membrane
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1 10

Fig. 1 Figure taken from Ref. [8]: Normalized inverse diffusion coefficient D,.r/D vs. object
radius R/R,.r, with open symbols representing data gathered from the literature, and filled
symbols data from Ref. [8]. Filled symbols represent peptide assemblies, with the peptide called
Ly, as reference, while for oligomers of peptides (crosses), acetylcholine receptor (AChR),
bacteriorhodopsin (BR), and SR-ATPase (squares), the lipid diffusion serves as reference. The
solid line is a power-law regression leading to Dy.r/D ~ R4, For comparison, the dashed line
represents the prediction of the Saffman—Delbriick model (Eq. (1)) (upper line, same as in Fig. 3,
and lower fit as in Fig. 2 of Ref. [8])

normal, which may cause, again, a reduction of their mobility. These experiments
triggered a lot of activity on the theoretical side, which we review in the theory
section.

In contrast to these experiments, one work [9] reported a weak dependence of
Dg on the protein radius ap, using fluorescence correlation spectroscopy (FCS)
in line with the predictions of the SD model from Eq. (1). The discrepancy with
the data of Gambin et al. is likely to come from differences in the experimental
techniques which have been used in both cases. Recently, Weiss et al. performed
experiments with dual focus fluorescence correlation spectroscopy [10], which
provided accurate measurements, of higher quality than with simple FCS. These
more accurate measurements of diffusion coefficients for membrane proteins
in black lipid membranes are in perfect agreement with the SD model. The
original figure of Ref. [10] is reproduced here in Fig.2 with courtesy of J.
Enderlein. We believe that the reason for this perfect agreement may be that these
experiments have been performed with black lipid membranes, which are tense
membranes.

The idea that the membrane tension may affect the protein mobility has only
been investigated recently in a study involving one of us [11]. In this work, the
mobility of two transmembrane proteins with the same lateral size, aquaporin 0
(AQPO) and a voltage-gated potassium channel (KvAP), has been measured by
attaching quantum dots to these proteins and by tracking them. One advantage
of using this technique of single particle tracking is that it is free of the possible
artifacts due to averaging over a population of interacting proteins (on which
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Fig. 2 Figure taken from Ref. [10]: Saffman-—Delbriick versus Stokes—Einstein model. The
investigated species are DPPE, cytochrome B5 (depicted without transmembrane domain), KcsA,
EcCIC, and AcrB. The monomeric forms of membrane proteins were directly added to the BLM.
The oligomeric forms were reconstituted via SNARE-mediated vesicle fusion. DPPE was labeled
with Atto655, and all proteins were labeled with Alexa647. In addition, we fitted the HPW-based
model suggested by Petrov and Schwille [6], which can reproduce the classical Saffman—Delbriick
model in the size range investigated. The fit parameter for all fits was the product of membrane
viscosity and thickness, /. The temperature was set to 295 K and the viscosity of the surrounding
buffer was n = 0.96 mPa

the experiments reported in Refs. [8, 12] rely). Whereas AQPO does not deform
the bilayer, KvAP is curved and bends the membrane. These experiments have
shown that the curvature-coupled protein KvAP undergoes a significant increase
in mobility under tension—an effect clearly beyond the SD model, whereas the
mobility of the curvature-neutral water channel AQPO is insensitive to it and follows
the prediction of the SD model, as shown in Fig. 3. Importantly, at high tension, the
mobility of both proteins agrees well with the prediction of the SD model, which
gives Dp = 2.5 Mm2/s [8].

So far, we have only discussed proteins diffusing in flat membranes. However, the
SD model has also been tested using the same technique of single particle tracking
and the same protein KvAP, but in different membrane environments namely in the
curved and confined space of membrane nanotubes [13]. In this work, it was found
that measurements of the mobility of this protein in the tube are well described by
an extension of the SD model to cylindrical geometries [14].

Finally, let us mention some applications of the SD model for microrheology.
Similarly to the Einstein relation, which allows the determination of the 3D local
viscosity, based on measurements of the fluctuations of one or two tracers in a bulk
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Fig. 3 Figure taken from Ref. [11]: protein lateral mobility in fluctuating membranes. Semiloga-
rithmic plot of the diffusion coefficients (Defr) as a function of the membrane tension X, for AQPO
(blue filled diamond) and KvAP (red filled triangle) labeled with streptavidin QDs. KvAP data
adjusted by Eq. (20) (solid line) yields a protein coupling coefficient ® = 3.5x10~7 m considering
a = 5nm, k = 20 kgT, and Dy >~ 2.5 m?%/s. Simulations of the protein diffusion on a membrane
subject to thermal fluctuations (filled square) agree well with the experimental data and theory.
Insets: sketches of membrane deformation near proteins

fluid, the SD relation allows the determination of local membrane viscosity from
measurements of the fluctuations of a tracer. This tracer can be a protein, but in that
case it is crucial to properly understand the coupling between the protein and the
membrane, as emphasized in the present chapter. In order to disentangle effects due
to the tracer and the membrane, it is helpful if possible to combine measurements
of translation or rotation diffusion as shown in Ref. [15].

4 Relevant Geometrical or Mechanical Factors
and Protein-Membrane Couplings

Various geometrical or mechanical factors can affect the mobility of membrane
proteins. The main factors are listed below:

* Geometrical properties of the membrane. The most basic geometrical parameter
of the membrane is its thickness. For lipid membranes, this parameter is generally
assumed to be constant of the order of 4-5 nm. However, biological membranes
are intrinsically heterogeneous and usually composed of mixtures of several
kinds of lipid domains. In such systems, the membrane thickness can vary
depending on the location inside or outside the domains. Another very important
local geometrical property of the membrane is its curvature. A preference of
certain membrane proteins for membrane curvature means in particular that it is
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possible to sort them according to the local curvature as demonstrated in Ref.
[16].

* Mechanical and chemical properties of the membrane. The former ones include
the elastic moduli of the membrane, such as its bending modulus and its tension,
and dissipative moduli, such as the membrane viscosity and the relative friction
between membrane leaflets. The latter ones include the chemical composition of
the membrane, which controls many of its properties. Both parameters should be
regarded as local or global depending on the level of heterogeneity.

* Geometrical parameters and mechanical properties of the membrane protein. The
geometrical parameters of the protein include its size and shape [16—19]. Its
shape notably defines its spontaneous curvature, which is a scalar for isotropic
inclusions but becomes a tensor for anisotropic ones. Other important protein
mechanical properties include its compliance, which can be split into elastic and
dissipative moduli.

* The solvent in which the protein and the membrane are embedded. It is mainly
characterized by its viscosity which controls the hydrodynamic part of the
dissipation. In the case that the membrane and its solvent are confined by rigid
walls, the solvent will be also described by its thickness, which can affect the
mobility of membrane proteins via hydrodynamic screening effects [20, 21].

e Other inclusions present in the membrane modify the mobility of a given
membrane protein, via direct interactions such as exclusion or indirect ones,
such as membrane-mediated interactions [22, 23]. Since at the microscopic
scale, biological membranes are a crowded mix of membrane proteins and lipid
partners, such collective effects are expected to be important.

In order to understand the way mechanical factors affect the mobility of a given
protein, it is important to focus on the mechanism by which the protein couples to
the membrane. The main coupling mechanisms are:

* Hydrodynamic coupling. Since the protein evolves in the membrane which is
fluid, there is a clear hydrodynamic coupling due to the fluid membrane. But
since the external fluid may be dragged by the motion of the lipids induced by
the protein, there is also hydrodynamic coupling with the external fluid, which is
usually water. This is the coupling considered by Saffman and Delbriick [3] and
in [20, 21].

* Coupling to the local membrane curvature. A mismatch between the spontaneous
curvature of the protein and the curvature of the membrane deforms the lipids
around the protein, leading to an energetic penalty [11, 22, 24-26]. The precise
form of this coupling depends whether the protein is assumed to be hard or soft.

e Coupling to the membrane thickness. A hydrophobic mismatch between the
protein and the membrane thickness stretches or compresses the lipid tails around
the protein [27].

* Coupling to the membrane composition. Such an effect will be present when the
protein has a special affinity for one kind of lipids while the membrane is made
of a mix of various lipids [23].
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* Electrostatic coupling. Various mechanisms are possible, depending on whether
the protein and the lipids are charged or not. Note that even if the lipids are
uncharged, such couplings may be present since the lipids may be polarized
locally by the protein if the latter is charged. For membrane ion channels, there
is generally a coupling of electrostatic origin in the presence of a transmembrane
voltage since the field lines are deformed locally near the protein [28]. Such a
coupling is involved in the mechanism of voltage gating in ion channels [29].

* Coupling due to geometrical effects. This form of coupling arises because the
real trajectories of membrane proteins occur in 3D whereas these trajectories are
typically recorded experimentally in a 2D space [24, 30]. This projection of real
trajectories on 2D space results in an additional reduction of the protein mobility.

Naturally, a given protein may couple to the membrane via several couplings of
this kind simultaneously, and more couplings are possible. In the next section, we
explore non-hydrodynamic couplings, and their consequences for the mobility of
the membrane protein.

5 Theoretical Models

SD theory implicitly assumes that the protein diffuses in a membrane which remains
flat and unaffected by the presence of the protein. Therefore, a possible origin for
the discrepancy observed by Gambin et al. [8] is the significant local membrane
deformation due to the interaction between the protein and the lipid bilayer as
proposed in 2007 by Naji et al. [31]. In this view, a given membrane protein
should experience additional dissipation, either within the membrane or within the
external fluid, due to the local deformation which it carries along as it diffuses in the
membrane.

In the next subsection, we sketch the original theoretical argument put forward
by Naji et al. Then, we turn to a more formal analysis of the drag coefficient for a
general order parameter using the so-called polaron model. In the next subsection,
this polaron model is applied to the specific membrane curvature coupling and used
to analyze the experiments of Ref. [11]. We finish with other potential applications
of this framework and with a list of open problems.

5.1 Heuristic Approach to the Membrane Perturbation

Naji et al. suggested that the discrepancy between the SD prediction [3] and the
experimental results of Gambin et al. [8] could be attributed to the perturbation
of a local order parameter ¢ (r) of the membrane that could represent its lipid
composition, thickness, or height [31]. They assumed that the perturbation of the
order parameter ¢ has a characteristic length &, and is dragged along with the
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protein, dissipating energy in a boundary layer of width §&. The power dissipated
by this process is Py ~ 2w (ap + £)8& v2, corresponding to a drag coefficient:

g ~ 27 (ap + £)SE. )

If the length scale of the perturbation is small with respect to the size of the protein,
& < ap, the drag coefficient takes the form Ay = I'ap. This drag coefficient enters
the Einstein relation for the diffusion coefficient together with the SD drag Asp,
giving

kT kT

D= = . 3)
ASD + Ay Asp + Tap
If the dissipation due to the perturbation of the order parameter ¢ dominates, the
diffusion coefficient scales as D ~ 1/ap, which is compatible with the experiments
of Gambin et al. [8].
In the following subsection, we turn to a formal description of the perturbation
of the order parameter ¢, which allows to compute the drag coefficient precisely.

5.2 A Polaron Model for the Perturbation of an Order
Parameter

The back-action on an object that modifies its environment generates a drag force
known as the polaron effect, which was originally described for an electron moving
in a lattice [32]. A polaron is a charge carrier which deforms a surrounding lattice
and moves in it with an induced polarization field. This effect has been applied to
soft matter systems by one of us [33, 34]. We recall briefly the steps that allow
to compute the drag coefficient generated by the coupling between the protein and
a local order parameter (or field) ¢(r), which may represent, e.g., the membrane
height, thickness, or composition.

5.2.1 Definition of the Model

There are two steps in the modeling of the coupling between the protein and the
order parameter ¢ (r) of the membrane. The first is to write the Hamiltonian of the
protein-order parameter system, that we assume to be of the form:

1
Hp(r),R] = ) fqﬁ(l‘)A *p(r)d’r — K  p(R), “)

where the star denotes the convolution product A % B(r) = [ A(r — r') B(r/ Yd2r'.
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The first term is the energy of the order parameter itself, it is quadratic in the
field and determined completely by the operator A(r). The second term couples the
order parameter to the position of the protein, it is linear in the field and determined
by the operator K (r). The second step is to give the dynamics of the field, that we
assume to be overdamped:

a9

9 (r,t) =—R +n(r, 1), 5)

8
*
S (r, 1)

where R(r) is a linear operator and 7 (r, ¢) is a Gaussian white noise with correlation
function:

(n(e, N, 1)) =2TR@x — )31 — 1), (6)

and 8.7 /8¢ (-, t) denotes a functional derivative [35].

The presence of the operator R(r) in the noise correlation ensures that detailed
balance is satisfied. Under this form, the model is completely determined by the
three linear operators A(r), K (r), and R(r).

5.2.2 Computation of the Drag Coefficient

The force exerted by the field on the protein is given by the gradient of the
interaction energy:

fl¢(r),R] = —VRZ[¢(r), R] = VK x ¢(R). (N
To compute the drag coefficient, a constant velocity v is imposed to the protein,

R(r) = vt. We introduce the average field in the reference frame of the protein,
which is time-independent in the stationary regime:

@ (r) = (¢(r — R(1), 1)), ®)
The average drag force can be written as:
(flo(r, 1), R(1)]) = VK * ©(0). ©))

The average field in the reference frame of the protein is obtained by averaging
Eq. (5) in the moving frame:

—V.-VOr)=—R*xAxP(r)+ R+ K(-1), (10)
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This equation is solved in Fourier space:

. ik R(K)K* (k)
k) = [ d’re ® o) = . . . 11
® / e ®) RKk)AK) —ik-v (b
The force can be deduced from this Fourier transform:
~ ~ 2
PR Pk KRK) ‘K(k)‘ .
0 _f 2y KEAOPE) = 2m)? RK)AKK) — ik - v (12)

Expanding the force at small velocity leads to

2|5 2
v [ ak K|R®|

<f> ~ - 25 ~ ) (13)
M0 2 @m)2 Rk Adk)?

where we used that [ k- vk f (|k|)d’k = }v [ k? f (/k|)d’k for any function f([k|).
The drag coefficient is thus

- 2 - 2
L r dk kZ‘K(k)‘ | poo k3‘K(k)‘
- / dk (14)
0

2] @n? RaAm?  4n RUOAK)?

The second equality assumes isotropic operators.

If this integral diverges at large wavevectors k, the finite size ap > 0 of the protein
can be used to cut off the integral at kmax = 7/ap [33, 34]. This regularization
introduces a dependence of the drag on the size of the protein, whose form depends
on the divergence of the integral.

The formula (14) involves the three operators that determine the model. We shall
see below how it applies to the coupling of the membrane curvature with a protein
with spontaneous curvature.

5.2.3 Link to the Diffusion Coefficient

The Einstein relation [1] relates the diffusion coefficient D to the drag coefficient A¢
defined as the ratio between the constant force applied to the particle and its average
velocity, f = A¢(v) by D = kT /X¢. In a fluctuating field, the drag coefficient A¢ and
the drag coefficient A computed at constant velocity are not equal [36, 37]. However,
in the adiabatic regime where the field equilibrates much faster than the particle, the
field remains close to equilibrium and the two drag coefficients are equal [36, 37].
In this case, the diffusion coefficient can be written as:

Dett = , (15)

where Ay is given by Eq. (14).
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5.3 Application to a Protein That Couples to the Membrane
Curvature

The coupling of a protein to the membrane curvature and its effect on its diffusion
coefficient has been investigated before the introduction of the general model
presented above [22, 24, 26, 38, 39]. These models resemble the model above where
the operators have been specified for the coupling to the membrane curvature; the
differences are discussed in Sect. 5.5.

Let us consider a single protein diffusing on a membrane patch of size L >> a,
described by a height function /4 (r). We use the modified Helfrich Hamiltonian:

A[h. R] = '; fdzr [(Vzh)z + E (Y — 06 - R)Vzh} .36
K

where the first two terms represent the energy of elastic bending of the bilayer with
modulus « and tension X, and the last term models the membrane curvature induced
at the location of the protein R, which is time-dependent. The strength of the induced
curvature scales linearly with the protein spontaneous curvature Cp,, © = 47m§ Cp,
similarly to [26, 31]. The range of influence of the protein on the membrane is
modeled by the weight function G which is normalized to one and is nonzero over a
distance of the order of a;,. This Hamiltonian carries with it a cutoff length a, which
corresponds to the bilayer thickness (~5nm). This model is a particular case of the
polaron model described in the previous section, where the operators are given in
Fourier space by:

Alk) = kk* + Tk?, (17)
- 1

R(k) = ok (18)
R (k) = —K2®k2(}(k). (19)

As explained in Sect. 5.2.3, the diffusion coefficient is given by Eq. (15) if the
dynamics of the membrane is much faster than the diffusion of the inclusion. This
adiabatic approximation has been checked using numerical simulations [26] and by
an explicit evaluation of the slowest membrane relaxation times for the conditions
of the experiment of Ref. [11].

The polaron approach thus provides explicit predictions for the membrane
profile and for the effective friction coefficient of the protein. The effective friction
coefficient is A(0) = ©%nWo(0)/2a where ¢ = Ya? /4w« is a reduced tension and
Wo(o) a function given in Eq. S27 of Ref. [11]. The diffusion coefficient D is
obtained from the effective drag coefficient using the Stokes—Einstein relation:

D Do®>W,
0 =1+77 0 0(0)’ 20)
Desr 2akgT
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Fig. 4 Figure taken from Ref. [11]: Membrane shape as a function of the tension. (a) Theoretical
profile with parameters ® = 3.5 x 1077 m, k =20kgT, ap = 4nm (solid lines). Profile calculated
from the numerical energy minimum shape using simulation (dashed line). The height value far
away from the inclusion is chosen to be zero. Discrepancy at low tension originates from the
finite size of the membrane L2 used in the simulations. (b) Three-dimensional membrane profiles
obtained from numerical simulations for three different tensions

where Dy represents the bare diffusion coefficient of the inclusion in a flat tense
membrane, given by Eq.(1). The tension dependence of Dcfr is shown in Fig. 3,
together with the experimental data and the simulation data. For the simulation data,
the protein diffusivity was directly computed from the MSD of stochastic trajecto-
ries, which were generated by numerically integrating the stochastic equations of
motion of the inclusion and the membrane.

The membrane profile around the inclusion is obtained by the same method.
The lateral characteristic width of this profile is the cross-over length between the
tension and the bending regime for the fluctuations, namely & = /k/X%, while
the characteristic height of the membrane deformation at zero tension scales as ©.
The geometry of the local deformation from the membrane mid-plane induced by
KvAP when subjected to various tensions is shown in Fig.4. Using the method
of [26, 31, 40], we have carried out simulations, which also confirm the expected
theoretical membrane profile as shown in Fig. 4.

5.3.1 Discussion of the Results of the Polaron Model

We find that theory and simulations fit very well the experimental results for the
diffusion coefficient of KvAP using a coupling coefficient ® = 3.5 x 10~7 m. This
proves that the mechanical coupling between the proteins and the membrane can
strongly affect protein mobility. At high tension, the experimental data of AQPO
and KvAP converge to the same plateau value, consistently with the SD limit since
they have about the same steric radius. As a control, the diffusion coefficient of
pure lipids was measured and found to be independent of tension as for AQP0. The
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corresponding constant value for Dy agrees with the prediction of the SD model,
using a lipid size ap = 0.5nm. At lower tension, Fig.3 shows that the KvAP
data starts to deviate significantly from the plateau at ¥ ~ 5 x 1073 N/m, which
corresponds to the point at which the lateral characteristic length £ is of the order of
the protein size.

An additional outcome of this approach concerns the dependence of Defr with the
protein radius ap, which can be obtained from the following scaling argument. Since
the protein makes a fixed angle with respect to the membrane, C,, ~ 1/a,. Given
the relation ® = 47m§Cp, this implies ® ~ ap. Below the cross-over to the SD
regime, the local membrane deformation is much larger than the protein size a, <
&, and the drag is dominated by the contribution due to the membrane deformation.
Therefore using Eq. (20), one finds Degr ~ kpT a /ag, in agreement with Ref. [33].
Note that such a result is also compatible with the Stokes—Einstein scaling law in
1/ay obtained in Ref. [31], because in this reference only one characteristic length
for the protein is used thus a >~ aj,.

Despite a good agreement between model and data, the physical interpretation
of the coupling coefficient ® requires a more detailed discussion. Indeed, the
spontaneous curvature deduced from this coupling coefficient via a fit of the data
is significantly larger than that obtained from thermodynamic measurements, based
on the preferential sorting at equilibrium of the proteins between GUV and highly
curved membrane nanotubes [16]. One possible interpretation for this discrepancy
is that in dynamic measurements, the basic relevant object, namely the association
of the moving protein with the deformed membrane around it, may have a size larger
than a,. Such an enhancement of the size could in principle describe physically a
layer of lipids dragged by the motion of the protein as considered in [41]. However,
given the value of the coupling coefficient ®, this translates into an effective
radius of 47 nm, a rather large value with respect to the lipid and protein sizes
(0.5 and 4 nm respectively). For this reason, we have proposed in Ref. [11] an
alternate explanation, namely that this discrepancy reflects an additional source
of internal dissipation, which for the present problem, could arise from inter-
monolayer slip due to the motion of the inclusion. By considering this additional
dissipative mechanism internal to the membrane, we have shown that we can still
account for the dependence of Dcfr versus X, but with a lower a coupling coefficient
©® = 3.4 x 1078 m, corresponding to a Cp,=0.16 nm~!. This value is then much
more compatible with the thermodynamic measurements previously reported in
[16].

5.4 Application to Other Order Parameters

An important advantage of the polaron model is that it can be applied to other
order parameters than the membrane height. Already in the previous subsection, we
have mentioned an extension of the original polaron model, including dissipation
mechanisms internal to the membrane, as a possible scenario to explain the value
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of the coupling constant in Ref. [11]. In that extension, the relevant order parameter
was already no longer the membrane height field, but rather the difference of lipid
densities in the two leaflets of the membrane. Below, we explain how different order
parameters can be described in the polaron model.

5.4.1 Coupling to the Thickness

When the hydrophobic length of the protein differs from the membrane height, the
membrane is compressed or stretched close to the protein. The order parameter
¢ (r) is the difference between the local thickness of the membrane and its average
thickness. If the membrane has a bending modulus « and a compressibility x, the
energetic operators are given by [27, 42, 43]:

Ak) = kk* + ¥, Q1
K (k) = may®, (22)

where the coupling constant ® now depends on the height mismatch and the
energetic cost for exposing a hydrophobic area.

To our knowledge, no dynamics has been proposed for the system. However, if
we assume a simple form for the membrane friction (defined by the parameter y in
a way which conforms to model A dynamics [35]) and if we add to that the usual
hydrodynamic friction due to the flow created in the solvent, we can propose an
operator of the form:

~ 1
R(k)=7/+4nk. (23)

5.4.2 Coupling to the Composition

Real membranes are composed of several types of lipids, which may be mixed or
separated. Proteins may couple to the composition field if they are preferentially
wetted by one kind of lipids. Close to the demixing transition, which can be
controlled in vitro in lipid vesicles [44, 45], this coupling to the composition induces
long-range forces between the proteins [46]. Numerical simulations have shown that
it may induce the aggregation of proteins [23].

In the simplest case, the relevant order parameter ¢ (r) is the difference between
the local and average concentrations of a lipid specie. Its energy involves its
correlation length, &, which diverges at the demixing transition, allowing long-
range forces. The dynamics is conserved, the timescale being set by the diffusion
coefficient Dy of the lipids. The operators take the form [47]:

Ak = A [k2 n 5*2] , (24)
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Kk) =0, (25)
R(k) = Dok?, (26)

where ® quantifies again the strength of the coupling. Similarly to what happens
for the interaction between proteins, the strongest effect on the mobility is expected
close to the demixing transition (see also Ref. [48] for a careful calculation of the
drag coefficient of a diffusing domain in a near critical binary mixture).

In the description given above, we have not included the fact that the different
lipid species may have different spontaneous curvatures. If this is the case [47, 49],
the concentration field is coupled to the curvature field and there are two order
parameters.

5.4.3 Coupling to Other Fields

The membrane could be coupled to other order parameters, and to several parame-
ters at the same time. This situation has been evoked in the previous section, where
the curvature is coupled to the composition. Also, a coupling of the membrane
curvature to the lipid density in the two leaflets has been suggested to provide
another dissipative mechanism in Ref. [11]. The polaron model needs to be extended
to deal with these situations where there are several order parameters.

Another possible order parameter is the liquid crystalline order parameter of
the lipids, which is expected to be distorted near small inclusions like proteins
[50]. The dynamics of a liquid crystalline order parameter can be described using
continuum theories of liquid crystals and there are many studies on the dynamics
of topological defects in liquid crystals [35, 51]. Pre-transition (or pre-melting)
effects which are well known in liquid crystals are also relevant for transmembrane
proteins, which can, for instance, stabilize a microscopic order—disorder interface,
when their hydrophobic thickness matches that of the disordered phase and when
they are embedded in an ordered bilayer [52].

It is important to appreciate that if the protein couples to the membrane through
an order parameter different from the height field, like a concentration field or a
nematic order parameter field, it could happen that there will be no observable
membrane deformation near the protein, while the order parameter is still perturbed.

5.5 Extension of the Polaron Model

We discuss here three ways to extend the simple polaron model presented in
Sect.5.2. First, we consider the case where several order parameters are coupled
together and with the protein. Second, we discuss different ways to couple the
order parameter and the protein. Finally, the coupling of the dynamics of the order
parameter to the hydrodynamic flow in the membrane is evoked.



Mechanical Factors Affecting the Mobility of Membrane Proteins 207

5.5.1 Coupling to Several Order Parameters

There are cases where several order parameters ¢, (r) are coupled [11, 47]. The
polaron model can be extended to handle several order parameters. The three
operators become matrix operators:

A(r) = Agp(r), 227)
K@) > Ky(r), (28)
R(r) — Rus(¥). (29)

In this way, the new Hamiltonian becomes

1
H|p(r),R] = ) /%(l‘)Aaﬁ % gp(Dd°r — Ko * ¢o (R), (30)

where the Greek indices run over the different order parameters and a summation
over repeated indices is implicit.

The extension of the computation of the drag coefficient given in Sect.5.2.2 is
straightforward, leading to:

d*k

Qm) (€2))

1 % A ) -1 X -1z *
A= 2/sz(k)aA(k)aéR(k)ﬁ;A(k)wslK(k)a

5.5.2  Other Protein Couplings to the Order Parameter

In the example of a protein coupled to the curvature of the membrane, it is clear that
a linear coupling cannot be used to “impose” a given curvature to the membrane at
the location of the protein. Instead, the value of the membrane curvature depends on
the Hamiltonian operators A(r) and K (r).

The more direct way to impose the membrane curvature is to set it as a boundary
condition [41, 53], using a relation of the form K x ¢(R) = A (in this case
of a coupling to the membrane curvature, A corresponds to the curvature of the
membrane at the location of the protein, denoted C, above). In this framework, the
force can no longer be computed with Eq. (7), and one should instead integrate the
stress tensor around the protein [54, 55].

An imposed boundary condition can be modeled in the framework of the polaron
model, by introducing a parameter « in front of the coupling operator K (r) and
tuning it so that the boundary condition is satisfied. In this case, « depends on the
other parameters of the model (e.g., the membrane tension and bending modulus
when the protein is coupled to the curvature of the membrane). This approach has
been shown to give results consistent with those obtained with an imposed boundary
condition [41].
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Alternatively, the polaron model can be modified by replacing the linear coupling
to the order parameter by a coupling of the form:

Kp

Hinlg(r), R] = , [Kx¢R) — AP, (32)

where «p, is the “rigidity” of the coupling (e.g., the bending rigidity of the protein). In
the limit of infinite rigidity, x, — 00, one recovers the imposed boundary condition.
This form of coupling has been used to model the coupling to curvature in Refs. [26,
39]. In the limit where K * ¢ (R) is small with respect to A, the linear coupling
introduced in Eq. (4) is recovered.

In the particular case A = 0, the coupling does not affect the average value
of the order parameter, but only its fluctuations. This Casimir-like coupling gives
rise to another source of drag [56] and further reduction of the diffusion coefficient
[57]. For a coupling to curvature, when both effects (average field deformation and
fluctuations) compete, the fluctuations induced part is often neglected owing to the
fact that the thermal fluctuations are small, i.e., kg7 < k.

In the general case, the interaction Hamiltonian given in Eq.(32) depends on
one more parameter than the linear interaction in Eq.(4). This has important
implications: for example, when the coupling to membrane curvature is modeled
by a linear interaction, as in Eq. (16), the rigidity of the protein and its spontaneous
curvature cannot be decoupled. On the other hand, the rigidity «, and the preferred
average value A have very different effects with the quadratic coupling, Eq. (32).

5.5.3 Interaction of the Order Parameter with the Hydrodynamic Flow

The polaron model is completely independent of the hydrodynamic calculation of
Saffman and Delbriick, in the sense that the flow in the membrane and in the solvent
are neglected, and the order parameter dynamics is not coupled to these flows. For
example, if the order parameter represents the concentration difference between two
lipid species, it is clear that besides diffusion, the order parameter is advected by the
lipid flow in the membrane [23].

The coupling between the order parameter ¢ (r) and the hydrodynamic flow u(r)
has been modeled by Camley and Brown [41]. They found that the advection of
the order significantly changes the total drag on the protein. As a result, the protein
is endowed with a larger effective radius, since the lipids which are closest to the
protein are carried along with it. Although this effect will affect the value of the
drag, this will not change the qualitative behavior, in particular the result that the
drag should scale with the particle size, in a logarithmic way in the SD regime and
linearly for large particles.

Recently, another very interesting hydrodynamic model [58, 59] has been
proposed to account for the experimental data on the tension dependence of the
mobility of KvAP discussed in this paper and first reported in Ref. [11]. Assuming
a negligible contribution due to the hydrodynamics of the surrounding fluid, the
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authors of this study have exploited a covariant formulation of the membrane hydro-
dynamics of the inclusion, which has specific features due to the Gaussian curvature
induced locally by the inclusion. In this way, they could explain the experimental
data on the mobility of KvAP without requiring additional mechanism of internal
dissipation. Interestingly, a key ingredient of their model is the deformability of the
inclusion, which is particularly important for gated membrane channels [60]. We
note that the polaron model could account for the deformability of the inclusion,
and could also be combined with such hydrodynamic description of the membrane.

6 Concluding Perspective

In this chapter, we have presented some simple views on the way geometrical or
mechanical factors influence the mobility of membrane proteins. We have shown
that one should expect generally a significant dependence of the protein mobility on
its local environment.

Naturally, many molecular details affect this local environment, which makes
the modeling of the protein mobility a challenging task. However, despite the
complexity of this problem, there is a simple take-home message. In order to
predict the way various mechanical factors that affect the mobility of membrane
proteins, one should not focus on the mechanical factors themselves or on the
details of the local environment of the protein, but instead on the form of coupling
between the membrane and the protein. We have provided in this chapter a list of
various relevant couplings, and a detailed study of one coupling, namely the tension-
dependent coupling to the local membrane curvature. Clearly, it would be desirable
to perform similar experimental studies in order to test more couplings and their
dependence to other mechanical factors. The importance of these couplings goes
beyond the specific question of the mobility of membrane proteins, since they are
also relevant to understand the function of many membrane proteins, like voltage-
gating channels, mechano-sensitive channels, G-protein-coupled receptors (GPCR),
or light-activated rhodopsins [29]. These couplings also play a key role in the
interactions between membrane proteins, and in their self-organization into complex
dynamical structures, such as membrane clusters.

At the level of single membrane proteins, other directions for future research
should investigate: (i) a protein diffusing in a membrane which may be driven out
of equilibrium, or (ii) a protein which can be activated or can change conformation
while diffusing on the membrane. For studying the former case (i), various strategies
can be used to drive a membrane out of equilibrium by applying external fields
on it directly or by embedding other proteins in it on which forces can be applied
[61]. Measurements of the force-dependent mobility of a membrane protein could
advantageously provide information on the way it couples to its environment, which
as mentioned above is a crucial aspect of the problem. For case (ii), the internal
dynamics of the protein can matter for the protein mobility because different internal
states can couple differently to the membrane and the characteristic time of these
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internal transitions (typically 10-1000ms) can be much longer than the time of
diffusion of the protein over a distance equal to its radius (typically <1 ms) [62].
For many membrane proteins, the transition rates can be tuned by changing the
amount of ATP, allowing to probe different dynamical regimes for the mobility of
the protein.

In cell membranes, the local environment of proteins is crowded and hetero-
geneous. Membrane protein crowding is of primary importance to understand
the mobility of membrane proteins and membrane-mediated interactions between
different proteins. Such effects are not well understood and they need to be
investigated more systematically both experimentally and theoretically.

We hope that this chapter can be useful to motivate further experimental and
theoretical studies on these questions.
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Membrane Domains Under Cellular m)
Recycling it

S. Alex Rautu and Matthew S. Turner

Abstract Living cells are bounded by sac-like membranes that play a crucial
role in almost every cellular process. These membranes are highly dynamic, two-
dimensional systems, with components that are continuously exchanged with rest
of the living cell by the secretion and absorption of small vesicles with sizes of the
order of tens or hundreds of nanometers in diameter. This constant recycling of the
cell membranes leads to a complete turnover of its constituents on the order of tens
of minutes. The presence of distinct nano-scale microphase separated domains in
biomembranes has been confirmed by numerous experiments. In this chapter we
address recent advances in our understanding of the role of recycling in the control
of membrane microdomain formation. These results relate to both the steady-state
distribution of domain sizes and the transient response of this distribution following
perturbation of cellular synthesis, transport, or recycling pathways. This gives a
route to testing and calibrating theoretical models from experiments that measure
the domain size distribution.

Keywords Endocytosis - Membrane - Microdomain - Raft - Recycling

1 Introduction

Living cells are bounded by sac-like membranes that play a crucial role in almost
every cellular process [1]. Cellular function also relies on numerous membrane-
bound organelles. The fundamental architecture of all biological membranes arises
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from the self-assembly of lipid molecules which form thermodynamically stable
bilayer structures a few nm in thickness[2]. This bilayer acts as a platform to which
many other molecules either incorporate or adhere. These membranes are highly
dynamic, two-dimensional systems, comprised of a myriad of different lipids and
proteins. These components are continuously exchanged with rest of the living
cell by the secretion and absorption of small vesicles with sizes of the order of
tens or hundreds of nanometers in diameter [3]. This constant recycling of the cell
membranes leads to a complete turnover of its constituents on the order of tens of
minutes [4].

The presence of distinct nano-scale domains in biomembranes has been con-
firmed by numerous experiments [5]. However, this evidence is based on indirect
measurements, such as the diffusive trajectories of labeled lipids or proteins that
show a temporary confinement to a small region of the biomembrane [6-9]. Further
supporting evidence is also given by the biochemical experiments on membrane
samples which are dissolved in specific detergents [10]. Since a significant portion
of the plasma membranes has been observed to be detergent-resistant, it has been
hypothesized that this membrane fraction corresponds to these domains, sometimes
called rafts [11], enriched in cholesterol and sphingolipids [12]. There is also a
body of accumulated evidence that certain proteins have high affinity to these lipid
rafts [13], which can be recruited to (or removed from) through the attachment (or
the enzymatic cleavage) of their hydrocarbon anchors [14]. Due to this protein—raft
affiliation numerous functions have been associated with the presence of lipid rafts
[15]. However, the nature of these membrane domains as well as their formation
remains elusive [16] and there are many unanswered questions that require further
investigation [13].

2 Phase Coexistence in Lipid Mixtures

When water and lipid molecules are combined the total free-energy is minimized by
shielding the hydrocarbon chains of the lipids from their aqueous environment [2].
Due to this hydrophilic effect, lipids self-assemble into super-molecular structures.
One of the most common structures is a lipid bilayer, which forms the basic
architecture of all biological membranes [17].

Within this simple construction principle the compositions of both the
hydrophilic groups and the hydrocarbon chains display a large variation, giving
raise to a “zoo” of various types of lipid species, which is on the order of several
thousands [2]. Out of this plethora of lipid species, phospholipids are the most
abundant type [17], and their head-group composition may include various organic
compounds, such as choline, ethanolamine, serine, inositol, or glycerol [17]. There
is also a large range of possible fatty acid chains, which can vary by chain length and
degree of saturation [2]. The latter describes the number of double bonds between
the carbon atoms that are present along the chain. Most of the hydrocarbon tails are
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Fig. 1 Schematic phase diagrams of a lipid bilayer, depicting the solid phase (S), the liquid-
ordered phase (L,), and the disordered phases (Ly), as a function of temperature 7" and its
membrane composition: (a) a two-component mixture of saturated and unsaturated phospholipids,
denoted here by P; and P, respectively; (b) a binary mixture of phospholipid P; and cholesterol
(C); and (c) a ternary mixture of Pj, P2, and C at a physiological temperature. The region of
the solid-liquid phase coexistence is shown in yellow, whereas the associated regions between
two liquid phases are illustrated in brown. Moreover, the three-phase coexistence region in (c) is
depicted by green, and the red star in (b) marks the critical point at which the liquid phases become
the same phase. Adapted from [18]

unsaturated [2], namely they have at least one double bond. Lipid molecules that
have only single bonds are known to be saturated [2].

An important property of model membrane systems composed of a single
lipid species is that their lipid order undergoes a phase transition [5]. As the
temperature is increased above a particular melting temperature, the membrane
changes from a solid, or gel phase (S), to a liquid disordered phase (Ly), as
illustrated in Fig. la. The latter is characterized by a high lateral mobility of
lipids, which are randomly distributed, and all their hydrocarbon tails are disordered
(or fluid-like) [2]. On the other hand, in the gel phase, the mobility of lipids
is greatly reduced, and their fatty acid chains are tightly packed, displaying a
regular arrangement (a two-dimensional triangular lattice) [2]. In other words, the
chain conformation becomes more disordered at high temperatures, disrupting the
crystalline structure of the lipid bilayer. The chain melting temperatures are higher
as the length of the hydrocarbon chain is longer [2]. However, the presence of
double bonds significantly decreases this melting point [2]. Thus, saturated lipids
melt at considerably higher temperatures (i.e., they are easier to order) than lipids
with unsaturated chains which have permanent kinks. This effect is used by a
variety of organisms that adjust their membranes to function at lower or higher
temperatures [14].

If a high concentration of cholesterol (2 30%) is also added to the lipid
molecules, a third phase can be found, see Fig. 1b, which is commonly referred to
as the liquid-ordered phase (L,) [19]. The addition of cholesterol to lipid bilayers
has a twofold effect: it encourages the close packing of the hydrocarbon tails in the
L4 phase, while disrupting the chain conformational ordering in the S phase [12].
Thus, a membrane in the liquid-ordered phase behaves as a fluid with translational
disorder and high lateral mobility. This decreases its melting temperature [2]. As a
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Fig. 2 Fluorescence Cholesterol

microscopy phase diagram of
a three-component system,
namely an unsaturated lipid,
dioleoylphosphatidylcholine
(DOPC), a saturated lipid,
palmitoylsphingomyelin
(PSM), and cholesterol
(Chol). The images a—f
correspond to different
DOPC/PSM/Chol
concentrations, showing the
domains before they fully
phase separate. Scale bars are
given by 20 um. Here, the
dark patches are rich in PSM
and Chol, while the bright
ones are rich in DOPC.
Adapted from [22]
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consequence, in a ternary mixture of cholesterol, saturated and unsaturated lipids,
the solid phase S, and/or the two liquid phases L, and L, can co-exist, as sketched
in Fig. lc, leading to a lateral phase separation [12, 14]. In fact, the simplest way
of forming lipid membrane domains is to quench the system into a two-phase
coexistence region by changes in temperature, or membrane composition [18]. This
lateral phase separation and demixing has been experimentally observed in model
membranes of two phospholipids and cholesterol [20-22], as shown in Fig. 2.
Although there is currently no explicit definition of lipid rafts they are commonly
characterized in terms of their average size, lifetime, and their broad composition
[23-25]. Specifically, they are small, transient structures with a typical size in the
range of 10-200 nm that are highly enriched in cholesterol and sphingolipids [23].
As sphingolipids are saturated lipids, they have a much higher melting temperature
[14]. This aspect, together with the presence of a high concentration of cholesterol
(which encourages the ordering of the hydrocarbon chains), leads to the hypothesis
that lipid rafts might be, in their basic form, related to membrane patches in a
L, phase, which move within a background of L, lipids [21, 26]. Mixtures of
a small number of different lipid species have been widely investigated using
fluorescence microscopy. These show that phase separation can occur in model
membrane systems over a range of temperatures (see Fig. 2), giving rise to raft-
like structures that resemble a liquid-order phase [20]. At the same time, a number
of theoretical studies of three-component membranes (based on microscopic [19]
and phenomenological models [27]) have been used to understand and reproduce
the observed phase behavior of such lipid mixtures when they are subject to the
addition of cholesterol [12]. Although the latter is pivotal to the existence of this
liquid-liquid phase region, its role and mechanism in the formation of L, phase
is still elusive [5]. Nonetheless, the size of the observed domains in these in vitro
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experiments is much larger than those observed in cells. This is expected as the
phase separation in a two-component system manifests itself by the appearance of
separated domains, which then grow until they reach the size of the system [28].
However, this separation occurs without any intermediate stable sizes, such as the
nano-scale length of membrane rafts. This simple argument makes the existence
of rafts somewhat surprising from a physical point of view, as they possess a
characteristic size that is much smaller than the typical diameter of cells (that is,
on the order of tens or hundreds of microns).

A number of explanations have been put forth to explain their relatively small
size based on the assumption that the sub-micron membrane inhomogeneities are an
aspect of the L,—L, phase coexistence. These explanations can be attributed to the
effects due to cytoskeleton pinning, binding of cross-linkers, extracellular adhesion
(e.g., through cell—cell junctions, or interactions with the extracellular matrix) [29],
or integral proteins [25]. By favoring one of the liquid phases, these attachments
can prevent the appearance of macroscopic phase separation, which limit the
growth of membrane domains to sizes on the order of hundreds of nanometers
[30]. Moreover, the growth of the domains may also be avoided if their diffusive
motion is inhibited (e.g., membranes onto a solid support [31-33]), or if there is
a repulsion as they encounter each other. The latter can be due to electrostatics
[34] or membrane-mediated interactions that can be induced by a hydrophobic
mismatch [35-37] or by the presence of different curvatures within each liquid
phase [38—40]. As a result, the formation of nano-scale domains in biomembranes
might be an upshot of the interplay between various biophysical parameters that
contribute to the local demixing and control the size of the membrane domains.
In the next sections, we present in more detail some of the attempts that can also
give rise to sub-micron heterogeneities in membranes, which views them as: near-
critical composition fluctuations [41], two-dimensional microemulsions [42], and
non-equilibrium clusters driven by membrane recycling [43].

3 Critical Phenomena in Membranes

A multi-component membrane can exhibit critical-point phenomena [41] at a
particular temperature that depends on the lipid composition. This is known as the
critical mixing point. In a binary mixture of phospholipids and cholesterol, the two
liquid phase, L, and L;, become the same fluid phase at a critical point [14]. In other
words, as the temperature increases passed a critical temperature 7T, the system
transits from a two-phase coexistence region (where the formation of domains is
present) to a one-phase region, as shown in Fig. 1b. Near this critical mixing, the
lipid bilayer is subjected to large fluctuations in its local membrane composition, and
domains of different sizes are transiently formed, consisting of both liquid phases
and displaying a characteristic structure [41].

This type of miscibility transition is found to be in the universality class of the
two-dimensional Ising model, which has been widely studied in the literature [44].
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As a result, the typical size of the concentration fluctuations, at a temperature 7
close to T¢, is characterized by a correlation length of the form & ~ |T — 7| -1 145].
This property has been experimentally confirmed and measured for ternary mixtures
of cholesterol, saturated and unsaturated lipids over a broad range of temperatures
[46]. Furthermore, the same critical phenomena of a two-dimensional Ising model
have been observed in the so-called giant plasma membrane vesicles (GPMVs),
which is a model system of membranes with a composition of lipids and proteins
that has been extracted from living cells [47].

These experiments have led to the hypothesis that the inhomogeneities in a bio-
logical membrane are simply the concentration fluctuations associated with a nearby
critical point of a two-phase coexistence region [41]. The size of these near-critical
fluctuations is described by & and thus depends solely of how close the system
is tuned to its critical mixing. These can be large, diverging as the temperature
approaches 7, [45]. The nano-scale sizes of the membrane heterogeneities observed
in vivo could then be ascribed either to regulatory fine-tuning of the composition
to the actual temperature so at to generate the appropriate value of T — T, leading
to the observed membrane fluctuations, or to a cut-off of these large fluctuations,
which might be induced by some extrinsic pinning or anchoring of the membrane,
such as the finite size mesh of the cytoskeleton [48]. Nevertheless, remaining in the
proximity of a critical point is a rather specific condition, which may not correspond
to the physiological regime [12].

4 Two-Dimensional Microemulsions

Since lipid rafts are characterized as transient structures of some representative
size [13] it has been hypothesized that these membrane domains are simply a
(two-dimensional) microemulsion, caused by the presence of an edgeactant com-
ponent, the analogue of a three-dimensional surfactant [49]. This is a hypothetical
component that prefers to sit at the interface between the two liquid phases. This
edgeactant results in a (tuneable) reduction of the line tension associated with the
periphery of the membrane domains. This leads to a new characteristic length scale
corresponding to the typical size of the domains that are decorated with edgeactant
(roughly the total domain area divided by the total length of the edgeactant stabilized
interface). This can be very different to the correlation length & that is associated
with the system’s proximity to a critical point [12].

Although there is no clear example of such an edgeactant in biological mem-
branes, a few potential candidates have been proposed. These include certain
proteins or hybrid lipids that consist of two motifs with different binding affinities to
the surrounding lipidic environment [41]. Cholesterol is unlikely to play such a role
as it is known to be enriched in the phase rich in saturated lipids (rather than at the
interface) [12, 41]. Cholesterol does not act as an edgeactant but rather it promotes
lipid demixing. A possible example of a membrane protein that might function as
edgeactant is N-Ras, which has been lipidated entirely in a giant unilamellar vesicle
of a ternary lipid mixture [50]. Although it preferentially occurs in the L, phase, a
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large fraction of N-Ras is also found to reside at the L,—L, phase boundary. Simi-
larly, hybrid lipids have been also proposed as a candidate [12, 49]. These are lipid
molecules with two hydrocarbon chains, where one of the tails is saturated while the
other is unsaturated. For instance, 1-palmitoyl-2-oleoylphosphatidylcholine (POPC)
and 1-stearoyl-2-oleoyl-sn-glycero-3-phosphocholine (SOPC) are some commonly
used hybrid lipids in model systems [41]. As a result, mixtures of a hybrid lipid, a
saturated lipid, and an unsaturated lipid have been characterized as a microemulsion
[51-56]. This is thought to be associated with the positioning of hybrid lipids at the
domain interface where they reorientate their lipid chains so that they are adjacent
to lipid regions with a similar degree of saturation [51]. This re-orientation leads to
a decrease of the line tension at the domain boundary [49] and, furthermore, near a
critical point this may increase the lifetime of the composition fluctuations as more
hybrid lipids are added [54].

However, it is still unclear whether hybrid lipids, such as POPC or SOPC, can
truly function as a two-dimensional surfactant, and how this aspect reconciles with
the experimental observation that macroscopic phase separation occurs in model
systems where POPC or SOPC acts as the primary component of both L, [20]
and L, phases [57]. Interestingly, there are other mechanisms that can give rise
to a microemulsion-like behavior which do not explicitly involve the presence
of an edgeactant [55, 56, 58]. Often, equilibrium systems display some kind of
modulation in their structural properties, caused by the intricate competition of
different energy terms associated with the structure [59]; e.g., the coupling between
membrane composition asymmetry and its curvature [58, 60—62]. This modulation
brings about a number of visually compelling patterns, such as elongated stripes
or compact domains in a hexagonal arrangement [59]. In this framework, a two-
dimensional microemulsion can then be interpreted as a melted configuration of a
modulated phase [12].

S Membrane Recycling

All of the research discussed above is framed under the assumption that the
membrane is at thermodynamic equilibrium. However, biological membranes in
living cells are active systems [63], which can be driven far from a equilibrium
condition [24], possibly to a steady state. Thus, it may be dangerous to draw
inferences from model systems that are at equilibrium to biomembranes [13].
Nevertheless, these equilibrium or near-the-equilibrium studies can provide us
with a basic framework for understanding of the formation and maintenance of
membrane rafts. For example, research on GPMVs, which are vesicles with a
complex composition extracted from cells, has demonstrated that their membranes
resemble those observed in model systems [13]. But, at the same time, such
systems do not include cytoskeletal processes (such as the acto-myosin dynamics
[64]) or the constant membrane recycling (e.g., clathrin-mediated endocytosis and
caveolae pathway [65]). Both of these mechanisms are believed to play a crucial
role in the stability and lifetime of the membrane heterogeneities which is observed
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Fig. 3 Smoluchowski-type model for a two-component membrane under a continuous recycling.
(a) In general, the intramembrane dynamics of domains involves both scission and fusion events;
although the former is usually unfavorable due to the high line tension. (b) The membrane recycling
scheme consists of a deposition of monomeric components with a flux rate j,,, and also a removal
of membrane clusters with a rate given by j,;, which is independent of their size. Adapted from [43]

in the plasma membrane of cells, but also in other organelle membranes, such
as the Golgi apparatus. Herein, we review the latter case, where a number of
studies [43, 66—72] have proposed that raft formation in biological membranes is
mediated by the non-equilibrium processes associated with the membrane recycling;
in particular, the constant transport and exchange of membrane constituents between
the lipid bilayer and its environment [12]. Heuristically, the main effect of this
recycling is simply a decrease in the lifetime of the domains, reducing its chance
to interact with other membrane components or clusters of membrane constituents
[72]. Thus, the characteristic size of such clusters or aggregates is reduced as the
rate of membrane recycling is amplified. This can be quantitatively studied as a
Smoluchowski coagulation process with an external source term [43, 72-75], or a
reaction—diffusion equations [66, 67].

Based on a discrete model previously introduced by [43], we re-examine the
dynamics and steady-state distribution of the domain sizes, using a continuum
description of non-equilibrium phase separation under a continuous recycling [76].
We consider an infinite flat membrane composed of two species that undergo a
phase demixing (as illustrated in Fig. 3), giving rise to domains of various sizes.
Furthermore, the domain scission events are assumed to be rare, corresponding to
a regime of large line tension [43]. The latter characterizes the energy penalty of
having a finite boundary between the different phases. Since the two components
demix, the regime of interest is at large line tension. Therefore, the in-plane
dynamics of the membrane domains is solely controlled by the coalescence events
[43]. Then the time evolution of the domain size distribution under a continuous
membrane recycling is governed by the following master equation [75]:

dpP

=R(a,t) — /oog (a, a')P(a, 1)P (d, t) da’
dr 0
+; /ag(a, d)P(a,t) P(a—d,t)da’, (5.1
0
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where P(a, t) represents the density at time ¢ for the number-per-area of domains of
size a (in area units). Here, we assume that two membrane domains merge whenever
they come into contact by diffusive motion, so that the function G(a, a’) in Eq. (5.1)
can be regarded as a constant proportional to the diffusion coefficient D of lipid
rafts, neglecting its size-dependence on the fusion rate [77]. Since this is the only
parameter that dictates the intramembrane dynamics, G is chosen to be identically
D ~ 10°nm? / s, thus fixing the time scale in this model. Lastly, R(a, t) is a function
that controls the recycling, i.e.,

e ¢ /as
Ria,t) = jou — Jott P(a), (5.2)
as

where single domains are brought to the membrane at random with a flux j,, and
with a size drawn from a normalized exponential distribution. Here, ay >~ 10nm?
represents the typical size of domains that are injected into the membrane. Also,
entire domain clusters are stochastically removed irrespective of their size with a
rate given by jog.

The differential equation given by (5.1) can be solved in the Laplace
transform space [78], namely we define the following function 75(A, 1 =
ag fooo Pa,t)e */as dq. For the sake of clarity, we also rewrite the dimensionless
quantities: T = t D/ags, Jou» = jon asz,/D, and Jor = Jjoras/D. By expressing then
Eq. (5.1) in terms of the above quantities, we obtain a nonlinear differential equation
of the form:

P I,

_ A I~
dr — 14a o (@) + Jus]l P(A, T) + ZP r, 1), (5.3)

where p(t) = 73(A =0, t) is the total number-per-area of domains (non-
dimensionalized by as). Evaluating Eq. (5.3) at A = 0, we find that

dp

1
gy = Jon = S p(D) = P (1), (5.4)

which can be solved by separation of variables. Using the initial condition py =
p(t = 0), the solution to Eq. (5.4) is given by

(00 + Jotr) + Qoo tanh[r%w]

= Jorr, (5.5)
(po + Jorr) tanh[’%’o] + Qx

(1) = Qs

where Q. = \/Jo%f + 2J,,. To find 75(A, 7), we define the function ¥ (A, 1) =
p(t) — 75()», 7), which by substitution into Eq. (5.3) gives that

Ay AJw

Lo
dr 14 Jor (X, T) — ) ve(x, 7). (5.6)
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This resembles Eq. (5.4), and thus its solution takes a similar form,

(WO()‘-) + Joff) + Qk tanhl:r%k:l

V0.7 = O, o
(Yo%) + Jup) tanh "$ | + ;.

= Jorr, (5.7

where Yo(A) = Y (A, 7 = 0) and Q) = \/Jo%f—i- 1243‘/\ Jon. As a consequence,

higher order moments of P can be found by differentiating 75(A, T), or equivalently

—y (XA, t), with respect to A and then evaluating the expression at A = 0.
For instance, the first moment of the distribution ¢(t) = foooa Pla,t)da =
- d‘iﬁ(k =0, 1) is found to be
J Jo
p(r)="" [1 et (1 - ¢o>], (5.8)
Joft Jon

which corresponds to the area-fraction of membrane domains; here, ¢9 =
a5 Vo0 = 0).

In addition, this allows us to find the time evolution of the average domain size,
which is defined by A(t) = as ¢ (7)/p(7); see Fig. 4a. In a similar way, the second
moment o (1) = dd;zﬁ()» =0, 7) can be exactly calculated, which yields the full
dynamics of the standard deviation WW(t) of the domain size distribution, shown
in Fig. 4b. The solutions shown in Fig. 4 tell us how the system will relax after
an initial perturbation in the recycling rates. For example, the average domain size
after reduction of J,, (red) first increases, because there are fewer small domains,
and then decreases, as the reduced overall mass leads to a smaller steady-state
size. It may be possible to perform such an assay experimentally by knocking
down or up-regulating key components of the synthesis or endocytic pathway. Since
the characteristic relaxation times of these central moments can be on the order
of tens of minutes (cf. Fig.2), they are therefore experimentally accessible. Such
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Fig. 4 Plots of (a) the average domain size .A(¢) and (b) the associated standard deviation of
domain sizes WV () as a function of time, for physiologically reasonable values of recycling rates
J,, = 1077 and J;z = 107, The initial boundary conditions at t = 0 are given by the following
step-like changes after the system reached its steady-state configuration, namely we induce a 50%
decrease in J,; (blue), a 50% decrease in J,, (red), and a 50% decrease in both J,,, and J, (green)
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measurements will allow us to estimate Jo, and Jog. Another approach to obtaining
information on the recycling rates is therefore to measure the steady-state values
of both p(7r) and ¢ (7). These are given by their limits as time T — oo, namely
Poo = Qoo — Jor and P = Jou/ o> Tespectively. These methods illustrate the
predictive power of this model. A A

Moreover, the steady-state value of P (X, ) is given by P,(L) = O — Q,.. This
can be inverse Laplace transformed, and a closed-form solution to the steady-state
distribution can be found:

Jon —a(1-Q)/as Q Q
Pula) = ""° () =n(“7)]. (5.9)
al Q. das as

where Q = J,,/ ng, and also /; and [j are the modified Bessel functions of the first
kind of order one and zero, respectively [79]. If plotted against the domain size a,
the form of the distribution shows a power-law behavior with a exponential cut-off
[43, 74], which can be clearly seen in the large domain size asymptotic expansion
of Eq. (5.9), namely

—a/ac J
Pac(a) = ea \/a; o (5.10)

where ac = ag (1 +2J0/ Jusz) ~ 4 Ai /as, with A, as the steady-state value of
the mean domain size. Since the critical size ac > A, the average size of the
domains will mostly be found within the power-law regime. Recently a very similar
scaling has been observed in the cluster size distribution of E-cadherin [80]. This is a
membrane protein that diffuses, aggregates, and is subject to recycling and therefore
can be thought of as being described within the same theoretical framework. A key
feature that arises from recycling is that physiologically reasonable values for the
rates Jon and Jogr give rise to membrane clusters or heterogeneities on the correct
sub-micron length scale, this being simultaneously much larger than the molecular
size and much smaller than the size of the system (Fig. 5).

6 Summary

We have here reviewed some studies of the lateral demixing of membrane con-
stituents in model systems as well as their connection to membranes in living cells.
We show how a simple two-component membrane under membrane recycling can
result in clusters or domains of intermediate sizes. In contrast, similar (equilibrium)
systems undergo macroscopic phase separation. In order to describe the physics of
the system we discussed a simple Smoluchowski-type model with external fluxes.
This can be tested against experiments and such a comparison will constrain the
unknown biophysical parameters controlling recycling. Suitable targets for such a
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Fig. 5 Log-log plot of the steady-state value of the dimensionless mean domain size A, and its
associated average domain radius R gomain in Nanometers, as a function of the recycling strength J,
at a fixed area coverage: 10% (blue); 20% (red); and 50% (green). Here, the dashed lines represent
the upper and lower bounds of estimates of the physiological values of Jy; and Rgomain, Which
shows that this model robustly recovers reasonable values for the average domain size over a large
range of recycling rates

comparison include experimental measurements of the moments and their relaxation
times. The main biophysical significance of the recycling mechanisms reviewed in
this chapter may well be in that they provide mechanisms for regulation of the lateral
membrane heterogeneity observed in cells. More elaborate and more biologically
detailed models can be constructed by extending these models to include finite size
effects [72] and/or some size-dependence of the recycling rates [76].
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1 Introduction

From cellular structures to organisms and populations, biological systems are
governed by principles of self-organisation. The intricate cycles of autocatalytic
reactions that constitute cell metabolism, the highly orchestrated processes of
nucleic acid transcription and translation, the replication and segregation of chro-
mosomes, the cytoskeletal assemblies and rearrangements that mechanically drive
important cellular processes like cell division and cell motility, the morphogenesis
of complex tissue from a single fertilised egg—all of these processes rely on
the generation of structures and gradients based on molecular self-organisation.
Frequently, the assembly and maintenance of these structures is accompanied by
spatial and temporal protein patterning.

What are the principles underlying self-organising processes that result in protein
patterns? Though the term ‘self-organisation’ is frequently employed, as it is here, in
the context of complex systems, it needs to be emphasised that there is no generally
accepted theory of self-organisation that explains how internal molecular processes
are able to coordinate the interactions between a system’s components such that
order and structure emerge. The field which has arguably contributed most to a
deeper understanding of emergent phenomena is ‘nonlinear dynamics’, especially
with concepts such as ‘catastrophes’ [1], ‘“Turing instabilities’ [2], and ‘nonlinear
attractors’ [3]. However, although pattern formation and its underlying concepts
have found their way into textbooks [4], we are far from answering the above
question in a comprehensive and convincing way. This chapter will highlight some
of the recent progress in the field, but also address some of the fascinating questions
that remain open.

In contrast to the conventional representation of pattern-forming systems in
classical texts, our exposition will be closely tied to the analysis of quantitative
models for specific biological systems. At first, this might appear to involve a
loss of generality. However, as we will see, only by studying the actual physical
processes that give rise to what we call self-organisation will we be able to uncover
its key features in the first place. These key aspects can then be generalised again by
identifying the according processes in other systems. Here, we will mainly, but not
exclusively, focus on a model for Min protein dynamics, a system of self-organising
proteins that is essential for precise cell division in the bacterium Escherichia coli.
The Min system offers an ideal combination of a broad and rich phenomenology
with accessibility to theoretical and experimental analyses on a quantitative level.
As we will see, a major finding from the study of the Min system is the role of
mass-conserved interactions and of system geometry in the understanding of self-
organised pattern formation.
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2 Intracellular Protein Patterns

The formation of protein patterns and the localisation of protein clusters is a
fundamental prerequisite for many important processes in bacterial cells. Examples
include Min oscillations that guide the positioning of the Z-ring to midcell in
Escherichia coli, the localisation of chemotactic signalling arrays and the posi-
tioning of flagella, as well as chromosome and plasmid segregation. In all these
examples, experimental evidence supports mechanisms based on reaction—diffusion
dynamics. Moreover, the central elements of the biochemical reaction circuits
driving these processes are P-loop NTPases. These proteins are able to switch from
an NTP-bound ‘active’ form that preferentially binds to an intracellular interface
(membrane or nucleoid) to an inactive, freely diffusing, NDP-bound form in the
cytosol.

Interestingly, these types of pattern—forming mechanisms are not restricted to
prokaryotic cells, but are found in eukaryotic cells as well. An important example is
cell polarisation, an essential developmental process that defines symmetry axes
or selects directions of growth. Signalling molecules accumulate in a restricted
region of the inner surface of a cell’s plasma membrane where they initiate further
downstream processes. For example, in the yeast Saccharomyces cerevisiae, cell
polarisation determines the position of a new growth or bud site. The central polarity
regulator responsible for this process is Cdc42, a small GTPase of the Rho family
[5]. Similarly, cell polarity plays an important role in proper stem cell division
[6] and in plant growth processes such as pollen tube or root hair development
[7, 8]. Another intriguing example of self-organised polarisation occurs in the
Caenorhabditis elegans zygote through the action of mutually antagonistic, so-
called partitioning-defective (PAR) proteins [9]. Moreover, the crucial role of
protein pattern formation in animal cell cytokinesis is highlighted by cortical waves
of Rho activity and F-actin polymerisation, recently observed in frog and starfish
oocytes and embryos [10].

Yet another system where protein patterns play an important role is the transport
of motor proteins along cytoskeletal filaments. We will not elaborate on this system
in this review, but would like to note that pattern formation in these systems is
based on similar principles as for the other systems. For instance, microtubules are
highly dynamic cytoskeletal filaments, which continually assemble and disassemble
through the addition and removal of tubulin heterodimers at their ends [11]. It was
recently shown that traffic jams of molecular motors on microtubules play a key
regulatory mechanism for the length control of microtubules [12-16].

2.1 MinCDE Oscillations in E. coli

Proteins of the Min system in the rod-shaped bacterium E. coli show pole-to-
pole oscillations [17-20], see Fig. 1. A combination of genetic, biochemical, and
cell biological studies has identified the following key features of the underlying
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Fig. 1 Oscillatory patterns of Min proteins in vivo. Left: Time-averaged MinD fluorescence
intensity profile along the red rectangle shown in the kymograph. Middle: Kymograph of pole-
to-pole oscillations of MinD and MinE in cells of normal length (shorter than 5um). Right:
Micrographs of GFP-MinD and MinE-GFP in vivo. Adapted from Ref. [21]

interaction network: (1) The ATPase MinD, in its ATP-bound dimeric form,
cooperatively binds to the cytoplasmic membrane [22-25], and forms a complex
with MinC that inhibits Z-ring formation [26]. (2) MinD then recruits its ATPase
Activating Protein (AAP) MinE to the membrane, triggering MinD’s ATPase
activity and thereby stimulating detachment of MinD from the membrane in its
monomeric form [27]. (3) Subsequently, MinD undergoes nucleotide exchange in
the cytosol and rebinds to the membrane [28]. (4) Notably, MinE’s interaction with
MinD converts it from a latent to an active form, by exposing a sequestered MinD-
interaction region as well as a cryptic membrane targeting sequence [29, 30].

All of these biochemical features give us highly valuable molecular information,
but in themselves they do not suffice to explain the emergent phenomenon of
Min oscillations. There are basically two unknowns. First, the detailed dynamic
processes underlying, for example, cooperative membrane binding of MinD, are
poorly understood on a mechanistic molecular level. At present, one can only
speculate on them based on structural data. For example, Hill coefficients have
been measured for MinD ATP (~2) and ADP (~1) [25], indicating that recruitment
may be associated with dimerisation. Secondly, and perhaps even more importantly,
even if all the details of the molecular processes were known, one would still not
know which is responsible to what degree for any specific macroscopic property
of the dynamic Min pattern. Furthermore, how these processes are affected by
changing protein expression levels and cell geometry is unclear, a priori. Both of
these obstacles represent major challenges for the field, and can be overcome only
by a combined experimental and theoretical approach.

The main biological function of Min oscillations is to regulate formation and
positioning of the Z-ring [20], comprised of curved, overlapping FtsZ filaments,
which interact with a range of accessory proteins that together make up the
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cytokinetic machinery [31]. The pole-to-pole oscillations of the MinD-ATP/MinC
complex result in a time-averaged density profile of MinC that is highest at the cell
poles and lowest at midcell. Since MinC acts as an antagonist of FtsZ assembly, Min
oscillations inhibit Z-ring formation at the poles and restrict it to midcell [26]. How
self-organisation into the Z-ring occurs remains unknown and is subject to extensive
research [32-34].

2.2 Cell Polarity in Yeast

Polarity establishment in budding yeast relies on crosstalk between feedback loops,
one based on the actin cytoskeleton, the other on a reaction—diffusion system [5].
Both are regulated by the Rho-type GTPase Cdc42. To fulfil its functions, it must
constantly cycle between a GTP-bound (active) and a GDP-bound (inactive) state.
In budding yeast, activation of Cdc42 is controlled by a single guanine nucleotide
exchange factor (GEF), Cdc24, and the hydrolytic activity of Cdc42 is promoted
by several GTPase-activating proteins (GAPs). In addition, Cdc42 is extracted from
membranes by a single Rho-guanine nucleotide dissociation inhibitor (GDI), Rdil
[35]; see Fig. 2 for an illustration of the biochemical network.

Initially two independent feedback loops were identified: one based on the actin
cytoskeleton and one based on a reaction—diffusion system that in vivo depends on
the scaffold protein Bem1 [35]. A combined experimental and theoretical study has
shown that a combination of actin- and GDI-dependent recycling of the GTPase
Cdc42 is required to achieve rapid, robust, and focused polarisation [36]. However,
there are still many open issues on the detailed interplay between these two
mechanisms.

The GDI-mediated polarisation in itself is reasonably well understood. Theo-
retical models differ in how they describe the recruitment of the GEF (Cdc24)
towards active Cdc42 on the membrane [37, 38]. Experimental data [36] support
a reaction network where recruitment of Cdc24 is mediated by Beml (Fig.2):

cytosol Cd<:42
Cdc42< > \
GTP L
GEF
Cdc42 Cdc42
membrane GDP GTP ~_
GEF

Fig. 2 Reaction network of the Cdc 42 system in yeast with a guanine nucleotide exchange
factor (Cdc24) and GAPs controlling the hydrolytic activity of Cdc42. The polarisation relies
on activation of Cdc42 through a Bem1-Cdc24-Cla4 complex and on extraction of Cdc42 from
membranes by the GDI Rdil
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Cytosolic Beml is targeted to the membrane by interaction with active Cdc42 or
other Cdc42-GTP-bound proteins such as Cla4 and subsequent binding of Bem1 to
the membrane [39—41]. Once bound to the membrane it recruits the Cdc24 from
the cytosol to the membrane [39, 40]. Membrane-bound Cdc24 then enhances both
the attachment and activation of cytosolic Cdc42-GDP to the membrane and the
nucleotide-exchange of membrane-bound Cdc42-GDP [36, 38]. A mathematical
model [38] based on this reaction scheme accurately predicts phenotypes associated
with changes in Cdc42 activity and recycling, and suggests design principles for
polarity establishment through coupling of two feedback loops. Recently, there has
even been evidence for a third feedback loop [42].

In a recent in vivo study the essential component Bem1 was deleted from the
reaction—diffusion feedback loop [43]. Interestingly, after the mutant was allowed to
evolve for about 1000 generations, a line was recovered that had regained the ability
to polarise, despite the absence of Bem1. Moreover, the newly evolved network had
actually lost more components, resulting in a simpler reaction—diffusion system.
The structure of this minimal network has yet to be identified (F. Brauns, J. Halatek,
L. Laan and E. Frey, unpublished).

2.3 Protein Pattern Formation in Animal Cell Polarisation
and Cytokinesis

As we have seen for the Min system in E. coli and Cdc42 in budding yeast,
protein patterns are an elegant way to convey intracellular positional information.
Thus, it is not surprising that more complex organisms also employ protein pattern
formation to control essential processes including cell polarisation, cytokinesis,
embryogenesis, and development.

An animal’s body plan is typically specified during embryogenesis. In this
context, the establishment and stable maintenance of cell polarity is a fundamental
feature of developmental programs. The so-called partitioning defective (PAR)
proteins are key molecular players that promote symmetry breaking and establish
intracellular polarity in diverse animal cells [44]. Here, we focus on the PAR
network in the nematode worm C. elegans, as this system has been particularly
well studied.

C. elegans PAR proteins are required for asymmetric cell division of the zygote,
which they achieve by generating two distinct and complementary membrane
domains with the aid of actomyosin flows [9, 45]. Several “design principles” of the
PAR network have been established by a combination of experiments and theory
[46]. A core feature of PAR polarity is the mutual antagonism between anterior and
posterior PAR components (Fig. 3), which preferentially accumulate on the anterior
and posterior halves of the membrane respectively, while being excluded from the
opposite half. The maintenance of this polarity is highly dynamic and involves
mobility of PAR proteins in the cytosol, their cross-inhibition via phosphorylation
as well as additional feedback loops [46]. Importantly, the mutual antagonism in
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Fig. 3 Cell polarisation in the C. elegans embryo. A reaction—diffusion network of mutually
antagonistic anterior and posterior PAR proteins, switching between “active” membrane-bound
and “inactive” cytosolic states, sustains opposing membrane domains in the C. elegans embryo.
Anterior and posterior PAR components are shown in red and blue, respectively. Adapted from
Ref. [47], copyright 2012 with permission from Elsevier and Ref. [9] with permission from AAAS

the PAR network relies on reversible switching of PAR proteins between “inactive”,
rapidly diffusing cytosolic and “active”, slowly diffusing membrane-bound states
[46], one of the key features of the pattern-forming protein networks discussed in
this chapter.

Another intriguing example of protein pattern formation occurs during animal
cell cytokinesis. This process involves the small GTPase Rho, whose localised
activation directs assembly of the cytokinetic machinery, consisting of F-actin
and myosin-2, in the equatorial cortex [48]. Recently, cortical waves of Rho
activity and F-actin polymerisation were discovered in frog and echinoderm oocytes
and embryos [10]. These protein patterns exhibited excitable dynamics and were
proposed to emerge through a reaction—diffusion mechanism involving positive
feedback during Rho activation and delayed negative feedback exerted by F-actin
(Fig. 4). In this view, Rho attaches to the plasma membrane in its inactive GDP-
bound form. On the membrane, Rho is then converted to its GTP-bound active
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Fig. 4 Cortical waves of Rho activity and F-actin polymerisation involved in animal cell
cytokinesis. (a) Possible scheme of interactions underlying wave formation. Inactive GDP-bound
Rho (RD) binds to the membrane, where it is activated to GTP-bound Rho (RT) via nucleotide
exchange in an autocatalytic, GEF-dependent manner. Subsequently, the theoretical model assumes
that coupled F-actin polymerisation (F) exerts a negative feedback on Rho activity converting it
back into its inactive form [10]. (b) Fluorescence image of cortical waves of Rho (malachite) and
F-actin (copper) in an Ect2-overexpressing starfish oocyte. Adapted from Ref. [10] by permission
from Macmillan Publishers Ltd: Nature Cell Biology [10], copyright 2015
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form in an autocatalytic manner, dependent on the Rho GEF Ect-2. Subsequently,
F-actin is assumed to mediate a negative feedback on Rho, converting it back to
its inactive form [10]. Remarkably, this reaction—diffusion network shares many
similarities with our previous examples, such as reversible protein attachment to
a lipid membrane, switching between different NTP-bound states and coupling of
feedback loops.

2.4 The Switch Paradigm

The molecular mechanisms underlying the spatio-temporal organisation of cellular
components in bacteria are frequently linked to P-loop ATPases such as ParA and
MinD [31, 49, 50]. ParA and MinD proteins belong to a family of proteins known
as the ParA/MinD superfamily of P-loop ATPases [31]. Both are known to form
self-organised dynamic patterns at cellular interfaces, ParA on the nucleoid and
MinD on the cell membrane. The nucleotide state of these ATPases determines
their subcellular localisation: While the ATP-bound form dimerises and binds to the
appropriate surface, the ADP-bound form is usually a monomer with a significantly
reduced affinity for surface binding that freely diffuses in the cell. Importantly,
both ParA and MinD have a partner protein (ParB and MinE, respectively) that
stimulates their ATPase activity and causes them to detach from their respective
surfaces. Moreover, there is a delay due to nucleotide exchange between the release
of the ADP-bound form from the surface and its subsequent rebinding in the dimeric
ATP-bound form. These interactions enable proteins to cycle between surface-
bound and cytosolic states, depending on the phosphorylation state of their bound
nucleotide. The surface-bound state is typically associated with spatially localised
function (e.g. the downstream regulation of other proteins on the surface), whereas
the cytosolic state enables spatial redistribution and formation of surface bound
patterns of these proteins. Despite the striking similarities on a molecular level,
the biological functions of ParA and MinD differ significantly. The Min system
directs the placement of the division site at midcell by inhibiting the assembly of
FtsZ into a ring-like structure (Z-ring) close to the cell poles. In contrast, ParA is
involved in chromosome and plasmid segregation. Several other ParA-like proteins
have been identified that are also important for the correct localisation of large
cellular structures at the cell poles, at midcell or along the cell length [31]. One of
these is PomZ in Myxococcus xanthus. PomZ is part of a protein system that—Ilike
the Min system—is important for Z-ring formation. However, in contrast to the Min
system, the Pom system positively regulates the formation of the FtsZ ring at midcell
[51-53]. Apart from the cell division and the chromosome partitioning machineries,
there are various other multiprotein complexes that are positioned by self-organising
processes based on P-loop NTPases. For example, the GTPase FIhF and the ATPase
FIhG constitute a regulatory circuit essential for defining the distribution of flagella
in bacterial cells [50, 54].
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3 Mass-Conserving Reaction-Diffusion Systems

All of the examples of intracellular pattern-forming systems discussed in the
previous section share some common features. They are reaction—diffusion systems
in confined intracellular space, where proteins cycle between the cytosol and the
cell membrane [55]. On the time scale on which these patterns form, net change
in the levels of the proteins involved is negligible and thus the copy number
within each protein species is conserved. The reactions correspond to transitions
of each protein species between a finite number of different states (membrane-
bound, cytosolic, active, inactive, etc.), and these states play different functional
roles in the corresponding biochemical circuit. For example, only membrane-bound
MinD induces positive and negative feedback by recruiting MinD and MinE from
the cytosol to the membrane. Hence, the protein dynamics can be understood
as a reaction—diffusion system where diffusion takes place in different spatial
domains (membrane and cytosol), and where reactions are sequences of state
changes induced by protein—nucleotide, protein—protein, and protein—-membrane
interactions.

Mass-conserving dynamics is the generic case for intracellular dynamics.
Because the production of proteins is a resource-intensive process, any mechanism
that utilises production and degradation as pattern forming mechanisms would
be highly inefficient and wasteful.! This excludes activator-inhibitor mechanisms
[56], since they are based on the interplay between autocatalytic production of
a (slow diffusing) activator and its degradation by a (fast diffusing) inhibitor.
Though such a mechanism is frequently invoked as a paradigm in biological pattern
formation [57], it is actually irreconcilable with the fundamental physical processes
on which intracellular pattern formation is based on [55]. This in turn implies
that the study of biological systems should reveal hitherto unknown mechanisms
for pattern formation. Recent research shows that this is indeed the case [58]. In
particular, explicit account for mass-conservation yields the total protein densities
as system control parameters. As we will see, these are crucial for the theoretical
understanding of the experimentally observed phenomena.

3.1 Cellular Geometry: Membrane and Cytosol

Figure 5 illustrates the geometry of a rod-shaped prokaryotic cell. It is comprised of
three main compartments: the cell membrane, the cytosol, and the nucleoid. There
are two major facts that are relevant for intracellular pattern formation. First, the
diffusion constants in the cytosol and on the cell membrane are vastly different.
For example, currently accepted values for Min proteins in E. coli are of the order

1Of course, such a process would also be limited by the duration of protein synthesis.
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cell membrane

Fig. 5 Schematic representation of the geometry of a rod-shaped bacterial cell. There are three
main compartments: cell membrane, cytosol, and nucleoid. The diffusion constants in these
compartments will, in general, be different

of D.~10pum?/s, and D,, ~0.01 um?/s, respectively. Second, due to the rod-like
shape, the ratio of cytosolic volume to membrane area differs markedly between
polar and midcell regions. Beyond this local variation of volume-to-surface ratio,
the overall ratio of cytosol volume to membrane area depends on the shape of the
cell.

3.2 Reaction-Diffusion Equations for the Min System

The biochemical reactions of the Min system outlined in Sect. 2.1 are summarised
in Fig. 6. In the following we will refer to this scheme as the skeleton network, as
it accounts only for those molecular interactions that are (presently) believed to be
essential for Min protein phenomenology. For a quantitative analysis, this skeleton
biochemical network has to be translated into a mathematical model [59, 60].

nucleotide
exchange

cytosol

attachment
recruitment hydrolysis

membrane E/

Fig. 6 Skeleton MinCDE network: Cytosolic MinD-ATP (T) attaches to the membrane, and
recruits MinD-ATP and MinE (E) from the cytosol. Recruitment of MinE leads to the formation
of MinDE complexes. MinE in the MinDE complexes stimulates ATP hydrolysis by MinD and
thereby triggers detachment and dissociation of membrane-bound MinDE complexes into cytosolic
MinD-ADP (D) and MinE

recruitment
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We denote the volume concentrations of MinE, MinD-ADP, and MinD-ATP in
the cytosol by ¢, ¢y, and ¢, Since the only reaction that takes place in the
cytosol is reactivation of cytosolic MinD-ADP by nucleotide exchange (with rate A)
to MinD-ATP, the ensuing reaction—diffusion equations read:

dcpp = DVicpp —Acpp (1a)
depr = DeViepr +Aepp s (1b)
dcp = DViey, (1¢)

The diffusion coefficients are typically distinct for all protein configurations, for
simplicity, we only distinguish between cytosolic (D.) and membrane bound (D)
states.

Only the active form of MinD, cpr, can attach to the membrane, either sponta-
neously with a rate kp or facilitated by MinD-ATP already bound to the membrane
(recruitment) with a rate k; ,m ;, where m ; denotes the areal density of MinD-ATP
on the membrane. Overall then, the reaction term reads Rzg =(kp +kypmy)Cpr,
where the tilde on the cytosolic concentration of MinD-ATP indicates that the value
must be taken in the immediate vicinity of the membrane. Membrane bound MinD-
ATP can also recruit cytosolic MinE to the membrane and thereby form MinDE
complexes. The corresponding reaction term reads RE =k, m, . Finally, MinE
in the MinDE complexes stimulates ATP hydrolysis by MinD and hence facilitates
detachment and decay of membrane bound MinDE complexes into cytosolic MinD-
ADP and MinE, cg, with rate k,,. This process is described by the reaction term
Rpp = k;,m,, where m ,, denotes the areal density of MinDE complexes on the
membrane. Taken together, the reaction—diffusion equations on the membrane read

dmy = Dy Vimy + R (my, Epp) — Rf(my, Ep), (2a)

dmy, = Dy Vimy, + RE(my, ég) — Rpp(my,) (2b)

where the index m denotes the Laplacian for membrane diffusion.

These two sets of reaction—diffusion equations, Eqgs. (1) and (2), are comple-
mented by nonlinear reactive boundary conditions at the membrane surface that
guarantee local particle number conservation. In other words, the chemical reactions
involving both membrane-bound and cytosolic proteins equal the diffusive flux onto
(—) and off (4) the membrane (the index L denoting the outward normal vector at
the boundary):

DCVJ_CDD|m = +RBE(mdg) > (3a)
DN icpr|, = —Rj(my. ¢pr). (3b)

DVicg|, =+4Rpp(mg,) — RE(my, ép). (3c)
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For example, Eq. (3a) states that detachment of MinD-ADP following hydrolysis
on the membrane is balanced by gradients of MinD-ADP in the cytosol. In general,
any exchange of proteins between the membrane and the cytosol leads to diffusive
fluxes and thereby to protein gradients in the cytosol since the membrane effectively
acts as a sink or source of proteins. These gradients are essential for understanding
the mechanisms underlying intracellular pattern formation, and preclude a naive
interpretation of the cytosol as a spatially uniform particle reservoir.

For the model to be complete, one needs to know the values of all of the
reaction rates. However, the estimation and choice of system parameters is a highly
nontrivial problem. Nonlinear systems are generically very sensitive to parameter
changes, whereas biological function has to be sufficiently robust against variations
in the kinetic rates and diffusion coefficients (e.g. caused by temperature changes).
In addition, only rarely are the system parameters known quantitatively from
experiments. For the Min system only the diffusion coefficients have been measured
and estimates for the nucleotide exchange rate A [61] and the Min protein densities
exist [62]. However, a theoretical investigation of the skeleton model by means of
linear stability analysis and numerical simulations was able to identify parameter
regimes where the experimentally observed patterns are formed [60].

3.3 Basic Mechanisms Underlying Min Oscillations in E. coli
Cells

From the analysis of the skeleton model [60], quantified by the reaction—diffusion
equations in the previous section, one can now learn how Min proteins self-organise
to give rise to pole-to-pole oscillations in vivo.

The basic theme of the protein dynamics is the cycling of proteins between
the membrane and the cytosol. This cycling is driven by the antagonistic roles of
MinD and MinE: Membrane-bound active MinD facilitates flux of MinD and MinE
from the cytosol to the membrane (recruitment). This accumulation of proteins at
the membrane is counteracted by MinE’s stimulation of MinD’s ATPase activity,
which triggers detachment of both MinD and MinE. In concert with redistribution
of proteins through cytosolic diffusion, spatio-temporal patterns may emerge on the
membrane.

However, the formation of pole-to-pole oscillations is by no means generic in the
context of the above reaction scheme.” In general, there are conditions on the values
of the reaction rates, as well as on the relative abundances of the proteins which

2In general, a given reaction—diffusion equation can generate a plethora of spatio-temporal patterns,
as is well known from classical equations like the complex Ginzburg-Landau equation [63] or the
Gray-Scott equation [64-68]. Conversely, a given pattern can be produced by a vast variety of
mathematical equations. Hence, one must be careful to avoid falling into the trap: “Cum hoc ergo
propter hoc” (correlation does not imply causation).
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Fig. 7 Key mechanism underlying Min oscillations. (a) Locally sequestrated MinE constitutes
the MinE ring, which moves toward the left pole through local cycling. Detaching MinD rebinds
predominantly at the left pole and initiates formation of a weak polar zone at the right end. The
delay in reattachment caused by the need for nucleotide exchange is indicated by dashed lines. (b)
MinE depletes the old polar zone of MinD, until only MinDE complexes are left, then reassembles
at the rim of the new polar zone, formed by redistributed MinD. Adapted from Ref. [60] under the
CC-BY-NC-ND 3.0 license

have to be met. An exhaustive parameter scan for model equations (1), (2), and (3)
has shown that, for spatial patterns to emerge in the skeleton model, MinE needs
to be recruited faster to the membrane-bound protein layer than MinD, while being
lower in total particle number [60]

kip <kse, Ng <Np. 4

These conditions give rise to the formation and separation of MinD and MinDE
domains, the polar zone and MinE ring, as the two basic emergent structures of
pole-to-pole oscillations. As illustrated in Fig. 7, this is (heuristically) understood as
follows [60]. The higher particle number of MinD enables complete sequestration
of MinE in membrane-bound MinDE complexes, while leaving a fraction of MinD
available to initiate a new polar zone.®> Given a sufficiently high MinD membrane
concentration and MinE recruitment rate k4 g, detaching MinE rebinds immediately,
forming the prominent MinE ring. Continuous MinE cycling locally depletes the
membrane of MinD, leading to a slow poleward progression of the MinE ring along
the gradient of membrane bound MinD, whereupon a fraction of detaching MinD
initiates a weak polar zone in the opposite cell half, see Fig. 7a. The new polar zone
grows due to steady redistribution of MinD, while most MinE remains sequestrated
in the old polar zone until the remaining MinD molecules are converted into MinDE
complexes, see Fig. 7b. Once this state is reached, the Min proteins rapidly detach,
dissociate, and diffuse through the cytosol and rapidly reattach at the new polar zone,
leaving behind a region of high MinDE/MinD ratio, where immediate reformation
of polar zones is inhibited. Due to the faster recruitment of MinE, the MinE ring

31t should be noted that the condition on the particle numbers mainly serves to emphasise the
sequestration mechanism. In order for MinD to accumulate in polar zones the action of MinE
must be disabled, and specifying that there are fewer MinE particles permits them to be spatially
confined. Outside of this zone MinD can accumulate on the membrane. Recently, it has been shown
that MinE’s conformational switch can transiently attenuate the action of MinE, thereby removing
the requirement regarding the relative particle numbers of MinD and MinE [69].
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reassembles at the rim of the new polar zone, which provides the crucial separation
of MinD and MinDE maxima, i.e. a polar zone and a MinE ring.

There is one element of the above argument which needs further consideration:
The sequestration of MinE is transient, and hence the system is oscillatory, only if
detaching MinD gradually leaks from the old to the new polar zone. But, how is this
process established and regulated? Leakage from the old polar zone is determined
by the balance between two opposing factors: the ATPase cycle of MinD, and
the propensity of cytosolic MinD to bind to the membrane. MinE stimulates the
ATPase activity of MinD and thereby initiates detachment of ADP-bound MinD.
The inactive MinD cannot reattach to the membrane until it is reactivated by
nucleotide exchange. This delay implies that the zone near the membrane is depleted
of active MinD, i.e. MinD has time to diffuse further away from the membrane into
the cytosol before it is reactivated. Taken together, these factors effectively suppress
immediate reattachment of MinD and promote its leakage from the polar zone: The
slower the nucleotide exchange, the more particles leak from polar zones. This
is counteracted by MinD recruitment: The stronger the recruitment, the “stickier”
the membrane and hence the fewer particles leak from polar zones. Clear evidence
for this reasoning comes from the slowing down of the oscillation with increasing
nucleotide exchange and MinD recruitment rates, depicted in Fig. 8a.

Numerical simulation of the reaction—diffusion equations, Egs. (1)—(3), reveals
further functional characteristics of Min oscillations. For nucleotide exchange
rates A = 5sL, close to the experimentally determined lower bound of 3 s
reaccumulation of the polar zone always starts in the opposite cell half, and the

>
es]

g
>
4
2

| _ - kap

I 0.01 gm?/s
100 -

005 um?/s

Oscillation Period T'

\
f
\
f
Surpouuryo quI Swsearom

e
50 &
T
B ; = 0 20
increasing MinD channeling (C) _ * =59 ) of - v 0.1 pm?/s
———————————————————- -~ " . H
20 L I I 0 [l L - Il
0.02 0.04 0.06 0.08 0.10 0 50 100 0 50 100
MinD recruitment rate kqp Time [s] Time [s]

Fig. 8 Canalised MinD transfer and regulation of spatial MinD reattachment by MinD recruit-
ment. (a) Temporal period of Min oscillations as a function of the MinD recruitment rate k),
and nucleotide exchange rate A in cells of 4 um length. With instantaneous nucleotide exchange,
oscillations only exist at low MinD recruitment rates (grey). Beyond this threshold the nucleotide
exchange and recruitment rates become control parameters for the spatial distribution of MinD
reattachment. At high but finite nucleotide exchange rates the oscillation period increases with the
MinD recruitment rate, as MinD reassembles in front of the polar zone. At low nucleotide exchange
rates the oscillation period decreases with MinD recruitment, as the pole-to-pole particle transfer
becomes canalised between the two cell halves. (b) Kymographs for A = 5s~! showing the total
MinD membrane density, m ; +m ;,, and MinD flux J, = DV (cp7 +¢pp)lm on (blue) and off
(red) the membrane, for a set of increasing MinD recruitment rates k; ,. MinD reaccumulates at the
opposite cell pole while the old polar zone is still present. Increasing MinD recruitment accelerates
the growth of new polar zones towards midcell and synchronises depletion and formation of polar
zones at opposite cell ends by canalising the MinD flux from old to new polar zones. Adapted from
Ref. [60] under the CC-BY-NC-ND 3.0 license
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recruitment rate k;p of MinD regulates how fast the new polar zone grows towards
the old one (Fig. 8b). Notably, at kgp = 0.1 um?/s in Fig. 8b, the redistribution
of MinD from old to new polar zone is highly canalised, i.e. the total MinD
flux is directed towards the opposite cell half immediately after the polar zones
start to shrink (Fig. 8b). This implies that growth and depletion of polar zones are
synchronised. This is also reflected in the characteristic triangular shape observed
in MinD kymographs [21], where new polar zones start growing towards midcell
while old polar zones shrink towards the cell pole (Fig. 8b).

Although most of the Min protein patterns (like stripe patterns) observed in
filamentous mutant E. coli have no biological function, the theory is able to account
for their occurrence. This argues strongly that they too arise from the mechanism
that optimises the spatial profile of pole-to-pole oscillations for midcell localisation.
In other words, the rich phenomenology in mutant cells appears to be a by-product
of the evolutionary optimisation of the wild-type dynamics.

3.4 Cell Geometry and Pattern Formation

To ensure robustly symmetrical cell division, one would expect Min patterns to
scale with cell size and shape, at least within the biologically relevant range.
Indeed, recent experiments using ‘cell-sculpting’ techniques [70] have shown that
longitudinal pole-to-pole oscillations are highly stable in cells with widths below
3um, and lengths in the range of 3—6 um. Interestingly, however, outside of this
range of cell geometries, Min proteins show diverse oscillation patterns, including
longitudinal, diagonal, rotational, striped, and even transverse modes [18, 70—
76]. What is the origin of the simultaneous robustness of Min oscillations inside
the biologically relevant regime and the bewildering diversity of patterns and
multistability outside of it? In what sense are these seemingly contradictory features
two faces of the same coin?

To answer these questions one has to address how and to what extent the
existence and stability of different patterns is affected by a cell’s geometry, and
which specific biomolecular processes in the Min reaction circuit control how the
system adapts to cell geometry. This has recently been achieved by a combination of
numerical studies, based on the reaction—diffusion model discussed in Sect. 3, and
experimental studies, in which the geometry of E. coli bacteria was systematically
varied [72].

There are basically two types of randomness that may affect the process of
pattern selection, or transitions between patterns if multiple stable patterns are
possible. First, the inherent randomness of any chemical reaction may cause
stochastic transitions between patterns. Though such stochastic effects are possible
in principle [77], given the large copy number of Min proteins, they are unlikely to
be the major source for transitions between patterns; factors like heterogeneities and
asymmetries are expected to be far more important. Second, there are many different
factors which cause realistic cellular systems to be asymmetric or heterogeneous.
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Fig. 9 Basins of attraction predicted from systematic perturbations of patterns with shallow
attachment gradients. (a) Relative distribution of the final patterns (indicated on the right) observed
after sampling all alignment angles of the MinD attachment template from 0° to 90°. The MinD
recruitment rate was set to a constant value k; , = 0.1. The data shows the increase in the incidence
of multistability as the cell size is increased beyond minimal values for cell length and cell width.
(b) Fractions of the final patterns in cells of 9- and 10-um length after sampling all alignment
angles of the MinD attachment template from 0° to 90°. The data shows that increasing the MinD
recruitment rate facilitates multistability. Adapted from Ref. [72] under the CC BY 4.0 license

For example, the membrane affinity of MinD depends on the lipid composition,
which in turn is sensitive to membrane curvature. Hence, small asymmetries of
the cell shape translate to variations of MinD membrane attachment. While these
asymmetries and heterogeneities are intrinsic to ensembles of cells, they need to
be specifically emulated in numerical simulations. A natural choice are gradients in
the MinD attachment rate that are inclined at all possible angles to the long axis of
the cell. The magnitude of these gradients must be sufficiently large to significantly
affect the pattern selection process, but at the same time small enough not to cause
any asymmetry in the final stable pattern. A relative magnitude of variation in the
range of 20% (well below the natural variability of MinD affinity to different lipids
[25, 78]) fulfils these requirements. Figure 9 shows histograms of the final stable
patterns obtained by sampling over all directions of the gradient, as a function of cell
width and length, and of the MinD recruitment rate [72]. For a recruitment rate fixed
to the value that facilitates canalised transfer, k iD= 0.1, the following observations
are of note. (i) As cell length is increased, striped oscillations become more frequent
patterns. (ii) The fraction of oscillatory striped patterns tends to decrease in favour
of transverse patterns as the cell width increases, indicating that cell width, and
not cell length, is the main determinant for the onset of transverse modes. Both
observations are remarkably consistent with experimental data based on random
sampling of live E. coli cells after they have reached a defined shape [70]. Numerical
simulations allow us to go beyond the analysis of cell geometry, and investigate the
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effect of MinD recruitment rate, see Fig. 9b. In narrow cells with widths ranging
from 1 to 3 um, one observes that the fraction of stripes increases with the MinD
recruitment rate [60, 72]. In contrast, for cells that reach a width of 5 um, stripe
patterns are absent below some threshold MinD recruitment rate. With increasing
MinD recruitment rate, transverse patterns appear first and increase in frequency,
while the fraction of striped patterns takes on a constant value.

There are several conclusions one can draw from these observations. The most
obvious one is that multistability in Min patterns is not determined by either
kinetic parameters or cell geometry alone, but originates from the interdependence
between these two factors. In addition, increasing the size of a Turing-unstable
system alone does not in itself facilitate the existence of multiple stable patterns.*
This is clearly evident from the observation that the emergence of a pole-to-pole
oscillation in a short cell does not generically imply the existence of a stable
striped oscillation with a characteristic wavelength in a long filamentous cell [60].
Instead, the emergence of a characteristic length scale (which becomes manifest in
striped oscillations) is restricted to a specific regime of kinetic parameters, where
growth and depletion of spatially separated polar zones become synchronised such
that multiple, spatially separated polar zones can be maintained simultaneously
(“canalised transfer” regime) [60]. A key element among the prerequisites that
permit this regime to be reached is that the degree of nonlinearity in the kinetics
of the system (MinD cooperativity) must be particularly strong. Notably, the same
mechanism that enables striped oscillations in filamentous cells also facilitates
transverse oscillations in wide cells.

These findings hint at an exciting connection between multistability, the ability
of patterns to sense and adapt to changes in system geometry, and the existence of an
intrinsic length scale in the underlying reaction-diffusion dynamics. Remarkably—
and contrary to the treatments in the classical literature—the existence of an intrinsic
length scale is not generic for a Turing instability per se. One example is the
aforementioned selection of pole-to-pole patterns in arbitrarily long cells where
MinD recruitment is weak. In this case, irrespective of the critical wavenumber of
the Turing instability, the final pattern is always a single wave traveling from pole
to pole. The selection of a single polar zone is also characteristic in the context of
cell polarity [38, 79], where it has been ascribed to the finite protein reservoir and
a winner-takes-all mechanism. It will be an interesting task for further research to
elucidate the general requirements for the emergence of an intrinsic length scale in
mass-conserved reaction—diffusion systems.

4This is surprising, because Turing instabilities are generically associated with the existence of a
characteristic (or intrinsic) wave length in the literature. This is evidently not the case here.
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3.5 Principles of Adaptation to Geometry
in Reaction-Diffusion Systems

How does the geometry of a cell affect the formation of spatio-temporal patterns?
This question may be rephrased in more mathematical terms as follows: What
are the inherent features of a reaction—diffusion system in confined geometry that
promote or impede the adaptation of the ensuing patterns to the size and shape of
that confining space?’ In previous sections, we have seen two recurrent themes:
nucleotide exchange and positive feedback through recruitment. To elucidate the
role of these two factors we will in this section study a minimal pattern-forming
system comprised of a single NTPase only.

As illustrated in Fig. 10, the NTPase cycles between an NDP-bound inactive (D)
and an NTP-bound active state (7). Both protein species are able to bind to the
membrane spontaneously; for simplicity, we take the rates to be identical and given
by k4. In addition, to direct membrane attachment, each protein species may also
bind cooperatively to the membrane with corresponding recruitment rates k,,p for
the inactive and k,,7 for the active protein species. Detachment of the membrane-
bound species is asymmetric: While the inactive species is simply released to the
cytosol with detachment rate k_, detachment of the active species is triggered by
NTP hydrolysis which is thereby converted into cytosolic inactive D; again, for
simplicity, we assume the corresponding detachment rates to be equal and given by
k_. Reactivation of cytosolic inactive D through nucleotide exchange occurs at rate
A. Both protein forms are allowed to freely diffuse in the cytosol and the membrane
with diffusion constants D, and D,,, respectively.

Denoting the concentrations of D and T in the cytosol by ¢, and ¢, and by m
and m, on the membrane, respectively, the reaction—diffusion equations read

Orcy = DeAcy + Acp, (5a)
oicp = DcAcp —Acp, (5b)
Omy = Dy Ayymy + (kpCp —k_mp) + ky,pmycp, (5¢)
omp = DpyAymp + (kyp —k_mp)+k,pmpcp. (5d)

5In 1966 Mark Kac published an article entitled “Can one hear the shape of a drum?”[80]. As the
dynamics (frequency spectrum) of an elastic membrane whose boundary is clamped is described
by the Helmholtz equation V2u + ou = 0 with Dirichlet boundaries, Vu | L= 0, this amounts to
asking how strongly the eigenvalues o depend on the shape of the domain boundary. Here we ask
a much more intricate question, as the dynamics of pattern-forming systems are nonlinear and we
would like to know the nonlinear attractor for a given shape and size of a cell.
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Fig. 10 The NTPase can bind to the membrane in both of its states with attachment rate k., or
cooperatively with corresponding recruitment rates ky,p for D and k,,7 for T. NTP hydrolysis by
T triggers detachment with rate k_, converting membrane-bound 7 into cytosolic D. Membrane-
bound D is also spontaneously released to the cytosol with detachment rate k_. Cytosolic D
undergoes nucleotide exchange with a rate A

As before, reactive and diffusive fluxes balance at the membrane-cytosol boundary

D.Vicrplm =—(ky + k,pmyp)Cy (6a)
DcVicplm = —(k+ +kmDmD)5D +k_(mp+myg). (6b)

Solving this set of equations numerically in elliptical geometry reveals a series
of striking features (Fig.11): (i) In elongated cells the protein density on the
membrane and in the cytosol is always inhomogeneous, and reflects the local cell
geometry. (ii) There are two distinct types of patterns: membrane-bound proteins
either accumulate at midcell or form a bipolar pattern with high densities at both
cell poles. (iii) The protein gradients scale with the size of the cell, i.e. fully adapt
to the geometry of the cell.

The type of polarity of these patterns is quantified by the ratio of the den-
sity of membrane-bound proteins located at the cell poles to that at midcell:
P = Mpole/ Mmidcell. Accumulation occurs either at the cell pole or at mid-
cell depending on the value of the preferential recruitment parameter Z =
(k,, p—k,,7)/(k,, pt+k,,r): One finds that proteins accumulate at the cell poles
(& > 1) if there is a preference for cooperative binding of D (#Z > 0).
Moreover, the polarity & of this bipolar pattern becomes more pronounced with
increasing Z. In contrast, when cooperative binding favours 7 (# < 0), proteins
accumulate at midcell (& < 1). Thus, the sign of the recruitment preference %
for a protein in a particular nucleotide state controls the type, while its magnitude
determines the amplitude of the pattern. With increasing eccentricity of the ellipse,
the respective pattern becomes more sharply defined; for a spherical geometry,
the pattern vanishes. In summary, cell geometry controls the definition of the
pattern, and the preference for membrane recruitment of a certain nucleotide state
determines both the location on the cell membrane where the proteins accumulate
and how pronounced this accumulation becomes.
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Fig. 11 Membrane-bound proteins either accumulate at midcell (left) or form a bipolar pattern
with high protein densities at the cell poles (right). The left and right plots show the normalised
concentration of the membrane density (blue curve) and the corresponding geometry of the cell
(grey ellipse). The membrane density of the protein is divided by its minimum concentration (left:
113 um ™!, right: 100 um~") such that the minimum of the normalised density is 1. The polarity
P = Mpole/Mmidcell (colour bar in plot is logarithmically spaced) of the pattern strongly depends
on cell geometry and preference Z = (k,,, — k,,7)/(k,,, p + k,, ) for the recruitment of a certain
nucleotide state (middle); the length of the short axis is fixed at / = 1pum, and we have used
k,pt+k,r = 0.1um/s. While for large % (preferential recruitment of D) the proteins form a

m
bipolar pattern on the membrane, the membrane-bound proteins accumulate at midcell for small R

(preferential recruitment of 7). If the recruitment processes are balanced (# = 0), the pattern is
flat and polarity vanishes. The cell geometry determines how pronounced a pattern becomes: The
more elongated the ellipse, the more sharply defined the pattern, which vanishes completely when
the ellipse becomes a circle. Reprinted from Ref. [81] with permission from PNAS

What is the origin of these polar patterns and their features? To answer this
question in the clearest possible way, it is instructive to consider the limiting
case where positive feedback effects on recruitment are absent and the dynamics
hence are fully linear. Then, Eqgs. (5)-(6b) imply that both the total concentration
of proteins on the membrane, m = mp + m, and in the cytosol, ¢ = ¢, + ¢,
are spatially uniform if the detailed balance condition k4 ¢ = k_ m holds for the
exchange of proteins between the cytosol and the membrane. This uniformity in
total protein density, however, does not imply uniformity in the densities of the
active and inactive protein species, either on the cell membrane or in the cytosol!
The origin of this effect is purely geometrical, and it is linked to the finite time
required for nucleotide exchange in the cytosol. Heuristically, this can be seen as
follows (Fig. 12a). As only inactive proteins D are released from the membrane, they
act as a source of cytosolic proteins. In the cytosol they are then reactivated through
nucleotide exchange, which is effectively equivalent to depleting the cytoplasmic
compartment of inactive proteins. This in turn implies the formation of a gradient of
inactive proteins and a corresponding, oppositely oriented gradient of active proteins
as one moves away from the membrane into the cytosol. As is known from standard
source-degradation processes, the ensuing density profile for D in the cytosol is
exponential, with the decay length being set by £; = /D¢/A.

Due to membrane curvature these reaction volumes overlap close to the cell
poles (Fig. 12b, bottom), which implies an accumulation of D at the cell poles. The
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Fig. 12 Membrane affinity controls, and recruitment amplifies adaptation to geometry. The cells
used for the numerical studies have a length of L = 5um and a width of / = 1 um. (a) Even
when recruitment is turned off, 7 and D form inhomogeneous density profiles in the cytosol.
D accumulates close to the poles and is depleted at midcell. In contrast, 7 exhibits a high
concentration at midcell and a low concentration at the poles. The attachment and detachment
rates are set to 1 um/s and 1s~', respectively, which gives a penetration depth £, ~ 1.6um.
(b) Illustration of the source-degradation mechanism for the spatial segregation of cytosolic D
and 7. All proteins that detach from the membrane are in an NDP-bound state and can undergo
nucleotide exchange, the range of D in the cytosol is limited to a penetration depth ¢, (dashed
lines); here, £, = 0.35um. At the poles this reaction volume receives input from opposing
faces of the membrane resulting in an accumulation of cytosolic D (dark red). The magnitude

of this accumulation depends on the penetration depth. The polarity #nxpp = mS"le / m{i"idce” of
membrane-bound D plotted as a function of £, shows a maximum at £, = 0.35um and vanishes
in the limits of large as well as small penetration depths. Reprinted from Ref. [81] with permission
from PNAS

effect becomes stronger with increasing membrane curvature. Moreover, there is an
optimal value for the penetration depth ¢, roughly equal to a third of the length /
of the short cell axis, that maximises accumulation of D at the cell poles (Fig. 12b,
top). As £, becomes larger than /, the effect weakens, because the reaction volumes
from opposite membrane sites also overlap at midcell. In the limit where £; is much
smaller than the membrane curvature at the poles, the overlap vanishes, and with
it the accumulation of D at the poles. More generally, these heuristic arguments
imply that the local ratio of the reaction volume for nucleotide exchange to the
available membrane surface is the factor that explains the dependence of the protein
distribution on cell geometry.

4 In Vitro Reconstitution and Theoretical Analysis of Min
Protein Pattern Formation

A key step towards understanding pattern formation mechanisms in biological
systems is the identification of the essential functional modules that facilitate
the formation of certain patterns. In living systems, such an identification is
strongly impeded by the vast amount of potentially interacting and, therefore,
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interdependent components. A common strategy for tackling the complexity of
biological systems is mathematical modelling, which has been discussed in the
previous section of this chapter. While mathematical analysis is able to identify
possible mechanisms of pattern formation, it is also based on a priori assumptions
about the biological system under consideration. However, these assumptions need
to be tested by suitable experiments. Ideally, a conclusive comparison between
theory and experiment requires the ability to isolate the essential players of the
pattern forming dynamics and reconstitute them in a minimal system lacking any
other potential interactions and allowing for precise control of parameters, such as
protein concentrations or geometric boundaries.

A major breakthrough in this regard was the successful in vitro reconstitution of
Min protein patterns in a lipid bilayer assay [82]. These experiments demonstrated
that a flat lipid bilayer surface coupled to a cytosolic solution containing only
MinD, MinE, and ATP is sufficient for the formation of membrane bound Min
protein patterns. However, the patterns observed in reconstituted (in vitro) systems
significantly differed from the intracellular patterns found in vivo (Fig. 13). While
the majority of patterns found in vivo can be viewed as standing waves with a
wavelength matching the cell length, the patterns on the flat membrane are travelling
and spiral waves with wavelengths one order of magnitude greater than the typical
length of E. coli.

experimental control parameter:
cell length and width

in vivo

(cell sculpting)

longitudinal standing waves

lpum

longitudinal standing waves

=

transversal standing waves

I

in vitro
(full confinement)

longitudinal standing waves

10pm

longitudinal traveling waves

) )

spiral waves

Fig. 13 Min protein patterns in vivo vs in vitro. Schematic depiction of the phenomenology
observed in experiments when the system geometry is changed. For small systems the patterns
in reconstituted systems [83] are similar to intracellular dynamics [70], showing pole-to-pole
oscillations (with different length scales) in both cases. However, as the system length and width
are increased, patterns appear that are not normally seen in vivo
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4.1 A Kaleidoscope of In Vitro Patterns

The successful reconstitution of Min protein patterns on flat lipid bilayers stimulated
a plethora of in vitro experiments that studied Min protein dynamics under various
circumstances and revealed a true kaleidoscope of patterns (Fig. 14). On flat lipid
bilayers one observed spiral and travelling wave patterns, and a varying degree of
spatial coherence sometimes verging on chemical turbulence [84]. Other exper-
iments constrained the Min protein dynamics geometrically to small membrane
patches [85], semi-open PDMS grooves with varying lipid composition [86], lipid-
interfaced droplets [87], and bilayer coated three-dimensional chambers of various
shapes and sizes [83]. Strikingly, the observed patterns show a very broad range of
characteristics and varying degrees of sensitivity to the geometry of the enclosing
membrane. Other experiments were performed in large, laterally extended flow
cell devices with a flat lipid bilayer of varying lipid composition attached at the
bottom [88]. These experiments showed that Min protein patterns are formed even

{c) Traveling waves  (d)  Rotations

Fig. 14 Min patterns in vitro. (a) Spiral- and travelling-wave patterns observed on flat lipid
bilayers. From Ref. [82]. Reprinted with permission from AAAS. (b) Pole-to-pole oscillations
in semi-confined PDMS grooves. Reprinted with permission from Ref. [86], copyright 2013
Wiley-VCH Verlag GmbH and Co. KGaA, Weinheim, Germany. (¢) Standing waves, travelling
waves, and spiral waves observed in fully confined microfluidic chambers with different lateral
dimensions. Adapted from Ref. [83] under the CC BY 4.0 license. (d) Exotic Min protein patterns
on flat lipid bilayers in large laterally extended flow cells showing different phenomenology
depending on the distance to the outlet and inlet of the flow cell device. Reprinted from Ref. [92]
with permission from PNAS
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when there is hydrodynamic flow in the cytosol. Furthermore, these experiments
revealed the capability of Min protein dynamics to form exotic patterns sharing
characteristics of travelling waves and stationary patterns alike [88].

Despite these intensive experimental efforts, a quantitative reconstitution of Min
protein patterns observed in vivo has not been achieved. Instead a broad range
of different patterns has been found, all of which exhibit wavelengths that are
several times larger than that of the in vivo pattern. The pole-to-pole patterns
that are observed in (semi-)confined compartments [83, 89] most closely resemble
those seen in vivo. Interestingly, this resemblance is limited to geometries with
dimensions below the typical wavelength of the pattern. In these systems the
characteristic pole-to-pole oscillation is observed in vivo as well as in vitro. If the
length and width of the confined system are increased, the reconstituted in vitro
experiments [83] predominantly show traveling and spiral wave patterns, whereas
in vivo experiments show longitudinal and transversal standing waves [70, 72]. This
suggests that the underlying mechanisms (dynamic instabilities) are actually not the
same.® While longitudinal and transversal standing waves have also been observed
in semi-confined PDMS grooves of specific sizes [89], the patterns became chaotic
in these experiments when the system size was increased [89].

Given these ambiguous results, how can we reconcile the kaleidoscope of in
vitro patterns and the range of in vivo patterns? In the following, we discuss how
theory can shed some light on these bewildering results. As we will see, a key
problem with the interpretation of recent in vitro reconstitution experiments and
their comparison to in vivo dynamics lies in the lack of the ceteris paribus condition,
i.e. conditions where only one control parameter is varied while the rest are held
constant. Achieving quantitative control over all parameters will be the key goal for
future experiments.

4.2 The Polychotomy of Min Protein Patterns

All experimental evidence supports the assumption that the Min system can be
understood as a reaction—diffusion system driven by nonlinear (cooperative) protein
interactions. Therefore, we can expect that Min protein dynamics will share generic
features of such nonlinear systems. In particular, as is well known in the field
of nonlinear dynamics, even very simple models can produce a broad variety of
patterns [64—68]. Moreover, which patterns are observed depends on the parameters

SWe note that travelling wave patterns have also been observed in vivo [90], albeit only upon
massive over-expression of MinD and MinE, leading to highly elevated intracellular protein
densities and pathological phenomenology [91] relative to the wild type. While the exact protein
densities in the experiments have not been measured, this observation is consistent with the
observation of travelling waves in fully confined compartments, where the protein densities inside
microfluidic chambers were also elevated [83]. For further discussion of the effect of protein
densities, we refer the reader to Sect. 4.2.
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of the system. In the classical mathematical theory these parameters are the
coefficients of the (non-)linear interactions (representing the “kinetics”), as well as
the diffusion coefficients.

Diffusion coefficients (in the cytosol) have been measured in vivo [61] and in
vitro [82, 84], and they can be controlled experimentally by the addition of crowding
agents [83, 85]. Kinetic parameters of the Min system are much more difficult to
measure and to control. However, diffusion coefficients and kinetic rates are not
the only control parameters. Most of the classical literature in nonlinear dynamics
accounts neither for system geometry nor for the mass-conserving nature of bio-
molecular interactions. This might explain why the fact that system geometry as
well as protein densities can be key control parameters of the system’s dynamics
is often overlooked. The effect of changes in these parameters is not necessarily
restricted to changes in the length- and time-scales of the dynamics (e.g. wavelength,
wave speed, and oscillation period), but can also induce qualitative changes and
transitions between patterns.

One clear difference between the reconstituted Min system on flat lipid bilayers
and the intracellular system in E. coli is the vastly increased ratio of cytosolic
volume to membrane surface in the in vitro system, where the height of the system
is of the order of milimetres, instead of um in the living system. A recent theoretical
analysis [58] has shown that increasing this volume-to-surface ratio leads to an
increased wavelength of the pattern. This prediction agrees with the experimental
observation of a reduced wavelength of the Min protein patterns in fully confined
geometries [83] that mimic the in vivo membrane-to-cytosol ratio more closely than
does the flat lipid bilayer. Strikingly, even when cytosolic diffusion was reduced to
in vivo levels, these experiments still showed a 3- to 4-fold increased wavelength
in confined compartments compared to the intracellular patterns—emphasising an
apparent dichotomy between patterns observed in vivo and in vitro.

However, the surface-to-volume ratio is not the only difference between the
intracellular and the reconstituted Min systems. Another is the particle number or
effective density of MinD as well as MinE. At first glance there is no apparent
difference between the protein concentrations in vivo and in vitro, since the concen-
trations in all reconstituted systems are adjusted to the intracellular concentrations
which are about 1 uM for MinD and MinE. However, it is important to note that
these are the average cytosolic densities with no proteins attached to the membrane.
Since all cytosolic proteins are able to bind to the membrane,’ the total number of
cytosolic proteins determines the upper bound for the maximal membrane densities.
Hence, even if the average cytosolic densities in the reconstituted system are
identical to typical intracellular concentrations, the crucial control parameter is the
ratio of cytosolic volume to membrane surface. In vivo, a cytosolic density of about
1 uM yields a number of proteins that can easily be absorbed by the membrane and

7Either directly or by complex formation as for MinDE complexes.
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still remain up to two orders of magnitude below the saturation limit.> However,
in the reconstituted system with flat lipid bilayer the volume-to-surface ratio is
given by the bulk height /. For the typical bulk height on the order of millimetres,
less than 1% of all proteins can bind to the membrane before saturation due to
volume exclusion is reached. As a consequence, the protein densities at and on
the membrane are highly increased in the reconstituted system compared to the
situation in vivo, despite the average cytosolic densities being identical. Note that
the densities of membrane-bound proteins are directly involved in the recruitment
process which represents the only intrinsically nonlinear interaction in the Min
system (cf. Sect.3.2). As such, one can expect that changes in the average protein
densities on the membrane affect the system dynamics in a significant way. Indeed,
estimates of the concentration on the flat lipid bilayer show that the density across
a wave profile is about two orders of magnitude higher than the typical protein
densities on the intracellular membrane [84]. The same can be assumed to be
the case for reconstituted Min oscillations in semi-open PDMS grooves [86, 89],
since the dynamics are initialised with a high cytosolic column above the grooves
which is only removed after the onset of pattern formation (and therefore membrane
accumulation). Elevated protein densities were also found for the reconstituted Min
patterns in confined chambers [83] since these are based on a microfluidic device.
As proteins accumulate on the membrane while the flow is still active, the density
at the inlet is merely a lower bound for the actual protein densities in the individual
chambers. Measurements of the protein fluorescence inside the confined chambers
after careful calibration show that the total densities of MinD and MinE and the
MinE/MinD ratios are increased and are broadly distributed [83]. A similar result
can be expected for Min protein dynamics in large, laterally extended flow cells
where diverse wave patterns are observed [88, 92].

To put these findings from the in vitro reconstruction of Min protein patterns in
the context of the theoretical framework, the broad variation of volume-to-surface
ratios, total protein numbers, and MinE/MinD density ratios are crucial aspects to
consider (cf. [93]). The theoretical analysis of the skeleton model, Egs. (1)-(3), has
shown that all these quantities are key control parameters for the system dynamics.
An increase in any of these values (total density, density ratio, volume/surface
ratio) can lead to a Turing- or Hopf-instability [58]. In the latter case, each point
on the membrane can be considered to be an individual chemical oscillator, and
the laterally extended system a field of diffusively coupled oscillators [58]. Such
dynamics describe a broad class of systems well documented in the classic nonlinear
dynamics literature [63]. Key characteristics of oscillatory media are spiral and
travelling patterns, as well as various manifestations of chemical turbulence. All
these phenomena can be observed in the reconstituted Min system [69]. From this
point of view, the observed dichotomy rather appears as a polychotomy, not only
between in vivo and in vitro, but also between the many different experimental

8 Assuming a cylindrical geometry for simplicity, the volume-to-surface ratio is ~r/2, i.e. well
below 1 um for typical cell radii r.
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setups. Its origin lies in the broad distribution of control parameters and emphasises
the diversity of Min protein dynamics on a phenomenological and mechanistic level.

5 Discussion and Outlook

As outlined in this chapter, the recent focus on the quantitative study of pattern for-
mation in biological systems has led to conceptually new approaches in theory and
experiments. Among the important milestones are the inclusion of cell geometry and
an explicit distinction between cell membrane and cytosolic volume in theoretical
models, as well as the identification of particle numbers and cell geometry as major
control parameters of the self-organisation processes that lead to pattern formation.
While these efforts enabled the quantitative study of biological pattern formation
within the theoretical framework of nonlinear dynamics, experimental advances
in in vitro reconstitution opened new ways to probe, study, and design protein
pattern formation as well as controlled minimal systems. Due to its simplicity, the
E. coli Min system has been the subject of intensive theoretical and experimental
investigation, establishing it as a paradigm for protein pattern formation. In contrast,
the eukaryotic systems discussed here remain far less well understood. In part, this is
due to a higher degree of complexity and redundancy in these systems. For example,
PAR networks involve several different molecular players in the anterior and
posterior PAR components, respectively, and also interact with dynamic cytoskeletal
structures and physical triggers [46]. Accordingly, the in vitro reconstitution of
eukaryotic pattern-forming systems is typically more challenging compared to
bacterial systems. Yet, efforts to experimentally reconstitute even basic aspects of
such pattern-forming systems in vitro could substantially enhance our understanding
of their underlying mechanisms via control and perturbation of the experimental
conditions.

For the Min system, several key questions remain to be answered. Central is
the experimental control over system parameters that gives rise to the multitude of
observed patterns. Future research may reveal additional chemical states of MinD
as well as MinE or additional chemical reactions that refine the hitherto identified
skeleton network. While this will affect the number of chemical components and
reaction terms one has to take into account in the mathematical model, it does
not change the overall structure of the set of reaction—diffusion equations: (1) Fast
cytosolic diffusion is coupled to slow membrane dynamics by chemical reactions
that conserve protein number. (2) Nucleotide exchange in the cytosol implies that
active MinD is spatially separated from the reactive membrane. As a consequence,
the cytosol serves as a repository for active MinD. (3) MinD and MinE remain
the only conserved species. The sum of individual components of each species,
regardless of the number of components, will always be a conserved quantity.

Until recently, open questions relating to the molecular details of Min protein
interactions concerned the roles of membrane binding and conformational state
switching of MinE. A combined theoretical and experimental approach has revealed
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that MinE’s conformational switch makes Min patterns robust against variations in
protein concentration [69]. Moreover, it has been shown that MinE’s membrane
interaction is not required for pattern formation per se, but its removal affects some
spatio-temporal properties of Min patterns [92, 94].

In summary, protein pattern formation plays key roles in many essential biolog-
ical processes from bacteria to animals, including cell polarisation and division.
Combined theoretical and experimental approaches have established important
principles of pattern-forming protein systems. Perhaps the most crucial feature that
has emerged from these research efforts is the identification of the cytosol as a depot.
This depot enables the system to store proteins and redistribute them throughout
the system. Cytosolic diffusion is the key process that detects the local shape of
the membrane, and it is this explicit dependence on geometry that is imprinted on
membrane-bound protein patterns.
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Dennis E. Discher

Abstract The shape of any cell is defined and delimited by the shape of the
outermost membrane of lipid. Whether a cell’s membrane is locally flat, protrusive,
or invaginated at a given instant is often the resultant of forces generated by
molecules within the cell as well as those attributable to external factors. For
mammalian cells, major changes in cell shape are evident in processes that include
cell spreading, migration, and cell division as well as differentiation and death.
Such processes are illustrated here for blood cells, starting with stem cells in
bone marrow plus the many different types of circulating cells, particularly RBCs
whose membranes have been more deeply studied for decades compared to other
mammalian cell types. A handful of the key proteins that apply or resist forces at
the membrane are described here while focusing on the cortical protein meshworks
that underlie membranes and contribute to properties and processes. Engulfment
of particles and cells is one particular focus, with broad relevance to disease and
therapy. Equally interesting is the frequently noted observation that changes in
cell shape and orientation are also evident in shape and orientation changes of the
cell’s nucleus—which is again delimited by a membrane. A final section focuses on
the physics of a sub-membranous lamina in the nucleus, which interfaces with the
genome and provides insight into mechanosensing and cell fates.

Keywords Red blood cells - Hematopoiesis - Membrane skeleton - Myosin -
Mechanobiology - Nucleus - Lamins - Differentiation

A cell’s shape is defined by how a cell’s plasma membrane is spatially arranged
in its three-dimensional microenvironment. Sculpting a cell at any instant in time
are the forces within a cell—including forces actively generated through energy
consumption—as well as forces from outside a cell such as extracellular pressure
and fluid shear. The resistance to shape change under force is variously referred to
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as stiffness, elasticity, rigidity, or plasticity; some deformations are of course fully
reversible (i.e. elastic) while others are irrevesible (eg. plastic). Relatively stable
cell shapes are achievable for just a few mammalian cells when isolated, and the
red blood cell (RBC) with its symmetrically-dimpled “discocyte” shape is the best
understood. Dynamic changes in the shapes of far more active cells are critical to
cell functions that range from adhesion and migration to division, differentiation,
and death. Understanding the mechanisms that underlie such essential cell processes
requires clarifying the forces that locally shear, dilate, and bend membranes. This
chapter seeks to introduce in broad terms a few of the basic cell biological processes
that involve striking changes in cell shape, and in doing so we describe a small
handful of the responsible proteins.
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Fig. 1 Biophysical determinants of blood formation. Adhesion and contractile forces generated by
MII are important in sensing matrix stiffness, which is heterogeneous in the BM microenvironment.
During the cell division process, stem cells near the osteoblasts undergo asymmetric division
to segregate MIIB into one daughter cell. Without MIIB, cells divide symmetrically. The other
daughter cell becomes differentiated into three different lineages. Because MKs upregulate both
lamin isoforms by endomitosis, they are too large to traffic through endothelial barriers. Instead,
they undergo fragmentation into platelets. During erythroid differentiation, the nucleus shrinks in
chromatin condensation. Condensed nuclei are too stiff to migrate through the endothelial barrier
and are phagocytosed by macrophages, leading to enucleated RBCs. RBC red blood cell, WBC
white blood cell, HSC/P hematopoietic stem cell/progenitor
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An overall view of the diversity of membrane shapes and their changes within
a mammalian system is perhaps best achieved by focusing on the various types of
human blood cells and their ongoing development in bone marrow (Fig. 1). Human
bone marrow collectively generates red blood cells, platelets, and white blood cells,
each at a rate of roughly 100,000 per second. Production is matched in steady
state by cell death and removal from circulation, which occurs on average after
~100 days for RBCs (red blood cells) in humans or just a few days to a week for
platelets and some of the more abundant types of white blood cells. The longer life
of the RBC thus explains why this is far more abundant than any other cell type
in blood. The distinct multistep process by which an RBC is made and eventually
destroyed provides many useful insights into biomembrane properties and forces
that underlie remodeling of membrane shapes. Any terminally differentiated cell
such as an RBC is derived from a less specialized cell referred to as a stem cell.
Therefore, we begin by describing processes of the relevant bone marrow stem cell,
focusing on the membrane and the stresses that control its shape—while. We also
attempt to convey the importance of the cells and clinical motivations that every day
save lives around the world.

1 Division: Fission Forces at the Membrane for Cell
Differentiation

The long-term health of any tissue invariably requires that death or turnover
of mature cells be balanced not only by differentiation from the relevant stem
cell but also by self-renewal of the stem cell. These processes seem optimized
in specialized tissue microenvironments called niches. Hematopoietic stem cells
and progenitors (HSC/P) reside in bone marrow niches that are formed from
extracellular matrix proteins and other cells. The latter include mesenchymal stem
cells (MSCs) and MSC-derived lineages, namely, bone cells and fat cells [1].
Decades of clinical success in transplantation of HSC/Ps into patients [2] have
motivated the exploration of mechanisms that underlie the balance between stem
cell self-renewal, differentiation, and trafficking of mature cells from the marrow
and into the blood circulation. Soluble factors and cell-cell contacts regulate these
biological processes, but it is only recently appreciated that stem cells can generate
and resist physical forces, while matrix stiffness and external stresses such as
shear flow impact stem cell adhesion and intracellular signaling [3]. Structural
proteins just below the cell membrane and even the nuclear membrane are major
determinants.

Asymmetric division is one evolutionarily conserved mechanism that explains
how stem cells both self-renew and differentiate [4]. A parent stem cell divides
asymmetrically to give rise to one daughter cell that maintains stem cell charac-
teristics and another that is committed to differentiation. Asymmetric segregation
of proteins during division has been well documented in invertebrates [5], and in
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HSC/Ps these include integral membrane proteins such as CD34 (a “surface marker”
that might not be crucial to function and simply helps identify these cells) as well
as proteins that contribute to asymmetric division [3]. While extrinsic adhesive
cues from neighboring cells have been implicated in asymmetric division of some
white blood cells [6], the requisite polarization of a cell is inextricably linked to its
cytoskeleton. In blood cells, the actin-myosin cytoskeleton is just below the plasma
membrane as a cortex (Fig. 1), with its forces and/or crosslinking helping to break
the symmetry of the doublet of daughter cells to induce a polarized distribution
of molecules. Microtubules maintain the stability of the polarization [7], but the
stiffness of microtubules could also feedback and help direct the contractile activity
of the actin-myosin cytoskeleton [8].

Myosin-II (MII) proteins are ATP-consuming motor proteins that assemble into
bipolar filaments and apply both contractile forces to and active crosslinking of actin
filaments which, in turn, link to a diverse set of membrane proteins. In comparison
to the non-muscle MII in blood cell types and other non-muscle cells, cardiac MII
in heart muscle striates the cytoplasm of heart cells and contracts rhythmically to
pump blood out of the heart. Skeletal muscle MII likewise striates the cytoplasm
of elongated muscle cells, and its neuron-triggered, voluntary contractions drives
body movements. Non-muscle MII is more closely related to the most evolutionary
ancient form of MII that is found even in some single-cell organisms. Among
its many cellular functions in non-muscle cells, MII confers the cell-intrinsic
cortical tension that both stabilizes the plasma membrane [9, 10] and drives cell
division (cytokinesis). The latter is achieved through a coordination of forces in
the constriction ring and at the opposite poles of the daughter cells [11]. Cortical
tension is also modulated at least locally by adhesion to stiff extracellular matrix
[12, 13], which provides a mechanism by which MII regulates the ability of cells
to sense physical properties of the matrix such as matrix elasticity, E. A simple
intuition into mechanosensing is obtained by considering that actin polymerization
drives cell spreading at a near constant rate, Vpolymer = A, Whereas MII pulls back
on the actin network at a rate veeract = B / (K + E) which is a hyperbolic decrease
(with constants B, C) with resistance set by the extracellular load E (as with muscle,
low speed at high loads). The extent of cell spreading relates to a steady state
Vpolymer — Vretract = A — B/ (K + E) that yields minimal cell spreading for £ < K
and maximal spreading for £ >> K as observed for spreading cells [12]. A typical
value of K ~ 5 kPa [12], in units of stress or pressure, should be multiplied by a
typical cell-generated strain of ~5% [12] and then related through the well-known
law of Laplace to an effective tension ~ 0.1 mN/m in a typical protrusion curvature
radius of ~1 wm. A cortical tension of ~ 0.1 mN/m has indeed been measured for
HSC/Ps, and this tension decreases dramatically with MII inhibition [10].

For at least some stem cells, matrix mechanosensing can regulate cell differenti-
ation [12, 13]; inhibition of MII also limits the proliferation of HSC/P when these
cells adhere to a highly flexible or soft matrix [13]. However, in order for daughter
cells to migrate away from each other, actin seems necessary while MII is not
needed; such migration can help stretch and break a lipid tether or membrane nano-
tubule that is often the final vestige of the cytokinetic furrow [8]. Other membrane
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factors in stem cells are also likely to contribute to cleavage and repair of the nano-
tubule.

Cell force generators have evolved to be fine-tuned by slightly more specialized
molecules, which has come to reveal how important the proper forces and dynamics
need to be for cell function. In particular, humans express three myosin-II genes
(MIIA, MIIB, and MIC) with different properties. MIIB appears especially key to
asymmetric division of HSC/Ps [3]. MIIB motors make notably stable assemblies
with actin filaments and can be seen to polarize within cells due to external stiffness
or perhaps stresses such as fluid shear [3]. The latter forces could be relevant to
triggering blood formation in early embryos [14]. Soft microenvironments do not
sustain or transmit high stress, which limits myosin-IIB forces and polarization,
and since bone marrow is very soft compared to rigid bone, polarization is more
likely on the latter. External cues and spontaneous intracellular fluctuations in the
cell cortex [15] could cause polarization during cell division of adult HSC/Ps, but it
is very clear that MIIB segregates asymmetrically to the cortex of the one daughter
cell that maintains stemness (i.e., CD34 high cells). The other nucleated daughter
cell with less MIIB is thereby differentiated, and MIIB is similarly reduced per
division in differentiation—at least in differentiation toward white blood cells and
cells called megakaryocytes that make platelets. Asymmetric segregation of MIIB
likely establishes an asymmetric cortical tension that drives differentiation, although
physical differences still need to be measured.

As MIIB is downregulated in differentiating cells, MIIA is activated by dephos-
phorylation. This change favors MIIA assembly into filaments that again localize
to the cortex. However, soft matrix favors MIIA phosphorylation. Soft microen-
vironments thus maintain early HSC/Ps by suppressing a switch of myosin-II’s
from high to low levels of MIIB and from deactivated to activated MIIA. Stiff
microenvironments that resist stress have the opposite effect and initiate asymmetric
division and differentiation.

RBCs have much higher levels of MIIB than platelets and white blood cells.
Although myosin-II’s in mature RBCs are probably vestigial in not contributing
greatly to discocyte-shaped RBCs, they do contribute to the loss of nuclei during
formation of RBCs. In particular, MIIB helps to polarize the nucleated RBC
progenitor (called an erythroblast) and to expel the cell’s nucleus in a final step of
asymmetric division [16]. The expelled nucleus is rigid [3] compared to the nascent
RBC, which is called a reticulocyte. As in cytokinesis, the nucleus remains tethered
by a membrane nano-tubule to the reticulocyte [17]. Eventually, the tether is severed
as the nucleus is engulfed by white blood cells called macrophages that reside in
bone marrow as well as all other tissues [18]. Engulfment might be accompanied by
macrophage-facilitated expulsion of the reticulocyte from the marrow into the blood
vessels flowing through the marrow. The latter speculation is based on an absence
of any data showing that reticulocytes can move or crawl. Megakaryocytes serve
as a useful comparison since they actively extend pseudopods into the bloodstream
via membrane-protrusive polymerization of actin and microtubules (as myosin is
phospho-inhibited). The pseudopods then fragment under shear to make pre/pro-
platelets [19] that are about half the size of a mature RBC. Once in the circulation,
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these giant pre/pro-platelets divide to make the small and abundant platelets, and
division uses MIIA that is normally activated by fluid shear unless mutations in
MIIA keep it aggregated [20]. The latter mutations give rise to MYH9-related
diseases (i.e., MIIA related diseases) that lead to ‘“macro-thrombo-cytopenia,”
which refers to giant platelets that are few in number. RBCs appear relatively normal
in number and shape in these patients even though a recent study of mature RBCs
[21] concluded that pharmacological inhibition of myosin-II could generate a very
small fraction of ‘elliptocytic’ RBCs. Platelet maturation thus finishes within the
circulation to a much greater extent than with RBCs. What remains in the marrow
from the megakaryocytes after production of many pre/pro-platelets is just a giant
nucleus unable to cross the small micro-pores into the sinusoids. This nucleus that is
stuck in the marrow is engulfed by macrophages. The same occurs with RBC nuclei
after generation of a reticulocyte.

As with platelets, RBC maturation also finishes within the circulation: the
reticulocyte sheds membrane and volume (15% and 10%, respectively [22]) within
hours to become the discocyte-shaped RBC. In this final remodeling, more lipid is
observed to be lost than cortical cytoskeleton, and this cytoskeleton is particularly
enriched in the actin-crosslinking protein spectrin which forms a two-dimensional
spectrin-actin network that attaches below the lipid bilayer. The relative loss of lipid
thus increases the overall stoichiometry of 2D cytoskeleton to 2D lipid membrane.
The spectrin network has been observed to dilate strongly at the tip of an RBC
projection that is aspirated into a micropipette (Fig. 2) [23, 24], but in the absence of
such external forces the state of stress in the “at rest” spectrin-actin network remains
a matter of uncertainty. The cortical network could be under constant tension and
tending to pull away from the bilayer [25], or the network could be stress free or
else compressed. The cited loss of lipid relative to cytoskeleton is consistent with
the network being compressed by the more limited overlying lipid bilayer, and in
this case the lipid bilayer is under an equal and opposite tension which smooths and
suppresses fluctuations of the lipid bilayer. Such a balance of membrane forces does
not set global cell shape as the forces are too weak. Rather, the flaccid discocyte
shape results from volume regulation and the relatively fixed cell area set by the
near incompressibility of the lipid bilayer.

The RBC cytoplasm lacks all other organelles and is predominantly a highly
concentrated fluid of hemoglobin protein (with chelated iron that makes RBCs
red) plus many other macromolecules and counterions that cannot permeate the
lipid bilayer. Water readily permeates the few-nanometer-thick bilayer, despite the
oiliness of the core of the lipid bilayer, so that the entrapped solutes attract and
retain hydrating water in strict relation to the osmotic pressure outside the cell.
Thus, to first approximation, RBC volume is not regulated by membrane physical
properties but could affect membrane state—such as rupture and lysis in hypo-
osmotic media. Importantly, the shear resilience of an increasingly compressed
spectrin-actin network would tend to resist further rapid fragmentation of the RBC,
so that a cell circulates for another ~100 days after quickly shedding 15% of its
initial plasma membrane and losing a smaller fraction of its cytoplasmic solutes
and membrane skeleton. Old RBCs have ~3-6% less hemoglobin mass relative to
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Fig. 2 (a) Simulation of a near full-scale RBC under aspiration. The surface of the cell is
triangulated with 6110 vertex nodes that represent the spectrin-actin junction complexes of the
erythrocyte cytoskeleton. Mouse RBCs have about two-thirds the surface area of human RBCs
and are estimated to have about 18,000 spectrin-actin nodes, so that the simulation is about one-
third scale. The volume of the cell is 0.6 times the fully inflated volume, and the snapshot is
from simulation of a stress-free meshwork. (b) AFM indentation in a continuum calculation of an
axisymmetric shape with isotropic tension and elastic dilation of the membrane, but no bending
resistance. (¢) With increasing velocity, v, of the AFM tip, the lytic force, f., needed to penetrate
the tensed RBC membrane increases exponentially as does the indentation depth until lysis. (d)
On mouse RBC membranes, the membrane protein Band 3 appears largely connected to the
cytoskeleton, whereas another membrane protein Cd47 appears completely mobile, squeezing out
to the tip of the aspirated membrane. Lipid is uniformly distributed with equal entrance and cap
intensities

the bulk population [26], which indicates that the membranes of these cells rarely
rupture under shear or else they rapidly reseal. Regardless, old RBCs are removed
from circulation as they are engulfed or “phagocytosed” by macrophages located
near slit-like blood vessels within the spleen.

Some additional physical aspects of the prototypical RBC membrane should be
highlighted before proceeding to the next section on phagocytosis, with a focus
on membrane-mediated interactions and cytoskeleton-driven adhesion. First, the
simplicity of the RBC membrane has lent itself to a rapidly increasing number of
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molecular and multiscale simulations that increasingly capture the fine structure and
2D elastic properties of the spectrin network as well as the resistance of the bilayer
to both dilation and bending. One such free energy expression used in whole cell
simulation (Fig. 2) has employed a “Hamiltonian” for a triangulated meshwork of
spectrin chains that have both steric exclusion (as ~c / Area for each triangle, with
¢ being a constant) and worm-like chain stretching energy of the spectrin chains (as
fraction x of the maximum contour length):

Hhet = Ltrianglesc/Area + z:bondskx2 B—-2x)/0-x), (D

where k quantifies spectrin’s stiffness when stretched. A change in position of a
node in a triangle due to a thermal fluctuation or external force such as aspiration
into a micropipette or fluid shear costs energy, which should—as a goal—reach a
global minimum for the discocyte shape under stress [27]. As a function of pressure,
a linear increase in length of aspirated membrane for a flaccid RBC reveals the
apparent shear elastic modulus of the spectrin-actin network, which is in the range
of 0.006-0.009 mN/m. This is tenfold softer than the MII-dependent cortical tension
of ~0.1 mN/m typically measured for cells including HSC/Ps [10].

Membrane proteins bind to the spectrin network, so that dilation of the deformed
spectrin meshwork that is evident in simulation is also seen in experiments to cause
a similar density gradient of attached membrane proteins (e.g., Band 3). The steric
bulk of such proteins excludes mobile membrane proteins (e.g., mouse-CD47),
whereas lipid remains uniform [23]. In this way at least, the local membrane density
of both mobile and immobile membrane proteins is mechanosensitive. Futhermore,
unfolding of the spectrin protein when stretched has been demonstrated in intact
RBC membranes [28], which provides a means for the ubiquitous spectrin network
to contribute to membrane mechanosensitivity of many cell types.

Beyond the small elastic dilation limits of the bilayer, poration of RBCs with loss
of hemoglobin can occur physically as well as upon addition of various chemicals
that insert and disrupt the lipid membrane. Even a simple tool such as the sharpened
tip of an atomic force microscope cantilever can indent adhesively attached RBCs
to stress the membrane and rupture it [29, 30]. Differential geometry is useful for
calculating the continuous, equilibrium shape of an indented cell up to rupture.
Regardless, the rate dependence of such a process is an expected signature of
stochastics in failure [31].

2 Phagocytosis and Adhesion: Microbes, Colloids, and Key
Molecular Pathways for “Self”’ Cells

Phagocytosis was already mentioned above as important to both the removal of
nuclei from the progenitor cells that make RBCs or platelets and also the clearance
from circulation of old RBCs (platelets, and other cells also). Biophysical factors
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and molecular factors both determine whether a macrophage engulfs an entire cell or
just a nucleus. A “macrophage” is a large cell that devours, with principal “targets”
for engulfment being microbes that constantly cross beach tissue barriers. The
occasional serious pathogen might include malaria parasites which are notable for
having a blood stage in which this microbe enters an RBC to digest hemoglobin and
replicate. Additional targets of phagocytosis are now well appreciated to include all
types of injected colloids, including nanoparticles, and also dying cells (or nuclei) in
the same tissue, but there are also exciting efforts to make macrophages eat cancer
cells. Multiple features of a target influence eating by a macrophage, including
surface molecules that promote adhesion and eating, but also at least one molecule
that inhibits eating as elaborated below. In addition, physical properties such as
target shape and target rigidity impact phagocytosis efficiency of the target.

Phagocytosis is undoubtedly an ancient evolutionary development that provided
sustenance to some of the first amoeboid cells. With soft plasma membranes
rather than the rigid cell walls of bacteria, ancient amoeba (like modern amoeba
typified by Dictyostelium) could wrap around their target to engulf it and digest it
within a phagosome [32]. Fast forward eons to organisms like humans that gain
nutrition through a highly differentiated and multicellular digestive tract, and we
find that phagocytosis within humans is a highly efficient process used primarily
by specialized white blood cells of the mononuclear phagocyte system. Microbes
(in and on us) remain major targets as they not only outnumber and outproliferate
our own cells but also invade through any and all compromised tissue barriers [33].
Principal cell types of the mononuclear phagocyte system are macrophages which
reside in every tissue and monocytes that circulate out of the bone marrow to enter
a tissue and differentiate to macrophages [34]. These cells as well as the highly
phagocytic neutrophils must—for the health of the organism—choose to devour
“foreign” targets rather than devour human “self” cells or extracellular matrix that
generally surrounds the phagocytic cell. Phagocytosis thus evolved for engulfment
and destruction of “foreign” strictly for protection of the organism.

A variety of molecular cues and sensor assemblies must be used by our phago-
cytic cells to distinguish and destroy “foreign” amidst “self.” Many decades of work
have elaborated a list of biochemical entities, soluble and/or surface bound, which
activate macrophages (we will hereafter ignore the distinction from monocytes) to
initiate engulfment of a target. One of the most important classes of molecules that
is described below in context are immunoglobulin-G (IgG) antibodies which diffuse
and bind to a target surface so that when a macrophage contacts the target, the
constant fragment (Fc) of the IgG binds the macrophage membrane receptor FcyR
and (for some classes of FcyR) activates the macrophage to eat the opsonized target
(Fig. 3). Importantly, while it is commonly presumed that our “self” cells simply
lack such surface “opsonization” by activating molecules such as IgG, it is now
clear that “self” recognition is not simply the absence of a “foreign” signal. Instead,
a dominating and passivating interaction occurs between a “Marker of Self” CD47
membrane protein on a candidate target and the macrophage membrane receptor
CD172a (also known as SIRPA, signal-regulatory protein alpha). Controlling the
balance of “eat me” cues (e.g., IgG-FcyR interaction) and “don’t eat me” signals
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(CDA47-SIRPA) is currently an active area of translation to the clinic for anticancer
therapy [35] and has begun to be exploited on nanoparticles in preclinical models
[36]. However, the decision-making process within the macrophage remains a topic
in need of deeper insight.

An explosion of efforts to make a broad range of injectable and implantable
particles or devices for therapy and diagnostics has also revealed phagocytes to be
a major impediment to delivery. Make a nanoparticle, inject it into the bloodstream
of a mouse or man, and one invariably finds that most of the particles have been
eaten by macrophages of the spleen and of the liver (the latter are called Kupffer
cells). Based on several decades of work on a diversity of nanoparticles, such
clearance can be delayed but never eliminated [37—40]. Studies of macrophages
in conventional static culture where nanoparticle diffusion and buoyancy can
dominate have questioned whether evident uptake of small nanoparticles occurs by
phagocytosis [36] or not [41]. In vivo, however, blood-borne nanoparticles flow into
contact with macrophages that line the spleen and liver vasculature, where these
cells constantly and actively filter out dying and energy-depleted blood cells (e.g.,
after blood storage) to maintain blood homeostasis. A leaky vasculature at a site of
injury or disease such as an infarct in the heart or a tumor can allow sufficiently
small particles to permeate tissue and perhaps be retained [42]. However, when
macrophages in damaged and disease sites are examined, they prove to be major
consumers of permeating nanoparticles [43]. Macrophages are indeed resident if
distinct in every tissue in the body [34], and at damaged and disease sites they will
at least be involved in clearing dead and dying tissue. A large implant (or even a
splinter) also damages tissue and causes a “foreign body response” that starts with
serum protein deposition and soon recruits phagocytes to the site, but phagocytosis
is frustrated for large implants and somehow triggers macrophage—macrophage
fusion to a “foreign body giant cell” that encases the implant [44]. Physical size
is thus a factor in macrophage function, but the focus below is on targets including
cells that are cell-sized or smaller, with attention to additional properties such as
target rigidity and shape as well as surface signaling (Fig. 3). Despite the decades
of work on synthetics, there is nothing more biocompatible than a properly matched
blood transfusion, but the reasons why continue to be elaborated.

“Eat me” signals can be weak or strong but are unavoidable. IgGs are well
known for high-affinity interactions (~nano-Molar) between epitopes and their
antibody fragment (Fab) domains, but they are also large glycoproteins of ~150,000
Daltons with considerable surface area to mediate nonspecific interactions. They
are among the most abundant proteins in normal serum at ~100 wM. Antibodies
and other serum proteins physisorb in vivo to red blood cells (RBCs) [45, 46], to
viruses [47], and even to particles coated with PEG (polyethylene glycol) which
otherwise delays adsorption and in vivo clearance from minutes to many hours
[48, 49]. Autologous IgG binding to autologous RBCs in humans and dogs in vivo
increases up to sevenfold toward the end of the cell’s ~100-day life span. Aged
human RBCs lack additional “eat me” signals such as exposure of the negatively
charged lipid phosphatidylserine [46, 50]. IgG opsonization is increased in blood
diseases including sickle cell anemia and malaria among other conditions, where
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Fig. 3 (a) On both rigid and native flexible RBCs, SIRPA binds CD47. Downstream of FcgR
binding of IgG, kinases phosphorylate multiple cytoskeletal proteins, including myosin-II, which
drive assembly of the phagocytic cup and promote uptake. CD47-SIRPA signaling leads to
activation of SHP-1 phosphatase that can deactivate myosin-II. Because substrate rigidity initiates
assembly and polarization of myosin-II in many cell types, phagocytic target rigidity is expected
to counterbalance CD47-mediated inhibition of the motor. Our working hypothesis is that with
flexible self-cells (left), CD47-initiated inhibition can overcome myosin-II activation, whereas with
rigid self-cells (right), the myosin-II driven cytoskeleton is not diminished by CD47-SIRPA self
signals. (b) Phagocytic uptake of opsonized RBCs is faster with CD47 inhibition but fastest for
rigid RBCs. Human-derived THP-1 macrophages were incubated with human RBCs that were
opsonized with anti-hRBC antiserum and also blocked with anti-CD47, native RBCs with active
CDA471, or rigidified as GA discocytes. Time-lapse imaging in DIC and phase contrast begins with
initial adhesion between macrophage and RBC targets and ends on complete engulfment (scale
bar, 8 wm). At the right of each time-lapse series, silhouettes of the target RBC clarify the changes
in RBC morphology over the course of engulfment and RBC position relative to the macrophage
boundaries, as indicated by the sketched lines
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phagocytosis and cell clearance are also increased (tabulated recently in [51]). When
IgG-opsonized RBCs and particles are phagocytosed in vitro, uptake is hyperbolic
and saturable versus IgG, which is consistent with specific activation of the FcyR
phagocytosis pathway. Because macrophages and phagocytic dendritic cells can
also function as antigen-presenting cells to the white blood cells of the “acquired
immune system,” it seems sensible that engulfment can promote immunogenicity in
vivo even to foreign polymers [52].

Binding of the IgG’s Fc domain to the macrophage FcyR receptor triggers phago-
cytic cup formation in a coordinated process of adhesion, pseudopod extension, and
eventual internalization with phagosome closure. The surface interactions initiate
Src family kinase phosphorylation of immunoreceptor tyrosine-based activating
motifs (ITAMs) that then propagate a phosphorylation cascade [53]. Phosphopax-
illin and F-actin [54, 55] accumulate in minutes or less together with other structural
components at this dynamic phagocytic synapse. The process is highly analogous
to adhesion formation upon integrin binding to rigid extracellular matrices, wherein
the nascent adhesion matures to a focal adhesion only when the F-actin cytoskeleton
is mechanically organized through pulling by non-muscle myosin-II (MII) phospho-
protein [56, 57]. At the phagocytic synapse, MIIA accumulates to greatly help
with pulling targets into a macrophage, including IgG-opsonized targets as small
as 100 nm nanoparticles (perhaps smaller) and at least as large as opsonized RBCs
[36, 58, 59]. Engulfment of such targets is greatly decreased by inhibiting MITA
motor activity with the drug blebbistatin which also blocks MII localization without
affecting F-actin or phosphopaxillin. Uptake increases linearly with MII activity
based on its knockdown and overexpression [58]. At least above a low baseline
level of uptake in vitro, MII makes phaogocytosis efficient for our macrophages if
not for ancient amoeba like Dictyostelium [32].

As an IgG-opsonized target contacts a macrophage and adheres intimately via
FcyR, the parallel presence on the target of an appropriate form of CD47 can
lead to binding to the macrophage phagocytosis inhibitory receptor SIRPA, which
accumulates in the synapse [59]. The latter complex somehow phosphorylates
SIRPA’s cytoplasmic immunoreceptor tyrosine-based activating motifs (ITIMs),
which activates the immunomodulatory phosphatase SHP-1 (Src homology region
2 domain-containing phosphatase-1) [60] to regulate multiple proteins by dephos-
phorylation [61], including deactivation of MIIA [36, 58]. SIRPA-null macrophages
engulf IgG-opsonized mouse RBCs more readily than wild-type macrophages [61]
and show no major differences in phospho-FcyR nor the downstream effectors
phospho-Syk or phosho-Cbl, which suggests that regulation of proteins even
further downstream is key. Inhibition of downstream actomyosin contractility at the
phagocytic synapse [36, 58] could indeed explain various observations that CD47
partially blocks engulfment of not only mouse RBCs—which started the expanding
“Marker of Self” field [62] but maybe also cancer cells [63—65] and opsonized
polystyrene beads (100 nm to 6 pum) that display CD47’s binding domain in parallel
with IgG [36, 58]. The effectiveness of CD47 with small nanobeads is surprising
because pulling in large particles with MII forces seems more understandable
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than pulling in small particles. Nonetheless, CD47’s mechanism of inhibition is
ultimately: just don’t pull it in!

CD47 and SIRPA arose in evolution at the same time in amniotes and are
not found even in amphibians [66]. CD47 and SIRPA are thus more recent
inventions than the ancient actomyosin cytoskeleton found even in amoeba such
as Dictyostelium. CD47 is found on all cells in man and mouse while the expression
of SIRPA is more restricted. CD47 knockout mice have one-quarter to one-half the
life spans of normal mice (at least for some strains) and also show evidence of anti-
RBC antibodies as well as anemia [67]. This is consistent with the idea that a modest
level of opsonization exists in vivo, which tilts the balance toward engulfment and
possibly even an acquired immune response with antibody generation.

Saturable binding of SIRPA, CD47, and/or CD47-derived “Self” peptide to beads
as well as to living cells shows that an intermediate strength interaction (sub-micro-
Molar) has evolved to be largely species specific [36, 58, 68]. The molecules also
differ between strains of mice. NOD-SCID strains of mice uniquely express a
SIRPA variant that binds human CD47 with similar affinity as human SIRPA, which
partially explains why these are the best mouse choice for engraftment of human
stem cells [69]. Species specificity in vivo is a critically important issue because
human-specific blocking antibodies have been injected intravenously together with
opsonizing IgG to impede growth and even shrink tumors of human cancer cell
lines in mice. As emphasized by others [70—72], injection of any reagent that binds
human-CD47 would bind to every cell membrane in the body, even if cancer cells
have severalfold more of this ubiquitous protein [73, 74]. On the other hand, CD47 is
far from the most abundant protein on cells (~250 molecules/wm? on RBCs which
is 10-20-fold less than Glycophorin-A), so that blocking CD47 even with IgG is not
expected to drive strong phagocytosis unless an additional and far more abundant
“eat me” cue is also bound to a candidate target. The half-max density for inhibition
by CD47 on beads is independent of particle size and is ~20 molecules/ywm?, which
is consistent with the minimum density of CD47 on circulating RBCs from patients
with anemia [36, 58]. For senescing neutrophils, CD47 is somehow downregulated
from the surface and the needed cue to drive macrophage engulfment seems to be
surface-exposed calreticulin (from the endoplasmic reticulum) rather than IgG [75].
Some of the above ideas are currently being put to the test in the clinic [35]. Safety
is of course the first question of concern for systemic injection of any entity that
limits macrophages from recognizing “self”, and loss of RBCs from circulation is
readily expected to be observed when patients are injected with anti-humanCD47
IgG.

Rigid cells and particles drive phagocytosis, but shape and size of a target can
also frustrate engulfment. A relatively new principle in cell biology that applies
to many cell types is that adhesion-induced activation of myosin-II is maximized
by adhesion to a substrate that is rigid (like glass or plastic) rather than flexible
like most soft tissues [12]. Bacteria such as E. coli and fungi such as yeast have
cell walls as rigid as some plastics [76]. For the RBC precursor erythroblasts that
interact with macrophages, the effective cell stiffness relative to mature RBCs has
been measured by micropipette aspiration to be 50-fold higher, and senescence is
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also higher in senescence and in diseases ranging from inherited anemias to malaria
(tabulated in [51]). With spherical microparticles made of hydrogels and opsonized
by IgG, engulfment is proportional to stiffness, which was also shown to drive
focal adhesion protein assembly at the synapse [77]. Cell stiffness changes occur
with cancer and with chemotherapy [78, 79]. Soft cancer cells might thus escape
anticancer efforts aimed at inhibiting CD47—SIRPA interactions [63, 64]. However,
a clear relation of cell or particle stiffness to CD47 signaling and to cells with more
complicated shapes had been untested until recently.

With normal human RBCs, controlled stiffening could be achieved within
seconds by the addition of a protein crosslinker (divalent and covalent) that does
not compromise binding of CD47 to SIRPA [22]. Measurements showed that RBC
Stiffness ~ exp(crosslinker concentration/a). The stiffened RBCs that were highly
opsonized by IgG were engulfed faster and in greater number according to “Self”
Phagocytosis ~exp(crosslinker concentration/b). A ratio (a/b) ~ 0.5 was determined
so that we can eliminate crosslinker concentration to arrive at:

“Self Phagocytosis ~ Stiffness’->, 2

which is a power law typical of mechanosensitive pathways dependent on myosin-II
[80]. When CD47 is not on the target as is typical in past studies of polymer beads
[77], estimates of bead stiffness based on the amount of crosslinker used (per [12])
suggest a stronger exponent of ~1 in Eq. (2) that is generally consistent with “Self”
inhibition of phagocytosis.

Rigid RBCs showed active myosin-II at the synapse [51], which suggests that
CD47 cannot signal effectively even though it binds SIRPA. As expected, the MII
inhibitor blebbistatin blocked MII accumulation and RBC engulfment. Injection of
rigid RBC discocytes into the circulation of a mouse also confirmed equal clearance
by splenic macrophages independent of whether CD47 was blocked or not with
antibody. Synthetic polymer discs resembling RBCs and that lacked any CD47 or
other RBC proteins were also shown to be removed from circulating blood far more
rapidly when they were stiff rather than soft [81]. Mechanistically, stiff cells and
particles become stuck in narrow splenic slits [82], which could facilitate probing
and clearance by splenic macrophages [83].

The results which show rigid RBC discocytes are engulfed independent of CD47
present a paradox for the field in that rigid, spherical beads that display CD47 are
reproducibly capable of signaling self and thereby impeding engulfment both in
vitro and in vivo [36, 58]. Shape is an additional target factor that also modulates
phagocytosis and resolves the apparent paradox. Polystyrene microbeads distorted
into diverse shapes are always equally rigid but have been shown to be engulfed
more readily as spheres than as non-spheres when IgG opsonized [84]. In many
studies of other cell types, the topography of a substrate affects cell attachment and
is sometimes referred to as “contact guidance.” For macrophage engulfment, the
dependence on target shape seems relevant to the diverse shapes of bacteria and
fungi that are invariably rigid as noted above. Flexible PEG-based filaments also
persist in the in vivo circulation many days longer than spherical particles of the
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same type of polymer, with particles always eventually cleared by spleen and liver
macrophages [38].

With normal human RBCs, the rapid and controlled stiffening approach [51] was
used to make rounded, cup-shaped RBC ‘“‘stomatocytes” that signal “self” much
better than rigid RBC discocytes. The problem with a discocyte is that its rigid
concavities cannot contact and signal “self” to the macrophage which builds up
a high cortical tension when activated by IgG via Fc receptor. In the same studies,
native and flexible human-RBC discocytes with the requisite IgG opsonization were
seen in video microscopy to be greatly distended by the human macrophage, with
myosin-II turned off by CD47 signaling but actin polymerization driving protrusions
as if pushing the cell away in recognition of “self.” Thus, since rigid but rounded
cells do signal “self”—even if not as efficiently as flexible RBC—one can ultimately
understand the success in delaying clearance of CD47-nanobeads that then enable
better tumor imaging and drug delivery. However, it seems that a greater advantage
might be achieved with flexible beads that avoid the intrinsic activation of myosin-II.

There are some important implications of phagocytic interactions for the pro-
duction of RBCs within bone marrow. RBC stiffness is one among many factors
including shape that changes in erythropoiesis. A plausible mechanism is that
the macrophage senses both a rigid nucleus and a soft nascent reticulocyte,
which is a cue for the macrophage to help pull the erythroblast apart provided
that CD47 on the reticulocyte effectively signals “self.” Target size (e.g., small
nucleus versus large retic) does not affect uptake provided molecular densities are
properly calculated [36], but additional polarized “eat me” factors might signal the
macrophage to pull on a nucleus for its rapid engulfment. With mouse erythroblast
nuclei, phosphatidylserine (PS) flips within minutes to the outer leaflet to promote
engulfment, although PS flipped only “when cultures were subjected to weak
physical stress” [85]. CD47 might be present at low levels on nuclei isolated from
erythroblast cultures [86], and we had shown CD47 levels as low as ~10% of levels
on RBC:s still impede eating, consistent with the lowest levels of CD47 on RBCs
reported in the human population [59]. Nuclear rigidity thus seems a major “eat
me” cue.

3 Nuclear Membrane Properties and Mechanosensing
in Brief

Although mammalian RBCs have only the outer plasma membrane, the RBC pro-
genitor has abundant internal membrane systems, including endoplasmic reticulum
which is continuous with the double bilayer of the nuclear envelope. A meshwork
of proteins again forms as a sub-membranous cortical layer or lamina, and an
understanding of the complex physical properties of this nuclear lamina is just
emerging. Unlike the actin filaments and actin-crosslinking proteins spectrin and
myosin-II that are main constituents of plasma membrane cortices discussed above
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for RBCs and the other hematopoietic cells, the nuclear lamina meshwork is formed
from self-assembling intermediate filament proteins, called lamins. The lamina lies
just inside the nuclear envelope and interacts at least indirectly with chromatin, but
the lamina also has protein linkages to nuclear membrane proteins that interact with
the cytoskeleton outside the nucleus. The nucleus is thus embedded within and also
linked to the stress-generating cytoskeleton, which deforms the nucleus, perhaps
affecting gene expression as well as genome integrity. As suggested by the various
types of differentiated cells sketched in Fig. 1, nuclear shape and orientation tend
to track with cell shape and orientation—which has long been noticed in various
nucleated cells (e.g. marrow derived MSCs [87]).

In humans and mice, the main forms of lamin protein are expressed from three
genes: lamin-A, lamin-B1, and lamin-B2. Like other intermediate filament proteins,
such as keratin in skin, fingernails, and horns, the lamins form coiled coil parallel
dimers that assemble into higher-order filamentous structures that fulfill important
structural roles [88]. The B-type lamins are distinct in being permanently modified
by a greasy farnesyl group that promotes avid interactions of these filaments with the
innermost leaflet of the nucleus’ double lipid bilayer and these lamins also interact
with lamin-B receptor, which is a transmembrane protein [89]. Such interactions
will tend to act as effective physical crosslinks of a meshwork of lamin-B filaments,
even though there no reported lamin crosslinker proteins.

Lamin-A was found in a proteomic study of diverse tissues to be almost unique
among hundreds of abundant proteins of the cytoskeleton and nucleus, in that lamin-
A concentration increased 30-fold as a function of increasing stiffness of tissue,
Elissue, from soft bone marrow and brain tissue to stiff muscle and rigid bone [80,
90]. Tissue stiffness is defined of course by how resistant the tissue is to stress
and thus relates to the stress in functional tissue: bone sustains and resists high
mechanical stress whereas marrow is protected by bone from stress, as is brain,
and both shear very easily. Such mechanical differences between tissues are largely
attributable to the amount of collagen fiber in the extracellular matrix, which is
abundant in bone and minimal in marrow and brain [80]. The finding for lamin-A
thus suggests that the nucleus adjusts its levels of this protein to the mean stress
o in most cells and their nuclei in a given tissue, whereas B-type lamins remain
nearly constant. Importantly, the stress o likely tracks the active (and passive)
stiffness of a cell, especially contractile activity of myosin-1I inside a cell that
increases with matrix stiffness In terms of the tissue-type dependent stoichiometry
(A:B), an experimental correlation emerges from measurements of composition and
mechanics:

lamin-A : B ~ EQS . ~ 005 3)

As a relevant aside given this chapter’s broad focus on the sculpting of cell
membrane shapes, the only other protein discovered in the same proteomic study
to exhibit such a strong and clear scaling relationship across diverse tissues is
a membrane-interacting protein called cavin-1. Cavin-1 is known to regulate the
morphology of mechanosensitive plasma membrane invaginations called caveolae
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[91, 92]. Such a scaling relationship with stress is an indicator of mechanosensing
by such proteins, and since lamin-A is also a filament-forming structural protein, it
should directly affect nuclear mechanics.

Micropipette aspiration has once again been used to quantify and clarify the rate-
dependent deformation of nuclei under controlled pressures [93, 94]. Because of the
log range in lamin-A:B stoichiometry, the characteristic contributions of A- and B-
type lamins to nuclear properties have become reasonably clear, with nuclei having
low lamin-A:B responding in seconds, whereas nuclei having high lamin-A:B take
many minutes to deform when similarly stressed. The B-type lamin filaments that
strongly associate with the nucleus’ inner lipid bilayer (via lamin-B farnesylation)
understandably contribute mostly to the elastic response of the nucleus, whereas
lamin-A contributes most strongly to nuclear viscosity consistent with the flow
physics of filamentous polymers [90, 95, 96]. Thus, when lamin-A dominates, the
nucleus response is akin to a balloon filled with honey, whereas when lamin-A
is very low the nucleus behaves merely as a balloon filled with water. While the
importance of A-type lamins in maintaining nuclear structural integrity and cell
viability has been appreciated for a long time [94, 97], the influence of lamin-A on
cell motility has been more recent. A rate-limiting role for the nucleus and its lamina
in migration of a given cell type through small pores is now clear for cancer cells
invading nearby tissue [95] and also for hematopoietic cells that either remain within
the marrow or else escape from it through small micro-pores in the endothelial lining
that separates marrow from blood (Fig. 1).

4 Conclusions

In terms of future directions, a deeper understanding of the biophysical similarities
and differences between a nucleus and an RBC should be pursued. Indeed, one
caveat to the analyses above is that it undoubtedly applies to a flaccid nucleus
in which the chromatin is highly hydrated within a relative nuclear volume that
is roughly similar to that of an RBC discocyte (e.g., Fig. 2). The ~2 meters of
DNA folded as chromatin inside each and every nucleus contributes most clearly
to nuclear rigidity only when the genome becomes condensed with loss of water
and nuclear volume [94]. Mobile nuclear proteins including DNA repair factors and
transcription factors might be lost or have limited access to dense DNA [98], thereby
suppressing gene expression, but the high nuclear rigidity of such a dehydrated
nucleus will also tend to stimulate local contractility of myosin-II (especially
MIIB) in driving an asymmetric process of “cytokinesis” or nuclear expulsion (per
erythropoiesis in Fig. 1). The rigidity of an expelled nucleus will also tend to favor
its phagocytosis by bone marrow macrophages regardless of whether the “Self”
marker CD47 is present or not (Fig. 3), whereas the nascent RBC reticulocyte is
highly flexible in being filled with a solution of hemoglobin. Severing of the lipid
membrane tether between nucleus and reticulocyte and loss of lipid membrane blebs
in maturation to an RBC also raise issues of limits on nuclear membrane integrity.



280 D. E. Discher

This is an exciting topic with increasing evidence of curvature-dependent rupture
of the lamin-B meshwork that is somehow modulated by lamin-A and followed
by loss of integrity of the double bilayer [99]. Within the marrow, such a stepwise
process of nuclear rigidification, gene expression shutdown, nuclear expulsion, and
engulfment with severing of the tether between nucleus and flexible reticulocyte are
the final stages in the marrow for generating an RBC—with rich biophysics to be
perturbed and more deeply understood.
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Spontaneous and Intrinsic Curvature m)
of Lipid Membranes: Back to the Origins @&

Michael M. Kozlov

Abstract We review the background behind the notions of spontaneous and intrin-
sic curvatures of lipid membranes with a goal to make clear a fundamental physical
difference between them. We recall the underlying mechanical and thermodynamic
models for intrinsically curved lipid monolayers, whose geometry is described by
the intrinsic curvature, and for flat monolayers whose elastic stresses are captured
by the spontaneous curvature. We describe the existing ideas concerning the sponta-
neous and intrinsic curvatures of mixed lipid membranes. We mention the conditions
upon which the values of the spontaneous and intrinsic curvatures are expected to
be similar and the specific systems for which each of the notions is relevant.

Keywords Membrane bending elasticity - Spontaneous curvature - Intrinsic
curvature - Bending modulus

1 Introduction

Biological membranes form physical boundaries between the inner volume of a
biological cell and the external medium as well as, within the cell, between the
lumens of intracellular organelles and cytosol. The structural base of any biological
membrane is a lipid bilayer—an about 3—4 nm thick film consisting of two
monolayers of amphiphilic phospholipid molecules referred to below as the lipids.
As described in more detail below, the lipid monolayer formation and coupling into
bilayers in aqueous solution are driven by the hydrophobic effect [1].

Upon common physiological conditions, each monolayer has properties of a two-
dimensional fluid, which is due to the ability of the lipid molecules to undergo
two-dimensional diffusion in the membrane plane referred to as the lateral diffusion.
Moreover, while being coupled in the direction perpendicular to the membrane
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plane, the two monolayers are free to slip with respect to each other in the in-
plane direction to the extent permitted by external geometrical constraints. In
addition, flipping of lipid molecules between the monolayers is possible and referred
to as flip-flop [2], which also contributes to an effective in-plane decoupling of
the monolayers. Because of this mechanical decoupling in the lateral (in-plane)
direction, a lipid monolayer represents the basic mechanical units of the membrane,
whereas the mechanical properties of a bilayer can be derived from those of its
constituent monolayers. Therefore, this review will be concerned, mostly, with
elastic properties of lipid monolayers, which, using a loose terminology, will be
also referred to as the membranes.

Since early 70th, acquiring by membranes of curved shapes and the underlying
physical properties of lipid bilayers and monolayers became one of the central topics
of soft matter physics. This was motivated, on the one hand, by the attempts to
understand the physical mechanisms behind the shapes adopted by erythrocytes
[3, 4] and, on the other hand, by X-ray investigations of three-dimensional phases
formed by lipids in aqueous solutions [5]. About 30 years later, the interest to
membrane curvature expanded to bona fide cell biology (see for recent review [6]),
which has been motivated by the necessity to understand the intricate and strongly
bent shapes of membrane-bound intracellular organelles such as endoplasmic
reticulum (ER), Golgi complex, mitochondria, and transport intermediates [7, 8].

A central notion used in the curvature-related fields of membrane physics and
biology is that of spontaneous curvature, which has been commonly meant to describe
the inherently preferable membrane shapes. In parallel, although less commonly, the
term of intrinsic curvature has been used in the membrane literature to describe,
basically, the same membrane property. In some cases, the two notions appeared
interchangeably in the same article. The goal of this review is to go back to the
original physical contents of the concepts of spontaneous curvature, as defined by
Wolfgang Helfrich [4], and of intrinsic curvature as introduced, originally, by Sol
Gruner [9]. We will make clear that there is a fundamental rather than semantic
difference between the two notions.

We will show that the spontaneous curvature does not have a direct meaning
of a geometrical characteristic of the membrane surface but rather describes the
stresses existing within a flat membrane and provides tools for computing the energy
of the membrane deviation from the flat shape. In contrast, the intrinsic curvature
does have a geometrical connotation describing the local membrane shape in the
mechanically relaxed and, hence, energetically preferable state. We will indicate
the conditions under which the spontaneous and intrinsic curvatures are expected to
have approximately equal values meaning that, for practical purposes, one can be
used instead of the other.

This consideration will give us a reason to come back to the “first principles”
of the two alternative approaches to physics of membrane bending and discuss,
specifically, the current views on the bending elastic properties and, in particular, on
the spontaneous/intrinsic curvatures of membranes with mixed lipid compositions.

Although the concept of spontaneous curvature was formulated more than 10
years ahead of introduction of the intrinsic curvature, we will first overview the
latter notion, which is more intuitive, and then the former, whose physical content
is somewhat more involved.
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Fig. 1 Illustrations of the structure of Hyj-phase, Ry being the intrinsic radius of the monolayer so
that the intrinsic curvature is Jo = 1/Rg

2 Intrinsic Curvature

The concept of intrinsic curvature as a quantitative structural characteristic of lipid
monolayers has originated from understanding the so-called lipid mesophases,
which result from lipid self-assembly in aqueous surrounding [5]. Usually,
mesophases are formed by continuous hydration of initially dry lipid samples up to
a saturating limit. Driven by the hydrophobic forces, lipid molecules self-assemble
into monolayers, which segregate in such a way that their hydrocarbon moieties are
shielded from the aqueous surrounding by the layers of polar heads. Depending on
the lipid composition, the monolayers adopt a plethora of shapes [10—12], the most
familiar of which is the flat shape. Flat monolayers form planar bilayers, which in
turn pack into stacks where they are separated by few nanometer-thick layers of
water. The resulting mesophase is called the lamellar phase (see, e.g., [5, 12]).
Lipids, which do not form flat bilayers, are often called the non-bilayer lipids.
The most common monolayer shape formed by such lipids is that of a narrow
cylindrical tube whose internal surface of few nanometer cross-sectional diameter is
covered by the lipid polar heads and engulfs a water cylinder. These lipid tubes get
oriented in parallel, contact each other along the hydrophobic surfaces, and pack in
such a way that their cross-sections form a two-dimensional hexagonal lattice (Fig.
1). The resulting structure is referred to as the inverted hexagonal (Hyr) phase [11].
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In addition to the Hyj- phase, few other non-lamellar mesophases characterized
by curved monolayer shape can form such as Hj- phase consisting of cylindrical
micelles packed in hexagonal lattice and bicontinuous and micellar cubic phases.
Here we discuss only Hyj-phases, whereas thorough description of other phases can
be found in numerous reviews (see, e.g., [10, 12]).

Essentially, a lipid monolayer within Hy-phase is almost free to acquire the
most favorable shape dictated by the monolayer intrinsic properties. Ideally, this
is possible if the inter-monolayer spatial gaps, which unavoidably form as a result
of the monolayer packing within the phase, can be filled by non-lipid substances
coming from external reservoirs. In a fully hydrated Hp-mesophase, the water
cylinders inside the lipid tubes unrestrictedly exchange water molecules with the
external aqueous medium. Filling of the hydrophobic gaps between the lipid
tubes, which form as a result of the hexagonal packing and are referred to as
the hydrophobic interstices [13], is more problematic since, usually, there are no
required reservoirs of hydrophobic substances in contact with the mesophases.
However, even these restrictions can be reduced or even lifted by introduction
into the system of hydrophobic substances, such as tetra- or hexadecane, which
redistribute into the hydrophobic interstices [9, 14—16]. As a result, the shapes
adopted by lipid monolayers within Hy-phases can be considered as representing
the intrinsically favored shapes.

The intrinsic curvature, Jo [9], is the inverse of the radius, Ry (Fig. 1), of a
cylindrical tube formed by an unrestricted monolayer of Hj-phase, Jo = 1/Ry.
It has to be noted that the intrinsic curvature value must be related to a specific
surface chosen within the monolayer as a reference plane [17]. The most convenient
reference plane is the neutral surface, for which the deformations of the membrane
stretching and bending are energetically decoupled [17, 18].

Due to three-dimensional long-range order of lipid packing, the structural
parameters of lipid mesophases in general and of Hy-phases, in particular, can be
measured with high precision by X-ray scattering [13]. This enables quantitative
determination of the monolayer intrinsic curvatures, which needs, however, some
theoretical treatment of the measured parameters [18-20].

2.1 Intrinsic Curvatures of Individual Lipids and Lipid
Mixtures

A direct measurement of intrinsic curvature of a specific individual lipid requires
generation of unconstrained Hy-phase of this lipid. In practical terms, only one
such lipid, dioleoylphosphatidylethanolamine (DOPE) [13], has been found to date,
which is considered to be a “king” of non-bilayer lipids [21]. The radius of water
cylinder, py, within the DOPE phase is close to 2 nm so that the hydrophobic
interstices, whose dimension is proportional to py, are relatively small and do not
require much of the hydrophobic solvent to be introduced. The intrinsic curvature
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of DOPE measured at its neutral plane located close to the level glycerol backbones
of the lipid molecules [19, 20] was found to constitute J(]))OPE = 1/2.75 nm for the
room temperature [22].

The Hj-phase of DOPE enables also determination of the intrinsic curvature
values of a series of other biologically relevant lipids, such as phosphatidylcholine
(PC), diacylglycerol (DAG), lysolipids, and others, which are commonly found
within biological membranes but do not form Hy-phases by themselves. This is
based on the ability of the DOPE monolayers to accommodate some amounts of
these lipids. Whereas the resulting lipid mixtures keep forming the inverted hexag-
onal phase, the radii of the monolayer tubes deviate from that of the purely DOPE
monolayer and depend on the composition of the mixed monolayer. Essentially,
although not expected a priori, the dependence of the intrinsic curvature of a mixed
cylinder on the mole fraction, ¢, of the added lipid, Jo(¢), has a linear character for
all investigated lipid mixtures Jo (¢) = JPOPE 4 ¢ JF [20,23-26]. The slope of this
linear dependence, JOL, has been defined as the intrinsic curvature of the lipid under
question. The values of the intrinsic curvatures of quite a few biologically relevant
lipids measured by the described method can be found in several reviews (see, e.g.,
[27].). It has to be emphasized that the resulting JOL values may not have a universal
character since the conformation of a lipid molecule must depend to some extent
on the surrounding lipids within the mixture, as recently confirmed by numerical
simulations [28]. Therefore, strictly speaking, the intrinsic curvature values, JOL s
obtained for individual lipids by the described method of mixed Hyj-phases, have to
be considered within the DOPE context.

2.2 Bending Elasticity of Lipid Monolayers in the Intrinsically
Curved State

Experimentation with Hyj-phases led to understanding the structure and mechanics
of lipid monolayer in their intrinsic state beyond determination of the lipid
intrinsic curvatures. The experiments consisted in application to the lipid sample
of external compressing pressures and measuring the resulting deformations of Hy-
phases. These pressures, which can have either a gravimetric (within an aqueous
vapor atmosphere) (see, e.g., [13]) or osmotic (in bulk water) (see, e.g., [16])
character, change the lipid tube radii [13, 16, 19, 20] . The obtained dependence
of the monolayer radius change on the applied pressure represents a stress-strain
relationship, which, generally, enables determination of the system elastic constants.
For weak compressions leading to small deviations of the monolayer curvature, J,
from the intrinsic value, Jy, the elastic energy, F'g, accumulated with the monolayer
was presented as [9]

1
Fg= ) Kp(J = Jo)?, (1)
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where Kp is the membrane bending modulus determined for the intrinsic state.
While this equation captured the essential physics of the system, treatment of
the experimental data required a more rigorous approach taking into account that
the bending modulus must be an intensive rather than extensive thermodynamic
value and that the choice of the dividing surface within the membrane becomes
of primary importance for the strongly curved monolayers of Hy-phases. This
approach was developed in a series of articles [18—20], which enabled determination
of the monolayer bending moduli in the intrinsic state for pure DOPE and mixed
monolayers [20, 22-26, 29]. In all cases the value of the bending modulus was close
to 10kgT ~ 4 x 107207 (where kgT is the product of Boltzmann constant and the
absolute temperature).

3 Spontaneous Curvature

The concept of membrane spontaneous curvature was introduced by W. Helfrich
in his seminal article establishing a model for bending elasticity of nearly flat
membranes [4].

The way of reasoning, which underlies Helfrich’s derivation of the energy
associated with bending deformations of membrane surface, is analogous to and,
possibly, inspired by the previous consideration by F.C. Frank of three-dimensional
bending deformations of nematic and cholesteric liquid crystals [30]. Specifically,
the notion of the membrane spontaneous curvature is parallel to that of a nematic
elastic parameter defined by Frank, which can be referred to as the spontaneous
splay.

The analogy between Helfrich’s and Frank’s approaches is based on a fundamen-
tal physical similarity existing between the two systems in spite of the fact that the
nematic liquid crystal is a three-dimensional phase characterized by bulk properties
(Fig. 2a), whereas a lipid membrane has been described as a surface, i.e., a two-
dimensional system immersed in three-dimensional space (Fig. 2b). This similarity
includes the physical variables by which the nematics and the lipid membranes can
be described and the intrinsic material properties, which determine the common
symmetry rules underlying the physical models of the two systems.

Specifically, the bulk of a uniaxial nematic liquid crystal, on one hand, and
the membrane surface, on the other, can be described by, basically, the same
physical variable, whose essence is the direction of the local orientation. (It has
to be emphasized that we consider only membranes in high-temperature phase
exhibiting laterally isotropic behavior and do not describe the low-temperature
gel phase of lipid characterized by a collective tilting of the lipid hydrocarbon
chains within the monolayer and the related lateral anisotropy of the mem-
brane propertie§.) For a nematic, this variable, referred to as the director, is
a unit vector, L, which determines the direction of the molecular orientation
in any infinitesimal volume element of the bulk (Fig. 2a) [30]. Similarly, the
membrane surface can be described at every point by a unit normal vector,
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Fig. 2 Illustration of (a) the nematic liquid crystal characterized by the director L and (b) a lipid
membrane described by the unit normal vector, 71

n, characterizing the local surface orientation (Fig. 2b). Further, provided that
the initial state of the liquid crystal is the state where the director, Z, is uni-
formly oriented all over the volume, the essence of the nematic bending defor-
mation is a generation of differences in the director orientations between the
adjacent volume elements throughout the system (Fig. 2a, right panel) [30].
Analogously, if the membrane is considered to be, originally, flat with the nor-
mal vector, 7, uniformly oriented all over the membrane surface (Fig. 2b, left
panel), the membrane bending leads to deviations of 7 belonging to every pair
of adjacent membrane elements from the initial parallel orientation (Fig. 2b, right
panel).

In terms of the material properties, both nematic liquid crystals and lipid
membranes in high-temperature phase exhibit a liquid-like behavior. The molecules
constituting a nematic phase can switch their positions within the available volume,
which is not accompanied by any stress generation. The same is true for swapping of
the lipid molecule positions in the membrane plane within the given membrane area.
As a result, neither nematics nor lipid membranes resist the shear deformations. A
nematic phase does not develop any stress against three-dimensional shear, whereas
a lipid membrane behaves as a two-dimensional liquid complying without resistance
with in-plane shear.
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Our goal here is to thoroughly describe the physics behind the notion of
membrane spontaneous curvature. Therefore, we start with the elements of Frank’s
analysis of nematics [30] and then present the essence of Helfrich’s consideration
of the membrane elastic parameters [4, 31] by mentioning the analogy and the
differences between the two systems.

3.1 Spontaneous Splay and Twist of Nematic Liquid Crystal

As already mentioned, the initial state of a nematic bulk is considered to exhibit a
uniform orientation of the director, Z, throughout the whole system (Fig. 2a, left
panel). Generally, any deformation imposed on a three-dimensional elastic phase
by external forces acting on its boundaries leads to development at any point of the
phase of the internal stresses, o jx, and strains, u, so that the volumetric density of
the deformation energy can be presented as [32]

f= fo;kdu,-k, (2)

where the integration is performed from zero to a final strain. The total energy, F,
is given by integration of the energy density, f, over the whole volume of the system
F = 55 dv( f o irdujr). Here and below we use the conventions of summation over
the repeated indices.

To proceed, based on Eq. (1), one needs to specify the types of the strains, uj,
and stresses, ok, developing in the system and establish the explicit stress-strain
relationships, o jx(uik).

Since the essence of the nematic bending deformations is the deviation of the
director, L, from the initial uniform orientation (Fig. 2a, right panel), the resulting
strains, e;, can be represented by the local gradients of L. The only stresses
emerging as a result of generation of the director gradients are the local torques, 7;,
counteracting the local rotation of the director, L [30]. In general, the three-
dimensional bending of the nematic phase leads also to the shear stresses, but, due
to the liquid nature of the system, the corresponding stresses must relax due to a
rearrangement of the constituent molecules.

To express the strain components explicitly, we introduce at any point of the
nematic phase a local Cartesian coordinate system, {z, x, y}, with z-axis parallel to L
in the origin, x = 0, y = 0. Since our goal here is to follow the similarity between
the nematics and the membranes, we consider only the deformations for which the

. . S ‘ AL,
director does not change in z-direction so that "81‘; = . = 0. Therefore, the
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relevant for our consideration strain components are the two “splay”,

oL,
€sx = ax
o — BLy 3)
sy — dy s
and two “twist”,
oL
Crx = — axy )
oL
ety = ayx ’ (4)

components [30]. In the initial state of uniform director, Z, both splay and twist
components vanish, ¥, = e?y =e) = e?y =0.

The stress-strain relationships, t;(e;), which have to be used for computation
of the energy density according to Eq. (2), are set by the molecular interaction
within the system and have, generally, a nonlinear character. However, they can
be presented in a simple form for small strains. The smallness of the strains means,
specifically, that the dimensionless parameters equal to the products of the absolute
values of the strain components, |e;|, and the internal molecular scale of the system,
8, whose essence in the effective size of molecules constituting the nematic phase
remain much smaller than one,

|€j|~5<< 1, (5)

which means that the angles, 8;, by which the directors deviate from the initial
orientations remain small, ; < 1. In this case, it is possible to use the approximate
stress-strain relationships, accounting only for the contributions up to the first order
in the small parameters, |¢;| - §, and neglecting the higher-order terms,

‘C,-=‘Cl-0+6ij'5'€j. (6)

This expression [Eq. (6)] represents the Hooke’s approximation for the relation-
ships between the torque and the strain components.

In Eq. (6) the first contributions, tl.o, are the torques existing within the nematic
phase in the initial state of the uniform orientation of the director, Z, before the
onset of the bending deformations. The values of the initial torques, tl.o, depend on
the intermolecular interactions of the specific liquid crystal. In case of vanishing
initial torques, rl.o = 0, the uniform state is free of the torque stresses, meaning
that there is no intrinsic tendency of the director, Z, to splay and/or twist. In



296 M. M. Kozlov

the case of nonvanishing initial torques, rl.o # 0, the inter-molecular interactions
favor a deviations of the liquid crystal from the initial state of uniformly oriented
director, L.

The coefficients, €;;, in Eq. (6) represent the elastic parameters of the system.
Commonly, the molecular length, §, is included into the definition of the system
elastic parameters so that one uses k;; = €;; - §, instead of €;, and the torque-
curvature relationships are introduced in the form

‘L',':‘L'l-o~|—K,'j-ej. (7)

Symmetry considerations taking into account the liquid-like properties of the
system reduce the number of the independent initial torques to two, ‘L'SO and
r,o, associated with the splay and twist, respectively [30]. The number of the
independent and nonvanishing elastic parameters, « j;, is reduced to four associated
with the splay-only, twist-only, and mixed splay-twist deformations [30]. Using
these conclusions and [Eq. (7)], the integration [Eq. (2)] from zero to the final values
of the splay and twist components of the strains results in the explicit expression for

the energy density, f, which can be presented in the form

f= TAQ (esx + esy) + 7-}0 (etx + ety) + é’css (esx + esy)z + ;Ktt (etx + ety)2+
Kst (esx + esy) (etx + ety) + K (esxesy + etxety) . ®)

The first two terms of [Eq. (8)] correspond, respectively, to the thermodynamic
work performed against the initial splaying torque, ré), on generation of the total
splay strain, e; = es, + eyy, and against the initial twisting torque, ‘Cto, on producing
the total twist strain, e, = e, + e;,. The third and fourth terms are quadratic in the
total splay, ey, and twist, e;, meaning that they represent the elastic contributions to
the energy with the corresponding elastic moduli of the pure splay, « 45, and the pure
twist, ;. Fundamentally, these two elastic moduli must be positive, kg3 > 0, k1 > 0,
to guarantee the thermodynamic stability of the system. The fifth contribution to
Eq. (8) is determined by the interplay between the splay and twist deformations,
the coefficient, « g, setting the extent to which the splaying torque, 7, is influenced
by the total twist strain, e;, and vice versa, how the twist stress, 7;, depends on
the total splay strain, es. Finally, the sixth contribution has a more complicated
geometrical origin depending on the product of the splay components, egyesy, and
the twist components, e;ve;y. This energy contribution does not vanish only if the
deformation occurs simultaneously in x- and y-directions so that both the x- and
y-components of the splay and twist strains differ from zero. If the deformation
is unidirectional, the last term in Eq. (8), which can be referred to as the saddle-
splay energy, does not contribute. The coefficients, s and k, may adopt positive as
well as negative values, which do not violate the requirement of the thermodynamic
stability of the system.
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The expression [Eq. (8)] can be presented in a more compact form by introducing
the parameter combinations

eso=— " (&)
and
€0 = —

and changing the energy of the reference state by a constant value, — é Kys€s02— ;
Kk e0”. The energy density is then presented as

f= ;Kss(es — e50)” + ;Kn(ez —e10)? + kyreser + K (esvesy + every) . (10)

The first two terms of Eq. (10) have a familiar form of Hooke’s law for the
total splay, e, and the total twist, e;, respectively. The parameters eso and e
play the roles of apparent equilibrium values of the local total splay and twist
for which Hooke’s splay and twist stresses would vanish. Therefore, es9 and
e, can be, formally, considered as structural parameters determining the stress-
free state of the nematic and referred to as the spontaneous splay and twist,
respectively.

It is important to emphasize, however, that the real meaning of ezo and ey
is directly related to the stresses existing in the uniform state of the nematic,
as it follows from the derivation above and the expressions [Eq. (9)]. In other
words, the spontaneous splay and twist do not really describe the structure of the
stress-free state of the system but rather quantify, together with the elastic moduli,
kss and Ky, the internal stresses existing within the liquid crystal in the uniform
state.

This point has not just a semantic meaning but rather an important physical
content. To illustrate that, let us consider, for simplicity, a nematic with vanishing
elastic moduli, corresponding to the third and fourth contributions to Eq. (10),
kst = 0, k = 0. The energy density, f, is determined in this case by Hooke’s law
only. Assume that a sample of such liquid crystal is not subjected to any constraints
imposed on its boundaries and there are no external forces acting on the system.
A practical question would be: is such liquid crystal expected to adopt the state
with total splay and twist having the spontaneous values eso and e;0? The answer is
that, generally, this is not the case. Indeed, our consideration above was not limited
to small values of the initial torques, Tso and tto. Therefore, the spontaneous splay
and twist, ego and e,, do not have to be small in the sense that their products with
the inverse molecular dimension, |es|§ and |es|6, can be comparable to or even
larger than one. In such cases, adopting by the system a state characterized by ey
and e,0 would mean a strong deviation from the initial uniform state so that the
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resulting strains do not satisfy the condition of smallness [Eq. (5)], and, hence, the
quadratic formula for the energy [Eq. (9)] is invalid a priori. Specifically, in the case
of large initial torques, ré) and ‘Cto, the relaxation of the system from the state of
uniform director, Z, generates large strains for which the nonlinear contributions to
the stress-strain relationships [Eq. (6)] are, generally, expected to become essential.
This will lead to the additional substantial contributions to the energy density [Eq.
(10)] of higher than quadratic orders in splay and twist resulting in an equilibrium
state different from that characterized by ez and ey.

3.2 Spontaneous Curvature of Lipid Membranes

The physical meaning of the membrane spontaneous curvature, as defined by
Helfrich [4], is, basically, analogous to that of the spontaneous splay of a nematic
liquid crystal described above. We present here the major steps of introduction
of Helfrich model of membrane bending elasticity, which includes definition
of the membrane spontaneous curvature [4]. We use, explicitly, the analogy
between the physical ideas behind modeling the elastic properties of a membrane
with those presented above for description of bending of a nematic liquid crys-
tal.

The membrane is described by a surface whose infinitesimal elements are
characterized by the area, da, and the orientation of the unit normal vector, #,
playing a role of the director (Fig. 2b). Since we are interested only in the curvature
effects, we do not address here the deformations of area stretching-compression.

In the initial state, the membrane is considered to be flat so that the normal vector,
i, is uniformly oriented throughout the whole membrane surface (Fig. 2b, left
panel). Bending of the membrane surface results in two kinds of local deformations.
First, the surface elements change their shapes in the membrane plane without
changing their areas, which constitutes the lateral shear deformations. Second, the
normal vector, 7, deviates from the uniform orientation (Fig. 2b, right panel). Since,
as mentioned above, the membrane has properties of a two-dimensional fluid, no in-
plane shear stresses develop in the system. Therefore, the lateral shear strains do not
contribute to the membrane energy. By contrast, generation of inhomogeneity in 7
orientation resulting in a reciprocal rotation of the normal vectors, 7, of neighboring
membrane elements (Fig. 2b) does cost energy. The corresponding strains are
represented by the components of the gradient of 7 determined along the surface
plane. The stresses associated with these strains are the torques, t;, opposing the
mutual turning of the adjacent surface elements.

To express, explicitly, the strains we choose at every point of the membrane
surface a local Cartesian system of coordinates, {z, x, y}, with z-axis parallel to the
normal vector, 7, in the origin (x = 0, y = 0). The membrane shape in the vicinity
of the chosen point is determined by a function z(x, y). Analogously to the liquid
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crystal model, the membrane strain, e;, can be presented as having two “splay”,

ony ony
esx = and e;, = ,
X 9x sy ay
and two “twist”,
ony ong
Crx = — 9x and €ry = ay s (11)

components.

The definition of the strain components [Eq. (11)] relates them directly to
the central geometrical characteristics of the membrane surface, the covariant
components of the shape tensor (second fundamental form), by g [33],

_ ony

0 0 0
bey — _ Ony b n Ny
ax

y
gy by = g and by = (12)

It can be demonstrated that at the origin of the local Cartesian coordinate system,
(x =0,y = 0), where 0z/dx = 0 and 9z/dy = 0, the covariant, contravariant, and
mixed components of the shape tensor are equal, so that by, = by, by, = b,
byy = by, and byy = b)y‘ .

As a result, the splay [Eq. (11)] can be represented by the diagonal,

€sx =bi§, €sy =b§, (13)
and the twist is given by the non-diagonal,

er] = —b)ycy €2 = bi, (14)

components of the mixed shape tensor, bg .

Analogously to the above consideration of the bending energy of liquid crystals,
the membrane bending energy can be computed by integration of the torques over
the strains. In the membrane case however, this integration results in the energy
per unit area of the membrane surface rather than the volumetric energy density.
Since the torque-strain relationships, t«(e;), are, generally, nonlinear and unknown,
to proceed in the energy determination, we have to make an assumption of smallness
of the strains and use the approximate linear relationships between the torques
and the strains [Eq. (6) or (7)]. In the case of membrane bending, the role of the
characteristic length setting the scale in the system is played by the membrane
thickness, d. The smallness of the strains means that the absolute values of the shape
tensor components are much smaller than the inverse membrane thickness,

|bild < 1, |by|d <1, and |by|d =

X
by

d <L 1. (15)
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Taking into account the relationships [Eq. (12)], smallness of the strains [Eq.
(15)] means that the angles, 8; = n;, generated as a result of membrane bending
between the normal vectors, 7, in the adjacent membrane points, remain much
smaller than one, 6; < 1.

The number of the nonvanishing elastic moduli relating the torques and the
strains in the linear approximation [Eqgs. (6) and (7)] is determined based on the
same symmetry consideration as in the case of liquid crystals [30].

Integration of the torques over the strains accounting for [Eq. (7)], the condition
[Eq. (15)], and the relationships [Eqs. (13) and (14)] results in the expression
analogous to [Eq. (8)] relating the energy density to the total splay, e; = ey, + ey,
the total twist, e; = e;x + eyy, and the products of the strain components, egyesy and
erxery.

It has to be taken into account that the shape tensor, by definition, statisfies,
b) = b; [33]. Therefore, the total twist, e; = e; + ey, Which is equal, according
to Eq. (14), to the difference between the non-diagonal components of the shape
tensor, vanishes,

e, =by — by =0, (16)

which is not necessarily the case for nematics [30].
As a result, the expression for the density of the membrane energy simplifies to

1 2
0
=10 (b4 89) + (b 4+ 03) 4 (b;‘b; - b§b§) : 17

where ‘L'SO is the splaying torque existing in the initial flat state of the membrane
and k and « are the remaining elastic parameters relating the torque components to
the strains in the linear approximation.

The first and second contributions to the density of the membrane bending energy
[Eq. (17)] depend only on the total splay, e; = esx + €5y = by + b}, which can be

presented as the trace of the shape tensor, e, = Tr (bg ), referred to as the total

curvature of the surface, J = T'r (bg ) [33]. The third contribution depending on
the products of the shape tensor components is proportional to the determinant of

the shape tensor, det (bg ) = b} b; — b)y‘ bfg , referred to as the Gaussian curvature

of the surface, K = det (bg ) [33]. It has to be noted that in the mathematical

literature, the notion of the mean curvature, H = —é] , 1s more common than
that of the total curvature, J. According to their definitions, the total and Gaussian
curvatures are surface scalars, meaning that their values do not depend on the
orientation of the local x , y axes in the membrane plane. For the special local
coordinate system, where x , y-orientation is such that the shape tensor has a
diagonal form, by = by = 0, the diagonal components of the shape tensor are called

the principal curvatures of the surface, ¢, = b}, ¢y = b§. The corresponding x- and
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y-directions are called the principle directions [33]. The principle curvatures have a
straightforward geometrical meaning of curvatures of the lines formed by crossing
the membrane surface by perpendicular planes in the principle directions. Therefore,
a frequent presentation of the total and Gaussian curvatures in the literature is as a
sum, J = ¢x + ¢y, and a product, K = ¢y - ¢y, of the principal curvatures, respectively.

Using the introduced definitions, the energy density [Eq. (17)] can be expressed
through the mean and Gaussian curvatures as

1
f=70+ 2KS812+KK. (18)

The total bending energy of the membrane, Fp, is given by integration of the
energy density [Eq. (18)] over the whole membrane surface,

Fp = 7{ fdA. (19)

Analogously to the above consideration of the elastic model of liquid crystals
[Egs. (8) and (10)], the elastic coefficient, kg, coupled to the total curvature
square, J?, has a meaning of an elastic modulus or, equivalently, the membrane
susceptibility with respect to the total curvature, J. In the literature, this elastic
modulus is referred to as the membrane bending modulus and denoted by « g instead
of ks [4, 31]. The bending modulus must be positive to guarantee the stability of
the membrane with respect to bending deformations. The bending modulus, « g, has
been measured by different methods for lipid bilayers and monolayers of various
compositions. The characteristic value of this modulus constitutes 10 kgT and 20
kgT for a monolayer and a bilayer, respectively, kgT =~ 0.6 kcal/mole being the
product of the Boltzmann constant and the absolute temperature (see for recent
review [34]). The elastic coefficient, «, related to the Gaussian curvature, K, is
referred to as the modulus of Gaussian curvature or the saddle-splay modulus.
This elastic coefficient determines the dependence of the energy density on the first
power of the Gaussian curvature, K, and, therefore, does not have a meaning of
susceptibility with respect to K. Hence, the membrane mechanical stability does
not require « to be positive, and, in fact, this modulus was shown to be negative
in a few cases where it was accessible for the experimental determinations [35—
37]. It has to be noted that as long as the modulus of Gaussian curvature, k, has
a constant value all over the membrane, it becomes relevant only for membrane
processes, which include topological remodeling of the membrane by fission, self-
fusion, fusion with other membranes, and/or formations of holes in the membrane
surface accompanied by deformation of surface regions bound by the hole rims. The
reason for that is Gauss-Bonnet theorem according to which integral of Gaussian
curvature, K, which has to be computed for determination of the total bending
energy [Eq. (19)], is independent of the surface shape as long as the surface remains
closed and varies only upon changes of the surface connectivity through topological
rearrangements [33]. Importantly, in the cases where the value of the modulus of
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Gaussian curvature, k', changes along the membrane surface, which may be the case
in biological membranes, the energy contribution of the Gaussian curvature affects
the membrane shapes also in the absence of topological transformations (see, e.g.,
[38D).

The spontaneous curvature of the surface, J;, is defined through the initial
splaying torque, rf,), and the bending modulus, « , by

Jo=—". (20)

Using this definitions [Eq. (20)] and changing the energy of the reference flat
state by a constant, —;KBC()Z, we obtain the familiar Helfrich form for the area
density of the membrane bending energy,

f= ;KB(] —J)? 4+ kK. Q1)

Importantly, the dependence of Helfrich bending energy [Eqs. (18) and (21)]
on the total, J, and Gaussian, K, curvatures rather than, separately, on each of
the principle curvatures of the surface, ¢, and ¢y, or on different components of

the shape tensor, bg, has a fundamental physical meaning. As mentioned above,
according to their definitions through, respectively, the trace and the determinant
of the shape tensor, the total and Gaussian curvatures are the surface scalars. The
energy dependence only on the surface scalars is the consequence of the membrane
properties of an isotropic two-dimensional fluid with no designated structural
direction in the membrane plane.

In this context and to conclude this section, we mention the relationship between
the Helfrich model of membrane bending elasticity given by Eq. (21) and that
suggested by Canham [3] for explanation of red blood cell shapes [3]. The reason
for this discussion is a frequent reference in the literature to the energy [Eq. (21)]
as the Canham-Helfrich Hamiltonian. Canham [3] considered the membrane as
a homogeneous isotropic solid sheet having no elastic stresses in the flat state
rather than a two-dimensional fluid layer subject to torques while being flat. For
derivation of the membrane bending energy, Canham used the common methods of
the thin-shell mechanics (see, e.g., [32]). As a result, the Canham energy accounts
neither for the membrane spontaneous curvature nor for the contribution of the
Gaussian curvature determined by a separate elastic constant. Canham’s approach
can be extended to include the missing contributions, but in that case the analog of
Helfrich’s modulus of Gaussian curvature turns out to be proportional to the lateral
shear modulus, which must vanish for fluid membranes. Summarizing, because of
the substantial differences in the physical properties of membranes assumed by
Helfrich and Canham’s approaches and due to the crucial factors, the spontaneous
curvature and the modulus of Gaussian curvature, accounted by Helfrich’s but not
Canham’s formula, we find unjustified the association of the model [Eq. (21)] with
Canham’s name.
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3.3 Meaning of Spontaneous Curvature

There is a substantial difference between the notion of the spontaneous curvature,
as set by its definition [Eq. (20)], and the concept of the intrinsic curvature, Jy,
described in the previous section. The analogous issue related to the spontaneous
splay and twist of nematic liquid crystals was already addressed above. Never-
theless, because of its importance and frequent misinterpretation in the literature,
we are going to discuss that matter again in a specific relation to the membrane
spontaneous curvature, J;.

The first contribution to the density of the membrane bending energy, f, presented
by Helfrich’s formula [Eq. (21)], has a form of Hooke’s law with the spontaneous
curvature, J;, playing a role of a geometrical characteristic of the relaxed membrane
state. Therefore, commonly, the spontaneous curvature, J;, would be associated
with the total curvature the membrane tended to adopt spontaneously in case there
were no external forces acting on the membrane surface and the membrane did not
undergo topological transformations by fusion, fission, and rupture. In other words,
the spontaneous curvature, J, is often identified with the intrinsic curvature, Jo,
defined above. Such equating of the two concepts is, generally, misleading since
they have a priori different physical contents. The spontaneous curvature is merely a
measure of the stress, rf), existing within the membrane in the initial flat state rather
than a direct characteristic of the membrane geometry. In contrary, the intrinsic
curvature, Jo, is a geometrical feature of a relaxed membrane, which does not carry
any information about the membrane stresses.

At the same time, for applications, it is important to know, whether and under
which conditions, in spite of the difference in the physical meaning, the value of the
spontaneous curvature, Jg, can become similar to that of the intrinsic curvature, Jy.
A short answer is that such concurrence can be expected in two situations: either
the spontaneous and intrinsic curvatures are both much smaller than the inverse
membrane thickness, |Js|d < 1, |Jo|d < 1, or the torque-strain relationship of the
membrane, 7;(e;), remains linear [Egs. (6) and (7)] not only for small but also for
large membrane curvatures comparable to the inverse membrane thickness.

In general case, however, the spontaneous and intrinsic curvatures are not
expected to have equal or even close values. Indeed, depending on the membrane
lipid composition, the initial stress, t?, can be arbitrarily large so that the spon-
taneous curvature determined according to Eq. (20) can adopt values comparable
with or larger than the inverse membrane thickness, |Js|d > 1. This means that,
in order to reach a shape with the total curvature equal to J;, the membrane has to
deviate from the initial flat state by the extent violating the requirement of smallness
of membrane strains [Eq. (16)]. In that case the Helfrich’s expression for the
membrane energy [Eq. (21)] has to be complemented by the terms of higher orders
in the product of the curvature and the membrane [39]. Because of these additional
energy contributions, the intrinsic curvature, Jy, resulting from the complete energy
minimization and describing the equilibrium membrane shape, is not expected to
equal the spontaneous curvature, J, determined by Eq. (20).
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It has to be kept in mind, however, that some membranes or, more precisely,
lipid monolayers of, at least, certain lipid compositions appear to demonstrate an
unexpectedly long-reaching linearity in the torque-strain relationship, which, as
mentioned above, can lead to the value similarity between the spontaneous, Jg,
and intrinsic, Jo, curvatures. This conclusion is based on the addressed above
measurements of the bending moduli of monolayers forming the strongly curved
tubes of Hyj-phases [20, 23-26]. The intrinsic curvatures of these monolayers are,
practically, equal to the inverse monolayer thicknesses, 1/d &~ 1/2nm. Deformation
of these monolayers in the vicinity of their strongly curved intrinsic shapes revealed
the values of the bending moduli of about 10 kg T, which is very close to the bending
moduli determined for nearly flat monolayers, albeit of different lipid compositions
[34]. This consistency of the bending modulus values determined experimentally
over a very broad range of membrane curvatures indicates, although does not prove,
that the bending energy of lipid monolayers is quadratic in the total curvature in
an extremely wide range of the bending deformations including those for which
the curvature radii are comparable to the monolayer thickness. In other words, this
means that the dependence of the monolayer torque on the total curvature may
remain linear up to very large deformations. In this case, the numbers obtained
experimentally for the intrinsic curvatures can be used as substitutions for the
spontaneous curvature in spite of the difference between the physical meanings of
the two notions.

3.4 Spontaneous Curvature of Mixed Lipid Monolayers

As, in contrast to the membrane intrinsic curvature, Jy, the spontaneous curvature,
Js, does not have a direct geometrical meaning but is rather related to the torque in
the flat membrane state, T, understanding how J; depends on the membrane lipid
composition requires a thermodynamic analysis rather than a purely geometrical
consideration. Since, as already mentioned, the elastic properties of a lipid bilayer
are determined by the properties of its constituent monolayers, we present here
the thermodynamic description of mixed, weakly, and homogeneously curved lipid
monolayers [40]. For constant temperature, the variation of the monolayer free
energy can be written as [41, 42]

dF =ydA+ At dJ + Ak dK 4+ Zu; dN;, (22)

where y is the Gibbs tension; A is the monolayer area; N; is the number of
lipid molecules of i-th type; u; is the chemical potential of i-th lipid type; J and
K are, respectively, the total and Gaussian curvatures of the monolayer surface; t
is the torque; and « is the modulus of Gaussian curvature of the monolayer. The
summation in the last term of Eq. (22) is taken over all types of the membrane
lipid components. Eq. (22) provides a thermodynamic definition for the membrane
torque, t, and modulus of Gaussian curvature, « , through the derivatives of the free
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energy with respect to the total, J, and Gaussian, K, curvatures, respectively. These
thermodynamic definitions of T and x are complementary to the discussed above
definitions by Helfrich [4].

All the thermodynamic functions and variables related to the curvatures depend
on the choice within the membrane of Gibbs dividing surface (reference plane)
[17, 18]. Generally, one can choose any arbitrary plane parallel to the membrane-
bulk interface as the dividing surface. The thermodynamic description simplifies
for several special dividing surfaces such as Gibbs’ surface of tension [41] or
the neutral surface [17, 18]. For our purposes, the most convenient is the neutral
surface, for which the deformation of membrane area stretching-compression and
the deformation of changing the total curvature, J, are energetically decoupled. The
position of the neutral surface has been determined for a series of monolayers of
different compositions and appears to be located near the interface between the polar
heads and the hydrophobic moieties of the constituent lipid molecules [20].

The free energy, F, must be a first-order homogeneous function of its extensive
thermodynamic variables, A and N;. It can be, therefore presented, according to
Euler’s theorem, as

F=yA+4+Xu; N; (23)

where the tension, y, and the chemical potentials, u;, are functions of the
curvatures. The Gibbs-Duhem-type equations resulting from Eqgs. (22) and (23)]
relate the differentials of the chemical potentials, the tension, and the curvatures,

Y N;du; = —Ady + At dJ + Ak dK. (24)

From Eq. (24) we can derive a general relationship between the torque and the
chemical potentials of the membrane components,

0 1 oL
= (% +oeN (M) (25)
0J AN A 0J AN

where the subscripts indicate the values, which are kept constant through the
differentiation. In the following we skip this explicit indication. To present Eq. (25)
in a more useful form, we apply Maxwell relationships between the derivatives of
the intensive thermodynamic functions, which follow from the independence of
the mixed derivatives of the energy [Eq. (22)] of the order of differentiation. The
Maxwell relations we substitute in Eq. (25) are

ar o
A0t 2 (26)
aN; ~ aJ

Moreover, since we describe the lipid monolayer by its neutral surface, the

derivative of the tension with respect to the total curvature vanishes, gz = 0. Taking
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this and Eq. (26) into account, we obtain from Eq. (25) for the case of constant area

ot
TA =X N;A . 27
oN;

It follows from Eq. (27) that for fixed monolayer area, A, the product of the torque
and the area, TA, is a first-degree homogeneous function of the molecular numbers
of the components, N;, and, hence, can be presented in the form

(28)

N» N N,
rA:(ZNi)-CID( 200 ")

Ni'NTTTTN

It has to be emphasized that Eqs. (27) and (28) are general thermodynamic
relationships, which must be satisfied by any specific model of the elastic parameters
of mixed monolayers.

Importantly, the relationships [Eqgs. (27) and (28)] impose constraints on the
models for the torques, T = — Jgk, rather than, separately, for the spontaneous
curvature, Js, and bending modulus, «. In the literature, however, specific models
for J; and « have been suggested. These models operated with the notions of
spontaneous curvatures, Jf, and bending moduli, Kg, of individual components,
whose meanings were the elastic characteristics of monolayer with uniform com-
position consisting only of the i-th lipid. Namely, the spontaneous curvature of
a mixed monolayer containing N; molecules of i-th type has been suggested

to be equal to a sum of spontaneous curvatures of the individual components,
Ni

Jf, weighted with their molar ratios within the membrane, ¢; = s> SO that
J; = Z¢;J! . The same assumption was made concerning the inverse bending
modulus, KlB = Zf,-" [43]. A slight development of this model taking into

B
account a possibility of differences between the in-plane molecular areas of
the components, a;, presents the spontaneous curvature and the inverse bending
modulus as sums of the characteristics of individual components weighted with

. : 1 i1 1 1
their relative areas, J; = ZN,-aiENi -a; - Jy, kg = ZN,-aiENi “aic [40].

The background for these models was a reasoning based on a mechanical nfeaning
of the intrinsic rather than spontaneous curvature and ignoring a fundamental
difference between the physical contents of the two notions. It is easy to see that
both versions of the model do not satisfy the thermodynamic constraints [Egs.
(27) and (28)]. For example, in the latter version of the model, the torque in the

— 2N yhich does not fulfill
Y . Nja;

i

flat membrane state equals ‘L’S = —Jikp =

[Eq. (28)].
A thermodynamically correct model for the spontaneous curvature and bend-
ing modulus of a mixed monolayer, where the contributions of the individual
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components are assumed to be additive, has to propose that J; and « p satisfy [40],

1 .
Jy= SN;-a;-J! (29)
A
1 1 1
= ZN,' ~djp - .. (30)
KB Y N;a; K%

The difference between the model presented by Egs. (29) and (30) and the
previous ones consists in an assumption that the change of the monolayer area, A,
upon a condition of constant number of all components, leads to variation of the
spontaneous curvature [Eq. (29)] but not of the bending modulus [Eq. (30)]. The
resulting expression for the bending moment in the flat membrane state,

Y Nia; XJiNja;

. , (31)
A by ll N;a;
kg

0
T, = —Jskp = —

fulfills (Egs. (27) and (28)]. Obviously, also more complex relationships accounting
for nonadditive contributions of different components to the monolayer elastic
characteristics, J; and «p [28], are allowed by the thermodynamic relationships
[Egs. (27) and (28)].

4 Conclusions

The goal of this review was to recall the physical background behind the notion
of the membrane spontaneous curvature introduced by Helfrich [4], which has
been ubiquitously used in the membrane literature over the last few decades, and
to illustrate its essential difference from the intrinsic curvature defined by Gruner
[9] for lipid monolayers. We emphasized that, while the intrinsic curvature is a
geometrical characteristic of a lipid monolayer determined by X-ray studies of the
inverted hexagonal phase, the spontaneous curvature characterizes the stress existing
in a flat membrane and does not have a direct geometrical meaning. The spontaneous
and intrinsic curvatures may have similar values, if both of them are much smaller
than the inverse membrane thickness.

Which notion is more useful for the practical characterization of the membrane
elastic behavior? Obviously, the answer depends on the specific membrane system.
In a lipid bilayer constituting the matrix of any biological membrane, the two
monolayers are coupled in the transverse direction so that acquisition of curvature
by one of them leads to acquirement of an opposite curvature by the other. In case
the lipid compositions of the two membrane monolayers are similar, the bilayer
and, hence, the monolayers acquire a flat shape independent of the monolayer
intrinsic curvatures. In this situation, each monolayer is elastically frustrated and
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is characterized by a bending stress described by the spontaneous curvature. Thus,
the latter is the relevant monolayer characteristic. Within the membrane structures,
where the two monolayers, locally, deviate from the mutually parallel orientation,
the appropriate value determining the membrane behavior may be the intrinsic rather
than the spontaneous curvature. Examples are the intermediate structures formed in
the course of membrane fusion and fission, the most common of which is membrane
stalk [44].

While the present article discussed the spontaneous and intrinsic curvatures of
purely lipid monolayers, similar ideas have been used to describe the effects of
proteins on the membrane curvature and elastic behavior.
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Abstract Interactions mediated by the cell membrane between inclusions, such as
membrane proteins or antimicrobial peptides, play important roles in their biological
activity. They also constitute a fascinating challenge for physicists, since they test
the boundaries of our understanding of self-assembled lipid membranes, which are
remarkable examples of two-dimensional complex fluids. Inclusions can couple
to various degrees of freedom of the membrane, resulting in different types of
interactions. In this chapter, we review the membrane-mediated interactions that
arise from direct constraints imposed by inclusions on the shape of the membrane.
These effects are generic and do not depend on specific chemical interactions.
Hence, they can be studied using coarse-grained soft matter descriptions. We deal
with long-range membrane-mediated interactions due to the constraints imposed
by inclusions on membrane curvature and on its fluctuations. We also discuss the
shorter-range interactions that arise from the constraints on membrane thickness
imposed by inclusions presenting a hydrophobic mismatch with the membrane.
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1 Introduction

Although membrane proteins were traditionally described as free to diffuse in the
cell membrane [1], it was soon acknowledged that the lipid bilayer can influence
their organization and thus have an impact on many aspects of their activity [2].
Hence, interactions between proteins and the host membrane, as well as the resulting
protein—protein interactions, have become fundamental topics in biophysics.

Membrane inclusions such as proteins can couple to various degrees of freedom
of the membrane (curvature, thickness, composition, tilt, etc.), thus giving rise
to several types of membrane-mediated interactions. It is noteworthy that these
interactions are often nonspecific, i.e., they do not involve the formation of chemical
bonds between the various components. Thus, understanding these interactions calls
for a description of the membrane as a self-assembled system whose properties are
collectively determined, and not merely given by the chemical properties of the
molecules involved [3]. Over the last few decades, it has become clear that the
concepts developed in soft matter physics to describe self-organized systems are
extremely useful in this context, and that coarse-grained effective models such as
the Helfrich model of membrane elasticity [4] can yield valuable insight.

In this chapter, we review the membrane-mediated interactions between inclu-
sions such as membrane proteins that arise from direct constraints imposed by these
inclusions on the shape of the membrane. Our point of view is mostly theoretical, in
agreement with the history of this research field, but we also discuss the numerical
and experimental results that are available. For clarity, we treat separately the effects
that result from the coupling of the inclusions with membrane curvature and those
that arise from their coupling with membrane thickness. Note however that a given
inclusion can couple to both of these degrees of freedom. The first case, presented in
Sect. 2, leads to interactions with a much larger range than the characteristic size of
the inclusions, which will be referred to as “long-range interactions.” Such effects
can be described starting from the coarse-grained Helfrich model [4]. The second
case, discussed in Sect. 3, yields a much shorter-range interaction and requires more
detailed effective models of the membrane.

Other types of membrane-mediated interactions, arising from other underlying
membrane degrees of freedom such as lipid composition and tilt, will not be
discussed in detail. Besides, important applications such as the crystallization of
membrane proteins and the interaction between constituents of such crystals are
outside of the scope of this chapter.

2 Long-Range Membrane-Mediated Interactions

Inclusions such as proteins are generally more rigid than the membrane. Therefore,
they effectively impose constraints on the shape of the membrane, especially on its
curvature, which plays a crucial part in membrane elasticity. These constraints in
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turn yield long-range membrane-mediated interactions between inclusions. While
our focus is on inclusions, we note that similar interactions have been predicted
between objects adsorbed on the membrane, e.g., grafted polymers [5], which can
be described as imposing a force distribution (with zero mean) rather than a shape
constraint.

We will review the first theoretical predictions of these interactions, before
moving on to further results in the analytically tractable regime of distant inclusions
embedded in almost-flat membranes, including anisotropy, multi-body effects, and
dynamics. Extensions to other geometries will then be discussed, including the
compelling but tricky regime of large deformations, where numerical simulations
provide useful insight. Finally, we will examine the available experimental results.

2.1 First Predictions
2.1.1 Seminal Paper

The existence of long-range membrane-mediated forces between inclusions in lipid
membranes was first predicted in Ref. [6]. (Note that a related collective effect
of curvature instability induced by inclusions imposing a spontaneous curvature
had been discussed previously [7].) In Ref. [6], the curvature elasticity of the
membrane was described by the tensionless Helfrich Hamiltonian [4]. For an up-
down symmetric membrane, it reads

H= /dA[; (c1 +Cz)2+EC162] , (1)

where « is the bending rigidity of the membrane and « is its Gaussian bending
rigidity, while ¢ and ¢, denote the local principal curvatures of the membrane, and
A its area. This elastic energy penalizes curvature. For small deformations of the
membrane around a planar shape, Eq. (1) can be approximated by:

H[h] = /dr {'; [Vzh(r)]z - det[aiajh(r)]} , )

where A (r) is the height of the membrane at position r = (x, y) € R? with respect
to a reference plane, and (i, j) € {x, y}>. The Hamiltonian in Eq. (2) is massless
and features a translation symmetry (# — h + C where C is independent of
position), yielding Goldstone modes. The associated long-range correlations give
rise to long-range membrane-mediated interactions. Neglecting the effect of the
membrane tension o, as in Egs. (1) and (2), is legitimate below the length scale
J/k/o. Note that the simplified Hamiltonian in Eq. (2) is quadratic in the field 4,
i.e., the field theory is Gaussian.
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Fig. 1 Ground-state shape of a membrane containing two rigid disk-shaped inclusions that impose
the contact angles o1 and a3, obtained by solving the Euler-Lagrange equation (see Ref. [8]). The
membrane shape is described by its height & with respect to the plane z = 0. The radius of the
inclusions is denoted by a, and the center-to-center distance by d

In Ref. [6], inclusions are characterized by bending rigidities different from
those of the membrane bulk. A zone with slightly different rigidities (“perturbative
regime”) can represent a phase-separated lipid domain, while a very rigid zone
(“strong-coupling regime”) can represent a protein. Both regimes are discussed,
in the geometry of two identical circular domains of radius a at large separation
d > a (see Fig. 1). An interaction potential proportional to 1/d* is obtained in both
regimes.

Besides, a low-temperature interaction is obtained for rigid inclusions that
impose a contact angle with the membrane, e.g., cone-shaped inclusions [6, 9]:

a*

Ui(d) = 4w (af + o) e

3
where o1 and oy are the contact angles imposed by inclusion 1 and inclusion
2 (see Fig.1). This interaction is obtained by calculating the membrane shape
that minimizes the membrane curvature energy in Eq. (2) in the presence of
the inclusions. It arises from the ground-state membrane deformation due to the
inclusions and vanishes for up-down symmetric inclusions. It is repulsive. Note
that this interaction does not depend on the Gaussian bending rigidity of the
membrane [9], as the Gaussian curvature energy term only depends on the topology
of the membrane and on boundary conditions. Hence, in most subsequent studies of
the membrane-mediated forces between rigid membrane inclusions, the Gaussian
curvature term in Eq. (2) is discarded. In the perturbative regime, however, the
interaction depends on the perturbation of the Gaussian bending rigidity [6].

Another interaction, which is attractive and originates from the thermal fluctu-
ations of the membrane shape, was predicted as well, and its expression for rigid
inclusions reads [6, 10]:

4

Upr(d) = —6 kT 24. )
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Importantly, this fluctuation-induced interaction is independent of elastic constants
and of contact angles. It exists even for up-down symmetric inclusions (imposing
a1 = 0 and oy = 0) that do not deform the ground-state membrane shape.

Multipole expansions valid for a < d were used to calculate these interactions
for rigid inclusions. Details on these expansions are presented in Refs. [8, 10]. Only
the leading-order terms in a /d were obtained in Ref. [6]. This method was recently
pushed further, yielding higher-order terms in a /d [8].

In the perturbative regime, the interaction depends on the perturbations of x and
« in the inclusions and on the value of « in the membrane as well as on kg T [6].

2.1.2 Point-Like Approach

Reference [11] extended the study of Ref. [6]. Membrane elasticity was described by
Eq. (2) as in Ref. [6], but different membrane-inclusion couplings were considered.
Rigid inclusions were treated through a coupling Hamiltonian favoring a relative
orientation of their main axis and of the normal of the membrane. The membrane-
mediated interaction was calculated in the limit of very small inclusions, where the
ultraviolet cutoff of the theory A appears. The radius a of the inclusions was related
to A through A = 2/a [11], yielding agreement with the results of [6]: the total
interaction energy obtained is the sum of U; and U, (Egs. (3) and (4)).

This opened the way to direct point-like descriptions of membrane inclusions.
In Ref. [12], a perturbative approach was taken, where the coupling with the
membrane and the inclusions was assumed to be linear or quadratic in the local
mean curvature at the point location of the inclusion. In Ref. [13], the insertion
energy of a protein in the membrane was approximated by a term proportional to the
Gaussian curvature of the membrane at the insertion point. Then, in Refs. [14, 15],
inclusions were modeled as more general local constraints on the membrane
curvature tensor. Considering inclusions as point-like is justified in the case of
membrane proteins, since their typical radius is comparable to membrane thickness,
which is neglected when the membrane is considered as a surface, as in Eq. (2).
This description simplifies the calculation of membrane-mediated interactions, by
eliminating the need for a multipole expansion. In practice, one writes the partition
function of the membrane described by the elastic energy in Eq. (2) (discarding
Gaussian curvature), modeling inclusions as point curvature constraints [14, 15].
For one inclusion imposing a local isotropic curvature ¢ in r¢, these constraints read
th(ro) = B)Z,h(ro) = c¢ and 9,0yh(ro) = 0. Then, the part of the free energy that
depends on the distance d between the inclusions is the sum of Uy and U, (Egs. (3)
and (4)), where the effective radius a of the point-like inclusions appears through
the cutoff A = 2/a, and the effective contact angle is @ = ac.

References [16, 17] formalized the connection between the original description
of inclusions as rigid objects [6] and the more convenient point-like description.
The effective field theory formalism developed in Refs. [ 16, 17] for membranes (see
also Ref. [18] for fluid interfaces, and Ref. [19] for a review) considers inclusions
as point-like particles and captures their structure and the boundary conditions they
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impose via localized coupling terms. In practice, a series of generic scalar localized
terms consistent with the symmetries of the system is added to the curvature
energy describing the bare membrane. Each term in the series is polynomial
in the derivatives of the membrane height &, taken at the point position of the
inclusion. The coefficients of each term of the series are then obtained by matching
observables, such as the ground-state membrane shape responding to an imposed
background, between the full model with extended inclusions and the effective field
theory [17]. These Wilson coefficients are analogous to charges, polarizabilities,
etc. of the inclusions and describe the interplay between the membrane and
the inclusions, by encoding the long-range effects of short-range coupling [19].
Membrane-mediated interactions can be obtained from this effective field theory.
It gives back the leading terms in a/d obtained previously, with a generalization
to inclusions with different radii, and yields higher-order corrections [16, 17]. This
general and powerful method could be extended to complex inclusions with specific
Wilson coefficients, and also enables general derivation of scaling laws through
power counting. However, one should bear in mind that its existing application to
rigid disk-shaped inclusions a priori yields results specific to this particular model
of the inclusions. In particular, the discrepancy obtained with previous point-like
approaches on certain higher-order terms [17] should be regarded as a different
result obtained for a different model, since previous point-like approaches did not
aim to fully mimic rigid disk-shaped inclusions. Note that higher-order terms were
recently calculated in the framework of extended disks [8], showing agreement
with [17] and pushing the expansion further.

2.1.3 Two Types of Interactions

The long-range membrane-mediated interaction between rigid inclusions comprises
two leading-order terms that both depend on the fourth power of a/d (Egs. (3)
and (4)) [6]. Subsequent works [11, 14-17] demonstrated that the total interaction
is the sum of these two terms, one coming from the ground-state deformation of
the membrane by the inclusions (Eq. (3)) and the second one arising from entropic
effects (Eq. (4)). However, it should be noted that the separation of these two terms
is mostly of formal interest, since the ground-state shape, which is obtained by
minimizing the Hamiltonian of the system, may not be of much practical relevance.
In practice, one may be able to measure experimentally the average shape of a
membrane, but in general it would not coincide with the ground-state one, except in
the Gaussian regime of small deformations (for an anharmonic potential, the mean
value, and the most likely value are not necessarily the same). In this regime, which
has been the focus of most theoretical work, the membrane Hamiltonian is quadratic
(Eq. (2)): then, the separation of the two terms makes sense. Let us now discuss each
of these two terms.

The first term, U; (Eq. (3)), arises from the overlap of the ground-state
deformations of the membrane due to the presence of each individual inclusion,
and it was first obtained in Ref. [6] by taking the (fictitious) zero-temperature



Membrane-Mediated Interactions 317

limit. It also corresponds to the membrane-mediated interaction within a mean-field
approximation.

The second term, U; (Eq. (4)), is a fluctuation-induced or entropic effect, which
exists even if both inclusions impose vanishing contact angles. Remarkably, in the
case of rigid inclusions, the only energy scale involved is kg7': this interaction is
universal. It arises from the constraints imposed by the inclusions on the thermal
fluctuations of the shape of the membrane, which is a field with long-range
correlations. It is analogous to the Casimir force in quantum electrodynamics (see,
e.g., [10, 11, 14, 15, 20]), which arises from the constraints imposed by non-charged
objects (e.g., metal plates) on the quantum fluctuations of the electromagnetic
field [21, 22]. This fluctuation-induced interaction is thus often termed “Casimir”
or “Casimir-like.” In Ref. [23], the fluctuation-induced force between membrane
inclusions was recovered from the entropy loss associated to the suppression of
fluctuation modes, thus reinforcing the formal analogy with the Casimir force.
Fluctuation-induced forces analogous to the Casimir force exist in several other
soft matter systems, where thermal fluctuations play an important part [24, 25].
They were first discussed by Fisher and de Gennes in the context of critical binary
mixtures [26]. This “critical Casimir” force has been measured experimentally
between a colloid and a surface immersed in a critical binary mixture [27].
Interestingly, such critical Casimir forces have been predicted to exist in membranes
close to a critical point in lipid composition, and they are very long range, with
power laws up to (a/d)'/* [28]. Their sign depends on the boundary conditions
imposed by the inclusions [28], as in the three-dimensional critical case [25].

Let us now compare the magnitude of these two types of interactions. For two
identical inclusions imposing the same contact angle «, the interactions in Egs. (3)
and (4) have the same modulus if

3 kgT
|a|=/ B (5)

4 «

Using the typical value k &~ 25kpT gives |a| ~ 6°: for larger contact angles, the
mean-field repulsion dominates over the fluctuation-induced attraction.

2.2 Further Developments on Distant Inclusions Embedded
in Almost-Flat Membranes

2.2.1 In-Plane Anisotropy

Until now, we discussed the simple case of two inclusions with isotropic (i.e., disk-
shaped) in-plane cross-section, which was the first case investigated [6]. However,
real membrane inclusions, such as proteins, have various shapes. Figure 2 shows
a schematic of the different cases at stake: those in panels a and b were discussed
above, and those in panels ¢ and d will be discussed here.
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0i(2)

¢

Fig. 2 Schematic representation of the different cases for inclusions with separation d much larger
than their characteristic size a, embedded in a membrane with small deformations around the flat
shape. In each case, a view from above and a longitudinal cut are presented. Thermal fluctuations
of the shape of the membrane are only represented in the bottom right cut of panel a. (a) Isotropic,
up-down symmetric. (b) Isotropic, not up-down symmetric. (¢) Anisotropic, up-down symmetric.
(d) Anisotropic, not up-down symmetric

In Ref. [11], the case of anisotropic cross-sections was treated through a coupling
between membrane curvature and symmetric traceless tensor order parameters
constructed from the main direction of the inclusion cross-section, integrated over
the surface of the inclusion cross-section. The interaction energies obtained are
anisotropic, and depend on d as 1/d* for up-down symmetric inclusions that interact
only through the fluctuation-induced interaction (see Fig. 2c), just as in the case of
isotropic cross-sections. However, inclusions that break the up-down symmetry of
the membrane feature an anisotropic interaction with a stronger 1/d” power law.
Its angle dependence is cos(2(61 + 62)), where 6; is the angle between the main
in-plane axis of inclusion i and the line joining the two inclusion centers (Fig. 2c).
This orientation dependence is that of a quadrupole—quadrupole interaction [29, 30],
and the interaction energy is minimized whenever 6; + 6, = 0 (or equivalently
01 + 6> = ). This interaction is attractive for a wide range of relative orientations,
while the analogous interaction between inclusions with an isotropic cross-section
is always repulsive (see Eq. (3)).

The in-plane anisotropic case of rigid up-down symmetric rods imposing vanish-
ing contact angles to the membrane on their edges was treated in Refs. [10, 29]. Only
the fluctuation-induced interaction is then at play (as in Fig. 2c). In this study, thin
rods were considered in the limit of vanishing width, and in the “distant” regime
where their length L is much smaller than their separation d. The opposite case
d <« L will be discussed in Sect.2.4.2. The power law obtained is in 1/d*, as in
the case of isotropic cross-sections (Eq. (4)), and the only energetic scale involved
in this fluctuation-induced force is kg 7. The angular dependence of the interaction
is cos?[2() + 62)], yielding energy minima for 0] 4+ 6> = 0 and 7 /2.

Anisotropic cross-sections were revisited within the point-like approach in
Refs. [14, 31]. In this model, inclusions couple to the membrane by locally imposing
a generic curvature tensor, with eigenvalues (principal curvatures) denoted by K +J
and K — J. The interaction between two such identical inclusions then reads, to
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leading order in a/d [14, 31]:

4
Us(d) = =8k, {207 0s(2(61 +62)) + I K [cos(26) + cos26)]| . (6)

where 6; are angles between the line joining the inclusion centers and their axis of
smallest principal curvature (see Fig. 2d). This term oc 1/d? vanishes for isotropic
inclusions (J = 0), consistently with Refs. [6, 11]. Furthermore, in the fully
anisotropic case K = 0, corresponding to a saddle, the power law and the angular
dependence both agree with the up-down symmetry-breaking and anisotropic cross-
section case of Ref. [11]. Equation 6 shows that in the generic case where J and
K are nonzero, the angular degeneracy of the lowest-energy state is lifted, and
(assuming without loss of generality that K and J have the same sign) the inclusions
tend to align their axis of smallest principal curvature along the line joining their
centers. Their interaction is then attractive [14]. This interaction (Eq. (6)) was
recovered in Ref. [16] (with different angle notations), and generalized to inclusions
with different radii.

Subleading terms in 1 /d4 were also calculated in Refs. [14] and [16], featuring
different results (as for the subleading terms in the isotropic case). One should keep
in mind that the models at stake are different, since Ref. [14] considers fully point-
like inclusions while Ref. [16] models disk-shaped ones with finite radius through
the effective field theory. While the agreement of these models on the leading-order
term is a nice sign of robustness, there is no reason to expect an exact agreement at
all orders.

Reference [14] also investigated the fluctuation-induced interaction, but its
leading-order term was found not to be modified with respect to the isotropic case
(Eq. (4)). This is at variance with the anisotropy obtained in Refs. [10, 29] for the
flat rods, but one should keep in mind that the point-like saddles do not correspond
to the limit of the distant flat rods.

2.2.2 Multi-Body Effects and Aggregation

A crucial and biologically relevant question is how long-range membrane-mediated
interactions drive the collective behavior of inclusions, in particular aggregation.
One would be tempted to start by summing the pairwise potentials discussed above,
but these long-range membrane-mediated interactions are not pairwise additive.
Non-pairwise additivity is a general feature of fluctuation-induced interactions.
For instance, the existence of a three-body effect in the van der Waals—London
interaction was demonstrated in Ref. [32]. The interaction due to the ground-state
membrane deformation is not additive either. Indeed, if one considers inclusions that
impose boundary conditions to the membrane on their edges, a shape minimizing
the energy in the presence of one inclusions will generically not satisfy the boundary
conditions imposed by the other one, yielding nonadditivity [19].
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Three-body and four-body long-range membrane-mediated interactions were
first calculated within a perturbative height-displacement model, breaking up-down
symmetry but retaining in-plane isotropy, in Ref. [11]. The distance dependence
of the three-body term involves terms in 1/ (d122d223) where d;; is the distance
between particles i and j. These interactions were also investigated in Ref. [12],
in a different perturbative approach, considering in particular inclusions that favor
a given average curvature, and then in Ref. [13] in a point-like framework, but this
particular calculation was recently shown to miss some contributions [16].

In Ref. [14], the multi-body interactions and the aggregation of point-like
inclusions locally imposing a curvature tensor were investigated. This generic model
can include both up-down symmetry-breaking and in-plane anisotropy depending
on the curvature tensor imposed. The leading three-body interaction was found to
involve terms in 1/ (d122d223), as in Ref. [11], and to vanish for inclusions imposing
a zero curvature tensor [14]. Monte Carlo simulations including the full multi-body
interactions were performed, allowing to study the phase diagram of the system
(see Fig.3). Polymer-like linear aggregates were obtained for sufficient values of
K and J, as predicted from the leading pairwise term (Eq. (6)). A gas phase was
found for small J, consistent with the fact that for isotropic inclusions (J = 0) that
break the up-down symmetry (K # 0), the leading pairwise interaction is repulsive
(Eq. (3)). Finally, for small K and large J, aggregates were obtained, some of which
had an “egg-carton” structure. This is made possible by the angular degeneracy
of the lowest-energy state for K = 0 in the leading pairwise term (Eq. (6)).
Multi-body interactions were shown to be quantitatively important, but the effect
of the fluctuation-induced interaction (Eq. (4)) was found to be negligible [14].
The analytical calculation of multi-body effects was performed in this framework in
Ref. [31], where the “egg-carton” aggregates were also further studied and related
to experimentally observed structures.

Coarse-grained molecular-dynamics simulations of the highly anisotropic
curvature-inducing N-BAR domain proteins adhering on membranes have
demonstrated linear aggregation of these proteins on the membrane. This is a
first self-assembly step, which then yields the formation of meshes enabling
budding [33]. This is qualitatively in good agreement with the predictions of
Ref. [14].

The influence of the long-range elastic repulsion between isotropic inclusions
that break the up-down symmetry of the membrane on their aggregation was also
discussed in Ref. [34], but within a less specific framework including other types
of interactions. In this work, this repulsive interaction (Eq. (3)) plays the role of an
energetic barrier to aggregation.

In Ref. [35], the collective behavior of inclusions locally penalizing local
curvature (either only mean curvature or also Gaussian curvature) was studied using
a mean-field theory for the inclusion concentration and Monte Carlo simulations.
Since the inclusions considered retain both up-down symmetry and in-plane
isotropy, the only membrane-mediated interaction at play is an attractive fluctuation-
induced one similar to that in Eq. (4). Direct interactions were also included.
Aggregation was found to occur even for vanishing direct interactions, provided
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Fig. 3 Typical equilibrium aggregates obtained from Monte Carlo simulation of 20 identical
point-like anisotropic curvature-inducing inclusions. Each panel represents a different set of (J, K')
values. Reproduced from P.G. Dommersnes and J.-B. Fournier. N-body study of anisotropic
membrane inclusions: Membrane mediated interactions and ordered aggregation. Dommersnes
and Fournier [14], with kind permission of the European Physical Journal (EPJ), Copyright EDP
Sciences, Societa Italiana di Fisica and Springer-Verlag (1999)

that the rigidity of the inclusions was sufficient [35]. Hence, fluctuation-induced
interactions may be relevant for aggregation, at least in the absence of other,
stronger, interactions. Note that Eq. (4) shows that the amplitude of fluctuation-
induced interactions is quite small. For instance, d = 4a yields Uy ~ 0.02kgT (all
the results discussed so far are strictly relevant only for d > a).

In Ref. [16], the general effective field theory framework was used in the
case of in-plane isotropic inclusions. The leading-order and next-order three-body
interaction terms due to the ground-state membrane deformation between up-down
symmetry-breaking inclusions were obtained, as well as the leading three-body and
four-body fluctuation-induced interactions.
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2.2.3 Membrane Tension

Until now, we have focused on the regime where bending rigidity dominates over
membrane tension. This is appropriate for length scales below /k/o. As o is in
the range 107® — 10~8 N/m for floppy membranes, while ¥ ~ 107!° J, this length
scale is then of order 1 um. However, membrane tensions can span several orders
of magnitude [36] depending on external conditions (e.g., osmotic pressure), so it
is relevant to go beyond /k /o. For small deformations around a planar shape, the
quadratic Hamiltonian of a membrane including tension reads

ain = [[ar |5 [+ vnor] ™

where notations are the same as in Eq. (2), and where the Gaussian curvature
term has been discarded. Note that, in a self-assembled membrane not submitted
to external actions, each lipid adopts an equilibrium area. Hence, a membrane has
no intrinsic surface tension (contrary to a liquid—gas interface), and stretching the
membrane has an energy cost quadratic in the area variation. However, one usually
considers a patch of membrane in contact with a reservoir made up by the rest of
the membrane, so the tension term in Eq. (7) can be interpreted as arising from the
chemical potential of this reservoir.

For length scales much larger than \/k /o, tension dominates and Eq. (7) can be
simplified into:

o 2
Hhl = /dr [Vh(r)]* . 8)

This case applies to a tense membrane at large scales, but also to a liquid interface
(neglecting gravity). From a formal point of view, techniques similar to those
employed in the bending-dominated case can be used, since the Hamiltonian is also
quadratic with a single term.

Let us first focus on inclusions that do not break the up-down symmetry of the
membrane. In Refs. [10, 29], the fluctuation-induced interaction between two distant
up-down symmetric rigid thin rods embedded in such a surface was calculated. It
was found to be similar to the analogous bending-dominated case (see above), with
the same 1/d* power law, but with a different angular dependence.

References [37, 38] considered the tension-dominated case of ellipsoidal colloids
trapped at a fluid interface. In the case where the colloid height fluctuations are
included but their contact line with the fluid is pinned, long-range fluctuation-
induced interactions were obtained. This case is analogous to that of rigid in-plane
anisotropic membrane inclusions preserving the up-down symmetry. Interestingly,
the power law obtained was found to depend on whether or not in-plane orientational
fluctuations of the colloids were allowed. If they are not allowed, the result of
Refs. [10, 29] with the 1/d* power law is recovered in the limit of full anisotropy.
If they are allowed, a weaker anisotropic interaction with 1/d® power law is
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obtained [38]. This strong dependence of the power law of fluctuation-induced
forces on boundary conditions was confirmed in Ref. [18] through the effective
field theory method, in the specific case of in-plane isotropic (disk-shaped) rigid
inclusions [16, 19]. In the case of membranes, the physical case should allow
orientational fluctuations of the inclusions, and hence the 1 /d8 power law should
be considered. It is attractive and reads

8

Ustd) = ~9%sT . ©)

Hence, we expect a crossover between a 1/d* power law (Eq. (4)) and a 1/d® power
law (Eq. (9)) as the tension becomes more important.

In Ref. [39], a scattering-matrix approach analogous to the one developed for the
study of Casimir forces [40—42] was developed, and applied to the full Hamiltonian
in Eq. (7) including both tension and bending. The focus was on disk-shaped elastic
inclusions preserving the up-down symmetry, and on their fluctuation-induced
interaction. The results obtained in the case of rigid inclusions were consistent
with Eq. (4) in the bending-rigidity—dominated regime, and with Eq. (9) in the
tension-dominated regime. Moreover, the crossover between these two regimes
was studied numerically. The method developed in Ref. [39] can potentially deal
with more general cases, involving multiple complex inclusions. It appears to be
complementary to the effective field theory method of Refs. [16, 19], and was
more straightforward in the transition regime where both tension and bending are
relevant [39].

Let us now focus on the interaction due to the ground-state deformation of the
membrane. Reference [43] studied the case of conical inclusions breaking up-down
symmetry but retaining in-plane isotropy, and considered the full Hamiltonian in
Eq. (7). They showed that for nonvanishing tension, this interaction has a sign that
depends on the relative orientation of the cones with respect to the membrane plane
(i.e., on the signs of the angles they impose), contrary to the vanishing-tension case
(see Eq. (3)). Furthermore, at long distances between inclusions, the interaction is
exponentially cut off with a decay length /' /o (it involves Bessel K functions).
This property was confirmed in Ref. [44]. Hence, at long distances, the fluctuation-
induced force in Eq. (9) should dominate over the force due to the ground-state
deformation. Conversely, in the case of colloids or inclusions with anisotropic cross-
sections, Refs. [30] and [18] demonstrated the existence of a long-range interaction
due to the ground-state deformation of the membrane. The leading term of this
interaction is anisotropic and decays as 1/d*.

In Ref. [45], the effect of tension on the aggregation of the highly anisotropic
curvature-inducing N-BAR domain proteins adhering on membranes was investi-
gated through coarse-grained molecular-dynamics simulations. Increasing tension
was shown to weaken the tendency of these proteins to linear aggregation, in
agreement with the predicted weakening of the ground-state membrane-mediated
interaction.
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2.2.4 Summary of the Interaction Laws

Table 1 presents a summary of the power laws of the leading-order term of the
membrane-mediated interactions in the various situations discussed until now.

2.2.5 External Forces and Torques

Until now, we have only discussed cases where inclusions couple to the membrane
shape through its curvature, either explicitly or implicitly (e.g., through rigidity).
This is the relevant case in the absence of external forces or torques. External forces
can yield local constraints directly on the height of the membrane, e.g., quadratic
ones in the case of local trapping or linear ones in the case of local pulling [12].
More specifically, inclusions may experience direct mechanical constraints if they
are attached to the cytoskeleton, and torques in the presence of electrical fields
because of their dipole moments [15]. In these cases, one expects membrane-
mediated interactions to be enhanced, because the ground-state deformations will
generically be stronger than in the case where inclusions can freely reorient to
minimize them, and because the constraints imposed on fluctuations will be stronger
too.

The case of inclusions subjected to external torques was studied in Ref. [15], for
point-like inclusions setting a curvature tensor, in the in-plane isotropic case. Both
external fields strong enough to effectively pin the orientations of the inclusions,
and finite external fields that set a preferred orientation, were considered. In both
cases, membrane-mediated forces are strongly enhanced, even more in the strong-
field case. A logarithmic fluctuation-induced interaction was obtained, as well as an
interaction due to the ground-state deformation which either scales as 1/d? if the

Table 1 Summary of the power laws obtained for the leading-order terms of the two types of
membrane-mediated interactions, as a function of the separation d between the inclusions, in the
regime of small deformations of a flat membrane and distant inclusions

Dominant term in Interaction due to the ground-state
the Hamiltonian in Fluctuation-induced deformation—vanishes if up-down
Eq. (7) Geometry interaction symmetric
Bending rigidity k  Disks 1/d* [6, 11, 14] 1/d* [6, 11, 14]

Disks + 1/d* [11, 14] 1/d? [11, 14]

anisotropy

Distantrods  1/d* [10, 29]
Tension o Disks 1/d® [38, 39] Exponentially suppressed

Disks + 1/d8 38, 39] 1/d* 18, 30]

anisotropy

Distantrods  1/d* [10, 29]

Different inclusion geometries are considered. In the case labeled “disks + anisotropy,” the
anisotropy can be either in the inclusion shape (e.g., ellipsoidal [11]) or in the constraint it imposes
(e.g., an anisotropic local curvature [14])
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preferred orientations are the same for both inclusions, or logarithmically if they
are different. Interestingly, these interactions depend on the relative orientation of
the preferred curvatures set by the inclusions, while in the torque-free case, the
interaction only depends on their absolute values (see Eq. (3)) [15].

In Ref. [37], colloids at a fluid interface were considered, with different types of
boundary conditions. In the case where the position of the colloids is considered to
be frozen (both in height and in orientation), strong logarithmic fluctuation-induced
interactions are obtained.

2.2.6 Fluctuations of the Interactions

Until now, we have discussed the average values at thermal equilibrium of
membrane-mediated forces. Thermal fluctuations already play an important part
since they are the physical origin of fluctuation-induced forces. But, membrane-
mediated forces themselves fluctuate as the shape of the membrane fluctuates. The
fluctuations of these forces have been studied in Ref. [46], using the stress tensor
of the membrane [47, 48]. This approach is inspired from those used previously for
the fluctuations of Casimir forces [49], and of Casimir-like forces between parallel
plates imposing Dirichlet boundary conditions on a thermally fluctuating scalar
field [50].

The case of two point-like membrane inclusions that locally impose a curvature
tensor was studied in Ref. [46], for in-plane isotropic inclusions but including
the up-down symmetry-breaking case. Integrating the stress tensor on a contour
surrounding one of the two inclusions allowed to calculate the force exerted on
an inclusion by the rest of the system, in any shape of the membrane [51]. The
average of the force obtained gives back the known results Eqgs. (3) and (4) that
were obtained from the free energy in previous works. The variance of the force
was also calculated, showing that the membrane-mediated force is dominated by its
fluctuations. The distance dependence of the fluctuations, present in the sub-leading
term of the variance, was also discussed. Interestingly, it shares a common physical
origin with the fluctuation-induced (Casimir-like) force [46].

2.3 Dynamics

Fundamental interactions, e.g., electrostatic ones, are usually considered as instanta-
neous, in the sense that they propagate at a velocity much higher than that of the par-
ticles experiencing them. This is not the case for membrane-mediated interactions,
as the spreading of membrane deformations involves slow dissipative phenomena.
The dynamics of membrane-mediated interactions is a promising subject for future
research. Studying out-of-equilibrium membrane-mediated interactions intrinsically
requires taking into account the dynamics of the membrane. Taking care both
of the motion of the membrane and of that of the inclusions is very difficult.
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Hence, the first theoretical study in this direction to our knowledge, Ref. [52],
considered two immobile inclusions that simultaneously change conformation, i.e.,
that simultaneously create a source of deformation, and therefore trigger a time-
dependent interaction as the membrane deformation spreads dissipatively.

In Ref. [52], inclusions were modeled as simple point-like sources of mean
curvature that are triggered simultaneously at # = 0. One could imagine cylindrical
integral proteins such as ion channels transforming into conical ones upon receiving
a chemical signal. The time-dependent Hamiltonian of these inclusions is & (1) =
o)y, B;iV2h(r;), with 6(¢) the Heaviside step function, B; the curving strength,
and r; the position of inclusion i. The dynamical reaction of the membrane to such
a perturbation was studied in Ref. [52].

As shown in the pioneering works of Refs. [53, 54], the dominant dissipation
mechanism at short length scales is the friction between the two monolayers of the
membrane. The corresponding dissipated power per unit area is b(vt —v™)?, where
v* are the velocities of the two lipid monolayers (the monolayers are denoted by +
and —) and b ~ 10° Js /m4 is the intermonolayer friction coefficient. In addition,
the membrane is subjected to viscous forces from the bulk solvent, of viscosity
n ~ 1073 Js/m3, and each monolayer behaves as a compressible fluid with
elastic energy density ;k(,oi + ¢V2h)?. In this expression, p* are the monolayer
relative excess densities (normalized by their equilibrium density), measured on
the membrane mid-surface, ¢ =~ 1 nm is the distance between this surface and
the neutral surface of the monolayers (where density and curvature effects are
decoupled), and k ~ 0.1 J/m?. For most practical purposes, the two-dimensional
viscosities of the monolayers can be neglected [55].

Taking into account all these effects, Ref. [52] showed that the relaxation
dynamics of a Fourier mode {h(q, ?), p*(g, )} in the membrane with two identical
triggered inclusions is given, to linear order, by a set of two first-order dynamical
equations:

dpT —p~
T ot = —kq*(p* — p7) + 2keq”h, (10)
dh s _
dng = —(0q® + kqMh 4+ keq* (0T — p7) + F(q. 1), an

where F(q,t) is the Fourier transform of —3§.5%,./8h(r,t), o is the membrane
tension, and & = k + 2ke? the bending rigidity at frozen lipid density [53]. Solving
these linear differential equations for time evolution and integrating over the Fourier
modes g yields the time-dependent membrane deformation produced by one or
more inclusions. Then, the force f(¢) exerted by one inclusion on the other can
be obtained by integrating the membrane stress tensor [47, 48, 56] around one
inclusion.

Two striking behaviors were observed in Ref. [52] (see Fig.4): (1) the force
f(t) reaches a maximum fy, and then decreases to the equilibrium force feq. (2)
While feq decreases exponentially with the separation d between the inclusions, the
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Fig. 4 (a) Force f(¢) normalized by B2/(k¢®) exchanged by two inclusions separated by d versus
time ¢ after the triggering of the inclusions, normalized by 4ne3 /i x 103 ~ 40 ns. The parameters
are d = 20e, 0 = 1073k /€2, ke? /k = 1, and be?/n = 1000. (b) Dependence of the equilibrium
force, feq, and of the maximum of the dynamical force, fi, as a function of d normalized by e

maximum force fp, decreases as a power law ~ d =3 until it reaches feq- Hence, fi
is long-ranged. Although these results were obtained with a simplified Hamiltonian
for the inclusions, it is likely that the general trends observed will also apply to
more realistic cases. It should be straightforward to extend the model of Ref. [52]
to inclusions that trigger at different times, but considering the movement of the
inclusions at the same time as the movement of the membrane would be more
challenging.

2.4 Other Geometries

Until now, we focused on the case of inclusions with separation d larger than their
characteristic size, embedded in a membrane with small deformations around the
flat shape. This is the case that has attracted the most attention in the literature,
because of its relevance for proteins embedded in the membrane, and because of its
technical tractability. We now move on to other geometries.

2.4.1 Spherical Vesicle

Reference [57] focused on the membrane-mediated interaction arising from the
ground-state deformation between two disk-shaped inclusions embedded in the
membrane of a spherical vesicle, and imposing contact angles. The case of the
spherical vesicle is practically relevant both in biology and in in vitro experiments.
The energy of the membrane was considered to be dominated by bending rigidity,
which requires the length scales at play (in particular the vesicle radius) to be
small with respect to </«/o. The covariant Helfrich Hamiltonian (Eq. (1) with
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no Gaussian curvature term) was adapted to small deformations with respect to a
sphere.

The interaction was evaluated thanks to an expansion of the energy-minimizing
profile of the membrane, and it was found to be strongly enhanced with respect to
the flat-geometry interaction (Eq. (3)) at length scales where the spherical shape of
the vesicle is relevant. At sufficient angular separation, the effective power law of the
interaction is ~1/d'/3 [57]. This sheds light on the strong impact of the underlying
geometry of the membrane on membrane-mediated forces. Qualitatively, in a flat
membrane, the interaction is weaker because the curvature energy in Eq. (1) can
be minimized quite well between the inclusions (with an almost perfect saddle that
has very little curvature energy), which is not possible in the spherical geometry.
Similarly, in the case of external torques (Sect. 2.2.5), the imposed orientations did
not allow for this low-energy saddle, thus enhancing the interaction.

2.4.2 Close Parallel Rods

We already discussed the case of rigid rods of length L, at a distance d > L [10, 29],
which is close to the point-like case. The opposite regime d « L is also relevant
biologically, since it can model semiflexible polymers adsorbed on the membrane. In
Ref. [58], the effect of the reduction of the membrane fluctuations by the presence of
a semiflexible (wormlike) polymer was discussed. An effective nematic interaction
was found between different segments of the polymer, and it was shown that this
interaction can yield an orientational ordering transition.

Let us first consider rods that do not break the up-down symmetry of the
membrane. The case of such stiff parallel rods in the limit d « L (see Fig. 5a)
embedded in a membrane with energy dominated either by bending rigidity (Eq. (2))
or by tension (Eq. (8)) was studied in Ref. [20]. A constant scale-free Casimir-
like interaction per unit length is then expected [59], and indeed the Casimir-like
interaction potential is then proportionalto —kg 7 L /d [20]. This interaction is much
stronger than the one between point-like objects (Eq. (4)), because the constraints
imposed on fluctuation modes are much stronger in the geometry of parallel close
rods. Reference [20] further showed that such rods tend to bend toward one another
below a certain critical distance, and that their interaction is screened by out-of-
plane fluctuations if the rigidity of the polymer is finite.

This situation was further studied in Ref. [60]. Rods were modeled as constraints
imposed on the membrane curvature along a straight line, allowing to define four
types of rods, according to whether the membrane can twist along the rod and/or
curve across it (see Fig. 5b, ¢ for two examples of these rod types). The numerical
prefactors of the potential in L/d were obtained for interactions between the
different types of rods, and they were all found to be attractive, provided that the rods
are rigid, i.e., that they impose d,dy# = 0 along them, with the notations of Fig. 5.
However, repulsion was obtained between objects imposing completely antagonistic
conditions (i.e., a rigid rod only imposing d,dy2 = 0 along it, see Fig.5b, and
a nonrigid “ribbon” only imposing d,dxh = O along it), which is reminiscent of
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a
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Fig. 5 Rods embedded in membranes. (a) Geometry: two parallel rods of length L at separation
d < L. (b) and (c) Two examples of rod types. All rigid rods impose a vanishing curvature along
them: 3,dy/4 = 0 on the rod. (b) Rod that allows curving (“c”) and twisting (“t”) across it. (¢) Rod
that does not allow curving or twisting across it: it imposes dydx2 = 0 and 3,3y~ = 0 as well as
dydyh = 0 (see Ref. [60])

the results obtained in critical binary mixtures [25]. In addition, the interaction
energy was studied numerically versus d /L, thanks to a discretization scheme [61],
showing the transition between the asymptotic behaviors at large d/L [29] and at
small d/L [60] were recovered. Finally, the bending and coming into contact of the
rods due to the fluctuation-induced interaction was discussed: it was predicted to
occur below a certain value of d [60].

The L > d geometry gives insight into what happens between two generic
inclusions that are very close to one another, through the proximity force approxi-
mation [62]. This approximation was used in the case of disk-shaped inclusions in
Refs. [39, 60], showing that the fluctuation-induced interaction potential then scales
as 1/d"/2.

In Ref. [63], the interaction due to the ground-state deformation between parallel
rigid cylinders adsorbed on a membrane and interacting with it through an adhesion
energy was studied. The membrane was assumed to be in the regime of small
deformations, but both tension and bending were accounted for (see Eq. (7)), and
the geometry where d <« L was considered. The interaction due to the ground-
state deformation was calculated explicitly in this effectively one-dimensional case.
It was found to be repulsive for a pair of cylinders adhering to the same side of
the membrane, and attractive for cylinders adhering to opposite sides (and hence
imposing an opposite curvature). This is at variance with the point-like case, where
the interaction only depends on the modulus of the curvatures imposed (see Eq. (3)).
The dependence in d is in tanh(d/+/k /o) in the first case, and in coth(d /+/k /o) in
the second one [63].

2.4.3 Large-Deformation Regime
All cases discussed until now focused on small deformations. Then, the Hamiltonian

of the membrane is quadratic, and the field theory is Gaussian. This provides
tractability, both to solve the Euler-Lagrange equations that give the ground-state
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shape, which are then linear, and to compute thermodynamical quantities such as
the free energy. Here, we will discuss the biologically relevant but much trickier
regime of large deformations.

In Ref. [64, 65], the covariant membrane stress and torque tensors associated to
the full Helfrich Hamiltonian [47] were used to determine formal expressions of the
forces between objects adsorbed on fluid membranes that are due to the ground-state
deformation of the membrane. These expressions are valid without assuming small
deformations, but the ground-state shape needs to be determined in order to obtain
a more explicit expression. This is not an easy task in the large-deformation regime.
Equilibrium shapes in the large-deformation regime were further investigated in
Ref. [66], allowing to plot the force between cylinders, in the case of a fixed
adhesion area between them and the membrane. The direction of the force and its
asymptotic exponential decay at large d/+/k /o were found to remain the same as in
the small-deformation regime [63]. This situation was also investigated numerically
in Ref. [67] in the case of cylinders interacting with the membrane through an
adhesion energy, yielding phase diagrams of the system.

In Ref. [68], the entropic contribution to the membrane-mediated interaction
between two long cylinders adsorbed on the same side of a membrane was studied
in the regime of large deformations, in the case of a fixed adhesion area between
the cylinders and the membrane. The free energy of the system was calculated
by assuming Gaussian fluctuations around the ground-state shape. Interestingly,
this entropic contribution enhances the ground-state repulsion between the two
cylinders [68], while the fluctuation-induced interaction between identical rods in
the small-deformation regime is attractive [20, 60]. This is presumably a nontrivial
effect coming from the nonlinearities at play in the large deformations. It would
be interesting to go beyond the approximation of Gaussian fluctuations around the
ground-state shape.

Solving the shape/Euler—Lagrange equation for membranes beyond the domain
of small deformations is technically very hard for most geometries, and incorpo-
rating fluctuations too, but numerical simulations can provide further insight. The
coarse-grained molecular-dynamics membrane simulations without explicit solvent
description of Ref. [69] showed that the elastic interaction between two isotropic
curvature-inducing membrane inclusions (quasi-spherical caps) can become attrac-
tive at short separations, provided that the inclusions induce a strong enough
curvature. Recall that the interaction due to the ground-state deformation, which
is dominant with respect to the fluctuation-induced one for large enough curvatures
imposed by inclusions, is always repulsive in the regime of small deformations (see
Eq. (3)). This hints at highly nontrivial effects of the large-deformation regime. The
attractive membrane-mediated interaction was found to be able to yield aggregation
of the caps and vesiculation of the membrane [69] (see Fig. 6). The case of curved
phase-separated lipid domains was explored in Ref. [70] through coarse-grained
molecular-dynamics simulations. The interaction between domains was found to be
attractive, but the angles imposed by the domains were smaller than those yielding
attraction in Ref. [69].
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Fig. 6 Successive snapshots (a—f) of a coarse-grained simulation of a membrane with several
curvature-inducing inclusions. A process of vesiculation is induced by the elastic interaction
between inclusions, which becomes attractive at short separations. Reprinted by permission from
Macmillan Publishers Ltd: Reynwar et al. [69], Copyright (2007)

A numerical minimization via Surface Evolver of the Helfrich Hamiltonian
Eq. (1) for a membrane with two in-plane isotropic curvature-inducing inclusions
was presented in Ref. [71], and forces were calculated by studying infinitesimal
displacements. A change of sign of the membrane-mediated interaction due to
the ground-state deformation of the membrane was obtained, consistently with
Ref. [69]. The repulsive interaction, agreeing quantitatively with Eq. (3) atlarge d /a
and for small deformations, turned attractive for d /a of order one, provided that the
curvature imposed by the inclusions (and hence the membrane deformation) was
large enough. The separation d is defined as the center-to-center distance projected
on a reference plane, while a is the real radius of the inclusions, so that in the
large-deformation regime where inclusions are very tilted, it is possible to have
d < 2a. Attraction occurs in this regime, which is inaccessible to the small-
deformation approach. Recently, Ref. [72] studied anisotropic protein scaffolds,
modeling, e.g., BAR proteins, in the large-deformation regime, through similar
numerical minimization methods: strongly anisotropic attractive interactions were
obtained.

Reference [73] presented a Monte Carlo simulation of spherical nanoparticles
adsorbed on a spherical vesicle modeled as a triangulated surface. Aggregation of
the nanoparticles and inward tubulation of the vesicle were observed, implying
strong attractive interactions. Note however that adhesion might have a strong
impact on these structures [74]. A similar coarse-grained description of a membrane
vesicle was used in Ref. [75] to investigate the collective effects of anisotropic
curvature-inducing inclusions, modeling, e.g., BAR proteins. Vesicles were strongly
deformed by the numerous inclusions, with sheet-like shapes or tubulation depend-
ing on inclusion concentration, and aggregation an