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Preface

On behalf of the SPICE 2018 Conference Organizing Committee we are proud to
present the proceedings of the 18th International Conference on Software Process
Improvement and Capability Determination (SPICE 2018), held in Thesssaloniki,
Greece, during October 9–10, 2018.

The SPICE project was started in 1993 to support the development of an interna-
tional standard for software process assessment. The work of the project eventually led
to the finalization of ISO/IEC 15504 – Process Assessment, and its complete publi-
cation represented a climax for the work of the project. The standardization effort
continues, with the publication of the first documents in the new ISO/IEC 330xx family
of standards on process assessment.

As part of its charter to provide ongoing publicity and transition support for the
emerging standard, the project organized a number of SPICE workshops and seminars,
with invited speakers drawn from project participants. These have now evolved to a
sustaining set of international conferences with broad participation from academia and
industry with a common interest in model-based process improvement. This was the
18th in the series of conferences organized by the SPICE User Group to increase
knowledge and understanding of the International Standard and of the technique of
process assessment.

The conference program featured invited keynote talks, research papers, and
industry experience reports on the most relevant topics related to software process
assessment and improvement; a significant focus this year was on detailed studies of
aspects of process implementation, assessment, and improvement, and the expansion in
the range and variety of relevant process models. Members of the Program Committee
selected the papers for presentation following a peer review process.

SPICE conferences have a long history of attracting attendees from industry and
academia. This confirms that the conference covers topics that are up to date, important,
and interesting. SPICE 2018 offered a unique forum for industry and academic pro-
fessionals to discuss their needs and ideas in the area of process assessment and
improvement and in related aspects of quality management.

On behalf of the SPICE 2018 Conference Organizing Committee, we would like to
thank all participants. Firstly all the authors, whose quality work is the essence of the
conference, and the members of the Program Committee, who helped us with their
expertise and diligence in reviewing all of the submissions. As we all know, organizing
a conference requires the effort of many individuals. We also wish to thank all the
members of our Organizing Committee, whose work and commitment were invaluable.

October 2018 Ioannis Stamelos
Rory V. O’Connor

Terry Rout
Alec Dorling
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Characterizing DevOps Culture: A Systematic
Literature Review

Mary Sánchez-Gordón and Ricardo Colomo-Palacios(&)

Østfold University College, 1757 Halden, Norway
{mary.sanchez-gordon,ricardo.colomo-palacios}@hiof.no

Abstract. Time and quality pressures are affecting software process in all its
stages. One of the proposed solutions to these pressures is DevOps. DevOps is
aimed to increase the frequency, quality and speed of deploying software from
development into production by means of new organizational structures and
processes with a high degree of automation. Several authors underlined the fact,
that beyond the tool chain, DevOps is a culture shift. However, to date the
characterization of DevOps culture remains unclear. In this paper, authors tackle
this problem by means of a Systematic Literature Review. Results provide a
deeper understanding of the phenomena from human factor´s perspective.

Keywords: DevOps � Culture � Empathy � Systematic Literature Review
Human factors

1 Introduction

For software makers, one way to gain a sustainable competitive advantage is to deliver
products and new features to customers considerably faster than before, if not near to
real-time [1]. In this scenario, continuous software engineering (CSE) is a new
approach aiming at establishing strong connections between software engineering
activities in order to accelerate and increase the efficiency of the software process [2].
CSE can be related to DevOps [2, 3], which has risen to the fore as a prominent trend in
the software engineering community and attracted growing attention from researchers
in the last years, especially since 2014 [3]. For instance, Bosch [4] provides an
overview of the adoption of CSE practices at large companies producing software-
intensive systems. More recently, Fitzgerald and Stol [5] have proposed a roadmap and
agenda for CSE. The findings in [6] have confirmed that DevOps is as an evolution of
agile software development and is informed by a lean principles background. However,
according to [1], research on continuous deployment is still in its infancy, despite the
industrial relevance of the topic. In support of that, the results of a recent systematic
mapping study [3] emphatizes both continuous practices and the term DevOps are
vaguely defined and loosely used in the software engineering community. Likewise,
other mapping [7] points out that there is no standard definition for DevOps. By
reviewing the published literature, one can see that DevOps efficiently integrates
development, delivery, and operations, thus facilitating a lean, fluid connection of these
traditionally separated silos [8]. DevOps integrates also any technique aiming to

© Springer Nature Switzerland AG 2018
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decrease the time between changing a system and transferring that change to the
production environment, including continuous deployment but also practices like
continuous monitoring [9]. But the most common interpretation is that DevOps is about
culture [3]: DevOps means a culture shift toward collaboration between development,
quality assurance, and operations [8], or DevOps is about aligning the incentives of
everybody involved in delivering software [10] where its success is based on four
principles:

• Culture. Joint responsibility for the delivery of high quality software.
• Automation. Automation in all development and operation steps towards rapid

delivery and feedback from users.
• Measurement. All process must be quantified to understand delivery capability and

setting goals to improve the process.
• Sharing. It is crucial the sharing of knowledge enabled by tools.

Furthermore, a novel perspective is the notion of DevOps as a superset of values,
principles, methods, practices —including continuous practices— and tools [3]. This
proposal is based on the point of view several forefront figures of the movement [10–
12], but is focused on what one might consider a “meta definition” of the concept. In
this scenario, it is not surprising that human aspects are taken in account by DevOps
because software is a product of human activities that incorporates our problem solving
capabilities, cognitive aspects, and social interaction [13]. In other words, software is
intensive in human capital [14, 15]. Indeed, in DevOps, tools are important but people
are an integral part of any human-designed complex system [16, 17]. Therefore, how
we grow DevOps culture and practices in our organizations needs more attention [16].
In fact, [8] highlights that a key lesson for companies which embraced DevOps was not
to underestimate the needed culture shift. In support of that view, a more recent study
[18] reveals that DevOps is more a cultural shift for IT than a process or tools shift.

In the light of that, a key question, which will facilitate the understanding of the
current status of research and address further investigation, is “How the scientific
literature is characterizing DevOps Culture?”. To the best of authors’ knowledge, there
are not published secondary studies about this topic. This paper is aimed to bridge this
gap by conducting a systematic literature review (SRL) on the cultural side of DevOps.

The structure of the paper is as follows. The remainder of this section analyzes the
works related with our proposal. Section 2 presents the design of this SRL. In Sect. 3
reports on the results of the SRL. Finally, Sect. 4 summarizes a conclusion and future
research.

1.1 Related Works

This SLR focuses on DevOps culture. Before performing this study, an initial study
was conducted to identify the existing secondary studies related to the topic. In order to
obtain the maximum information about this topic, we searched the following two major
online search academic article search engines: Scopus and Google Scholar. Given that,
both of them cover all major publisher venues —e.g. Elsevier, Springer, ACM and
IEEE—, they were estimated as enough for this initial purpose.

4 M. Sánchez-Gordón and R. Colomo-Palacios



The searches were conducted in May 2018 using the search string (“Culture” AND
“DevOps”) AND (“Systematic review” OR “Systematic literature review” OR “Sys-
tematic mapping” OR “Mapping study” OR “Multivocal review” OR “Multivocal lit-
erature review”). When the searches were performed, 19 results were found in Scopus
while Google Scholar showed 221 results. However, most of them were not actually a
secondary study. After reviewing the literature on secondary studies for similar
research objectives, it can be identified that there is no previously published search on
the topic.

2 Research Methodology

This study was carried out following Kitchenham and Charters guidelines on Sys-
tematic Literature Review (SLR) [19]. In what follows, an overview of this SLR is
presented.

2.1 Planning

In this stage, a SLR protocol was adapted to define the plan for the review. The
protocol comprises research background, research questions, search strategy, study
selection criteria and procedures, data extraction, and data synthesis strategies to make
sure that the study is undertaken as planned and reduce the possibility of researcher
bias. In this review protocol, the whole study timetable was not decided from the
beginning, but rather the actual timetable of the study and results produced were
recorded as the study progressed.

Objectives and Research Questions. To get an explicit view of the current definition
of DevOps culture, this SLR is conducted with the following specific objectives in
mind. The objectives of this study are threefold. First, we would like to understand the
attributes that define DevOps culture. Second, authors would like to investigate and
find out the emotional phenomenon behind DevOps culture. Finally, we would like to
see if there is a growing interest in the field or not.

In order to achieve these goals, the research objectives were translated into specific
research question as follows:

1. What are the documented attributes of DevOps culture?
2. What emotional phenomenon could be experienced by people in the DevOps cul-

ture? and
3. What is the trend of studies related to DevOps culture in the scientific literature?

The keywords used to find an answer to the research questions were two: “DevOps”
and “Culture”. Therefore, the search string was “Culture” AND “DevOps”.

Search Strategy and Search Process. The search strategy includes search resources
and search process. Each one of them is detailed as follows:

Search Resources. In order to find the scientific literature available about DevOps
culture, the search was performed on five electronic databases: (i) ACM Digital Library

Characterizing DevOps Culture: A Systematic Literature Review 5



(ii) IEEE Xplore Digital Library, (iii) ScienceDirect, (iv) Wiley Online Library and
(v) SpringerLink.

Search Process. The overall search process is depicted in Fig. 1 and is explained in
what follows.

First step, the search string was applied in May 2018, returning 448 papers (in
total). By manual inspection of abstract and the keywords in text context, the irrelevant
studies were removed and a set of 103 unique papers remained. If multiple studies with
the same title by the same author(s) were found, the most recent one was included and
the rest were excluded. Moreover, only studies written in English language and elec-
tronically available were included.

Second step, all 103 papers were reviewed based on full text, and then were
classified into two types:

• Relevant papers: if the paper satisfies the two inclusion criteria (explained in what
follows).

• Excluded papers: other papers, which are not relevant to the topic.

A paper is kept in this study if it satisfies one of the two criteria:

• The paper is explicitly related to the DevOps and reveals some cultural aspect.
• The paper is relevant to software engineering research.

Fig. 1. Search process description

6 M. Sánchez-Gordón and R. Colomo-Palacios



Some of the reasons for elimination were:

• The short versions of studies (with less than 4 pages).
• Book chapters. As it is generally difficult to determine how robust their findings are

and if they have been subjected to peer review. However, chapters from books that
are compiled as scientific articles or conference proceedings were included in this
SLR.

This list was reviewed in order to check for inconsistencies. When there was doubt
or disagreement about the classification of a paper, it was included in the relevant
group, leaving the chance of discarding the paper during the next phase when the full
texts of the papers were studied again. As a result, 54 papers were classified as relevant.

Third step, each full paper was retrieved and read to verify its inclusion or
exclusion. But this time, we attempt to identify the cultural aspect in the results or
discussion. The reason for exclusion or inclusion in this third phase was documented.
The result of this step was that 23 papers were classified as relevant.

Fourth step, in order to check the consistency of the inclusion/exclusion decisions,
a test-retest approach and re-evaluation of a random sample of the primary studies was
made. However, there is a risk that some papers have been missed. Therefore, this
study cannot guarantee completeness, but it can still be trusted to give a good overview
of the relevant literature on DevOps culture.

2.2 Data Extraction

The data extracted from each paper was documented in a spreadsheet and kept in a
reference manager. The bibliographic details for all the 23 primary studies are available
in appendix A. In this paper, the primary studies are referred in the form of [S01],…,
[S23] and these labels are the same as in the appendix. After selection of the primary
studies, the following data was extracted: (i) Source (journal or conference), (ii) Title,
(iii) Authors, (iv) Publication year (v) Classification according to a set of categories
(see Table 1), (vii) Summary of the research. Based on (at least) the title, abstract and
introduction of each study, a set of initial categories was created and assigned to them.
When the assignment of studies to categories could not be clearly determined in this
way, more about the study was considered. This process was inspired in open coding,
memoing and constant comparison techniques proposed by Ground Theory. Thus, the
categories were emerged and they were updated or clarified during the classification
process as necessary. Moreover, both the categories and the assignment of studies to
the categories were further refined. That means that an attribute generalization and
iterative refinement was done. We used a spread sheet to record this process and a
whiteboard and post-it notes to get a visual representation of the categories. As a result,
a characterization of DevOps culture was built. Though we did not a-priori develop a
categorization scheme for this research, we were broadly interested in: (i) Collaboration
(ii) Sharing knowledge, and (iii) Communication.

Characterizing DevOps Culture: A Systematic Literature Review 7



2.3 Study Quality Assessment

In this study, each paper was assessed for quality at the same time as the data extraction
process was performed. This process provided information about author and source, as
well as the minimum information required to establish credibility. 22 of the 23 selected
studies satisfied the quality questionnaire: (i) Does the paper introduce any aspect of
culture? (ii) Is there a clear statement of the aims of the research? (iii) Does the paper
provide relevant data related the research topics?, (iv) How adequately is the research
results documented? (v) Does the paper allow answering the research questions?. The
remaining paper [S14] was kept although it was identified as an expert opinion because
it is focused explicitly on the topic and allowed us to answer the second question.

3 Results

From the initial set of 448 publications (see Fig. 1), 23 studies were identified as
contributing to DevOps culture. This section presents an overview of this topic
according to the research questions.

Table 1. Characterization of DevOps culture.

ID Attribute Frequency % Primary studies

1 Communication 22 14,10 [S02]–[S23]
2 Collaboration 19 12,18 [S01]–[S05],[S07],[S09],[S10],

[S12],[S13],[S15]–[S23]
3 Feedback

(Continuous and
immediate)

17 10,90 [S02]–[S10],[S12],[S15]–[S20],
[S23]

4 Responsibility
(personal/mutual)

17 10,90 [S01],[S02],[S04],[S05],[S07],
[S09],[S12]–[S16],[S18]–[S23]

6 Sharing knowledge 15 9,62 [S01],[S02],[S06],[S07],[S10],
[S12],[S13],[S16]–[S23]

5 Improvement cycle 15 9,62 [S03]–[S05],[S08],[S09],[S12],
[S15]–[S23]

7 Transparency 12 7,69 [S01],[S02],[S05],[S07],[S15]–
[S20],[S22],[S23]

8 Commitment and
agreement

9 5,77 [S01],[S05],[S08],[S09],[S14],
[S16],[S17], [S20],[S23]

9 New personnel and
ideas

8 5,13 [S03],[S05],[S06],[S07],[S08],
[S16],[S18],[S22]

10 Leadership 7 4,49 [S05],[S06],[S13],[S16],[S19],
[S20],[S21]

11 Blameless 6 3,85 [S05]–[S07],[S12],[S13],[S16]
12 Experimentation 5 3,21 [S01],[S07],[S16],[S18],[S19]
13 Trust 4 2,56 [S05],[S18],[S21],[S22]

Total 156 100,00

8 M. Sánchez-Gordón and R. Colomo-Palacios



3.1 What are the Attributes of DevOps Culture Confessed to?

Bearing in mind that this study is focused on culture as a human factor in SE processes
and particularly DevOps, a full review of the 54 publications in the second step was
done. At this stage, the findings revealed that some actually do not address — much
less discuss the meaning of — culture at all. That is the reason why we attempt to
identify the cultural aspect into the sections of results and discussion of each paper
during the third step of this SLR (23 publications). The final classification scheme was
developed after applying the process described in Sect. 2.2. Table 1 lists the attributes,
Columns 1 and 2 are self-explanatory. Column 3 denotes the number of publications
related to the attribute while Column 4 denotes the percentage of average weighted by
attribute. Finally, Column 5 indicates the list of primary studies related to the attribute.

To summarize, 13 attributes were identified in the primary studies. 7 of the attri-
butes are up to 75% out of the total. These attributes are: (i) Communication,
(ii) Collaboration, (iii) Feedback (Continuous and immediate), (iv) Responsibility
(personal/mutual), (v) Improvement cycle, (vi) Sharing Knowledge, and (vii) Trans-
parency. However, taking into account the number of primary studies (23) it seems that
there is a consensus of more than 70% of them in which DevOps culture is primarily
seen as Collaboration, Communication, Feedback and Responsibility.

3.2 What Emotional Phenomenon Could Be Experienced by People
in the DevOps Culture?

This is not an easy question to answer because there is not one standard emotion word
hierarchy [20]. Even more, according to [21], Kleinginna et al. reported more than 90
definitions have been produced for this term, and no consensus in the literature has
been reached. Therefore, from a comprehensive literature review of this topic in SE, we
focus on the Parrott’s emotion framework which was previously chosen to conduct an
exploratory analysis of emotions in software artifacts [22]. Table 2 shows as this
framework classifies human emotions into a tree structure with three levels. Each level
refines the granularity of the previous level, making abstract emotions more concrete.
Taking into account that structure, the statements associated to the attributes during the
data extraction were read again to identity the emotions of practitioners. Furthermore,
although, that structure allowed us to understand these emotions at different levels
during the characterization process we chose the use of think-aloud as a strategy to
enhance the ability to think critically. In this way, eventually, the answers were
“compassion” and “empathy”. The first clue was found in the article “Containers Will
Not Fix Your Broken Culture (and Other Hard Truths)” [S14] which points out that
“We have to live it [DevOps]; change for the better is a choice we make every day
through our actions of listening empathetically and acting compassionately”. How-
ever, such an idea was not clear at the beginning. During the third step of this review,
the idea was growing as the same time that the empirical evidence related to the
attributes was identified. At the end, we built a schema of attributes (for DevOps
culture) where “empathy” seemed to fit well. Thus, empathy “dissolves the barriers
between self and other” [23] as DevOps dissolves the barriers between developers and
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operators. This is certainly accepted by practitioners and researchers as part of the
essence of DevOps despite that the term DevOps is vaguely defined.

Figure 2 depicts our schema, however, it is a little different of the list of attributes
in Table 1. As one can see, the attribute “New personnel and ideas” was divided in
order to facilitate the understanding. The two new attributes are “Hiring” and “New
ideas”, the first one describes the attribute “New personnel” and the second one “New
ideas” allows us to think not only in new personnel.

This scheme is consistent with the findings of a previous empirical study in soft-
ware development about collective empathy [24]. According to [24], collective
empathy prevents team dissolution by facilitating the development of bonds among
team members, as well as creating and affirming a sense of groupness.

Table 2. Parrott’s emotion framework.

Primary
emotions

Secondary
emotions

Tertiary emotions

Love Affection Adoration, Sentimentality, Liking, Compassion,
Caring, …

Lust Desire, Passion, Infatuation
Longing

Joy Cheerfulness Amusement, Enjoyment, Happiness, Satisfaction, …
Zest Enthusiasm, Zeal, Excitement, Thrill, Exhilaration
Contentment Pleasure
Optimism Eagerness, Hope
Pride Triumph
Enthrallment Enthrallment, Rapture

Surprise Surprise Amazement, Astonishment
Anger Irritability Aggravation, Agitation, Annoyance, Grumpy,. . .

Exasperation Frustration
Rage Outrage, Fury, Hostility, Bitter, Hatred, Dislike,. . .
Disgust Revulsion, Contempt, Loathing
Envy Jealousy
Torment

Sadness Suffering Agony, Anguish, Hurt
Sadness Depression, Despair, Unhappy, Grief, Melancholy,. . .
Disappointment Dismay, Displeasure
Shame Guilt, Regret, Remorse
Neglect Embarrassment, Humiliation, Insecurity, Insult,. . .
Sympathy Pity, Sympathy

Fear Horror Alarm, Shock, Fright, Horror, Panic, Hysteria,. . .
Nervousness Suspense, Uneasiness, Worry, Distress, Dread,. . .
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3.3 What is the Trend of Studies Related to DevOps Culture
in the Scientific Literature?

Figure 3 presents the number of publications over time per source. A quick look at the
compiled data shows that the research field of Culture DevOps is slowly growing.
Moreover, IEEE Xplore Digital Library is the source that more primary studies (13) has
provided.

3.4 Limitations of Results

The limitation to academic search engines represents the state-of-the art of academic
DevOps research. Therefore, future research should focus on the gap between pro-
fessional research and the academic research on the topic, maybe using a multivocal
literature review. The inclusion of English-only papers might mean that relevant studies
in other languages are missed out, but this study is focused on the academic field and
English is the most common language on this field. Another major limitation is possible

Fig. 2. Characterizing DevOps culture

Fig. 3. Number of publications over time per source.
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selection bias, but the protocol is a way to reduce this threat. Finally, it is worth noting
that the categorization was also reviewed by another researcher in order to minimize the
threat’s risk of do that in a wrong way.

4 Conclusions and Future Work

In spite of the literature presents an increasingly interest on DevOps, a comprehensive
systematic review about DevOps culture does not exist. Even more, the definition of
DevOps remains unclear in the scientific literature despite the previous efforts, such as
[3, 7], made in this direction. Therefore rather than define “DevOps culture”, we prefer
to characterize it in order to understand its current status and address further research.

This review reveals that the soft side of DevOps is not always confessed among
practitioners and researchers but it is always presented in software development [17]. It
seems that culture is a term that everyone thinks they understand and it has become a
powerful aspect of identity. In fact, culture is very related to human factors [25]. As a
result of the characterization process, we identified 13 attributes. The most frequently
attributes in the 23 primary studies were 7: (i) Communication, (ii) Collaboration,
(iii) Feedback (Continuous and immediate), (iv) Responsibility (personal/mutual),
(v) Improvement cycle, (vi) Sharing Knowledge, and (vii) Transparency. However,
there is a relatively scarce number of primary studies related to this topic, although it is
slowly growing in the scientific literature. Therefore, there is a need for empirical
research.

Another aspect in the soft side of DevOps is the emotional phenomenon experi-
enced by people. At the end of this review, empathy seems to be behind DevOps
culture because, as already mentioned, “dissolves the barriers between self and other”
[23] as DevOps dissolves the barriers between developers and operators. Bearing in
mind that idea, we also built a scheme which is consistent with the findings of a
previous empirical study in software development about collective empathy [24].
However, further research is needed in order to validate and enhance the schema and
study the phenomenon itself.

Appendix A: Primary Studies

[S01] de Bayser, M., Azevedo, L. G., & Cerqueira, R. (2015). ResearchOps: The
case for DevOps in scientific applications. In Integrated Network Management
(IM), 2015 IFIP/IEEE International Symposium on (pp. 1398–1404). IEEE.

[S02] Ebert, C., Gallardo, G., Hernantes, J., & Serrano, N. (2016). DevOps. IEEE
Software, 33(3), 94–100. https://doi.org/10.1109/MS.2016.68

[S03] Soni, M. (2015). End to end automation on cloud with build pipeline: the case
for DevOps in insurance industry, continuous integration, continuous testing,
and continuous delivery. In Cloud Computing in Emerging Markets (CCEM),
2015 IEEE International Conference on (pp. 85–89). IEEE.
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[S04] Lwakatare, L. E., Kuvaja, P., & Oivo, M. (2015). Dimensions of devops. In
International Conference on Agile Software Development (pp. 212–217).
Springer.

[S05] Farroha, B. S., & Farroha, D. L. (2014). A framework for managing mission
needs, compliance, and trust in the DevOps environment. In Military
Communications Conference (MILCOM), 2014 IEEE (pp. 288–293). IEEE.

[S06] Kamuto, M. B., & Langerman, J. J. (2017). Factors inhibiting the adoption of
DevOps in large organisations: South African context. In Recent Trends in
Electronics, Information & Communication Technology (RTEICT), 2017 2nd
IEEE International Conference on (pp. 48–51). IEEE.

[S07] Feitelson, D. G., Frachtenberg, E., & Beck, K. L. (2013). Development and
deployment at facebook. IEEE Internet Computing, 17(4), 8–17.

[S08] Furfaro, A., Gallo, T., Garro, A., Sacca, D., & Tundis, A. (2016). ResDevOps:
a software engineering framework for achieving long-lasting complex systems.
In Requirements Engineering Conference (RE), 2016 IEEE 24th International
(pp. 246–255). IEEE.

[S09] Punjabi, R., & Bajaj, R. (2016). User stories to user reality: A DevOps
approach for the cloud. In Recent Trends in Electronics, Information &
Communication Technology (RTEICT), IEEE International Conference on
(pp. 658–662). IEEE.

[S10] Diel, E., Marczak, S., & Cruzes, D. S. (2016). Communication Challenges and
Strategies in Distributed DevOps. In Global Software Engineering (ICGSE),
2016 IEEE 11th International Conference on (pp. 24–28). IEEE.

[S11] Camacho, C. R., Marczak, S., & Cruzes, D. S. (2016). Agile team members
perceptions on non-functional testing: influencing factors from an empirical
study. In Availability, Reliability and Security (ARES), 2016 11th International
Conference on (pp. 582–589). IEEE.

[S12] Perera, P., Silva, R., & Perera, I. (2017). Improve software quality through
practicing DevOps. In Advances in ICT for Emerging Regions (ICTer), 2017
Seventeenth International Conference on (pp. 1–6). IEEE.

[S13] Hussain, W., Clear, T., & MacDonell, S. (2017). Emerging trends for global
DevOps: a New Zealand perspective. In Proceedings of the 12th International
Conference on Global Software Engineering (pp. 21–30). IEEE Press.

[S14] Kromhout, B. (2017). Containers Will Not Fix Your Broken Culture (and
Other Hard Truths). Queue, 15(6), 50:46–50:56. https://doi.
org/10.1145/3178368.3185224

[S15] Gupta, V., Kapur, P. K., & Kumar, D. (2017). Modeling and measuring
attributes influencing DevOps implementation in an enterprise using structural
equation modeling. Information and Software Technology, 92, 75–91.

[S16] Colomo-Palacios, R., Fernandes, E., Soto-Acosta, P., & Larrucea, X. (2017).
A case analysis of enabling continuous software deployment through
knowledge management. International Journal of Information Management.

[S17] Hussaini, S. W. (2015). A Systemic Approach to Re-inforce Development and
Operations Functions in Delivering an Organizational Program. Procedia
Computer Science, 61, 261–266. https://doi.org/10.1016/j.procs.2015.09.209
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[S18] Erich, F. M. A., Amrit, C., & Daneva, M. (2017). A qualitative study of
DevOps usage in practice. Journal of Software: Evolution and Process, 29(6).

[S19] Riungu-Kalliosaari, L., Mäkinen, S., Lwakatare, L. E., Tiihonen, J., &
Männistö, T. (2016). DevOps adoption benefits and challenges in practice: a
case study. In International Conference on Product-Focused Software Process
Improvement (pp. 590–597). Springer.

[S20] Lwakatare, L. E., Karvonen, T., Sauvola, T., Kuvaja, P., Olsson, H. H., Bosch,
J., & Oivo, M. (2016). Towards DevOps in the embedded systems domain:
Why is it so hard? In System Sciences (HICSS), 2016 49th Hawaii
International Conference on (pp. 5437–5446). IEEE.

[S21] Nybom, K., Smeds, J., & Porres, I. (2016). On the Impact of Mixing
Responsibilities Between Devs and Ops. In International Conference on Agile
Software Development (pp. 131–143). Springer.

[S22] Erich, F., Amrit, C., & Daneva, M. (2014). A mapping study on cooperation
between information system development and operations. In International
Conference on Product-Focused Software Process Improvement (pp. 277–
280). Springer.
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Abstract. Software quality is an important topic for software practitioners in
order to guarantee how the system is built and performed. In last years, tech-
niques related to data science have been utilized in software engineering field as
sup-port for building mainly prediction models. These approaches focused on
trying to minimize software problems during the development and performance
of software, helping to make right decisions. This systematic literature review
(SLR) aims at investigating the significant techniques of data sciences used in
software processes, identifying their major impacts and problems/challenges of
use. This review will be of interest for software practitioners concerned on
software quality.

Keywords: Data analysis � Data science � Software quality
Software processes

1 Introduction

Improving software quality aspects has been an increasing concern topic in the soft-
ware industry. Some problems such as cost overruns, code defects and faults arisen
during software development due to the complexity of projects can affect software
product quality. Data science has emerged as a new inter-disciplinary field concerning
topics in statistics, data mining, machine learning, and data analytics [1]. Data Science
leads to use a variety of approaches related to recommender systems, exploration of
data, predictive analysis, graph analytics, natural language processing (NLP), among
others. Techniques used are addressed mainly to prediction, classification, and clus-
tering which have quickly integrated into software engineering. From data science
viewpoint, such techniques give new opportunities to software engineering discipline
aiming to translate data into insight and knowledge. That allows to get better results
and achieve improvements in quality aspects.

Data mining derives from machine learning, classical statistics and artificial intel-
ligence [2]. Data mining centers on making predictions and descriptions (patterns
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discovery and data behavior) with the data extracted and analyzed. Data mining has
been proposed in a number of research works as support for software engineering
processes, analyzing and extracting knowledge from artifacts and data repositories.
Techniques are centered on: predictive analysis (Regression Analysis, Bayesian Net-
works, Neural Networks, etc.); classification (Decision Trees, Naives Bayes, Support
Vector Machine, Association Rules, etc.); and clustering (K-Means, Self-Organizing
Map, etc.). Moreover, the Mining Software Repositories (MSR) is used as a way for
discovering valuable and actionable information and knowledge addressed to: reported
bugs, software defects and effort predictions, class change patterns, detection of code
clones [3].

This systematic review seeks to identify, evaluate and synthesize the data-science
based techniques used more frequently by software practitioners. We think that
extracting from empirical findings the advantages, impacts, challenges, handicaps or
problems of using them will be of interest for software community.

The paper is organized as follows. First, the method is presented and developed.
Then, the results obtained from final studies are described and discussed. After, some
limitations of this review are shown. Finally, conclusions and future work are
presented.

2 Research Methodology

This study follows the guidelines proposed by [4] for conducting systematic literature
reviews in software engineering. This section describes the stages to conduct our
review: defining research questions, designing the search strategy, selecting the studies,
assessing the quality, extracting and synthesizing data.

2.1 Research Questions

We have formulated the following research questions that this review tries to answer:

A. RQ1: What methods or techniques have been used to analyze data in software
processes?

RQ1 aims at identifying the more usual data analysis techniques for getting insightful
information from engineering software processes to improve the software quality and
get useful information and knowledge to software practitioners for making decisions.

B. RQ2: What problems or challenges have been observed by practitioners when
applying data analysis techniques to software processes?

RQ2 aims to identify possible difficulties, constraints or limitations presented by data
analysis techniques being applied in particular software processes. Application of such
techniques does not come without problems considering the variety of features sur-
rounding them.

Techniques Based on Data Science for Software Processes 17



C. RQ3: What kinds of impacts have produced the use of data analysis tech-
niques in software processes?

RQ3 tries to determine the benefits and advantages of using data analysis techniques.
Certain techniques can become referential elements for improving software quality.
Understanding the technique’s impacts will provide software practitioners important
chunks of background for future software projects.

2.2 Study Protocol

In this subsection, based on the research questions, the search strategy was formulated
and defined the selection and extraction of studies.

Search Terms. The search string was elaborated based on “software processes” and
“data science” terms. Therefore, the search expression is defined as follows:

((“software process” OR “software engineering” OR “software model” OR “soft-
ware development” OR “software method” OR “software construct”) AND (“data
science” OR “data analytics” OR “data-drive science” OR “data mining” OR” data
processing” OR “big data” OR “big data analytics”))

Selected Sources. For this SLR we used the following electronic databases to find
relevant literature: ACM Digital Library, IEEE Xplore Digital Library, Science Direct,
Springer Link, Web of Science and Scopus. The search string was fit according to the
features provided by each of these databases.

Inclusion and Exclusion Criteria. Studies were eligible for inclusion in the re-view if
they presented empirical, case study and experimental information of data analysis
techniques on software processes. Only studies from journal or conferences publica-
tions written in English were included in the list, as well as those with publication year
between 2008 to 2018.

Studies were excluded if they presented duplicated publications, being only
included the first one found; techniques not related to the purpose of this SLR; and
those that not were directly relevant and related to any software process.

Study Selection. A set of stages were defined for selecting relevant studies (see
Fig. 1).

In stage 1, papers recovered from databases were stored in an Excel template
containing title, authors, publication title, abstract, keywords, publication year and
publisher.

At stage 2, both authors decided jointly the inclusion or exclusion by article’s title
according to its alignment with some of the topics of the review.

At stage 3, papers were excluded by abstract. The measurement of agreement
between the two reviewers was determined by applying the Kappa coefficient. For the
739 abstracts assessed we obtained a percentage value of 0.83 as observed agreement.
The Kappa coefficient calculated for this stage was 0.56 (moderate agreement). As
result, we had 681 papers for the next stage.
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At stage 4, papers were excluded by introduction and conclusion, and type of data.
The percentage of the observed agreement was of 0.87 with a Kappa coefficient of 0.61
(substantial agreement). We obtained 375 papers for the next stage.

Finally, at stage 5, papers were assessed on a set of quality criteria. The percentage
of the observed agreement was of 0.89 and a Kappa coefficient of 0.62 (substantial
agreement).
The papers equal or greater than threshold were taken as final studies (see Table 1) for
the review. A total of 47 studies were obtained in the last stage. We set the threshold in
11 in order to present the most relevant studies and besides, because values minor to 11
presented a large number of papers.

Review Quality Assessment. Each of the 47 studies obtained after stage 5 was
assessed independently under 6 assessment criteria. These criteria were formulated
adapting [52] and taking recommendations of [4] to the scope of this review. The first
of these criteria represents the minimum quality threshold and was used to exclude
studies not addressing any of the research questions. We formulated the following
quality assessment criteria:

– QA1. Is the topic addressed in the paper related to the research questions?
– QA2. Is it clear in which context the research was carried out?
– QA3. Is the research methodology adequately described?
– QA4. Is the process of the data collection methodology or data analysis technique

clearly explained in the paper?

Fig. 1. Study Selection Process
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– QA5. Is the data analysis approach accurately evaluated in the paper?
– QA6. Is there a clear statement of the findings?

Both authors rated each criterion independently. If some discrepancies arose, there
were discussed and the study was reread again in order to get an agreement of score for
each criteria. The score of each criterion had 3 possible values: 2 (yes), 1 (partly) and 0
(no). Only studies rated with 2 or 1 in the first criteria were included in this review. The
total score for each study was calculated with the sum of individual criterion scores.

Data Extraction. Data was extracted from final studies and stored in a form con-
taining information as: SID, Authors, Year of publication, Study title, Publisher,
Objective, Research Method, Context, Software Process, Technique, Artifact,
Problem/Challenge, Impact, and Findings.

Data Synthesis. Firstly, we grouped findings to identify the main topics of the review,
and then we conduct a comparative analysis on the characteristics obtaining relevant
data in order to seek answers to the research questions. Some data synthesis approaches
were taken: (1) Narrative synthesis: a narrative summary of the findings of the selected
papers was elaborated; (2) Reciprocal translation: it was used in this review to analyze
and synthesize the qualitative data extracted from the selected papers.

3 Results and Discussion

In this section we presented the results obtained from analyzing each study as answer to
the research questions:

A. Methods and Techniques (RQ1)

RQ1: What methods or techniques have been used to analyze data in software
processes?

Table 1. Study selection process results

Publisher
Sites

Initial
Results

Final
Results

Percentage Relevant Studies

ACM
Digital
Library

118 0 0%

IEEE Xplore 389 9 19.15% [13–16, 19, 34, 35, 37, 44]
Science
Direct

84 4 8.51% [5–8]

Springer
Link

475 9 19.15% [11, 12, 17, 19, 20, 29, 30, 39, 42]

Web of
Science

576 8 17.02% [9, 10, 13, 14, 16, 18, 22, 25, 26, 28,
31–33, 36, 38, 40, 41]

Scopus 974 17 36.17%
Summary 2616 47 100%
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The results of the study show that the majority of techniques are applied to the
project effort estimation and software-testing phases (see Table 2). Techniques mostly
used are Artificial neural networks, Association rules and Bayesian networks. Tech-
niques are used for building mostly prediction models related to cost, effort, defect,
assignment of requirements, structure of software teams, risk, decision making, tech-
niques skill factors for software projects, among others [6, 8–10, 12, 13, 17, 19, 24, 27,
39, 40, 49]. The predictive models were validated by metrics such as Area Under the
Receiver Operating Characteristic (AUROC), Area Under Curve (AUC), Recall, Pre-
cision, Mean Relative Error (MRE), Magnitude of MRE (MMRE), Prediction (PRED),
Balanced Relative Error (BRE), cross-validation, etc. [10, 11, 15–17, 19, 23–25, 38].

B. Problems and Challenges (RQ2)

RQ2: What problems or challenges have been observed by practitioners when applying
data analysis techniques to software processes?

Table 3 presents a list of problems/challenges detected by applying data analysis
techniques in software processes. The problems of the techniques are related to the

Table 2. Techniques of Data Analysis used in Software Processes

Software Process: Techniques

Process Management: Association Rules [49]
Software Project Management: Decision Trees [8, 21], Bayesian Network [9, 24], Case-
Based Reasoning [34], Data Farming [34], J48 [44]
Project Effort Estimation: Analogy-Based Estimation [29, 32], Association Rules [26],
Artificial Neural Network [14, 16, 27, 29, 32, 33, 38], Bayesian Network [23, 46], Bayesian
Regression [41], Case-Based Reasoning [14], Clustering [35, 37], Fuzzy Analogy [31], Fuzzy
Clustering [33], Genetic Algorithm [33], K-means [43], Linear Regression [27, 29, 41], Log
Linear Regression [38], Radial Basis Function Networks [27], Regression Analysis [7, 18],
Regression Trees [27, 41], Support Vector Machines [27], Support Vector Regression [41],
CART [14, 26, 29], Fuzzy Logic [38], OLS Regression [43]
Software Requirements: Genetic Algorithm [12]
Programming: Sequential pattern mining algorithm: MG-FSM [48]
Software Testing: Artificial Neural Network [45], Association Rules [50], C4.5 [11],
Clustering [39, 40], Decision Trees [6, 11, 17], Linear Discriminant Analysis [20], Genetic
Algorithm [13, 25], J48 [17], Logistic Regression [11, 15, 17], Naive Bayes Classifier [11, 15,
17, 20, 28], N-gram [50], Random Forest [15, 20, 45], Support Vector Machine [17, 20, 45],
Time-Series Analysis [42], K-Nearest Neighbor [20, 28]
Software Maintenance: Stacked Generalization [19], C4.5 [22], AdaBoost [36], Artificial
Neural Network [36], Bagging [36], Bayesian Network [22, 36], J48 [36], LogitBoost [36],
Naive Bayes Classifier [20, 22, 30, 36], Nnge [36], Random Forest [20, 36], Regression
Analysis [36], Support Vector Machine [20, 22], K-Nearest Neighbor [20], Decision Tree [20]
Software Development/Team communication: Clustering [5]
Software Quality: Bayesian Network [10], Random Forest [10], Subgraph Mining [51], C4.5
[10], Naïve Bayes Classifier [10]
Software Reuse: Association Rules [47]
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dependence of the datasets [18, 20, 27, 29, 31–33], defined parameters of the software
project (i.e. amount of projects, project size, development effort) [20, 33, 34, 38, 39, 41,
51], some techniques require combined techniques to improve performance [27, 29, 36,
43], inaccurate performance estimates if model validation techniques are wrongly
selected [15], training data selection [17, 22, 36], building of specialized models [24],
low performance compared to other techniques [19, 22, 33, 48], performance of defect
prediction models by scattered datasets [15, 18], prediction ability [14], and evaluations
of some techniques by a set of metrics when assignment bugs automatically [19].

Table 3. Problems detected by applying Data Analytic Techniques in Software Processes

Problem/Challenge (Techniques involved): Studies

It can be used with other machine learning algorithms to improve the efficiency and
performance of the model. (AdaBoost): [36]
It assumes that similar instances of the dataset have similar dependent variable values, into SEE
domain is that similar projects have similar effort values. (Analogy-Based Estimation): [33]
Neural nets perform much worse than other learners such as analogy learners for SEE
predictors; low population datasets and reliability in dataset. Multilayer Perceptron
(MLP) require adjust properly the number of hidden nodes and not to get training errors
(Artificial Neural Network, MLP): [14, 29, 32, 33, 38]
Low performances can be obtained if the number of test projects is large with missing data.
(Bayesian regression): [41]
As sampling is carried out with replacement, some instances may appear more than once in the
same training set, while others may not be present at all. (Bagging): [36]
It does not always perform better than methods as Naïve Bayes and Bayesian Networks. (C4.5):
[22]
Use CBR when data are scarce or noisy or when project data cannot be expressed in the
required form. (Case-Based Reasoning): [34]
Fitting the variations in the distribution of predictors among projects of diverse contexts, and
categorize bug reports with labels without prior knowledge of the data. (Clustering): [39, 40]
Data farming method will likely to make incorrect decisions if it generates elaborated
extrapolations of very small software process data sets. (Data farming): [34]
Explore whether more attributes from the reports lead to better classification, tuning the
classifiers to a greater degree, and expanding the datasets and classifiers. (Discriminant
Analysis): [20]
Investigate other combination rules especially the non-linear ones. Moreover, replication
studies using other datasets are required. (Fuzzy Analogy): [31]
Membership function is not always accurately defined. (Fuzzy Clustering): [33]
Calibration of parameters, choice of sampling methods and reliability in dataset. (Genetic
Algorithm): [33]
Results of classifying bugs from issue reports can vary if datasets are changed (Linear
Discriminant Analysis, NB, KNN,SVM, DT, RF): [20]

(continued)
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Based on the results, we can identify that although some techniques have been
combined in order to achieve high accuracy for identifying defects, that has not yet
been achieved in a complete way. It is required to make improvements in categorizing
bugs (retaining its nonparametric and non prior knowledge properties), minimize the
effect of scattered data in datasets for building software effort estimation predictive
models, and determine causal relationships between metrics and types of failures for
building specialized models, just for mention some of them.

C. Level of Impact (RQ3)

RQ3: What kinds of impacts have produced the use of data analysis techniques in
software processes?

Table 3. (continued)

Problem/Challenge (Techniques involved): Studies

A multi-layer perceptron (MLP) neural network model can be used as an alternative to relevant
regression models to estimate projects of effort less than 3000 person-hours. (Log-linear
regression): [38]
These techniques are not significantly outperformed by Log + OLS when estimating software
effort (in large datasets, nonlinear techniques did not perform well). (Median squares
regression, Ordinary least squares regression, CART): [27]
The classifier performance for bug assignment is heavily dependent on the quality of bug
reports. For bug assignment, computationally-intensive classification algorithms such as C4.5
and SVM do not always perform better than their simple counterparts such as Naïve Bayes and
Bayesian Networks. (Naive Bayes, BN, C45, SVM): [22]
Predictive models based on Naïve Bayes are worse than those based on a decision tree or a
logistic regression in terms of the convergence for cross-project defect prediction. Analyzing
data streaming for building predictive models with J48 can result in an inconsistent set of
decision trees. (Naive Bayes, J48): [6, 28]
Neural nets and simple linear regression perform much worse than other learners
such as analogy learners. Moreover, Linear Regression can incur in high computational cost by
building a learning model (Neural Networks, Linear Regression): [12, 29]
Estimation of effort obtained in case of OLS Regression is more scattered resulting in instability
as compared to the values obtained of K-means clustering (OLS Regression, K-means): [43]
Least Square Regression is a method used for software effort estimation, but this model usually
shows poor performance if the dataset is scattered. (Regression analysis): [18]
Few of sequential pattern mining algorithms are capable of even producing maximal patterns.
(Sequential patterns mining): [48]
Existing call-graph-based techniques can only localize defects which affect the call graph of a
programme execution and if the value affects a control statement. Although this happens
frequently, it might occur in methods which are actually defect-free, leading to erroneous
localizations (Sub graph mining): [51]
SG is not enough to ensure good results; some care must be taken when doing the ensemble
selection, especially when older training sets are used. (Stacked generalization): [19]
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The use of data analysis techniques had a broad spectrum in software process
improvement. Main improvements produced in specific stages of the software process
were:

• Software Project Management: Improvements on assigning human resources to
teams, risk identification at each phase of the software process simulating the
probability and the impact being ranked by importance.

• Project Effort Estimation: Analysis of productivity in software teams, improving the
predictive accuracy of software effort estimation compared to traditional estimation
models such as COCOMO and the Function Point Analysis, estimation accuracy
based on data partitioning approach. Moreover, selecting highly predictive attri-
butes such as project size, duration and development can increase significantly the
estimation accuracy. Data mining techniques can make a valuable contribution to
the set of software effort estimation techniques and should be complementary to
expert judgment.

• Software Requirements: Determination of requirements based on the Next Release
Problem (NRP) alongside the Decision Maker (DM) subjective knowledge.

• Software Testing: Proposals for defect prediction, fault localization with models
trained in Events Per Variable (EPV) context, bug assignment, detection and cat-
egorization, and identifying duplicate bug reports applying similarity criteria.

• Software Maintenance: Prediction & Assessment of change management and
technical debt management, improving bug assignment to a development team or an
individual developer.

Table 4 presents a list of the relevant impact by data technique:

Table 4. Impact of Data Analysis Techniques in Software Processes

Technique: Impact: Studies

AdaBoost: It is less susceptible to the overfitting problem than most other learning algorithms. It helps
developers in performing effective regression testing at low cost and effort: [36]
Analogy-Based Estimation: The accuracy of software development effort estimation improved in the
datasets used: [29, 33]
Artificial Neural Network: Building change-prone class prediction model, constructing software effort
estimation models, performing effective regression testing and defect prediction. The ANN estimate results
presented better accuracy indices than those obtained with multiple regressions, and simple linear regression
to estimate effort from software size: [14, 16, 27, 32, 33, 36, 38, 45]

Association Rules: It can assist to developers in the proper identification of reusable classes, in prediction
for software effort estimation, software defect prediction by discovering patterns, and software fault
localization: [26, 47, 49, 50]

Bagging: It is considered good for predicting change-prone classes: [36]
Bayesian Network: It improves software development effort estimation, risk identification, fault prediction,
change-prone classes and decision-making: [9, 10, 22–24, 36, 46]
Bayesian Regression: It is supported by maximum likelihood estimates in probabilistic models using
incomplete data. It helps to produce better performances when the percentage of test projects is small with
missing data: [41]

(continued)
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Table 4. (continued)

Technique: Impact: Studies

C4.5: It is suited for bug assignment: [10, 22]

CART: Classification and regression Tree manages to estimate cost of projects more satisfactory than
Association Rules (AR), since CART offer a coarse grain estimation model, into which new projects fit
easily, estimating a high productivity value: [14, 25, 26, 29]
Case-Based Reasoning: It generally achieves the best overall performance in terms of average accuracy,
and it is suitable when are scarce or noisy: [14, 34]

Clustering: It can provide valuable information regarding the distribution of the effort and defect
prediction, building promising predictor models by clustering similar projects, and categorizing bug reports:
[5, 35, 37, 39, 40]
Data Farming: Use it in data rich domains and when the data are not noisy and when the project data can
be expressed in the same form as the model inputs: [34]

Decision Trees: It improves the performance of bug-report deduplication, it can flexibly evaluate different
team makeups, it obtains good prediction accuracies and it identifies useful rules for forming software
project teams. Predictors based on DT learning algorithm provide suitable prediction results.:[6, 8, 11, 17,
21]
Discriminant Analysis: Identify topics in a corpus and is hence useful in categorizing bug reports: [20]

Fuzzy Analogy: It help to estimate effort when software projects are described by linguistic values such as
low and high: [31]

Fuzzy Logic: This technique provides more accurate results for predicting software effort estimation with
large projects, managing successfully the abrupt change in productivity levels, adjusting the values of the
productivity factor: [38]

Fuzzy Clustering: The accuracy of software development effort estimation improved in the datasets used:
[33]

Genetic Algorithm: Good decision maker in architecture and estimating the requirements for the next
cycle, defect proneness of a software module, accuracy in predicting defects by analyzing subdomains..:[12,
13, 25, 33]

J48: It can provide suitable defect prediction results. The predictors models based on J48 may provide
acceptable prediction results in an average level. Besides, it can identify the employee’s performance
patterns: [17, 36, 44]
K-means: For threshold calculating to predict fault-proneness, K-means seems to give slightly better results
as compared to OLS Regression technique in case of Norm Data preprocessing: [43]
K-Nearest Neighbor: This technique, used for predicting software quality, outperforms in imputation
accuracy when analyzing datasets with missing data, identify bug reports supported by contextual features:
[10, 11, 18, 20]
Linear Regression: The ordinary least squares regression with logarithmic transformation is a suitable
technique for Software Effort Estimation: [27, 29, 41]
LogitBoost: It helps developers in performing effective regression testing at low cost and effort providing a
suitable performance, similar to Bayes Net and RF: [36]

Logistic Regression: It could make considerable enhancement in identifying duplicate bug reports
compared to others techniques: [11, 15, 17]

Naïve Bayes Classifier: It is useful in predict the change prone classes. Naives Bayes coupled with
product-component features perform best by automating bug assignment to fixers in order to reduce
software evolution effort and cost. Evaluate the performance of defect prediction models: [10, 11, 15, 17,
20, 22, 28, 30, 36, 39]
N-gram: The algorithm successfully find faults especially for large programs: [50]

Nnge: It helps developers in performing regression testing at low cost and effort: [36]

(continued)
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As priorities for future research we can mention: to replicate the results of data
mining of software processes to other contexts (different repositories, different
parameters, different training data, etc.); selection of the most appropriate machine
learning methods according to the context of the process problem and the quality of the
data, generalization of results of techniques application, include other types of datasets,
application of results to large projects or teams, improve the selection of training data,
inclusion of expert judgment and comparison with other data mining techniques.

The knowledge gaps are mainly focused on: the information does not represent all
the activities of the software process, some studies do not have representative data of
the industry, adding context data does not improve the prediction, improving the
selection of attributes of the models and the elimination of outliers. In addition, the
works must be consistent in their processes of data selection training and data
preprocessing.

4 Limitations of This Review

We considered the following threats to validity for this SLR:

a. Internal validity: this study was carried out by two researchers following the SLR
procedure. Both researchers worked together to perform properly the SLR protocol.
The replication of results done by others researchers could vary depending on each
one’s criteria. This SLR presents useful findings about the implications of using
data analysis techniques related to software processes.

b. External validity: The results of this SLR can are not generalized because of using a
specific range of studies due to space restrictions of this paper and for including a
determined set of research databases.

Table 4. (continued)

Technique: Impact: Studies

Random Forest: It is used for classifying issues reports from software development processes: [10, 15, 20,
36, 45]
Sequential pattern mining algorithm: MG-FSM: Sequential patterns from large-scale datasets are used as
a means of identifying deficiencies in IDE usability by mining frequent usage patterns, due to flaws in
design, gaps in developer knowledge in using the IDE: [48]
Stacked Generalization: It can yield a higher prediction accuracy than using individual general purpose
classifiers when classifying bug reports, especially if it is trained with more recent data, reaching prediction
accuracies from 50% to 89% [19]
Subgraph Mining: It promises a strong reduction of time spent on defect localization in software
engineering projects: [51]
Support Vector Machines: The predictors models based on SVM algorithm trend to detect more defect-
prone modules, and analyze issue reports achieving accuracy of 75–83% depending on the project. SVM
with certain kernels can achieve high performance: [17, 20, 22, 27, 45]
Time-Series Analysis: It allows studying temporal evolution of source code activity, issue tracking
repositories activities, and release dates: [42]
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c. Construct validity: At the beginning of this research was difficult to define the
aspects that this study should include in order to recover relevant studies. These
aspects were established in Sect. 2.

d. Conclusion validity: Studies just with a high-quality assessment were presented in
this review. Due to the representative number of them, this study establishes a
reference about the applicability of those techniques.

e. Results validity: We considered the most representative searching terms in the
context of data analysis techniques in software processes and used 6 databases.
Hence, the results are based only on these specifications

5 Conclusions and Future Work

In this review, different studies were investigated in order to understand the current
research status of data science techniques in software processes. We conducted a
literature review searching for the relevant studies available from 2008 - 2018. Our
review considered 47 primary studies. The results can be summarized as follows:

• RQ1: A lot of techniques have been used to analyze data on software processes. The
most used techniques are Artificial neural networks, Association rules and Bayesian
networks. Moreover, the software process more applied are project effort estimation
and software testing.

• RQ2: The studies considered showed that the main problems are related to the
dependence of the datasets used, defining parameters, combining of techniques,
training data selection and building of specialized models.

• RQ3: The studies have shown wide improvements on aspects of software process
such as: assigning human resources, risk identification, decision-making, effort
prediction, productivity and cost estimation, fault localization, bug assignment,
detection and categorization, issue reports, prediction and assessment of change
management, and technical debt management. Data preprocessing is a fundamental
factor in the accuracy of effort estimation models. Training data is important for
machine learning based defect prediction. Obtaining accurate estimations can have a
direct impact over remuneration of staff.

The majority of the research works were based on empirical studies (73%), case
studies (19%) and comparative studies (6.39%). In regards to research questions, only
47% of the works defined them. The vast majority of the works included stages related
to data preprocessing, training, prediction and evaluation model. The experimental
works were mainly based on data collection from large data repositories of software
projects. The most used repositories were PROMISE (23.4%), ISBSG (10.63) and
Eclipse (8.5%).

This SLR aims at investigating the significant techniques of data sciences used in
software processes, identifying their major impacts and problems/challenges of use.
This study will be of interest for software practitioners concerned on software quality.
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As future work, our study can be extended by considering more data sources and
we can perform more in-depth studies on specific data science techniques in software
processes.
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Abstract. Gamification is a novel concept that has attracted the attention of
many research fields, including software engineering, software process
improvement or software process standards education as an approach to increase
productivity, engagement, and motivation of participants involved in a system,
site or business. However, gamification is a relative new concept that needs to
deal with many problems in order to consolidate and mature its understanding
and process. The main goal of this study is to explore the gamification scope
with the goal to identify its problems and needs, focusing on the monitoring
process of gamification strategies. A systematic literature review was performed
following a predefined procedure that involves automatically searching in sci-
entific digital databases. 383 papers were found by the automatic searches in the
digital databases and only 2 papers were selected as primary studies. Outcomes
show that there is a clear scope of research on the road to provide tools for
monitoring high-scalable gamified systems that support gamification experts on
gamification analytics and end-users on getting real-time feedback, as well as, a
need to mature the gamification process that can be supported by taking
advantages from other disciplines, especially from the scope of process
capability and maturity.

Keywords: Systematic literature review � Gamification � Monitoring
Assessment � Gamification analytics � SPI standards

1 Introduction

Software process improvement (SPI), software engineering (SE), software process
standards or software project management are fields of interest under the SPICE
conference that have begun to re-think and transform the traditional ways to foster
engagement, increase productivity, promote motivation and change behavior through
the development, design, integration or/and adaptation of new approaches such as
gamification [1–3].

The emerging and popular approach of gamification [4] has attracted the attention
of both practitioners and researchers as a promising approach to motivate actions,
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increase end-user engagement and change behaviors in many contexts [5]. However,
despite the promising advantages of the use of gamification and the high studies
published in recent years, we can observe a high level of misunderstanding about the
concept of gamification, where lots of studies that claim to deal with gamification for
education, in fact, deal with game-based learning.

In this context, we can observe how gamification is a relative new concept that
needs to deal with many problems in order to achieve its full potential and consolidate
its design, implementation and monitoring process [6–8]. For that reason, in this study,
we conducted a systematic literature review (SLR) to explore the gamification scope
with the goal to identify its problems and needs, focusing on the monitoring process of
gamification strategies. Moreover, we briefly discussed how taking advantage of the
guidelines and processes of SPI frameworks and standards such as the ISO/IEC 33000
family of standards can help to mature the gamification monitoring process.

The structure of the paper is as follows: Sect. 2 exposes the background of this
work and Sect. 3 analyzes the works related to our proposal. Section 4 provides the
methodology used for conducting our SLR. Section 5 shows and analyzes the results of
this review. Section 6 discusses how SPI standards can contribute to the problems
identified. Finally, Sect. 7 summarizes the paper and presents our conclusions and
future works based on the findings obtained.

2 Gamification Process

Gamification, or the use of game elements and game design techniques in non-game
contexts [4], is a novel topic which aims at the improvement of the user’s engagement,
motivation, and performance when carrying out a certain task. By means of incorpo-
rating game-based mechanics, aesthetics and game thinking user’s tasks are more
attractive [2]. However, gamification does not mean to turn our processes, sites and
systems into a game, but it means to apply game mechanics (status, challenges, con-
nections, competition, rewards, etc.) to motivate the users and encouraging the right
behavior, which is aligned with the business goals [9].

Considering the studies published by Herzig [10–12], the gamification process can
mainly be summarized into the following four high-level phases:

(1) Business modeling and Requirements, where the application context is analyzed
and the business general goals are identified.

(2) Design, where the gamification design is developed and play tested.
(3) Implementation, where the design is implemented as software artifacts and it is

functionally tested.
(4) Monitoring and Adaptation, where business goal achievement is measured and

subsequent design adaptations are conducted.

Although, many guidelines and frameworks have been published to deal with the
gamification process, the majority of the published studies aim to cover particular
problems. As a consequence, new proposals continue appearing in the literature, and
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therefore, the deviation towards the consolidation and understanding of a common
framework to design, implement and monitor gamification strategies go on increasing
[13].

Bearing in mind this issue and the four high-level phases previously described, in
this study, we have focused on the analysis of the main problems and needs existing in
the Monitoring phase of the gamification process. This phase implies a continuous
track of the participants involved in the gamification strategy and deals with providing
end-user feedback and gamification experts analytics to assess, improve and adapt the
gamified system [6, 8, 11]. We have focused on the monitoring phase since it is a
crucial phase within the gamification process that allows the assessment, improvement
and adaptation of the gamification experiences. Moreover, the consolidation of the
monitoring phase will contribute to the maturity of gamification research and
applications [14].

3 Related Works

An initial study that involves automatic searches in several digital databases was
conducted in order to observe if there exists any previous secondary study that aims to
identify the problems and needs of the monitoring phase of the gamification process.
Seven different digital databases (ACM Digital Library, IEEE Xplore, SpringerLink,
ISI Web of Science, Scopus and Science Direct) were analyzed by applying the search
string “(A AND B AND (C1 OR C2) AND (D1 OR D2 OR D3 OR D4))”, where the
search terms are shown in Table 1.

As a result, we retrieved a total of 121 papers. Figure 1 shows the number of
studies retrieved from each digital database.

However, although some of the retrieved studies involve a review of the use of
gamification in different fields such as SPI [1], SE [2], or provide a study of the current
state of the art related to the frameworks for design gamification [8], none of them
focus on providing a complete overview regarding the existing problems and needs of
the gamification monitoring process.

For that reason, in this study, we have conducted a SLR to identify the main
problems and needs which the gamification monitoring process deals with, and at the
same time, provide a basis for new lines of research.

Table 1. Search terms to identify related secondary studies.

A. Gamification B. Monitor C1. Review D1. Systematic

C2. Study D2. Mapping
D3. Literature
D4. Multivocal
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4 Method

The objective of this work is to analyze the current studies that deal with the gamifi-
cation monitoring process with the goal of identifying the main existing problems and
needs in this field. To do this, we conducted a SLR based on the guidelines proposed
by Kitchenham et al. [15, 16] and the review procedure described by Calderon et al.
[17]. Figure 2 shows the SLR process followed to conduct this SLR.

Fig. 1. Number of studies retrieved from each digital database.

Fig. 2. SLR process.
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4.1 Specify Research Questions

In order to achieve the goal of this study, the following two research questions have
been defined.

• RQ1: What works focus on the scope of the gamification monitoring process?
• RQ2: What are the main problems and needs that require to be addressed regarding

the monitoring of gamified experiences?

4.2 Establish the Inclusion/Exclusion Criteria

This SLR identifies the papers that deal with the field of gamification monitoring
process, introduce a tool for supporting the gamification monitoring process, or add
value in any sense to this field. In order to select only relevant studies for answering
these research questions, we established the inclusion and exclusion criteria shown in
Table 2. In addition, to get an overview of the whole state of the art of our topic under
review, we have not limited the start of the publication period.

4.3 Define Quality Criteria

The quality factors were established and evaluated regarding the main topic of our
study and the information that the retrieved studies were able to provide. A question-
naire consisting of three quality assessment questions (QA) was defined as the quality
instrument. The three questions used were the following:

QA1. Does the study deal with the gamification monitoring process?
QA2. Does the study introduce a tool for supporting the gamification monitoring
process?
QA3. Does the study allow retrieving the information related to the main problems
and needs existing in the road to monitor gamified experiences?

Table 2. Inclusion/Exclusion criteria

Inclusion
criteria

• The retrieved study deals with the field of gamification monitoring process
• The retrieved study introduces a tool for supporting the gamification
monitoring process

• The retrieved study adds value to the field of gamification monitoring
process

• The study is written in English

Exclusion
criteria

• The retrieved study does not focus on gamification process
• The retrieved study presents a specific application of gamification but does
not deal with the gamification monitoring process

• The retrieved study only has its abstract available and it is not possible to
find its full-text

• The retrieved study does not provide the required information clearly
• The retrieved study is written in a language different from English
• The retrieved study does not provide information included in other retrieved
study or in other digital database (duplicates studies)
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Each question was answered YES (Y) or NO (N). The scoring procedure was
Y = 1 an N = 0. Thus, the total number of Ys defined the quality assessment score of
each study.

4.4 Define Data Sources

IEEE Xplore, ISI Web of Science, SpringerLink, ACM Digital Library and SCOPUS
were selected as the scientific digital databases in where we conducted our searches.
The main reason for selecting these digital databases was that they are the main ones
using in the majority of the published secondary studies related to our research [17].

4.5 Define Search String

To construct the search string, we first need to identify the search terms of this work.
For that reason, we performed some initial searches to test and calibrate the search
string. Finally, we defined the search string as the following Boolean expression:
gamification AND monitor. Although this search string was very generic, we decided
to apply it to ensure that no relevant works were missed since no previous secondary
studies related to our topic had been published.

4.6 Selection Process

The SLR was executed regarding the studies published until June 2018. The selection
process that we followed to conduct our review was based on the scientific selection
process proposed by Calderon et al. [17]. This process is composed of four phases.
During the first phase of the selection process (P1. Initial search), the search string was
applied to the selected digital databases. As a result, we found a total of 383 papers (see
Fig. 3).

Fig. 3. Retrieved studies from each digital database and primary studies.
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After removing the duplicates (P2. Remove duplicates) and checking the title and
abstract of each paper according to the inclusion and exclusion criteria (P3. First
selection process), in the fourth phase of the selection process (P4. Second selection
process), the full text of the papers was analyzed against the inclusion and exclusion
criteria. As a result, two papers were considered for data extraction. These two papers
defined the primary studies of our SLR.

Figure 3 shows firstly, the retrieved papers from each digital database, and sec-
ondly the number of papers that were included as primary studies in our review.

4.7 Data Extraction

During the extraction process, the primary studies were thoroughly analyzed to collect
all the needed information and ensure that the data were accurate. All the collected data
were stored in a spreadsheet to place all the information of our study in the same
location, and to facilitate the analysis and comparison of the collected data during the
synthesis process. In this review, the data of the primary studies was classified
according to the research questions addressed, as Table 3 shows.

5 Results

In this section, we discuss our outcomes and answers to the research questions that
addressed this SLR, as a result of the study quality assessment and the data synthesis
process.

5.1 Study Quality Assessment

Considering the quality criteria defined in Sect. 4.3, we assessed the quality of the
primary studies. The two primary studies covered 100% by Yes answer the three
defined QA since both studies deal with the monitoring phase of the gamification
process, comment tools for supporting the gamification monitoring process, and pro-
vide information related to the main problems and needs existing in the road to monitor
gamified experiences.

Table 3. Extracted data classification.

Data Research question
addressed

The main topic of the study RQ1
Authors of the study RQ1
Publication year RQ1
Source of publication RQ1
Description of tools that support the gamification monitoring process RQ1
Problems and needs that require to be addressed regarding the
gamification monitoring process

RQ2
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5.2 RQ1: What Works Focus on the Scope of the Gamification
Monitoring Process?

The objective of this question was to identify the current studies that focus on pro-
viding knowledge and tools to the field of gamification, concretely those studies that
deal with the monitoring phase of the gamification process.

Although, during the development of this review many studies have been found
regarding different lines of research within the gamification scope, the majority of them
introduce a specific application of gamification but none of them deal with the gami-
fication monitoring process with the exception of two works. The study titled ‘Tools for
Gamification Analytics: A Survey’ that focusses on the identification and assessment of
relevant software solutions for gamification analytics domain as an importance
requirement of the gamification monitoring process [12], and the study titled
‘MEdit4CEP-Gam: A model-driven approach for user-friendly gamification design,
monitoring and code generation in CEP-based systems’ that proposed a tool based on
Complex-Event Processing (CEP) and Model-Driven Engineering (MDE) technologies
to support the design, implementation and monitoring of gamification strategies [13].
Both studies share similarities since both present tools for supporting the gamification
process, both identify problems and needs regarding the gamification monitoring
process and both assess the ability of the presented tools for supporting gamification
experts with analytics. They also share the evaluation procedure which is based on the
analysis of the coverage of the set of 22 requirements for gamification analytics tools
provided by Heilbrunn et al. [12]. These requirements are classified into five categories
regarding the ability of the environment to provide support to for gamification experts
to: (a) define and monitor Key Performance Indicators (KPIs) (6 requirements),
(b) monitor the gamification elements state (8 requirements), (c) define and analyze
groups of users (4 requirements), (d) adapt gamification designs (3 requirements), and
(e) validate gamification design ideas by using simulation (one requirement).

In Table 4, we show the main data of these studies regarding their authors, source
where the studies have been published and the year of publication.

From these studies, a total of four tools for supporting the gamification monitoring
process were identified. These tools were described and assessed in those studies. The
tools are the following:

Table 4. Data of the primary studies.

Primary
study

Authors Source of publication Type of
publication

Year of
publication

[13] Calderon, A.;
Boubeta-Puig, J.;
Ruiz, M.

Information and Software
Technology

Journal 2018

[12] Heilbrunn, B.;
Herzig, P.;
Schill, A.

IEEE/ACM 7th International
Conference on Utility and
Cloud Computing

Conference 2014
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• Badgeville is a commercial engine that allows to gamify from objectives and
personalized rewards [18]. It has not been evaluated according to the requirement
for gamification analytics tools provided by Heilbrunn et al. [12].

• BunchBall is a commercial gamification platform that offers a set of pre-defined
gamification-related reports and a user segmentation feature [12]. It satisfies one out
of 22 requirements for gamification analytics tools provided by Heilbrunn et al. [12].

• Gigya is a gamification platform whose target is the online communities. It offers a
set of predefined reports for social metrics [12]. It satisfies one out of 22 require-
ments for gamification analytics tools provided by Heilbrunn et al. [12].

• MEdit4CEP-Gam is a tool developed at the University of Cadiz for supporting the
gamification process that automates controlling and monitoring of gamification
strategies on highly scalable and heterogeneous environments [13]. It satisfies 10 out
of 22 requirements for gamification analytics tools provided by Heilbrunn et al. [12].

5.3 RQ2: What Are the Main Problems and Needs that Require to Be
Addressed Regarding the Monitoring of Gamified Experiences?

The objective of this question was to identify the existing problems and needs in the
field of the gamification process regarding the monitoring phase of gamification
experiences. To answer this question, we analyzed the primary studies and collected all
the problems and main necessities that authors reported along their works. Moreover,
we categorized them according to the following main topics:

• General: The monitoring phase of the gamification process requires to be consol-
idated in order to help the gamification concept to achieve its maturity.

• Metrics: The gamification process needs to be supported by tools that allow the
design and analysis of gamification metrics in order to evaluate, change and
improve gamification strategies.

• Participants: The gamification process needs to be supported by tools that allow the
analysis of the behavior of the participants involved in a gamification experience for
adapting them.

• Environment: The gamification process needs to be supported by tools that allow
the monitoring of gamified systems in real-time with a high number of participants.

• Testing: The gamification process needs to be supported by tools that allow the
testing of gamification strategies during the design phase.

• KPIs: The gamification process needs to be supported by tools that allow the
definition and monitoring of KPIs of gamified applications aligned with critical
success factors and business goals.

Considering this conclusions, Table 5 shows the main problems and needs iden-
tified regarding this issue according to each statement and primary study.

From this analysis, we can state that the monitoring phase of the gamification
process is a crucial step in the lifecycle of a gamification experience that needs to be
supported by appropriate tools that support gamification experts to evaluate, improve
on/and adapt gamification experiences.
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Table 5. Main problems and needs found in the gamification monitoring phase.

Topics Problems and needs

General The non-consolidation of a common gamification framework for
monitoring gamification strategies in heterogeneous environments [13]

General;
Environment

Gamification monitoring is especially complex when there exists a
huge number of participants, the strategy is not well designed or there
is an inadequate tool support [13]

General There is still an unsatisfied demand for tools that support the
monitoring phase of the gamification process [12]

General The adoptions of the majority of the existing gamification analytics
tools involve an integration effort that creates a new data-silo which not
allow expert to take the control of the gamification data [12]

General The existing tools for supporting the monitoring gamification process
do not offer considerable support for the monitoring and adaptation
phase of gamification projects [12]

Metrics There is a need of tools that offer gamification analytics to measure the
success of gamification strategies and gamification design changes [12]

Environment There is a need of highly-scalable monitoring tools [13]
Environment There is a need of monitoring tools that provide gamification design

experts with real-time analytics that help them to assess, improve, adapt
or redesign the gamified experience [13]

Environment;
Participants

There is a need of monitoring tools that process gamification end-users’
data in real-time and provide immediate feedback to the participants
involved in the gamified experience [13]

Participants There is a need of gamification analytics tools for better understanding
the user behavior [12]

Testing There is a need of gamification analytics tools for learning when a
gamification design requires adjustment [12]

Metrics; KPIs There is a lack of appropriate solutions that helps gamification experts
to define and monitor KPIs which operationalize business goals in
context of the gamified application [12]

Metrics There is a lack of appropriate solutions that supports gamification
experts in monitoring the game state [12]

Participants;
Metrics

There is a lack of appropriate solutions that allows experts to discover
and define different groups of gamification users [12]

Testing There is a lack of appropriate solutions that enables experts to simulate
gamification designs to early validate gamification design ideas [12]

Testing There is a lack of appropriate solutions that enables gamification
experts to create and analyze experiments that test the impact of
gamification design changes on user behavior [12]
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6 Gamification Process Capability and Maturity

Implementing a gamification strategy within an organization needs necessarily to fol-
low a well-defined and structured process to achieve success [19]. Initiatives such as
Herzig’s [10] are interesting contributions towards the definition of the gamification
process that includes explicitly a monitoring task. Nevertheless, this monitoring task is
generally aimed exclusively at tracking the activity of the user of the gamified appli-
cations so that they can receive adequate feedback and the responsible of the gamifi-
cation initiative can get information about the results of such initiative. Therefore,
tracking users’ activities to provide feedback and analytics to the responsible of the
gamification initiative are mentioned in the two relevant works found in this SLR. The
small number of works retrieved together with the narrow scope of the measuring and
monitoring activities introduced in the proposals analyzed, lead us to conclude that
gamification has still much to learn from other disciplines, especially from the scope of
process capability and maturity.

One of the signs of a mature discipline is the interest in measuring and monitoring
its progress, quality and effectiveness. The crucial role of measuring and monitoring in
the area of process improvement has been highlighted by many process improvement
frameworks, standards or families of standards, such as ISO 9000 [20], CMMI [21],
ISO/IEC 330xx [22] or TIPA [23].

Generally, in the previous mentioned frameworks and standards, process quality is
defined as the ability of a process to satisfy stated and implied stakeholder needs when
used in a specified context. Process quality is measured based on a series of relevant
process attributes. The monitoring and measurement of process outcomes is essential to
determine the process quality level according to a process measurement and assessment
framework.

For this reason, we believe that, for example, the definition of an ISO/IEC 33000
compliant measurement framework can significantly help to the measurement of the
extent the gamification process is performed and to perform gamification process
assessment that guides a continuous process improvement. Moreover, counting with a
set of best practices to address the development and maintenance of gamification
strategies along their complete lifecycle, from their conception to their execution and
maintenance, can significantly contribute to the maturity of the field.

In that sense, one effective strategy for ensuring that gamification process design,
execution, and assessment efforts are in line with best practices and have enough
quality could be the use of Process Reference Models (PRMs), Process Assessment
Models (PAMs) or frameworks for measuring processes. For that reason, it will be
important to define a gamification PRM, PAM or measurement framework that:
(a) offer a starting point for formalizing the practices within the gamification process;
(b) provide common practices to be adopted by gamification experts that can help
gamification field benefit from the experiences of others; and (c) provide a common
language for gamification process elements that may be used to standardize the design,
execution, and monitoring of gamification strategies, as well as, to train stakeholders in
the field.
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Concretely, the structure of levels, process attributes and rating scales used in
ISO/IEC 33002 [24] and ISO/IEC 33003 [25] can be applied to set the requirements for
the definition of a gamification measurement framework and performing process
assessment. The gamification PRM can be based on well-known process proposals
such as Werbach and Hunter’s [4], Herzig’s [10] and Morschheuser et al.’s [26] and
defined according to the requirements established in ISO/IEC 33004 [27]. This last
standard can serve also to define the gamification PAM.

Counting with a gamification measurement framework, a PRM and a PAM can set
the basis towards the solution of the problems of gamification monitoring identified in
Table 5, as well as serve as the starting point on the road to the definition of gamifi-
cation process capability and the maturity of the field.

7 Conclusions

As many authors state, gamification is still a rather novel development that suffers from
growing pains, and therefore, it has still been under significant conceptual chaos and
theoretical turbulence [28]. For that reason, before starting to promote the use of
gamification within our expertise fields such as SE, software process, software process
standards or SPI, it is necessary to provide knowledge and tools to consolidate the
gamification concept and process for ensuring that its use will help in the success of our
business goals.

In this paper we have presented a SLR related to the analysis of the state of the art
of the monitoring phase of the gamification process in order to identify the main
problems and needs of the gamification monitoring phase for providing the basis for
future research lines. We selected 2 from 383 papers found in 6 digital databases until
June of 2018. We organized and categorized the information obtained to provide an
answer to each of the two research questions that addressed our review in order to
locate the main studies that deal with the monitoring phase of the gamification process,
as well as to identify the main deficiencies of this topic. From these studies we col-
lected the necessary data to identify each study, the tools for supporting the gamifi-
cation monitoring process that these studies introduce, and the main problems and
needs that their authors expose.

The analysis of the collected data shows that there is a lack of tools for monitoring
high-scalable gamified systems that offer gamification experts with real-time analytics
that support the evaluation, improvement or adaptation of gamification strategies, allow
the gamification end-users’ data processing in real-time, and provide immediate
feedback to participants.

Moreover, taking into account the outcomes of the conducted SLR, we have dis-
cussed how considering the guidelines and processes of SPI frameworks and standards
such as the ISO/IEC 33000 family of standards can help to mature the gamification
process. Therefore, there is a clear scope of research in which several new lines can be
established regarding the different needs found.
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Abstract. Previous assessment of process quality have focused on process
capability (i.e. the ability of a process to meet its stated goals). This paper
proposes a taxonomy of alternative process quality characteristics based on
intrinsic and extrinsic quality attributes. The ultimate goal of this taxonomy is to
provide a framework to conduct process assessments using different process
quality aspects. Such a framework would considerably broaden process quality
perspectives beyond the primary measure of process capability. It would also
allow practitioners to identify and evaluate relevant quality characteristics for
processes based on specific contexts and implications. For the process assess-
ment model developers, it offers a list of process quality characteristics that
could be used to develop relevant process measurement frameworks.
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1 Introduction

The roots of process quality may be traced back to the 1900s from the Industrial
Engineering discipline when Henry Ford managed to build cars at a significantly
reduced price by changing his manufacturing process [1]. The focus on process quality
led to a major shift in quality control where processes were measured with statistical
techniques. The quality control movement led to the development of Total Quality
Management (TQM) principles in the 1970s, Six Sigma in the 1980s and Lean tech-
niques are being used more recently [2]. The quality control movement entered the
software engineering discipline with the development of the Capability Maturity Model
(CMM) in the 1990s where process quality was measured in maturity levels of process
capability [3]. The successor of CMM, the CMM Integration (CMMI) was progres-
sively made abstract to cover development, management and acquisition aspects
beyond software and into the areas of product, service and overall business processes.
However, CMMI maturity levels that determine process capability are the only key
representation of process quality characteristics in process assessments.

The initial standard for process assessment ISO/IEC 15504, also termed Software
Process Improvement and Capability Determination (SPICE) was also based on, inter
alia, CMM. The ISO/IEC 15504 standard series were initially focused on software
development processes but it had been expanded in other business areas including
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management, engineering and service operations. The reference models based on
ISO/IEC 15504 defined the capability aspect as the only process quality characteristic.
While the scope of processes has expanded in terms of its types (i.e. development,
management, governance, and so forth) and its application (i.e. software, IT service
management, automotive, space, medical devices, and so forth), the quality charac-
teristic of processes is limited to process capability. There is a need for a common
vocabulary and conceptual framework to recognize and categorize other process
quality characteristics for assessment.

It is understandable why process capability is the widely adopted measurable aspect
of process quality. According to ISO/IEC 33001, process quality is defined by the
“ability of a process to satisfy stated and implied stakeholder needs when used in a
specific context”. When a process is described, the stakeholder needs of a process are
often listed as outcomes that the process needs to achieve to meet its purpose. It then
implies that process quality is the ability of the process to meet its purpose – which is
defined as process capability. Based on this rationale, one might incorrectly conclude
that process quality is process capability. However, if one reviews the definition of
process quality, there are two caveats:

(a) How can one be certain that “all” stakeholder needs of a process are listed as
outcomes to achieve?

(b) How can the “implied” stakeholder needs, and the “context of use” considered for
assessment?

Process capability determines the ability of a process to meet business goals [4].
Since meeting process goals is the major quality check for a process, there is no doubt
that process capability is the major process quality characteristic. However, the two
questions raised above introduce the need for other quality aspects of a process during
assessments. Currently the scope of process capability is limited, so it does not
determine the overall process quality. The ISO/IEC 33000 standards series released in
2015 recognized this challenge and used the generic term “process quality character-
istics” to develop generic process measurement frameworks for assessment [5].

Specific examples of process quality characteristics beyond process capability are
provided, such as process security, process agility and process safety [5]. However,
there is only a single process measurement framework for assessment of process
capability published as ISO/IEC 33020 [4], paving a way for other process measure-
ment frameworks to be built. Recent studies on the adoption of ISO/IEC 33000
assessment framework still relate to process capability as the sole process quality
characteristic, e.g. [6]. Other process quality characteristics have been proposed, e.g.
for safety [7] and sustainability [8], however a holistic list of constructs (theoretical
concepts) for process quality characteristics have not been proposed for assessment.

In this paper, a comprehensive view of process quality is undertaken, by focusing
on the intrinsic and extrinsic quality attributes associated with a process. This focus is
used to propose a taxonomy of process quality characteristics. The exemplar studies
where the proposed process quality characteristics have been used for the determination
of process quality are also included.

The purpose of this taxonomy is twofold: (1) to provide a framework for repre-
senting and combining process quality characteristics; and (2) to ultimately enable
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process assessment using multiple process quality characteristics. Both purposes are
critical, given the importance of process assessments to understand quality attributes of
a process internally (intrinsic factors) as well as quality surrounding the process
environment that are influenced by extrinsic factors.

2 A Proposal of Characteristics as Intrinsic and Extrinsic
Quality Attributes

Table 1 identifies the proposed aspects of the taxonomy and defines, for each of these
aspects, whether it is something that the process can control (intrinsic quality attribute)
or the process cannot control (extrinsic quality attribute) or both. It is important to
recognize that the taxonomy should not be considered exhaustive or a final list. In this
first instance, all possible aspects of process quality characteristics have not been
considered and the taxonomy itself is subject to continuous revisions. The elements that
classify process quality continue to evolve due to context-dependent scenarios and
implications surrounding process execution, management and environment during
assessment.

In determining the aspects that characterize process quality for assessments, two
simple heuristics were followed. The first was to review the extant literature to
determine the aspects and its application in process assessments across different dis-
ciplines, mainly software engineering and business process management. For example,
the process attributes in system and software quality models from ISO/IEC 25010 [9]
and BPM principles [10] were considered to determine initial aspects for process
quality characteristics.

The second heuristic was to put the aspects in a simple sentence of the form:
“<aspect> is what the process can or cannot control”. If an aspect can be controlled by
the process, i.e. it is mainly related to process activities and outcomes, it is classified as
an intrinsic quality attribute. By intrinsic quality, it refers to “quality something has in

Table 1. Aspects for process quality characteristics

Process aspect Section Intrinsic quality Extrinsic quality

Effectiveness 3.1.1 *
Efficiency 3.1.2 *
Satisfaction 3.2.1 * *
Usability 3.2.2 * *
Compatibility/Variability 3.2.3 * *
Reliability 3.3.1 * *
Flexibility/Agility 3.3.2 * *
Sustainability 3.4.1 *
Security 3.4.2 *
Culture 3.4.3 *
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itself, apart from its relations to other things” [11]. For example, because one can say
that “process must meet its purpose by fulfilling its outcomes”, the “effectiveness” is an
intrinsic quality attribute. In a similar way the aspects of “culture” and “security” are
classified as extrinsic quality attributes, i.e. these are quality aspects outside of process
control but still belong to the environment where the process is executed or managed.

Note that being an intrinsic quality attribute and being an extrinsic quality attribute
are not mutually exclusive. For example, the aspect “reliability” described in
Sect. 3.3.1, is employed as an intrinsic quality attribute because it is something a
process can improve by making changes within its activities, but also an extrinsic
quality attribute since there are other environmental and contextual factors to consider
reliability of a process (e.g. availability of technology to support process execution).
All aspects are discussed in detail in Sect. 3.

3 A Taxonomy for Process Quality Characteristics

Beyond a process’s core focus on its activities, outcomes and resources, it is apparent
that the process is affected by its relationship with its stakeholders and other processes;
operating environment; and management environment. This paper will discuss each of
the aspects in Table 1 under the following four logical themes: core attributes (ac-
tivities and resources of a process); relationship attributes (association of a process
with stakeholders, other processes and reference models); operating environment
(operational context for a process); and management environment (management con-
text for a process).

Figure 1 illustrates these themes and the aspects that each contains. However, it
should be noted that this represents only one of a number of ways that process quality
characteristics can be categorized. The themes and their aspects are discussed in detail
in the following subsections.

Fig. 1. Themes & aspects of process quality characteristics
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3.1 Core Attributes

The first logical theme in the taxonomy addresses the core attributes of process quality.
Aspects discussed in this grouping describe the intrinsic quality features of a process –
its ability to meet the stated goals and the usage of resources.

3.1.1 Effectiveness
Process effectiveness, also referred to as efficacy, defines the quality feature of a
process to meet its purpose by fulfilling all stated outcomes. The major constituent of a
process is a series of activities; therefore, it is important to measure that the activities
are performed as intended. When one considers process assessment, they are primarily
interested to find out the effectiveness of a process. Consequently, it is the most widely
accepted process quality characteristic. This aspect is primarily defined as the metric of
“process capability” and it has been used since early days of maturity models for
processes. A formalization of Process Effectiveness was included in the Maturity
Model proposed by Humphrey [12]. The process measurement framework for
assessment of process capability published in ISO/IEC 33020 [4] also provides the
metric for process effectiveness.

3.1.2 Efficiency
The second most important process quality characteristic deals with resource utiliza-
tion, primarily in terms of time and cost involved. Efficiency determines that the
process makes optimal use of the resources available to it while performing its activities
effectively. Effectiveness and efficiency are often contradictory since highly effective
processes typically require costly resources. Nevertheless, a balance between these two
quality attributes is needed so that the process productivity is promoted, while dead-
lines are achieved and costs are reduced [3]. A typical example of process efficiency is
the metric of “process cycle time” to measure the duration of a process. Since optimal
resource utilization is a core objective of a process, this quality attribute may be listed
as a key outcome for a process and measured in terms of overall process capability.

3.2 Relationship Attributes

The second logical theme in the taxonomy addresses the relationship of a process with
its stakeholders. Aspects included in this theme describe a process’s relationship with
its customers, process team members in the role of managers or performers, and with
other processes and process reference models. Since these aspects focus on the rela-
tionship of a “process” with other stakeholders, both intrinsic and extrinsic quality
attributes can be relevant for process assessment.

3.2.1 Satisfaction
Every process has at least one customer – internal or external. Process satisfaction
defines the relationship of a process with its customers. Customer satisfaction may not
be defined at the process level, however once the relationship of a process with its
immediate customer(s) is determined, the usefulness, value, trust and service level of a
process can be ascertained based on the customer satisfaction indicator.
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Consumer satisfaction can be a process metric describing customer emotions
resulting from process assessments (including perceived performance of a process)
based on their experiences dealing with the process as a stakeholder external to the
process [13]. The value perceived by a customer is usually determined by the utility
and warranty of the underpinning service [14]. The utility and warranty parameters of a
process are typical candidates of process outcomes, therefore achieving the outcomes
of a process, i.e. process effectiveness may cover this aspect. However, process sat-
isfaction considers value and usefulness from the eyes of the customer. One useful
metric for this aspect is “service level”, which enables customers to report their degree
of satisfaction (or dissatisfaction) within the agreed service levels (also referred to as
service level agreements or SLA) [15].

3.2.2 Usability
While satisfaction represents quality characteristics in terms of a process’s relationship
with its customers, the quality characteristic of usability portrays its relationship with
the process team members – typically in the roles of process owner, process manager
and process performer. Usability is about user experience same as satisfaction for
customer experience.

Since activities and involvement of process team members vary widely, process
usability is challenging to monitor [16]. Process usability can be determined from the
assessment of the appropriateness of the process in terms of its ease of use, accessibility
and operability. Accessibility and usability are closely related, as they both enhance
user experience. Operability can be measured in terms of users’ perceived difficulty of
performing process activities. A useful metric for process usability could be related to
its learnability measured in terms of the metric of “learning time” needed by users to
understand and train to use the process, as being undertaken in a study for user
requirements elicitation [17].

3.2.3 Compatibility/Variability
A process rarely executes in isolation. For any process, it may depend on other pro-
cesses or there could be other processes that depend on it (inter-dependencies). It is also
possible for a process to co-exist with other processes in parallel. Therefore, the process
in use must be “compatible” with its reference models that explains the relationship
with other processes. The aspect of compatibility (or variability as the opposite mea-
sure) of a process refers to its relationship with other processes and process reference
models.

Compatibility with process models also determines the quality attribute of main-
tainability and testability of a process. By compatibility, a process must be a good fit
with a process model so that the model can be used for assessments, estimations and
testing to determine the quality state of the process itself [18]. Another quality attribute
that is useful to check is interoperability – typically highly capable processes con-
tributes towards better process interoperability across enterprises [19]. A practical
metric for process compatibility could be evaluating “process tailoring guidelines”.
While process variations may be necessary, such variations are typically managed
using tailoring guidelines [20]. Therefore, a review of tailoring guidelines can help to
determine process compatibility (or lack thereof – i.e. process variability).
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3.3 Operating Environment

This logical theme concerns the operating environment where the process executes. It
should be noted the aspects in this grouping can relate to both intrinsic and extrinsic
quality attributes since these process quality characteristics can be improved by actions
within the process parameters and also other operational factors beyond the process.

3.3.1 Reliability
Under realistic operating environment, a process cannot be expected to be perfectly
capable, i.e. there cannot exist a process with 100% process capability, that means a
process is directly affected by its reliability [21]. A reliable process is typically char-
acterized by its availability. A highly capable process that is not available when it is
needed is of no use. Therefore, process reliability is a very important aspect of process
quality that depends on the operating environment of the process.

Process assessments determine process quality at a specific point of time. There-
fore, measuring reliability is challenging during process assessments because process
reliability is a dynamic aspect that requires active monitoring [22]. Therefore, real-time
process reliability assessment may not be possible unless the process is fully automated
and support real-time decision support, for example, online sales process. For other
processes, historical process performance data can be used to ascertain reliability. For
example, it may be possible to undertake a historical trend analysis from active
monitoring systems to assess reliability. A review of other proactive measures that
ensure high availability of a process can also demonstrate a strong process reliability.
A process that can regularly fulfil its intended outcomes is one that is considered
“reliable”. Therefore, a useful intrinsic quality metric to test process reliability is check
historical data of its “failure rate”, i.e. how much a process has failed per unit time in
the current operating environment. An example of extrinsic quality metric for process
reliability is identifying the “knowledge level” of operating environment for a process,
i.e. the number of inventive problem-solving knowledge for executing the process.
Using knowledge-based methodology to develop new systems and solutions to resolve
process problems during its operations has been proposed to improve process relia-
bility, for example, using the principles of Theory of Inventive Problem Solution
(TRIZ) to check existing knowledge if the problem has been solved already [23].

3.3.2 Flexibility/Agility
Processes must be able to accommodate changes in the environment in which they
operate. To determine this attribute of a process, two closely related aspects of flexi-
bility and agility are useful. Flexibility relates to adaptability of a process to respond to
changes; while agility focuses on the speed of response to the changes (how quickly
can a process change) in the process operating environment. Process flexibility and
agility are determined by intrinsic quality attributes as well as context-dependent
operating environment of the process.

Internally, process flexibility can be determined by evaluating “process tailoring
guidelines” against the capability of a process to meet its outcomes; i.e. how capable is
a process given the number of adaptations. Likewise, process agility can be measured
using tailoring guidelines against the time efficiency of a process; i.e. how quickly can
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a process change given the number of adaptations. A number of quantitative and
qualitative metrics to determine process flexibility and agility use the aspects of process
effectiveness and efficiency along with the measure of tailoring guidelines or actual
process changes [24].

Four process flexibility configurations as extrinsic quality metrics to improve the
process operating environment have been proposed in the area of business process
management [25]: flexibility by design (handling anticipated changes with defined
supporting strategies); flexibility by deviation (handling simple occasional unantici-
pated changes); flexibility by under-specification (handling anticipated changes where
supporting strategies are not defined); and flexibility by change (handling complex but
occasional or permanent unanticipated changes). When the process flexibility metrics
are compared against the speed of response to changes, they provide useful metrics for
operating environment that support process agility.

3.4 Management Environment

During process assessments, the overall management environment under which the
process operates plays a critical role in determining process quality and performance. In
ISO/IEC 33020 [4], the proposed process measurement framework for process capa-
bility recognizes the importance of management environment for quality levels beyond
level 1, i.e. regarding process management, standardization, control and innovation.
The progression from capability levels 2 to 5 demonstrate maturity of the management
systems under which individual processes or process areas operate. Since key aspects
of management activities affecting process quality are covered by the process mea-
surement framework for process capability, the focus of this theme is on the man-
agement areas where processes operate.

This logical theme describes three key management areas as aspects for process
quality characteristics. This list is not exhaustive as a large number of management
areas can be relevant for different processes based on their context of use and implied
objectives. These are extrinsic quality attributes as processes have little to no influence
towards these aspects. However, a process is significantly dependent and affected by
these management environment aspects.

3.4.1 Sustainability
Sustainable growth and environmental impact of human activities are significant areas
of research in all areas. The evolving green ICT initiatives are an indication of the
recognition of process sustainability as a quality metric.

Research by Lami et al. [26] have presented sustainability aspect in software
processes by evaluating the culture of green IT in software organisations. This research
discussed process sustainability and initially related the concept of sustainability with
process capability so that sustainability can be measured as part of process capability.
This is only feasible when sustainability goals are explicitly included in the expected
outcomes of a process. Given the broader implication and extrinsic nature of sustain-
ability beyond processes, the researchers proposed a new measurement framework for
process sustainability assessment [8] that comply with ISO/IEC 33000 series. A prac-
tical metric for process sustainability is “carbon emissions and energy costs”. While it
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appears sustainability is only significant for manufacturing industries, one must realise
ICT carbon footprint in terms of energy use by data centers and by ICT consumers.
Therefore, recognizing sustainability as a process quality characteristic will encourage
promoting a sustainable culture and activities at a process level.

3.4.2 Security
Process security as a quality characteristic for assessment can be undertaken from
various perspectives: information security relating to confidentiality, integrity,
authenticity and non-repudiation of data associated with process work; and safety and
risks associated with process environment. This aspect is related to extrinsic quality
attribute since most of control activities fall beyond the boundaries of a typical process.

While security is important and has its own set of processes for maintaining
information safekeeping, what is important is the content of security measures
undertaken during process work [27]. Since processes are information-intensive and
increasingly prone to automation in the digital era, evaluating information security at a
process level is critical so as to determine data access requirements and data integrity.
A useful metric to evaluate security environment for a process is “number of infor-
mation security breaches” in relevant process environments.

Beyond information security, security can be viewed from the perspective of
process risks. An integrated risk management process model has been proposed to
operate within IT settings based on the foundations of ISO standards on risk man-
agement and process assessment [28]. While the researchers provided a useful process
model and harmonized with a focus on process assessment, there is an opportunity to
extend this research so that process risk determination perspectives can be a foundation
towards process security as a process quality characteristic. In a similar vein, process
safety has been proposed as a potential process quality characteristic [7]. In this
research, safety integrity levels have been proposed to determine process dependability
that is measured in terms of reliability, maintainability and availability – some of these
aspects are already covered earlier in this paper.

3.4.3 Culture
Process culture is an extrinsic quality attribute that is proposed as a single aspect in this
paper but it is determined by multiple organizational factors. Some key factors that may
facilitate process culture are: leadership buy-in, governance of process actions, con-
tinuous improvement, communication support, knowledge management, documenta-
tion, IT architecture and innovation. Process culture elements are adopted from the
management environment at an organisational level.

There is a large body of research on process culture in the discipline of business
process management as culture is considered a key element in BPM practice [29].
Cultural assessment in terms of process quality has been undertaken at an organisa-
tional level in areas of customer service, organisational structure, continuous
improvement, commitment, innovation and accountability [30]. Current BPM
researchers and practitioners treat culture as a manageable enabler of process initiatives
rather than a barrier. In software engineering discipline, use of technology to improve
process culture in software development teams have been researched [31]. In this light,
process culture can be used as a process quality characteristic to monitor culture
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environment conducive for process activities. A relevant process metric for process
culture can be “number of improvement actions” for a process.

4 Discussion

Section 3 presented a discussion on the potential process quality characteristics for
process assessments. Table 2 outlines the proposed taxonomy of process quality
characteristics (represented as “process aspects”) with example process quality metrics
and exemplar research references on the relevant process quality.

Figure 2 illustrates the ten process quality characteristics represented as “process
aspects” based on the four themes to provide a framework for process assessment.

Table 2. Taxonomy of process quality characteristics

Theme Process aspect Example metric Exemplar studies

Core
attributes

Effectiveness Process capability Humphrey (1989)
[12] ISO/IEC
33020 [4]

Efficiency Process cycle time Paulk (1993) [3]
Relationship
Attributes

Satisfaction Service level Babin and Griffin
(1998) [13]

Usability Learning time Feiler and
Humphrey (1993)
[16]

Compatibility/Variability Process tailoring
guidelines

Staron (2006) [18]

Operating
Environment

Reliability Failure rate knowledge
level

Tripathy, Wee and
Majhi (2003) [21]

Flexibility/Agility Process tailoring
guidelines flexibility
by design

Gong and Janssen
(2010) [24]

Management
Environment

Sustainability Carbon emissions &
Energy costs

Lami, Fabbrini and
Buglione (2014) [8]

Security Number of
information security
breaches

Varkoi (2013) [7]

Culture Number of
improvement actions

vom Brocke and
Sinnl (2011) [29]

56 A. Shrestha



5 Conclusion

In this paper a taxonomy of process quality attributes is proposed based on ten aspects
mapped to intrinsic and extrinsic quality attributes. The discussion of these aspects
subdivides them into four logical themes: core attributes, relationship attributes,
operating environment and management environment. While assessment areas have
expanded in different areas, the process quality metric is limited to process capability,
even with the recent movements towards automation to determine process quality
during assessments, for e.g. [32, 33]. The proposed taxonomy can be used to evaluate
processes with a wider view based on different contexts and implications during pro-
cess assessments. There is currently no discussion of theoretical underpinnings and
limited justification for the proposed process quality characteristics. In the future the
taxonomy can be used as a platform to justify broader aspects of process quality
measurement. Consequently, this research serves as a foundation to develop process
measurement frameworks and ultimately to evaluate different process quality aspects
during process assessments.
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Abstract. This paper explores the opportunity to consider the process-risk
determination approach (presented in the upcoming ISO/IEC 33015 standard) as
a means to determine the level of risk associated to personal data processing
activities. It outlines how the rights and freedoms of individuals are impacted by
the risks related to the organizational processes supporting the new citizens’
rights introduced by the General Data Protection Regulation (GDPR), which
requires performing Data Protection Impact Assessment on data processing
activities, in some specific circumstances.
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1 Introduction

For many years, process assessment has been used for several purposes such as:
conformity assessment, performance improvement, process-related risks evaluation and
performance benchmarking. The usage of a Gap Analysis as a mean to make the link
between process and conformity assessment and to prepare for compliance has been
studied in [1]. Performance improvement has been extensively performed in various
domains such as software engineering, but also in IT Service Management, and many
more. Process-related risks evaluation have been performed in specific applications for
supplier selection with process capability determination (i.e. in the space domain [2]
and in the automotive industry [3]) and specifically for Governance, Risk management
and Compliance (GRC) application in the financial sector [4]. For process-related risks
evaluation, a new standard is currently being developed1, which focuses on process risk
determination (PRD): the ISO/IEC NP PDTR 330152 Guide to process-related risk
determination [5]. This document gives additional guidance on the application of the
results of process assessment to the determination of process risk.

1 New proposal introduced on 2018-03-08, awaiting ballot results when writing this paper.
2 ISO/IEC NP PDTR 33015 will be mentioned ISO/IEC 33015 in the rest of the paper to make reading
easier.
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In the current GRC landscape, more and more regulations are coming into force and
are requiring enterprises to organize themselves to meet regulatory requirements. The
latest and most famous one in Europe is the General Data Protection Regulation
(GDPR), entered into force on May 25th, 2018 [6]. GDPR is expressed in terms of
rights with Article 1 stating that the Regulation «protects fundamental rights and
freedoms of natural persons and in particular their right to the protection of personal
data». Companies are required to implement appropriate measures in order to satisfy
the exercise of the rights of the citizen. Each enterprise has to be able to demonstrate
that the right and freedoms of the data subject are fulfilled at any time. In case of
processing activities resulting in a high risk, Article 35 of GDPR requires to carry out a
Data Protection Impact Assessment (DPIA) for these processing activities.

Several approaches have arisen in the industry in order to guide and achieve a
DPIA of personal data processing [7, 8]. These approaches do however focus on
privacy aspects centered on information security issues only. But privacy is just one of
the values underpinning data protection as a fundamental right, so assessing the impact
of a personal data processing on the protection of personal data should not be limited to
privacy. It should also include an assessment of the risks related to rights of the data
subject to control his or her personal data. Enabling individuals (data subjects) to
control their personal data supposes dedicated organizational processes are imple-
mented in enterprises. These processes contribute to protecting the data subject’s rights.

In this context, a process risk determination of the processes contributing to the
rights and freedoms of data subjects can bring a valuable complementary contribution
to the classical privacy risk assessment based on information security issues. The
research question is “how to use process risk determination to support GDPR Data
Protection Impact Assessment?” The paper explores to which extent PRD as described
in the new standardization project ISO/IEC 33015 might help carrying out an assess-
ment of the impact of personal data processing activities on the protection of personal
data.

The paper is structured as follows. In Sect. 2, we depict how to determine process-
related risk according to ISO/IEC 33015. Then in Sect. 3, we present the DPIA and the
management of the risk to right to data protection, before explaining in Sect. 4 how to
apply process-related risk determination to DPIA. Section 5 presents the conclusion
including perspectives.

2 Determining Process-Related Risk According to ISO/IEC
33015

ISO/IEC 15504-4 “Guidance on use for process improvement and process capability
determination” [9] explains that “Process-related risk arises from inappropriate pro-
cess management, i.e. not deploying appropriate processes, or from deploying them in
a way which does not achieve required process attribute ratings.” It further states
“Process-related risk can be inferred from the existence of gaps between a target
process profile and an assessed process profile.”

“Process-related risk is assessed from the probability of a problem arising from an
identified gap, and from its potential consequence, should it occur.” In this approach,
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process-related risk is one component to take into account when considering process
improvement or process capability determination.

The ISO/IEC 330xx new series of standards [10] replaces the ISO/IEC 15504 and
reflect the current state of the art for process assessment. They however offer a wider
range of applicability as the ISO/IEC 330xx set of International Standards, as a whole,
addresses process quality characteristics of any type. Results of such assessments can
be applied for improving process performance, benchmarking, or for identifying and
addressing risks associated with application of processes. Addressing risks has become
an objective in itself whereas it was but a means to support higher-level goals in
ISO/IEC 15504-4. ISO/IEC 33015 “Guide to process risk determination” is a new
JTC1/SC7 draft document resulting from the evolution of the previous ISO/IEC 15504
series of standard. This document gives additional guidance on the application of the
results of process assessment to the determination of process risk. Identified process-
related risks can then feed into an organization’s risk management process together
with other types of risks, including strategic, organizational, financial, personnel and
many others.

The ISO/IEC 33015 defines process-related risks as “risks resulting from weak-
nesses in the performance, management or deployment of a process”.

The objectives of the process-related risk determination are defined by particular
requirement or set of requirements, which may involve deploying an organization’s
processes for a new or an existing task, a contract or an internal undertaking, a product
or a service, or any other business requirement. An organization may then need to
identify risks and determine the significance associated with application of the pro-
cesses for a particular requirement or set of requirements.

ISO/IEC 33015 defines a number of steps to support process-related risk deter-
mination (PRD). The resulting process suggested by the standard can be summarized as
in Fig. 1.

1. Define PRD Project

The project definition phase is critical, as it is where the assessment input (i.e. the
information required before a process assessment can commence) and target process
profile (i.e. the process attributes required and the rating necessary for each of them) are
prepared based on a sound understanding of the processes that are relevant for the
particular requirement or set of requirement that are at stake. The types of risks to be
identified are defined by the objectives of the process-related risk determination and
associated with application of the processes for a particular requirement or set of
requirements. This will influence the selection of processes subject to the assessment
and the target process profile with indication of the target process attribute achievement
judged to be adequate, subject to an acceptable process risk, for meeting the specified
requirement. The target process profile sets the process attributes that will serve as a
basis to determine the risks related to the processes.

2. Assess process

A traditional (ISO/IEC 33002 compliant [11]) assessment is then performed on the
processes, based on the target process profile defined previously. The objective being to
understand the potential risks related to the processes (and not improving these
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processes), a particular attention will be paid to make sure that the quantity and type of
objective evidence collected will serve the initial purpose, considering the process
context and class of assessment retained.

3. Analyze process-related risks

The set of process profiles produced as output of the assessment of the evidence
collected will serve to identify the process attributes for which achievements are
actually lower than the expectations set in the target process profile. The analysis of
these gaps infer process-related risk. Annex B of the ISO/IEC 33015 gives an example
of how to analyze process-related risks.

Ensuring data protection and understanding GDPR readiness of an organization are
the set of requirements at the origin of the definition of the objectives of the process-
related risk determination discussed in this paper.

3 DPIA: Managing the Risk to Right to Data Protection

Article 35 of the GDPR provides that “where a type of processing […] is likely to result
in a high risk to the rights and freedoms of natural persons, the controller shall, prior
to the processing, carry out an assessment of the impact of the envisaged processing
operations on the protection of personal data.” DPIA under the GDPR is a tool for
managing risks to data protection. Managing such risks implies to clarify what these
risks are and how they could be managed.

The Article 29 Working Party (A29WP), now known as the European Data Pro-
tection Board (EDPB), initially considered that “the scope of the rights and freedoms of
the data subjects primarily concerns the right to privacy” as stated in [12]. Conse-
quently, several Data Protection supervisory authorities (Commission Nationale de
l’Informatique et des Libertés3 in France, Agencia Española de Protección de Datos4 in
Spain…) have offered guidelines and tools focused on the right to privacy. These
guidelines and tools encourage the data controllers to assess and treat risks that could
affect confidentiality, integrity, and availability (CIA) of the personal data processed as
performed in an information security context. Three years later, the position of A29WP
has slightly evolved: henceforth the reference to the “rights and freedoms of data
subject “primarily concerns the rights to data protection and privacy [13]. It means that

Fig. 1. Process-related risk determination steps

3 https://www.cnil.fr.
4 http://www.agpd.es.
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not only CIA aspects have to be considered, but also organizational aspects such as
processes.

In [14], Blume argues that right to privacy has evolved towards right to data
protection in order to take into account the advent of new technologies. Mc Dermott
[15] however considers that right to privacy is only a sub-right to the right to data
protection, which covers three additional rights: the right to autonomy of the data
subject regarding the control over his or her personal data, the right to transparency and
the right not to be discriminate.

Carrying out an assessment of the impact of the processing activities on the pro-
tection of personal data (i.e. performing a DPIA) should thus not be limited to ana-
lyzing the risks to data privacy, but also those related to the three others principles that
also make up the right to data protection: the autonomy, the transparency, the non-
discrimination.

Third chapter of GDPR introduces the “rights of the data subject”. Article 12 to 23
specify eight rights: right to be informed (article 12, 13, 14, 23), right of access (article
15, 23), right to rectification (article 16, 19, 23), right to erasure (article 17, 19, 23),
right to restriction of processing (article 18, 23), right to data portability (article 20 and
23), right to objection (article 21, 23), right to contest a decision based on automated
processing (article 22, 23). Effectiveness of the right to be informed contributes to the
transparency of the processing activities, while others allow data subject to have control
over his/her personal data. These rights can be exercised by any individual against the
data controller. Therefore, in any organization, the controller has to implement suitable
Data Control processes that enable data subject to control over his/her personal data.
These processes are however risk sources because they have “the intrinsic potential to
give rise to risk”, as defined in [16]. Indeed, a flaw in these processes can have an
impact on the ability of the data subject to control over his/her personal data and on the
transparency of the processing activities. That is why determining the risks related to
the Data Control processes is key for managing the risks to the rights of the data
subjects.

In the following section of this paper, we will describe how the PRD process
(described in Sect. 2) can be adapted and then applied to assess the risks associated to
the eight Data Control processes, in order to support the performance of a DPIA.

4 Applying Process-Related Risk Determination to DPIA

There is no specific methodology required to carry out a DPIA. GDPR only sets out the
minimum mandatory features. Thus, Article 35(7) states that “the assessment shall
contain at least:

• systematic description of the envisaged processing operations and the purposes of
the processing;

• an assessment of the necessity and proportionality of the processing operations in
relation to the purpose;

• an assessment of the risks to the rights and freedoms of data subjects;
• the measures envisaged to address the risks”.
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This section describes how the generic PRD process is developed in order to
contribute to the “assessment of the risks to the rights and freedoms of the data
subject”, required in any DPIA.

4.1 Adapting the Generic PRD Process to the DPIA Context

Defining a PRD project in the context of a DPIA have some consequences on some of
the activities related to the initiation of the process (step 1.1), the selection of the
assessment input (step1.2), the determination of the target profile (step 1.3), as well as
to the analysis of the process-related risks (step 3), shown on Fig. 2.

Defining the Purpose of the PRD and Identifying the Key Roles
In the context of a DPIA, the purpose of the PRD process is to assess the risks to the
rights and freedoms of natural persons resulting from the processing of personal data by
assessing them and determining the measures to address them. As stated in Article 35
of GDPR, the controller is accountable of carrying a DPIA assessment, and conse-
quently he or she will be the sponsor of the PRD project.

Selecting the Process Assessment Method to Be Used
The process assessment method to be used for performing the PRD process should
satisfy the requirements of ISO/IEC 33002. The TIPA framework [17] is a widely used
method that complies with these requirements.

Selecting the Process Quality Characteristic and the Measurement Framework
In the context of a DPIA, the selected Measurement Framework is the “Process
measurement framework for assessment of process capability”. Published in ISO/IEC
33020 [18], it allows the assessment team to determine the “ability of a process to meet
current or projected business goals”.

Selecting the Process Reference Model and the Process Assessment Model
The selected Process Reference Model is the GDPR PRM currently under development
at Luxembourg Institute of Science and Technology (LIST5). The construction of this
PRM is ongoing and follows the documented transformation process described in [19].
At the time of writing this paper, this GDPR PRM is composed of two process groups:
‘Data Control processes’ and ‘Other Data Protection processes’ as depicted in Fig. 3.

The selected Process Assessment Model is composed of the eight processes defined
in the Data Control process group of the GDPR PRM, combined with the Process
Attributes defined in the capability Measurement Framework described in
ISO/IEC 33020, and enriched with the appropriate capability level 1 indicators (base
practices and work products). Each of the eight processes relates to one of the eight
rights of the data subject.

Defining the Type of Risk and the Target Profile
GDPR does not only require that data subjects’ rights are effective, it also defines
expected timeline and minimum required information for the exercise of these rights.
The risks to be identified for performing a DPIA are the ones impacting the rights and

5 https://www.list.lu/.
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freedoms of the data subjects. When assessing the Data Control processes, we propose
that the PRD team should focus on the following consequences:

• Risk to not achieve process purpose: for instance, if a data subject’s request to erase
his/her data cannot be performed; this means that the data subject right to erasure is
not fulfilled: the process purpose for the Right to erasure process purpose is not
achieved.

• Risk to not achieve process purpose in due time: for instance, where personal data
have not been obtained from the data subject, the data controller shall provide
information to the data subject within a reasonable period after obtaining the per-
sonal data, but at the latest within one month.

• Risk to not provide data subject with expected information: for instance when the
data subject requests to have access to his/her personal data, the data controller shall
provide a well-defined set of data, in a well-defined format.

We made the assumption that these consequences (listed above) are supported by
the three process attributes Process Performance, Performance Management and Work
Product Management from ISO/IEC 33020 if they are fully achieved.

Fig. 2. Process-related risk determination detailed steps

Fig. 3. Draft of GDPR process map
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The purpose of a DPIA is to “assess the risks to the rights and freedoms of data
subjects”. Thus, when setting the target profile for the eight Data Control processes
(presented on Fig. 3), the main objective of the authors was to retain process attributes
if and only if their non-achievement would directly impact the end users of these
processes (in other words, the citizens). Consequently, only the “Process Performance
(PA1.1), the “Performance Management” (PA2.1), and the “Work Product Manage-
ment” (PA2.2) attributes were kept. Indeed, a gap in these attributes implies respec-
tively a risk that the data control process does not reach its purpose (PA1.1), a risk for
the citizens that their requests are not handled in due time (PA2.1), or a risk for the
citizens that the responses to their requests do not contain all the expected personal data
(PA2.2).

On the other hand, a gap occurring in one of the others (higher) attributes of the
capability measurement framework (i.e. PA3.1, PA3.2, PA4.1, PA4.2, PA5.1, or
PA5.2) would result in a risk for the organization (such as a risk of inconsistency in the
process performance or an inability to quantify the process performance) without any
direct impact on the data subjects.

Based on these assumptions, we suggest the target profile presented in Fig. 4 below
for performing a PRD based DPIA.

Analyzing the Process-Related Risks
The analysis of the process-related risks consists in determining the risk level of the
assessed processes, based on the profiles resulting from a process assessment. For that,
the assessors identify the process attribute gaps and the process capability level gaps,
determine the risk level associated with each process capability level and finally the
process risk level.

Determination of the process attribute gap is done by a comparison between the
‘required process attribute rating’ and the ‘assessed process attribute rating’ as in Fig. 5
below where one can see that a process attribute that is largely achieved is considered
as a minor gap compared to a “Fully” target, whereas partially or not are considered as
major gaps.

Then, the process capability level gap is determined based on the number and types
of process attribute gaps for each process capability level where these gaps occurred
(Fig. 6).

The final level of risk for the process is then determined through combining the
process capability level gaps with the capability level at which the gap occurred.

Figure 7 below shows that a significant gap in process performance will result in a
high risk for of the process, whereas a slight gap would result in medium risk. This
would be different at capability level 2 where a slight gap would result in a low risk
only.

The final process risk level is then deduced by taking the highest level of process
quality risk.
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Fig. 4. The selected target profile

Fig. 5. Process attribute gap (Adapted from ISO/IEC 33015)

Fig. 6. Process capability level gap (Adapted from ISO/IEC 33015)

Fig. 7. Risk associated with each process capability level (Adapted from ISO/IEC 33015)
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4.2 Applying the Adapted PRD Process to the DPIA Context

1. Define PRD Process

In the DPIA context, PRD inputs and type of risk are already defined (see
Sect. 4.1). Moreover, the description of the envisaged processing activities is consid-
ered as an input to the establishment of the context. In particular it helps to select
relevant processes to assess by reviewing lawfulness conditions. Indeed, regarding the
legal basis of the personal data processing activities, some rights should not be
effective. For instance, if the legal basis of a processing activity is compliance with a
specific regulation, then the data subject cannot exercise his or her right to data
portability. So, the right to portability process will be excluded from the scope.

Establishing the context also allows to identify internal and external actors to
interview to establish the processes’ capability level. Usually, actors to interview are
the data controller, the processor(s) if any, the Data Protection Officer, and persons in
charge of supporting the exercise of the rights of the data subject related to the pro-
cessing activities.

2. Assess Process

Each selected process is assessed against the Data Control Process Assessment
Model using the assessment process documented in the TIPA methodology; assessment
results are displayed as process profiles.

3. Analyze Process-related Risk

Once process profiles are established, they are compared to target process profiles.
Process attributes gaps are identified and consequences of the risk are indicated by
process capability level where gap occurs. As mentioned previously, the target level set
for DPIA is the capability level 2. Accordingly, consequences of risk could only be
interpreted in terms of process performance and process management.

Process risk level is then tabulated by combining the extent of process capability
level gap (measured on a scale from “none” to “substantial”) with the capability level
where the gap is observed. Establishing level of risk to data processing entails to
combine the risk levels of each data control process required to enable data subject to
exercise his or her rights. To this end, it was decided that the level of risk to data
processing is the highest risk level of data control processes risk levels.

Figure 8 illustrates how the steps described previously and illustrated in Figs. 4, 5,
6 and 7 were applied to determine the process risk level for one particular data control
process (‘i.e. ‘Right of portability’), and the consequence on the global data subject’s
rights level of risk for data processing activities.

Results of the application of the PRD explained before provide valuable inputs to
the data controller and contribute to the overall DPIA. It helps identifying processes
subject to a high-risk level, which require the data controller to taking quick correcting
measures. If the processing of personal data results in a high risk and the controller
does not take any measure to mitigate the risk, then “the supervisory authority shall be
consulted prior to processing” (as required by article 36(1) of GDPR [6]).

Process Risk Determination Supporting Data Protection Impact Assessment 69



5 Conclusion

The paper explores how PRD described in the new (draft) standardization project
ISO/IEC 33015, can help carrying out an assessment of the impact of personal data
processing activities on the protection of personal data in the context of GDPR. This
new regulation requires a DPIA to be performed in case “a type of processing […] is
likely to result in a high risk to the rights and freedoms of natural persons”.

ISO/IEC 33015 is currently an early working draft under development within
ISO/JTC1/SC7. The intent of this paper is not to promote the content of the document
as is, but rather to try to understand the applicability of the approach, and particularly to
which extent PRD as described in that draft standard might help carrying out an
assessment of the impact of personal data processing activities on the protection of
personal data.

This paper describes how the PRD approach can be adapted and used to support
DPIA activities. It highlighted the complexity of the different steps and the possible
instability of assumptions made for that purpose. Among these assumptions are the
content of the target profile (limited to capability level 2 with all process attributes fully
achieved). Experiments planed in a near future will definitely help evaluating the

Fig. 8. Right of portability process risk and impact on Global data subject’s rights risk level
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robustness of these assumptions. This will also probably provide valuable inputs for the
next round of comments on the draft ISO document.

Other future works will also consist in exploring another approach where GDPR
would provide requirements to define alternative process attributes for the process
quality characteristic above level 1, and so propose a new measurement framework.
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Abstract. In the last two decades, automotive witnessed a continuous and
unstoppable trend to innovation. Vehicles innovation is principally driven by
electronics components and software that play today a predominant role for the
vehicle’s functions. Because the quality of on-board automotive electronic
systems is strongly dependent on the quality of their development practices, car-
makers and suppliers proactively focused on improvement of technical and
organizational processes. In this setting, Automotive SPICE became a reference
standard for the assessment and improvement of automotive electronics pro-
cesses and projects. The effects of the application of Automotive SPICE in
automotive industry have been substantially positive in terms of process
awareness, possibility of benchmarking, development discipline, and incitement
to improvement. Nevertheless, getting compliant in the short period to Auto-
motive SPICE requirements may represent, in some contexts, a target hardly
achievable, or even a chimera. In this paper we present a novel automotive-
specific scheme for process evaluation and improvement. This scheme has been
conceived taking into account the authors experience in automotive as Auto-
motive SPICE principal assessors and it aims at setting up basic objectives in
terms of process performance in terms of discipline, technical soundness and
completeness in project deployment. The scheme is going to be validated by
performing trials with real projects.

Keywords: Project evaluation � Process assessment and process improvement
Adequacy

1 Introduction

Car OEMs (Original Equipment Manufacturer) are reshaping their vehicles from
mechanical devices into elaborated digitally controlled systems. As a result, the soft-
ware (with increasing demand in terms of size and complexity) is a crucial component
since it is part of embedded systems called Electronic Control Units (ECU) that control
electronically a large number of the vehicle functions. The number of ECUs, from
economic to luxury vehicle models, is remarkably increased during the last
fifteen/twenty years. Electronics is so pervasive in today’s cars that almost all the main
features and functionalities are controlled by software; not to mention the innovation
driven by the deep-learning-based systems that are becoming pervasive in automobiles
[8]. In this setting, the quality of on-board automotive electronic systems is strongly
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dependent on the quality of their development practices. Accordingly, car-makers and
suppliers are proactively focusing on the improvement of technical and organizational
processes.

To face and support such a tremendous trend towards innovation, several models
and standards addressing both automotive system and software development are
available for the automotive market. These models and standards have typically a
strong focus on processes; among them the most relevant and influencing are Auto-
motive SPICE [1] and ISO 26262 [4].

The application of such standards, in particular Automotive SPICE, produced
undoubted positive effects on the automotive industry in the last years. Advancements
have been achieved in terms process awareness, possibility of benchmarking, devel-
opment discipline, and incitement to improvement [7].

Nevertheless, the specifics and the complexities reached by today’s automotive
software-intensive systems have shown that current models and standards have some
limitations in responding to the needs of the automotive industry [5, 6]. In particular, the
automotive players are in need of the following aspects: more focus on projects rather
than a pure process-centered approach, improved technical guidance, and explicit links
to already established automotive quality frameworks. Several initiatives and studies
have been conducted with the aim of finding out solutions to such problems [9–11].

In this context, the authors have developed a novel scheme addressing both project
evaluation and process improvement and targeting a hand-on approach for the prac-
titioners. This scheme in called Process Improvement Scheme for Automotive (PISA
Model).

The PISA Model is going to be applied in practice by means of trials on real
projects with the aim of getting feedbacks and identifying improvement indications for
the next releases.

In this paper we provide a description of the structure and the contents of the PISA
Model and we provide a comparative analysis between Automotive SPICE and the
PISA Model as well. This paper is structured as follows: in Sect. 2 the PISA Model
purpose, structure, and contents are introduced. In Sect. 3 a comparison between the
PISA Model and Automotive SPICE is provided. Finally, in Sect. 4 conclusions are
provided.

2 Process Improvement Scheme for Automotive (PISA
Model)

The purpose of the PISA (Process Improvement Scheme for Automotive) Model is to
provide the automotive community with a quality model with innovative features that
targets the specific needs of the automotive industry in the context of the development
of electronic systems.

Explicitly, the peculiar needs for an effective quality model in the context of
automotive electronics developments are:

– Ability to evaluate the project performance in the context of automotive in order to
provide usable feedbacks on the project risk level;
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– Ability to evaluate process capability in the context of automotive, as a means to
identify risks associated to development processes.

The PISA model addresses both project evaluation and process improvement in a
balanced fashion and targets a hand-on approach for the practitioners.

The PISA model, in the context of electronic automotive systems, addresses:

1. System-level development
2. Electronic and mechanics hardware-level development
3. Software-level development.

The PISA Model fits the characteristics of automotive developments by incorpo-
rating automotive technical and procedural requirements as well as a more project-
centered perspective into a standard process framework.

2.1 From Process Model to Process Improvement Scheme

Conceptually, the PISA Model can be defined as an automotive-specific “augmenta-
tion” of a process model, conceived to better serve the needs of automotive electronics
developments.

Although it is generally accepted that the quality of a product depends on the
quality of the underlying development process, more than a decade of field experience
has definitely outlined some specific weaknesses in the existing process models applied
in automotive to assess processes. These weaknesses can be summarized as:

1. schemes to evaluate automotive projects in automotive lack in comprehensiveness
and pragmatism;

2. some process elements to be addressed to achieve compliance are indeed marginal
and not worthwhile.

The PISA Model has been conceived with the aim of overtaking the previous
weaknesses. Therefore processes belonging to the PISA Model have been defined to be
synthetic and to embrace the whole product development lifecycle including devel-
opment processes at system, hardware, software level.

The PISA Model allows the assessment of development projects with respect to a
new quality characteristic: Adequacy.

A project is said being Adequate (i.e. fulfill the quality characteristic of Adequacy)
when the project performance includes the deployment of a core set of technical and
managerial practices and when state-of-the-art technology is used.

Adequacy has been defined in order to integrate the concepts of: process capability,
organizational maturity and technological readiness. In the following, the way these
concepts have been addressed in the definition of the quality characteristics of Ade-
quacy is described:

1. Process capability: the achievement of project adequacy is based on the performance
of a precise set of technical and managerial practices. Performing a predefined set of
practices is the basis of the achievement of process capability (as, for instance, in the
case of Automotive SPICE). The combination of the PISAModel-provided practices
allows to define the processes and addresses their capability as well.
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2. Organizational maturity is defined as “the extent to which an organizational unit
consistently implements processes within a defined scope that contributes to the
achievement of its business needs”. It’s about the derivation of a unique rating valid for
the whole organization calculated starting from ratings of single processes. The
approach of the PISAModel is the same.As it will be described later in this section, the
adequacy characteristic is derived by combination of the ratings of single processes.

3. Technological readiness is a novel element in automotive process models. Tech-
nology is a key element to achieve high quality process and to improve them as
well. The PISA Model address this element by including among the adequacy
indicators a set of requirements addressing the use of state-of-the-art technology.

Figure 1 the adequacy project quality characteristic is represented as integration of
Process Capability, Organizational Maturity, and Technological Readiness.

In the following sub-sections the PISA Model is described by the three pillars it is
composed of:

– Process Scope and Augmented Framework
– Process Structure and Requirements
– Evaluation and Rating System

2.2 Processes Scope and Augmented Framework

The PISA Model encompasses processes at technical and managerial levels that
incorporate the backbone of a typical automotive project structure. The processes
belonging to the PISA Model are twenty-two (22) in total (as shown in Fig. 2).

They are divided into five (5) Process Segments:

– Three (3) Technical Segments: System Engineering, Hardware Engineering, and
Software Engineering

– Two (2) Coordination Segments: Management, and Sustenance.

Fig. 1. Adequacy as an integration of process capability, organizational maturity and
technological readiness.
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In the following, the PISA Model processes are grouped by segment and shortly
described.

System Engineering Segment processes address the product view – the processes
belonging to this segment are described in Table 1:

Fig. 2. PISA model processes.

Table 1. System engineering segment processes

Process Id. and Name Pertinence

SY1 - Technical Concept
Development

Early setup of the overall system architecture; this
process acknowledges the fact that in the automotive
market crucial design decisions are often taken during
the commercial phases of the project

SY2 – Requirements Engineering Definition, documentation and maintenance of
requirements for development at system level

SY3 – System Design and
Calibration

Definition of a detailed system design with strong
focus on hardware-software interfaces and system
calibration aspects. Such a level of design takes into
account typical automotive design drivers such as
“design for manufacturing”

SY4 – Functional Validation Verification of the conformance of the developed
system to its functional specification

SY5 – Advanced Product Quality
Planning (APQP) Validation

Confirmation that the organization can produce
products that meet customer requirements in a cost-
effective and repeatable way
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Hardware Engineering Segment processes address the product view – the processes
belonging to this segment are described in Table 2:

Software Engineering Segment processes address the product view – the processes
belonging to this segment are described in Table 3:

Management Segment processes address the product view – the processes
belonging to this segment are described in Table 4:

Table 2. Hardware engineering segment processes

Process Id. and Name Pertinence

HW1 – Electronic Hardware Design Definition of electronics design, including the
preparation of the physical layout

HW2 – Electronic Hardware Integration
and Validation

Validation of electronic sub-system(s) from a
functional and electrical point of views

HW3 – Electronic Hardware
Verification and Dependability
Evaluation

Performance of in-depth design verification as
well as the performance of dependability analysis

HW4 – Housing Mechanics Engineering Deployment of both the design and the
verification of mechanical housing

HW5 – Actuation Mechanics
Engineering

Deployment of both the design and the
verification of actuation mechanical hardware

Table 3. System engineering segment processes

Process Id. and Name Pertinence

SW1 – Software
Requirements Specification

Definition, documentation and maintenance of requirements
for software development

SW2 – Software Design Definition of the software architectural design following a
multi-level and multi-perspective approach

SW3 – Software
Construction

Deployment of consolidated best practices for the
implementation of the software design

SW4- Software Units
Verification

Deployment of verification activities to ensure correctness of
software units. The robustness verification of software units is
pivotal for this process

SW5 – Software Integration
and Validation

Verification and validation of software sub-system(s) from a
functional and performance point of views
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Sustenance Segment processes address the product view – the processes belonging
to this segment are described in Table 5:

2.3 Process Structure and Requirements

The PISA Model process definition structure is composed of the following fields:

1. Process Name
2. Context of the Process: general information on the process and on its context of use.
3. Entry Criteria: pre-conditions that are expected to be satisfied when the process

starts.
4. Input Work products
5. Requirements: definition of practices to be performed by the process. Each Process

requirements is classified as High Priority or Low Priority.
6. Output Work Products and related content outline
7. Exit Criteria: conditions that are expected to be satisfied when the process ends.

The PISA model requirements are divided into three (3) categories:

a. Process Requirements
b. Governance Requirements
c. Technological Requirements

PISA Model requirements are prioritized in terms of impact on Adequacy evalu-
ation. With this aim, requirements are classified as high-priority or low-priority.

Table 4. Management segment processes

Process Id. and Name Pertinence

MG1 – Program Management High-level management of projects within the program
umbrella and related customer interfacing

MG2 – Project and risk
management

Management of projects according to automotive industry
best practices

MG3 – Technical Supervision Management of technical operative aspects of project
activities

MG4 – Quality and
Improvement Management

Assurance of the deployment of an adequate quality
management. It also pertains the management of
improvement initiatives

Table 5. Sustanance segment processes

Process Id. and Name Pertinence

SU1 – Configuration
Management

Deployment of configuration management at system, hardware
and software levels

SU2 – Reuse Management Management of the reuse of hardware and software elements
SU3 – Documentation
Management

Deployment of a rigorous and lean documentation management
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2.4 Evaluation and Rating System

Evaluation and rating within the PISA Model is governed by the PISA Rating System
(PISA-RS). The PISA-RS works according to a bottom-up approach. The following
picture shows the conceptual path towards the project evaluation in terms of Adequacy.

As the Fig. 3. shows, the PISA-RS provides a step-wise, bottom-up mechanism to
project evaluation that is based on process-specific sets of requirements belonging to
three categories (process, governance, and technological).

Step 1: Compliance to process requirements. Compliance to all the requirements
(Process, Governance, Technology) is verified starting from the analysis of related
work products. Compliance is a binary property.

Step 2: Process rating. On the basis of the requirements compliance and their
priority, the rating of each process in terms of Adequacy is determined.

Step 3: Segment rating. The weighted aggregation of process ratings determines the
relevant process segment rating (segment rating level).

Step 4: Project rating. The combination of the process segments ratings determines
the project rating in terms of Adequacy attribute.

In addition, a set of argumentations are provided in the PISA-RS on how to use the
project-level Adequacy characteristic in the context of organizations benchmarking.
These argumentations support the exploitation of the PISA Model to give a risk-based
evaluation that is specifically referred to the involved organization (e.g. an ECU supplier).

Fig. 3. PISA-RS Adequacy Rating Mechanism
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Table 6 summarizes the rating attribute related to each element under evaluation at
each step of the PISA-RS

Table 7 describes the rating scale of the Adequacy attribute and associated
semantics.

3 Comparison Between the PISA Model and Automotive
SPICE

3.1 Introduction to Automotive SPICE

The Automotive SPICE standard - SPICE stands for Software Process Improvement
and Capability dEtermination - provides a process framework that disciplines, at high
level of abstraction, the software development activities and allows their capability
assessment in matching pre-defined sets of numerous process requirements.

The focus on software capability determination by means of software process
assessment has determined a common trend among the European Car Makers in using
Automotive SPICE as a mean for determining a supplier’s qualification mechanism.

Table 6. Hierarchy of PISA-RS attribute.

PISA Model Rating Level Attribute

Project Adequacy
Process Segment
Process
Requirement Compliance

Table 7. Adequacy rating scale.

Adequacy attribute
Rating Value

Meaning

Adequate Project is run in a sound fashion and project objectives are not at
risk
Process improvement opportunities are limited in scope and
criticality

Sufficient Project is deployed satisfactorily and project objectives are largely
not at risk
Process improvement opportunities are present

Incomplete Project is deployed nearly satisfactorily and project objectives are
exposed to some noteworthy risk
Significant Process improvement opportunities are present

Inadequate Project objectives are at risk
Process improvement opportunities are important and require
immediate improvement action items
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Nowadays Automotive SPICE, as a de-facto process assessment and improvement
standard, is used by OEMs to push software process improvement among their ECU
(Electronic Control Unit) and software suppliers [2, 3]. Many of the OEMs are using
also this standard to assess supplier capabilities and are requiring the achievement of
specific rating. Thus it provides both a scheme for evaluating the capability of software
processes and a path for their improvement. In extreme synthesis the four basic pillars
of Automotive SPICE are: Process Reference Model (PRM) [1], Process Assessment
Model (PAM) [1], Measurement Framework and Assessment Scope. For the first three
concepts we refer to the bibliography. The Assessment Scope is a subset of the pro-
cesses contained in Automotive SPICE PRM, where each process is associated with a
target process capability level. The result of an Automotive SPICE assessment consists
of the assignment of a rating to each single process in the assessment scope. In
particular, the Hersteller Initiative Software (HIS) Scope is a subset of the processes
contained in Automotive SPICE, which will be assessed by each manufacturer at least
at Capability Level 2 [2]. The HIS Scope of the Automotive SPICE is the reference
scope used by automotive OEMs for the qualification of suppliers of software-intensive
car components. In Table 8 the whole Automotive SPICE PRM is presented, the
processes in bold are those belonging to the HIS assessment scope. The HIS scope
requires to assess those processes at least at capability level 2.

From Table 8 it results that processes in Automotive SPICE are conveniently
grouped and large in number. The rational behind the HIS scope is to limit the impact
on the practitioners by selecting the core of the engineering processes and only few
additional fundamental processes.

Table 8. Automotive SPICE process reference model

Id. Process Name Id. Process Name

ACQ.3 Contract agreement SUP.8 Configuration management
ACQ.4 Supplier monitoring SUP.9 Problem resolution management
ACQ.11 Technical requirements SUP.10 Change request management
ACQ.12 Legal and administrative

requirements
PIM.3 Process improvement

ACQ.13 Project requirements SYS.1 Requirement elicitation
ACQ.14 Request for proposals SYS.2 System requirements analysis
ACQ.15 Supplier qualification SYS.3 System architectural design
MAN.3 Project management SYS.4 System integration & integration test
MAN.5 Risk management SYS.5 System qualification testing
MAN.6 Measurement SWE.1 SW requirements analysis
SPL.1 Supplier tendering SWE.2 SW architectural design
SPL.2 Product Release SWE.3 SW detailed design & unit construction
SUP.1 Quality Assurance SWE.4 SW unit verification
SUP.2 Verification SWE.5 SW integration & integration test
SUP.4 Joint Review SWE.6 Software qualification test
SUP.7 Documentation REU.2 Reuse program management

82 F. Falcini and G. Lami



3.2 PISA Model vs. Automotive SPICE

In this section a high-level comparison between the PISA Model and Automo-
tive SPICE is provided. The comparison is focused on the following aspects of the two
models:

– Scope
– Object of evaluation
– Amount of process indicators to address

Scope: The Scope of PISA Model is definite by 22 processes grouped into 5
process segments as shown in Sect. 2.2. The PISA Model application requires to take
into account the whole set of processes. The only admitted derogations are those related
to the scope of the project the PISA Model is applied to. In practice, some process
segments or single processes can be avoided in the case the project doesn’t include the
related activities (e.g. if a project aims just at developing software, Hardware Engi-
neering Segment shall be avoided).

In practice, the scope of Automotive SPICE is basically focused on a subset of the
PRM processes (i.e. the processes belonging to the HIS scope). These processes don’t
address hardware engineering and part of the system engineering activities.

Object of evaluation: The PISA Model has been developed according to a flat
approach. The compliance to the PISA Model is determined on the basis of the ful-
fillment of its requirements (that are classified as Process, Governance, and Techno-
logical requirements). The PISA Model rating mechanism guarantees the determination
of the rating, in terms of Adequacy, for the project under evaluation (as described in
Sect. 2.4). So, the PISA model provide the all the means to assign a quantitative rating
to a project.

Originally, Automotive SPICE has been conceived as a model for the determination
of the capability of processes. Consequently, several process instances (i.e. projects)
were necessary to determine the capability rating of a process. Only after a long debate
in the Automotive SPICE community, Automotive SPICE has been accepted as a
mechanism to determine the capability of a single project as well. Anyway the
Automotive SPICE capability rating is still affected by its original orientation to single
process capability assessment. This is the reason why the HIS scope has been defined
and it is used in practice: the HIS scope is an attempt to provide a unique rating for
qualify an organizational process or a single project.

Amount of indicators/requirements to address: The PISA Model contains a definite
set of requirements: the requirements of the PISA Model are in total 156. This includes
115 high priority requirements and 41 low-priority requirements. Each PISA Model
requirements is process-specific, and a detailed description and explanation are
included in the model itself. In particular, for each requirement the following infor-
mation is provided:

– Requirement Id.
– Requirement name
– Clause (the requirement specification)
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– Elaborations (information and data useful to understand, contextualize, and verify
the requirements)

– Tips (practical suggestions for an effective and practical implementation of the
requirement)

– Tailoring criteria (information and indication on how to face and interpret the
requirements in specific contexts)

– Notes (any other relevant information)

In Automotive SPICE the amount of process indicators to be rated depends on the
scope (i.e. the set of processes to assess and the target capability level). In addition, the
process indicators for the determination of Capability Level 2 or higher, are expressed
in a generic way (in fact, they are called Generic Practices) and consequently they need
to be instantiated for any specific process they are applied to. Such an instantiation may
not be easy because the difficulty to apply the same generic practice to engineering,
management and support activities. If we limit to the processes belonging to the HIS
scope, with Capability Level 2 as target, the amount of indicators to rate are: 303. This
includes 127 Base Practices for Capability Level 1, and 11 Generic Practices for each
process in the scope.

4 Conclusions and On-going Activities

In this paper we presented the PISA (Process Improvement Schema for Automotive)
Model, a novel model aimed at providing the automotive community with a quality
model with innovative features that targets the specific needs of the automotive
industry in the context of the development of electronic systems.

The authors, on the basis of their wide experience in automotive, recognized that
the existing and schemes used in automotive to assess and improve the development of
electronic components for automobiles present some weaknesses and their application
is not always respondent to players demands. The PISA Model has been conceived
with the aim of overtaking such lacks. Therefore, processes belonging to the PISA
Model have been defined to be synthetic and to embrace the whole product develop-
ment lifecycle including development processes at system, hardware, software level.

The PISA Model allows the assessment of development projects with respect to a
new quality characteristic: Adequacy.

A project is said being adequate (i.e. fulfill the quality characteristic of adequacy)
when the project performance includes the deployment of a core set of technical and
managerial practices and when state-of-the-art technology is used.

A preliminary comparison between the PISA Model and Automotive SPICE shows
that the first is more simple and more comprehensive because it includes also processes
addressing hardware design, implementation, and validation. Moreover the assessment
of projects according to the PISA Model is more objective because it requires to verify
only process-specific requirements, each of them is described in detail.

The PISA Model is going to be applied on real projects in order to get feedbacks on
its suitability for the intended use. With this aim, we planned and we are performing a
trials campaign with the following purposes:
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– Evaluate the ease of use, the completeness and the correctness of the PISA Model;
– Assess the capability of the PISA Model to serve as a driver for improvement;
– Assure its alignment with the State of the Art and Practice
– Spreading the knowledge of the PISA Model in the automotive community;
– Study possible relationships and dependencies with other automotive-relevant

standards.

The trials we are carrying out on real projects will provide feedbacks to evaluate the
responsiveness of the PISA Model and, possibly, undertaking some changes.

To do that we are cooperating with leading organizations and companies located in
Asia. Results and analysis of the trials will be published as they will be available.
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Abstract. The requirements for process measurement frameworks defined in
ISO/IEC 33003 introduced relevance challenges and changes in Software Pro-
cess Improvement (SPI) research and practical context. In addition, other five
challenges and changes are identified. They are having specific practices for
capability evolution, doing SPI with agility and more, having reference models
for innovation, doing SPI education, and the need of a theory of SPI. Hence,
comprehensive methodologies for SPI should be analyzed and evolved to
consider this new SPI context. PRO2PI Methodology (Process Capability/
Modeling Profile for Process Improvement), as an example of a methodology
for SPI, is analyzed in face of its current utilization and how it stands in terms of
these identified recent challenges and changes in SPI context. Then the design of
PRO2PI evolution to consider this new SPI context is commented.

Keywords: Software Process Improvement � ISO/IEC 330xx
Process measurement framework � PRO2PI Methodology

1 Introduction

Software Process Improvement (SPI) has contributed significantly to the improvement
of development and other activities related to software. Consequently, new concepts
and technologies are eventually consolidated to challenge and expand SPI and impact
its practical and research context. The publication of the ISO/IEC 15504 standard set in
the early 2000s, for example, caused this impact and expanded SPI by consolidating
concepts, requirements and examples of reference models and process assessments
methods.

Recently, the requirements for process measurement frameworks defined in
ISO/IEC 33003 [3] introduced relevance challenges and changes in SPI research and
practical context. ISO/IEC 33003 states that a “process measurement framework shall
identify and address a single process quality characteristic, which shall be defined on
the basis of a multidimensional construct and as a set of process attributes” [3]. Before
the publication of the first set of ISO/IEC 330xx family of standards [1–5], SPI was
strongly tied with process capability. Therefore reference models, assessment methods,
and improvements methods for SPI are tied with process capability concept. Process
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measurement frameworks, based on process quality characteristics other than process
capability, such as, for example, safety, agility, and systems thinking, expand SPI to
broaden its application.

In addition, distinct process practices of generic profile group for Very Small
Entities (VSE) from ISO/IEC 29110 [6, 7] and distinct specific practices for each
capability level of each practice area in the recent version of CMMI (CMMI Devel-
opment V2.0) [8], to characterize process evolution towards capability, instead of
generic capability practices, also caused challenges and changes in SPI context. There
are additional challenges and changes in the SPI context that are identified later in this
article.

Hence, comprehensive methodologies for SPI, such as, for example, PRO2PI
Methodology (Process Capability/Modeling Profile for Process Improvement) [9–12],
should be analyzed and evolved to consider this challenging new SPI context. Such
analyses and evolution are relevant SPI research and practical theme.

Therefore, the main objective of the research presented in this article is to analyze
PRO2PI Methodology in face of these recent challenges and changes in SPI context
and then design PRO2PI evolution to guide better process improvement in this context.
To guide the achievement of this objective, it is decomposed into four guided-oriented
sub-objectives:

(a) Identify recent challenges and changes in SPI research and practical context;
(b) Describe current utilization of PRO2PI;
(c) Analyze PRO2PI in face of its current utilization and identified recent challenges

and changes in SPI context; and
(d) Design PRO2PI evolutions to consider those recent challenges and changes in SPI

context.

The meaning of SPI needs some considerations. First, the term software in SPI is
used here for historical reasons. It actually means a broader scope, including systems,
services and others. Actually, SPI should be knowledge working process improvement,
including software, systems, services and other processes. There is a shift to knowledge
working intense organizations, as identified by Peter Drucker [13]. What has been done
for software process, including SPI, can be used for knowledge working processes.
Second, although ISO/IEC 330xx Family of Standards, and its previous versions as
ISO/IEC 15504 Set of Standards [14, 15] are international standards of process
assessment, they have been causing an impact in SPI as well. Therefore they should be
considered as reference for SPI. ISO/IEC TR 33014:2013 [16], for example, provides a
guide for process improvement. Therefore SPI is considered here as knowledge
working process improvement, which includes assessment based process improvement
on software process.

Following the four guided-oriented sub-objectives defined, this article is structured
into six sections. This first section is an introduction. Second section presents the
history and current version of PRO2PI Methodology. Third section introduces two
recent utilization of PRO2PI. Fourth section presents six identified recent challenges
and changes in SPI research and practical context, and comments on their impact on
PRO2PI Methodology evolution. Finally, fifth section presents some conclusions.
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2 PRO2PI Methodology

PRO2PI is an innovative process improvement methodology. It evolves current model
based SPI towards a modeling driven SPI. PRO2PI development began in 2002 based
on my experience in process improvement with ISO/IEC 15504-5 Process Assessment
Model [9, 10]. The motivation for improvement was the techniques to choose the
processes to be used in each improvement cycle in each company. The processes
chosen for improvement and their respective current and intended capability levels
formed the Process Capability Profile for Process Improvement. A profile was chosen
in each company based on the analysis of its characteristics, problems and objectives.
A profile is validated in terms of the degrees of attendance to eight properties (quality
characteristics): relevant, feasible, opportunistic, systemic, representative, traceable,
specific, and dynamic.

The PRO2PI Methodology has been conceived in many cycles of exploration,
application and consolidation following the industry-as-laboratory approach proposed
by Potts [17]. Potts argues that the traditional research-then-transfer approach has
problems because it treats research and its application by industry as separate,
sequential activities. In the proposed research approach, there is stronger connection at
start because knowledge of problem is acquired from practitioners in industry.

During these cycles, we identified two other types of profiles that, in addition to
Process Capability Profile, also drive a process improvement cycle. We named them
Process Enactment Description and Process Performance Indicator. A Process Enact-
ment Description is structured with life cycle, roles, activities and artifacts. A Process
Performance Indicator model is structured with information needs, information pro-
duct, indicator and measures.

These three types of profiles were identified using a modeling view of SPI [18].
They are actually different models of the process. During a cycle of SPI, these three
types of process models should drive the process improvement (Fig. 1).

Fig. 1. Process as a model and types of process models for SPI [18]
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In a previous article [18], I presented a modeling view of SPI. First I presented a set
of related concepts from Bézivin [29], Favre [28] and other authors [30], including
concepts of model, its three elements (system, intended goal and aspects), how it
follows the Limited Substitutability Principle, metamodel (as a model of a language of
models, rather than a model of a model), how a model is used as a specification model
or as a descriptive model and theirs co-evolution, modeling and chain of models.
Then I concluded “modeling is essential to software process improvement, because
every human action is preceded by the construct (implicit or explicit) of chains of
specification and descriptive models”.

Then I proposed chains of models to represent process and three most relevant
types of process models for SPI: Process Capability Profile, Process Enactment
Description and Process Performance Indicator. The relationship between a model and
a system is “isRepresentedBy”. After this modeling view, the methodology evolved
from “Process Capability Profile” to “Process Modeling Profile”.

PRO2PI is named as a methodology in the meaning of methodology used by
Schreiber and Akkermans [19] in Knowledge Engineering. A methodology is a
sequence of feedbacks cycles (as a pyramid) with a worldview based on a set of
principles that form the baseline of a methodology. This worldview is grounded in
theories that provide the essential concepts for establishing the methodology. The
methods and tools provide the key to enable the practical application of the method-
ology. The use of this methodology produces feedback that feeds the other “layers” of
the pyramid and enables the evolution of the methodology.

PRO2PI Methodology has been developed with five major methodological com-
ponents (Fig. 2). A definition phrase, initials and “label name” identify each
methodological component of PRO2PI. The “label name” is a name of a Brazilian
music album with a cover that resembles in a specific manner the component. The
methodology diagram in Fig. 2 also has a “label name”, in this case, “Maritmo”.

The five methodological components are:

(a) Process Modeling Profile Metamodel (PRO2PI-MMOD, MMOD or Geraes): A
metamodel of different architectures of good practices reference models to allow
that elements from them could be used in a Process Modeling Profile to guide an
SPI Cycle. Currently, there is a metamodel for Process Capability Profile. This
metamodel defines a consensual agreement on how elements of a process should be
selected to produce a given PRO2PI as a model of a process.

(b) Process Modeling Profile Quality Model (PRO2PI-QMOD, QMOD or Passarin):
A quality model of a Process Modeling Profile. This model is used to verify the
quality of PRO2PI to guide an improvement cycle. Currently there is a quality
model for Process Capability Profile.

(c) Method Framework for Engineering Models (PRO2PI-MFMOD, MFMOD or
Livro): A method framework to develop a reference model based on context and
characteristics of a segment or domain.

(d) Method for Process Improvement Cycle (PRO2PI-CYCLE, CYCLE or Uakti): A
method to guide a process improvement cycle driven by a dynamic PRO2PI. This
method includes a function to define, update and use a PRO2PI. It also defines six
phases. The first phase Prepare for improvement cycle starts after a decision and
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commitment for improvement. The second phase is Establish improvement refer-
ences. The third phase is Prepare for improvement actions. The fourth phase is
Implement improvement actions. The fifth phase is Prepare improvement institu-
tionalization. The sixth phase is Institutionalize improvements.

(e) Method for Workshop to establish a Process Modeling Profile (PRO2PI-WORK,
WORK or Mapa): A method to guide the implementation of the first four phases of
PRO2PI-CYCLE in a VSE. This method has been developed to be used in the first
phases of traditional process improvement cycle or PRO2PI-CYCLE cycle.

Recently, a new methodological component has been added. With the increase in
its use and the importance of education of SPI, PRO2PI-WORK4E (and its evaluation
model) consolidated as the sixth element. PRO2PI-WORK4E (“for (four 4) Educa-
tion”) (or simply WORK4E) is a customized version of PRO2PI-WORK method to
teach SPI. Both WORK and WORK4E guide the first phases of an SPI cycle and the
learning process of SPI. While WORK focuses on starting an SPI cycle with learning
SPI (“doing SPI with learning SPI”), WORK4E focuses on learning SPI by starting an
SPI cycle (“learning SPI by doing SPI”) [20].

3 Recent Use of PRO2PI: WORK4E and CERTICS

In the last four years, from April 2014 to May 2018, I have been working with PRO2PI
methodology in two components. First, I am reviewing, using and evaluate WORK4E.
Second, I am using MFMOD for the development and evolution of CERTICS Ref-
erence Model as a model for innovation in software.

Fig. 2. Methodological Components of PRO2PI Methodology [18]
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Recently, in 2016, 2017 and 2018, WORK4E has been used in three editions of a
course to introduce SPI. An evaluation of 2017 edition was performed with a specific
evaluation model [20]. Here, I presented an analysis of the results from last three
editions [2016–2018] in terms of the PRO2PI Methodology. Such analyses are not
described in the previous article. Here we concentrate on the SPI cycle developed by
the students in terms of PRO2PI Methodology.

The courses are for professionals, working in IT, with a degree in IT related area.
The duration is short, around 40 h, distributed in 1 to 2 months. The method guides
courses where the possibilities for the production or construction of SPI knowledge are
created with the development of a proposal for an SPI cycle in the professional’s work
environment (“learning SPI by doing SPI”). Each group of students develops a
proposal.

The key activity from each group starts with the identification and description of an
Organizational Unit, problems and objective and goals for a process improvement
cycle. Then each group analyses five to six processes, processes areas or practice areas
(named as process area in the course) in terms of importance and risk. Then they
estimate process capability level of each one. Finally, each group selects two process
areas to be the PRO2PI.

Figure 3 presents a representation of each process area presented, with its identi-
fication, name and source reference model, and a version of the choices of two of them
by each group to be a PRO2PI. These choices were in 2016, 2017 and 2018 editions of
an introduction to SPI course with PRO2PI-WORK4E. Each line connecting two
process areas indicates them as process areas chosen to be a PRO2PI.

Fig. 3. Twenty PRO2PI with two process areas each
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In 2016 edition, five processes area were presented: PP, SD, CRM, TEC and DE.
There were five groups. Three groups chose PP and CRM as the process area and
process to be a PRO2PI. Other group chose SD and CRM. Another group chose PP and
TEC. In 2017 edition, five processes area were presented: PP, SD, DRE, TEC and DE.
So, for this edition, DRE process area replaced CRM. There were seven groups. Two of
them chose SD and DE. The other five groups chose PP and SD; PP and DRE; PP and
TEC; and DRE and TEC. In 2018 edition, five processes area were presented: PM, TS,
NEC, TEC and DE. So, for this edition, PM, TS and NEC replaced PP, SD and DRE.
There were eight groups. Two groups chose PM and TS. Other two groups chose PM
and TEC. The other four groups chose PM and NEC; PM and TEC; TS and NEC; and
TEC and DE.

As there were a diversity of characteristics of the twenty Organizational Units and
also a diversity of their problems and improvement objectives and goals, a diversity of
selected pairs of process areas were expected. This diversity was achieved. In general,
the argument, expressed in each one of the twenty proposals for improvement, for
choosing the pair of areas was considered satisfactory and consistent with the Orga-
nizational Unit, its problems and its improvement objective and goals.

The other recent utilization of PRO2PI is related with the CERTICS Model. The
Brazilian Government established a public policy instrument to identify and stimulate
software production resulting from technology development and innovation carried out
in Brazil. In order to accomplish this effort, CERTICS software process assessment
methodology was created and established in Brazil. CERTICS was developed using
PRO2PI-MFMOD. Its construction has been based on the reality of local software
development organizations, in effort to achieve consensus within the community of
interest, and guided by methodological references including the ISO/IEC 15504
(SPICE) Standard. CERTICS Methodology includes an Assessment Reference Model
and an Assessment Method [21].

CERTICS Assessment Reference Model is a model for innovation and defines four
competence areas (following the concept of process of a Process Assessment Model –
PAM) named as Technological Development (DES), Technological Management
(TEC), Business Management (GNE) and Continuous Improvement (MEC). Each
Competence Area involves, with different emphases, aspects of both technological and
correlated competencies. Each Competence Area is characterized by a key question,
followed by a brief description and a set of Outcomes. Each Competence Area is
achieved if their outcomes are achieved.

CERTICS Assessment Reference Model defines only capability level 1 for each
competence area, and maturity level 1 with the four competence areas as the Basic
Process Set with no additional elements. CERTICS Assessment Reference Model is
compliant with ISO/IEC 15504 Requirements for Process Reference Models, Process
Assessment Models and Organizational Maturity Models [21].

CERTICS was developed to be used for certification. Therefore it defines only
maturity level 1. In order to be used as improvement model and to facilitate its usage
with other models, three evolutions are performed, using parts of PRO2PI-MFMOD.
First, we knew that the granularity was too high, compared with other models. So,
instead of relate an area as a process, we relate each area as a group and then an
outcome of an area as a process. Each relevant element of a CERTICS outcome became
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an outcome. Second, we rewrote sentences from passive to active voice. Finally we
included the capability dimensions, for levels 2 and 3, following ISO/IEC 33020.
A prototype version has been developed and used in two editions of a CERTICS
Process Assessment course. This prototype version is named CERTICS-SAE Process
Assessment Model. SAE stands for Simplified, Adapted and Extended. It is simplified
because it is composed of only five of sixteen processes (identified by DES.1, TEC.1,
TEC.3, GNE.3 and MEC.1) of the Model (PRM), which are detailed with Basic
Practices, and four Capability Levels (0, 1, 2 and 3), of which three are detailed with
Process Attributes (Table 1).

CERTICS-SAE was used in two editions of two classes on process assessment
model and process assessment, in 2016 and 2017. In those classes, the original
CERTICS and the CERTICS-SAE models were presented. CERTICS-SAE was pre-
sented as an example of model which a typical structure. Process assessment was
presented and exercised in practical cases with CERTICS-SAE.

Table 1. Summary of the CERTICS-SAE process assessment model
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4 Recent Changes in the SPI Context and PRO2PI
Methodology

In my view, there are six recent challenges and changes in SPI research and practical
context more relevant for a process improvement methodology such as PRO2PI. As
recent, I mean the last four years, from May 2014 to June 2018. Two of them are more
related with structure based on new concepts. They are already mentioned in the
introduction of this article. We can name them as Other Process Quality Characteristic
and as Specific Practices for Capability Evolution. Other three of them are more related
to the practical side. We can name them as SPI with Agility, Models for Innovation and
SPI Education. Finally, there is one of them more related with the need of a theory. We
can name it as Theory of SPI.

Other Process Quality Characteristic comes from the recent revision of ISO/IEC
15504 as the ISO/IEC 330xx family of Standards. It defines the requirements for
process measurement frameworks other than capability. ISO/IEC 33003 [3] defines
requirements for process measurement frameworks. Up to that, SPI was strongly
related with only process capability.

SPI has been based on the underlying process management premise, “the quality of
a system or product is highly influenced by the quality of the process used to develop
and maintain it” [9, 10]. A second premise is based on process capability and orga-
nizational capability maturity. Process capability is “a characterization of the ability of
a process to meet current or projected business goals” [12]. Organizational capability
maturity is “the extent to which an organization has explicitly and consistently
deployed processes that are documented, managed, measured, controlled, and contin-
ually improved” [10]. This is the definition of organizational maturity. As the model is
capability maturity and the concept of capability is already assumed, I understand that
the word capability is implicit in that definition. It is well recognized that those pre-
mises are based on the principles of statistical quality control by Shewhart, refined by
Deming, Crosby and Juran, and applied to software by Humphrey, Radice and others.

With Process Measurement Framework, SPI is no longer necessarily related with
process capability. Process capability is now a possible Process Measurement
Framework. ISO/IEC 33003 mentions process capability, process security, process
agility and process safety, as examples of Process Measurement Framework. ISO/IEC
33020 defines a process measurement framework for the assessment of process
capability, conformant with the requirements of ISO/IEC 33003. Within this process
measurement framework, the measure of capability is based upon a set of process
attributes. Each process attribute defines a measurable property of process capability.

In order to consider Other Process Quality Characteristic, PRO2PI Methodology
has already a starting direction: The modeling view of SPI with three types of profiles.
Using this starting direction, there is a need to review two components: MMOD and
MFMOD. Currently, MFMOD has only a version of a metamodel for Process Capa-
bility Profile. This metamodel needs to model the definition and utilization of different
process measurement framework instead of having only the process capability meta-
model, as it is now. The MFMOD needs to include orientation do define or choose a
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process measurement frameworks to be used in a reference model, instead of using
only process capability framework, as it is now.

Specific Practices for Capability Evolution means the way two most recent versions
of relevant reference models define the evolution of processes. As already mentions,
they are the distinct process practices of generic profile group for Very Small Entities
(VSE) from ISO/IEC 29110 [6, 7] and distinct practices for each capability level of
each practice area in the recent version of CMMI (CMMI Development V2.0) [8], to
characterize process evolution towards capability, instead of generic capability prac-
tices, as in previous versions of CMMI and in ISO/IEC 15504. ISO/IEC 330xx expects
generic practice for a measurement framework.

In order to consider Specific Practices for Capability Evolution, PRO2PI
Methodology needs to review two components: MMOD and MFMOD. Currently,
MMOD model specific practices for each process and the utilization of generic prac-
tices for measurement levels [25]. MMOD needs to be changed to combine both
possibilities: specific or generic practices for measurement levels. The MFMOD needs
to include orientation do define or choose a combination of specific or generic practices
for measurement framework for a reference model.

SPI with Agility is about integrating agility, lean and other in SPI. Agility has been
around since the launching of the manifesto for agile software development in 2001. So
the term agility is used here as expressed in this manifesto. The manifesto proposed
four agile values (individuals and interactions, working software, customer collabo-
ration and responding to change) over traditional correspondent ones, considered more
associated with SPI (processes and tools, comprehensive documentation, contract
negotiation and following a plan). The signatories of the manifesto declared that while
there is value in these traditional items, they value more the agile items. At that time,
agile manifesto was an alternative to SPI.

Since then, we have seen practical success and broad dissemination of agility,
continuity of practical success and even broader dissemination of SPI and many
practical applications of integrated agile and SPI. Then, there have been efforts to
understand this integration. In a CMU/SEI technical report [33], the authors claim that
although agile development methods and CMMI best practices are often perceived to
be at odds with each other, there are benefits from using both. They propose that
CMMI and Agile champions work together. The recent version of CMMI (CMMI
Development V2.0) declares a further integration with agile

There is no need to a significant additional revision of PRO2PI Methodology in
order to consider SPI with Agility. A recent article by Kuhrmann et al. [22] supports
SPI with Agility. They present the results of a combined Systematic Literature Review
and Systematic Mapping Study (SLR/SMS) on SPI. The objectives were to capture the
domain of SPI, to provide a snapshot of the available publication pool, and to inves-
tigate research trends. 18,686 publications were identified from 1989 to 2015. They
selected and analyzed 769 publications.

Among the results, they classified the 769 publications in terms of categories of
research type, contribution type and main focus. They identified four research trends in
SPI. These research trends and the number and percentage of articles, based on the
main focus of each one, are: New or customized SPI models (295) (38%), SPI success
factors (126) (16.4%), SPI for SMEs (116) (15.1%) and SPI and agility (73) (9.5%).
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In a recent analysis, sixteen maturity models related to Research, Development and
Innovation were identified over a period of sixteen years [2002–2017] [23]. There are
two models in the first four-year period [2002–2005], three models in the period
[2006–2009], four in [2010–2013] and finally seven models in the last period [2014–
2017]. This significant increase of number of models in the last period, and the fact that
most of them are for innovation, indicates the increasing relevance of this theme
(Models for Innovation).

There is no need to significant additional revision of PRO2PI Methodology in order
to consider Models for Innovation, as demonstrated with how it was used to develop
CERTICS and CERTICS-SAE models.

SPI Education means the challenging effort of education of Software Process
Improvement. A recent international workshop, for example, focused on the new
challenges for and best practices in software process education, training and profes-
sionalism [32]. In this workshop, all articles mention this challenging effort. One of
them, for example, a systematic mapping study on SPI education concludes: “in spite
of its [SPI] importance, increasing its coverage in educational settings is still chal-
lenging” [32, pp. 7–17]. Another article introduces a research to understand SPI
education oriented to software industry needs [32, pp. 70–74].

As described in the recent utilization of PRO2PI Methodology, the PRO2PI-
WORK4E already covers SPI Education. There is no need to significant additional
revision of PRO2PI Methodology in order to consider SPI Education. Of course, it does
not solve SPI Education, but only provide one way to deal to teach SPI.

SPI with Agility, Models for Innovation and SPI Education may need different
Process Measurement Frameworks. They should progress towards maturity following
different specific process quality characteristics. These will be supported by PRO2PI
Methodology with its evolution for Other Process Quality Character.

Finally, there is the challenge of providing a Theory of SPI. Kuhrmann et al. [22]
supports this challenge. They concluded their SLR/SMS on SPI stating “there is a lack
of discussions and critical comparisons of the approaches in practice and few on
theories and models of SPI”. “Although SPI is around for decades, we still miss a
sound theory about SPI” [22, p. 26].

David Card already identified the reasons for this missing sound theory of SPI in
2004: “SPI has become a driving force in the global software industry. However, it has
not become a popular topic of rigorous research, especially at universities. […] [SPI]
approaches have evolved or been adapted to software engineering largely without the
participation of the academic research community. […] One issue that inhibits the
deployment of these approaches today is that these approaches are considered com-
petitors. In reality they are all based on very similar concepts and techniques. The
packaging obscures the underlying principles. Eliciting and refining underlying prin-
ciples is the role of science.” [24]

PRO2PI Methodology needs a theory of SPI. In order to pursue a theory of a
modeling driven SPI, there is a need to understand the concept of theory itself. Shirley
Gregor, for example, examines the structural nature of theory in Information Systems
[26]. She addresses issues of causality, explanation, prediction, and generalization that
underlie an understanding of theory. Then she proposes a taxonomy to classify
information systems theories with respect to the manner in which four central goals are
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addressed: analysis, explanation, prediction, and prescription. Finally, she identifies
five interrelated types of theory: (1) theory for analyzing, (2) theory for explaining,
(3) theory for predicting, (4) theory for explaining and predicting, and (5) theory for
design and action.

Even though I generalize SPI from software to knowledge workers processes, it still
has strong connections with Software Engineering. Therefore concerns about a theory
of software engineering should be considered. Johnson et al., for example, proposes an
effort towards a theory of software engineering [34]. Jacobson and Meyer [35] pre-
sented steps towards a theory of software engineering and its validation: model de
nature of methods (for software engineering), find the kernel (the mother of all
methods) and describe each interesting method using the kernel. These steps had been
used to produce the SEMAT (Software Engineering Methods and Theory) Kernel, as
the essence of Software Engineering [36].

PRO2PI is a methodology for modeling driven SPI in the meaning of Model Driven
Engineering (MDE). Ty, for example, explains the relationship between “model-based”
and “model-driven” [27], in this case on a clearer target, a function. He suggested
defining model-based in terms of “a function is model-based if it is based on the model
(s) of the functional target, i.e. the thing that will be influenced by the function; thus,
say a system is model-based if its major functions are model-based”. Then, he sug-
gested defining model-driven in terms of “a model-based function/system is model-
driven, if the model is changeable in the system at runtime, e.g., allows to change it
when the function is executing or before each execution”. Therefore “model-based” is a
special case of “model-driven”.

There are efforts to a better understanding of MDE with research towards a model
theory of MDE. Favre [28], Bézivin [29], Seidwitz [30] and Muller et al. [31], for
example, provide insights for a model theory of MDE. These results should be used for
a model theory of modeling driven SPI.

5 Conclusion

Among the six identified recent challenges and changes in SPI context, Other Process
Quality Characteristic is certainly the one that has the most impact in the practical and
research context, causing the most significant expansion of SPI.

Analysis of the PRO2PI methodology, as an example of a methodology for SPI, in
relation to these six identified recent challenges and changes in SPI context, especially
Other Process Quality Characteristic, indicates two directions. First, it corroborates
PRO2PI as a promising methodology. Even without being developed with the Other
Process Quality Characteristic prediction, PRO2PI already has a concept to be evolved
based on the multiple types of profiles from the SPI modeling view. For Specific
Practices for Capability Evolution, and Other Process Quality Characteristic there is a
need to update basically two PRO2PI components: MMOD and MFMOD. The most
recent utilization and the fact of already supporting some of the identified challenges
and changes, in this case, Models for Innovation and SPI Education, also helps in this
corroboration. For SPI with Agility, together with Models for Innovation and SPI
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Education, there is no need to update PRO2PI. The need for a Theory of SPI was
already identified for PRO2PI.

Second direction is that, even though PRO2PI already has a basis, it needs to be
revised to incorporate evolutions to fully support three of the six challenges and
changes: Other Process Quality Characteristic, Specific Practices for Capability Evo-
lution and Theory of SPI. The fact that Other Process Quality Characteristic has been
defined in ISO/IEC 33003 based on a solid theory of measurement, backed by the
practice of SPI, indicates that there is sufficient practice for a theory of SPI. The search
for model theory for MDE and theory for software engineering indicate a path to a
model theory of modeling driven SPI.

A limitation of this research is that the identification of these six challenges and
changes did not follow a systematic approach. They are identified using subjective
experience and observation. They are also influenced by the needs and characteristics
of PRO2PI Methodology, as an example of SPI Methodology. Each one of them,
however, is supported by independent objective results. Other Process Quality Char-
acteristic is introduced by ISO/IEC 33003 [3], a major player in SPI context. Two
major reference models introduce specific Practices for Capability Evolution: CMMI
V2.0 [8] and ISO/IEC 29110 [6]. Models for Innovation is supported by the increase in
the number of reference models for that [23]. SPI Education is supported by a work-
shop on that subject [32]. SPI with Agility, and a Theory of SPI are supported by a
recent comprehensive SLR/SMS on SPI [22].

This article is more a critical reflection on relevance recent challenges and changes
in SPI research and practical context. The presented impact of these recent challenges
and changes in PRO2PI Methodology is an example. Each SPI methodology should be
reviewed and evolved considering these six and possibly other challenges and changes
in the context of SPI to provide better support for SPI.
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Abstract. Researchers agree that ITIL is among the most valuable and popular
frameworks currently being adopted and adapted by organizations. For ITIL, as
a Process Reference Model (PRM), process management requires each process
to be controlled to remain compliant with the objectives of both IT and business.
PRMs are always related to a process assessment model (PAM) which holds all
details to assess a specified process quality characteristic based on one or more
PRM. In the literature, it is possible to find different ontology-based models for
the ITIL PRM but, as far as the authors are aware, no ontology was proposed to
represent an ITIL related PAM. This research intends to shed some light in this
area by proposing an ontological approach using the METHONTOLOGY
methodology for describing TIPA® for ITIL. This ontology provides a common
vocabulary that solves some issues of consistency, conciseness, and
completeness.

Keywords: ITIL � TIPA for ITIL � Ontologies � Methontology

1 Introduction

The awareness that business involvement is crucial has initiated a shift in the definition
of IT Governance toward Enterprise Governance of Information Technology (EGIT)
[36]. EGIT can be defined as “an integral part of corporate governance and addresses
the definition and implementation of processes, structures and relational mechanisms in
the organization that enable both business and Information Technology (IT) people to
execute their responsibilities in support of business/IT alignment and the creation of
business value from IT-enabled business investments” [36].

EGIT can be deployed using a mixture of structure, process, and relational
mechanisms [11] that encourage behaviors consistent with the organization’s mission,
strategy, values, norms, and culture [39]. Some examples of process mechanisms are
EGIT Frameworks, ISO Standards and Best Practices (hereafter all called practices)
such as COBIT 5, ITIL, and ISO 27000 family. Researchers agree that these are the
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most valuable and popular practices currently being adopted and adapted by organi-
zations [9, 12, 29, 31].

ITIL is a widely accepted best practices framework for implementing IT service
management (ITSM) that provides descriptive guidance on the management of IT
processes, functions, roles, and responsibilities related to ITSM [26], providing a wide
range of prescriptive information, indicating what should be done instead of how it
should be done [20]. For ITIL, as a Process Reference Model (PRM), process man-
agement requires each process to be controlled to remain compliant with the objectives
of both IT and business [33]. Therefore, PRMs are always related to a process
assessment model (PAM) which holds all details to assess a specified process quality
characteristic based on one or more PRM. TIPA® for ITIL1 is a well-known PAM for
ITIL process assessment. TIPA is the result of more than ten years of research work,
including experimentation on how to combine ITIL with the ISO/IEC 15504 [6]. TIPA
uses the generic approach for process assessment published by the ISO in ISO/IEC
15504-2 – Process Assessment (now ISO/IEC 330xx series) (ISO/IEC 15504-1/2,
ISO/IEC 330xx series). TIPA is a standards-based approach to ITIL (v2, v3 and v3
2011) assessment that can address challenges (posed by improving the quality IT
processes) in several important ways by providing a repeatable, consistent method for
conducting process assessment [5].

In the literature it is possible to find different ontology-based models for the
ITIL PRM [20, 35], but, as far as the authors are aware, no ontology was proposed to
represent an ITIL related PAM. Therefore, there is a gap in the literature both regarding
the development and deployment of semantic systems that support ITIL assessments.
This research intends to shed some light in this area by proposing an ontological
approach to describing TIPA for ITIL. An ontology is an explicit specification of a
conceptualization [16] that can represent knowledge formally, in a practical, unam-
biguous away.

To develop a TIPA for ITIL ontology, the authors used the METHONTOLOGY.
This methodology enables the construction of ontologies at the knowledge level, i.e.,
the conceptual level, as opposed to the implementation level. In that way, in this paper,
the authors intend to demonstrate that ontologies are a useful technique to incorporate a
theoretical foundation on the subject of EGIT.

2 Theoretical Background

In this section, the authors present an extract of the main concepts related to this
proposal. Likewise, we have also identified some efforts to define formal ontologies for
ITIL, which are also analyzed in this section.

1 http://tipaonline.org/tipa/tipa-for-itil/.
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2.1 ITIL and TIPA for ITL

ITIL is a set of comprehensive publications providing detailed guidance on the man-
agement of IT processes, functions, roles, and responsibilities related to IT service
management [26].

ITIL has evolved since its first version based on the recommendations from
experienced IT professionals and academic researchers who are always thriving to
improve and standardize the IT processes worldwide [1]. Now, instead of focusing on
the service itself, the focus lay on this cycle of life, renewal and decommissioning of
services, with a higher business-focused perspective [37].

ITIL benefits have been addressed from a few relevant academic researchers, that
frequently evidenced the following benefits: improvement of Service Quality,
improvement of Customer Satisfaction, improvement of Return on Investment [14, 27].

However, according to Strahonja [32], ITIL has also some weaknesses such as the
lack of holistic visibility and traceability from the theory (specifications, glossary,
guidelines, manuals, amongst others) to its implementations and software applications;
its focus on the logical level of processes, instructing what should be done but not how;
and its poorly definition of the information models corresponding to process
description.

TIPA is the result of more than ten years of research work, including experimen-
tation on how to combine ITIL with the ISO/IEC 15504 [6]. TIPA uses the generic
approach for process assessment published by the ISO in ISO/IEC 15504-2 [21] –

Process Assessment (now ISO/IEC 330xx series) (ISO/IEC 15504-1/2, ISO/IEC 330xx
[22]). TIPA is a standards-based approach to ITIL (v2, v3 and v3 2011) assessment that
can address challenges (posed by improving the quality of product manufacture or IT
processes) in several important ways by providing a repeatable, consistent method for
conducting process assessment [5].

TIPA for ITIL PAM is based on ISO/IEC 15504 (ISO/IEC 15504-1, 2004; ISO/IEC
15504-2, 2003). It means that it relies on ISO/IEC 15504, which is a global reference
for conducting process capability assessments. From an assessment perspective, TIPA
for ITIL breaks down each process into base practices specific to each process and take
into account generic practices, which are not restricted to any particular process [5]. To
be more explicit, TIPA has the same structure as the original ISO/IEC 15504 PAM with
Base practices and Generic Practices, and there are no additional components
introduced.

2.2 Ontologies

Ontologies are disseminating in Computer Science [10, 18], and their importance is
being recognized specifically in information modeling [3, 38] and information inte-
gration [7, 28, 40].

An ontology denotes a system of categories accounted for a particular vision of the
world if it is perceived in a philosophical sense [18], and so, it defines a common
vocabulary for researchers who need to share information in a domain [30]. It includes
machine-interpretable definitions of basic concepts in a specific domain and the
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relations among them [30]. Additionally, they can provide semantic context by adding
semantic information to models [35].

In that way, Gruber [17] defines an ontology as a “specification of a conceptual-
ization”, in which vocabulary can only be created to represent knowledge if ontologies
or conceptualizations provide a formal representation [19].

According to Textor et al. [34], ontology-based models satisfy the requirements on
the need for formal meta-models flexible and expressive enough to allow both technical
and non-technical domains to be modeled separately and connect the concepts of
different models. In short, it is possible to say that an ontology describes a hierarchy of
concepts related by subsumption relationships [18] and ontologies are meant to clarify
the structure of knowledge of a domain [8], and formally represent all the knowledge of
that domain [19].

An ontology has the following main components [10]:

• Classes: Represent concepts organized in taxonomies.
• Relations: Association between concepts of the domain, defined as any subset of a

product of n subsets. Ontologies frequently contain binary relations to express
concept attributes where the first argument is the domain and the second is the
range.

• Formal Axioms: Used to infer new knowledge, to model sentences that are always
true and to represent knowledge that cannot be formally defined by other compo-
nents and to verify the consistency of the ontology.

• Instances: Represent elements or individuals in an ontology.

Ontologies are evaluated through verification and validation, in which the correct
process of ontology building and the representation of the domain of disclosure are
assessed [2, 15].

2.3 ITIL Ontologies

In the literature, several ontologies were proposed for describing ITIL. An ontology-
based model for ITIL has been proposed by Henrique et al. [20] with the goal of
describing Configuration Items (CI) (software modules, hardware components, or staff
members) and the processes dependent on them by creating a Knowledge Base
describing processes, CIs, and their relationship.

Valiente et al. [35] proposed Onto-ITIL, an ontology based on the ITIL V3 Service
Management Model that aims to achieve formalization of ITSM domain. Onto-ITIL
provides a mechanism for managing interoperability, consistency checking and deci-
sion making, and can be used as a knowledge base for ITIL based process imple-
mentations, allowing IT service providers to add semantics and constraints to the data
associated with the different ITIL-based processes that underpin a business, so that they
can share and reuse information in a homogeneous way [35]. This ontology is defined
in OWL DL, and its architecture is based on the ITIL service lifecycle.

However, as far as the authors are aware, no ontology was proposed to represent an
ITIL related PAM.
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2.4 Methontology

This methodology, developed by [13], aspires to produce ontologies at the knowledge
level. The ontology building process respects an ontology life cycle based on evolving
prototypes. For each ontology’s prototype developed, the first activity executed is the
schedule activity where all the tasks to be performed are identified, arranged and a
survey of the needed resources is done.

During the ontology’s life cycle three different types of activities are performed in
parallel carrying an intra-dependency relationship, as portrayed in Fig. 1: the man-
agement activities, the development activities, and the support activities.

In the management activities, the control activity guarantees that the tasks to be
performed meet the performance requirements and the quality assurance activity
ensures the quality of every output of the ontology development process.

The support activities fluctuate during the ontology’s lifecycle and include
knowledge acquisition, integration, evaluation, documentation and configuration
management.

Regarding the development activities, in the first activity, namely Specification, one
should establish a prototype and state the ontology significance by defining its intended
uses and the presumed end users. The Conceptualization activity is crucial for the
ontology development. During the Conceptualization activity, all the knowledge
gathered will be structured and organized. METHONTOLOGY highlights that a
conceptual model should be developed and then formalized to be later implemented in
an ontology implementation language.

In this methodology, the Conceptualization activity includes a set of tasks that aim
to structure knowledge.

In Task 1, a glossary of terms is built, and the terms to be included in the ontology
are identified, as well as their natural language definition. Task 2 is where the concept
taxonomies are built to define the concept hierarchy. Task 3 proposes to build ad-hoc
binary relation diagrams to establish ad hoc relationships. In Task 4 a concept dic-
tionary is built to specify the properties and relations that describe each concept of the
taxonomy, containing all the domain concepts, relations, their instances, their class and
the instance attributes. Task 5 takes the previous ad-hoc binary relations and details
them in a relation table. Task 6 complements Task 5 by describing in detail each
instance attribute on a concept dictionary. Task 7 is about describing the class attri-
butes, and Task 8 is about describing each constant value used as values in data
properties producing a constant table.

After describing the concepts, ad-hoc binary relationships, instance attributes,
classes and constants, first-order logic is used to define the formal axioms in Task 9 and
in Task 10 the rules of the ontology are described in a rule table. Lastly, in Task 11, the
instances of the conceptual model of the ontology are defined and presented in an
instance table.

Following the Conceptualization, we have the Formalization activity where the
conceptual model is transformed into a semi-computable or formal model to be
implemented in the next activity, the Implementation activity. The last activity from
development stage is the Maintenance activity, in which the ontology should be cor-
rected and updated to be later reused by other ontologies or applications.

108 R. Almeida et al.



3 Proposal

In this section, the authors present and explain how the METHONTOLOGY was used
to develop a TIPA for ITIL Ontology. In the scope of this research, a methodology with
a life cycle is beneficial because it can give a scheduled structure to the ontology
development, specifying in this way a chronology for the ontology development
activities and the stages coupled to them.

Starting with the specification activity, the authors defined the scope of this pro-
posal as an ITIL “Process Assessment” that is translated into the use of TIPA for
ITIL PAM. As it was stated before, TIPA for ITIL is based on ISO/IEC 15504-330xx
series and is a method for conducting process assessments. Therefore, this ontology
intends to be used by ITIL and ITSM assessors and experts to perform process
assessment using TIPA for ITIL, and therefore improve the management of their IT
services, infrastructures, and resources [5].

The first step of the conceptualization activity is to propose a model that aims to
represent the structure of the ontology. ArchiMate2® is typically used for high-level
processes and their relations to the enterprise context, but it is not intended for detailed
workflow modeling [25]. ArchiMate provides a uniform representation for diagrams
that describe Enterprise Architectures (EA). Since the motivational layer is essential to
model the PAMs, ArchiMate seemed to be a suitable language for this activity. In this
paper, the authors used the latest version of the language - ArchiMate 3.0.

Figure 2 illustrates the conceptual model that serves as a draft to the rest of the
ontology construction and that later is formalized into the ontology. This model rep-
resents the knowledge acquired that will be translated into an ontology development
language and become machine-readable. Unfortunately, due to space limitations, it is

Fig. 1. METHONTOLOGY Lifecycle.

2 http://pubs.opengroup.org/architecture/archimate3-doc/.
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not possible to present the descriptions of the ArchiMate processes and the relation-
ships that are used to represent the TIPA for ITIL Ontology conceptual model.
However, we advise readers to consult them on [24].

The concepts presented in Fig. 2 were extracted from the TIPA from ITIL book [5]
that designed the structure of the PAM according to the ISO/IEC 15504-2:2003
requirements.

Regarding Fig. 2, there is a term that deserves a particular discussion: the option for
the term “Expected Result” instead of the term “Outcome” from ISO/IEC 15504
standard was purposely done by the TIPA for ITIL developers [5] to diminish the
terminology disparities in the ITSM community and to ensure the understanding of this
concept with no loss of significance.

The authors would like to clarify that (a) the measurement framework used is
ISO/IEC 33020; (b) the PAM indicators for PA1.1 for capability level 1 are base
practices and work products; and (c) the ontology only focuses on the indicators of
PA1.1 for capability level 1.

As defined in the TIPA for ITIL publication, a PAM is related to one or more PRMs,
and it forms the basis for the collection of evidence and rating of process capability.
Both base practices and work products are indicators to address the expected results of
the processes on the PAM scope and determine the process capability level [5].

After a model for the implementation of the Ontology is created, the conceptual-
ization tasks, proposed in METHONTOLOGY, can take place. Due to space limita-
tions, the authors present the outputs of the conceptualization tasks collectively. The
output of Task 1 is the development of a glossary that identifies the concepts presented
in the ontology together with their descriptions (Table 1).

Once the ontology’s terms were defined, we set the concept hierarchies by building
a concept taxonomy, as Task 2 proposes, defining the disjoint relations between them.
In the TIPA for ITIL Ontology, all concepts share a disjoint-decomposition relation
because they do not share instances.

The output from Task 3 is presented in Fig. 3. Figure 3 represents a diagram that
establishes the ad-hoc relationships between concepts of the same concept taxonomy
and was obtained by using the VOWL plugin in Protégé.

Fig. 2. A conceptual model for the TIPA for ITIL Ontology using ArchiMate.

110 R. Almeida et al.



In Task 4, the properties and relations that describe each concept of the taxonomy
are specified on a concept dictionary. Table 1 presents not only this dictionary but also
a glossary of terms. Following the establishment of the concept dictionary, the sub-
sequent tasks (5, 6 and 7) detail respectively the ad hoc binary relations, the class
attributes, and the instances.

Table 2 presents the ad-hoc Binary Relations of our ontology for Task 5. We can
sum up Tasks 6 and 7 by detailing all the attributes as being Strings, as Fig. 3 evidence
(the String boxes are automatically generated), with (0, 1) cardinalities, whether they
exist or not.

Due to space limitations, it is not possible to present the constant table, the formal
axioms and the rule table from Tasks 8, 9 and 10 respectively. Finally, in Task 11, we
defined the instances in an instance table. Since our ontology has 107 instances, it
would be inefficient to illustrate all these instances in this paper, and so, we present in
the Demonstration Section a practical example of the implementation through the
instantiation of the TIPA for ITIL ontology.

Table 1. A Glossary of terms and a concept dictionary.

Class
Name

Description [4] Class
attributes

Relations

Process A structured set of activities designed to
accomplish a specific objective. A process
takes one or more defined inputs and turns
them into defined outputs. It may include
any of the roles, responsibilities, tools and
management controls required to deliver the
outputs reliably. A process may define
policies, standards, guidelines, activities,
and work instructions if they are needed

process-name
purpose
lifecycle stage

hasObjective
isComposedBy
Uses
Produces

Work
Product

Structured sets of data that make the process
work and that are expected to be produced
by the process. Inputs are gradually
converted into outputs

workproduct-
name
workproduct-
description
characteristics

isRelatedToAsOutp
isRelatedToAsInput
supportsAsInput
supportsAsOutput
isUsed
isProduced

Base
Practice

A set of actions designed to achieve a
particular result. Base practices are usually
defined as part of processes or plans and are
documented in procedures

basepractice-
name
basepractice-
description

hasOutput
hasInput
helpAchieve
composes

Expected
Result

The expected results required from a
process, activity or organization to ensure
that its purpose will be fulfilled. Expected
results are usually expressed as measurable
targets

expectedresult-
description

isSupportedByInput
isSupportedByOutp
achievedBy
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4 Demonstration

A demonstration was carried out in a Portuguese hospital. The authors assessed the
ITIL Incident Management process to demonstrate the suitability of this proposal.

To understand the capability level of the ITIL Incident Management process, the
authors performed semi-structured interviews. Interviews were conducted with two
hospitals’ IT decision-makers at the top and medium management levels usually
responsible for all decisions concerning IT [23]. In this demonstration, the focus of the
assessment was the process capability level 1. In this level, the process performance
attribute is a measure of the extent to which the process purpose is achieved. The
primary goal in this level is to analyze if the process achieves its objectives, expected

Table 2. Ad hoc Binary Relation Table of TIPA for ITIL Ontology

Relation Name Source
concept

Source card.
(Max)

Target concept Mathematical
properties

Inverse relation

hasObjective Process 1 ExpectedResult Asymmetric
Irreflexive

–

hasOutput BasePractice N WorkProduct Asymmetric
Irreflexive

isRelatedToAsOutput

hasInput BasePractice N WorkProduct Asymmetric
Irreflexive

isRelatedToAsInput

isComposedBy Process 1 BasePractice Asymmetric
Irreflexive

Composes

IsSupported
byInput

Expected
Result

N WorkProduct Asymmetric
Irreflexive

supportsAsInput

IsSupported
byOutput

Expected
Result

N WorkProduct Asymmetric
Irreflexive

supportsAsOutput

helpAchieve BasePractice N ExpectedResult Asymmetric
Irreflexive

achievedBy

Uses Process N WorkProduct Asymmetric
Irreflexive

isUsed

Produces Process N WorkProduct Asymmetric
Irreflexive

isProduced

Fig. 3. Ad Hoc Binary relations diagram for TIPA for ITIL Ontology.
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results, and whether it shows some tangible evidence of process activities. A process is
assessed through evidence indicators of the way it performs [5].

Two different approaches were used to demonstrate the TIPA for ITIL Ontology.
Firstly, we demonstrate how the ontology can support the process assessment carried
out in a Portuguese hospital by instantiating the ontology with examples of the hospital
EA. In Fig. 4, a detailed example of the instantiated ontology is presented, allowing us
to better structure, design and formalize the TIPA for ITIL assessment.

Secondly, the ontology was used to answer some questions that are crucial when
assessing the enterprise’s process capability. Process performance indicators are
specific to each process and are used to determine whether a process has achieved the
process capability level 1.

Due to space limitations, the authors just selected the following expected result
INCM.ER3 - “Incidents are resolved within agreed service levels to restore the normal
service operation” to demonstrate the suitability of this proposal. To determine if this
expected result is achieved we firstly inquired our ontology about which are the base
practices that support this expected result. One can conclude through the relation
achievedBy that the following base practices directly influence the achievement of
INCM.ER3: INCM-BP2, INCM-BP3, INCM-BP4, INCM-BP5, INCM-BP6, INCM-
BP7, INCM-BP9 (Fig. 5).

After that, one should use the TIPA for ITIL questionnaire to determine if these
base practices are being correctly performed. Some questions that were used are: “Are
there time limits to diagnose (and resolve) the incident in each specialized support
line?”; “Is there a link to the SLAs?”; “When is an incident escalated to your manager
or a higher authority level?”.

Then, one should resort again to the ontology to examine which are the work
products related to this specific expected result, by checking the isSupportedByInput
and isSupportedByOutput relations. Regarding the process outputs, only the following

Fig. 4. Instantiated TIPA for ITIL Ontology.
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outputs 05-04, 05-07, 02-07 and 07-02 influence the INCM.ER3. Regarding the inputs,
only the 05-04, 05-05, 05-06, 02-07, 08-01, 02-06, 01-02, 05-02, 05-03 influence the
INCM.ER3.

By using this information, one can assess the process capability of the chosen
process. In this particular case, we examined the Portuguese hospital work products and
base practices and concluded that the hospital achieved the process capability level 1.
However, the hospital cannot achieve a process capability level 2 since the following
expected result “Incidents are resolved within agreed service levels to restore the
normal service operation” is largely (and not fully) achieved.

5 Evaluation

The ontologies’ evaluation comprises two different kinds of judgments, a technical
judgment, and a user judgment, from now on referred to as an ontology assessment
[13]. The technical evaluation of the taxonomy presented in the ontology developed is
processed with judgement of the content of the ontology with respect to a frame of
reference, in this case we resort to competency questions, a set of questions in natural
language to determine the scope of the ontology and to extract the main concepts of the
ontology, their properties, relations and formal axioms.

The competency questions are firstly identified informally in natural language as
requirement specifications for the ontology to answer once it is expressed in a formal
language. These questions are not merely queries; they must be stratified so that they
can be composed or decomposed into other competency questions.

For the evaluation of the TIPA for ITIL Ontology the following competency
questions were defined: (a) If there is a problem with the Configuration Management
System (CMS) what are the expected results that are not achieved? (b) Which Base
Practices influence the Expected Result INCM.ER4 – “The incident impact on the
business is minimized”? and (c) Which Process uses Known Error Databases (KEDB)
and produces a Request for Change (RFC)?

During the various stages of the development lifecycle, the ontology was subjected
to a technical verification to ensure that the ontology was being built correctly and to a
technical validation, to ensure that it represented a reliable model of the real world to be

Fig. 5. DL Query answers for the defined competency questions.
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formally defined. The previously defined competency questions were implemented in
OWL DL and Fig. 5 presents the ontology answers to these questions.

The ontology assessment is focused on the user evaluation of the ontology’s correct
definition and performance based on consistency, completeness, and conciseness. The
consistency assesses if contradictory knowledge can be inferred from the ontology.
Completeness can only be assessed by proving the nonexistence of incompleteness, by
determining if the individual definitions are well established and if all that is supposed
to be stated in the ontology is present or can be inferred. If the ontology does not
present redundancies and useless definitions, then the ontology can be assessed as
concise.

For the assessment of the TIPA for ITIL Ontology 10 interviews with ITIL and
TIPA for ITIL practitioners and specialists from Portugal, Brazil, and Luxembourg
were performed. The ontology was, regarding the present definitions, consensually
assessed as complete, consistent and concise for the scope of process assessment. It is
important to emphasize that during the evaluation some important statements emerged.
The practitioners stated that “having a TIPA for ITIL Ontology can be valuable to
identify inconsistencies on ITIL” and that an ontology is “a useful resource to give a
better vision and identification of the process architecture”. Through an incremental
process, it was possible to homogenize the concepts, the concept attributes and the
relations established that are presented in our ontology.

Also, it is possible to conclude that one of the main benefits of using ontologies is
that, by having the essential relationships between concepts built into them, one can
enable automated reasoning about data, making assessments faster.

6 Conclusion

A consistent terminology for assessment processes based on ITIL model can provide an
important instrument for understanding and support the right implementation of the
ITIL model in an organization, as well as for strengthening this research domain. In this
paper, the authors presented a summary of a formal Ontology based on TIPA for ITIL
assessment process. This ontology provides a common vocabulary with the aim of
resolving some issues of consistency, conciseness, and completeness that had been
previously identified. Our primary objective was to provide a basis for discussion of the
terms, concepts, and relations identified and related to this research domain.

As a support to our assertions, we have also provided a first application of the
ontology through the instantiation of the TIPA for ITIL ontology in a Portuguese
Hospital, more precisely to assess the ITIL Incident Management process.

The information obtained from this work will be used to tackle three streams as
follow: the first stream focuses on updating and extend the ontology, although the
ontology proposed here has been applied in a real case of implementation, in the quest
to cover a broader range of needs, we hope to extend it and include more terms and
relationships of practices that can be related to ITIL and TIPA. In the second stream, it
should also be said that our ontology has been used to instance the terms related to
TIPA for ITIL ontology. Therefore, it has shown that it can also be used as a basis for
supporting the design and improvement of the organization’s processes.
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That being the case, we hope to develop a tool to support the definition of orga-
nizations’ processes through our ontology. The information stored will be able to be
used as a benchmark of processes for other organizations, as well as to help them while
defining their processes. Finally, the third stream will focus on the automation, since
the assessment process is currently a manual task, in this sense, as future work, the next
step in this project will involve the automation of the assessment stage. This could be
done through the development of algorithms which let us automatize some steps and
extend the capability of the assessment process. There is already some research on this
area, but we want to focus on multi-frameworks environments.
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Abstract. Building Information Modelling (BIM) is highly adopted by
Architecture, Engineering, Construction and Facilities Management (AEC/FM)
companies around the world due to its benefits such as improving collaboration
of stakeholders in projects. Effective implementation of BIM in organizations
requires assessment of existing BIM performances of AEC/FM processes. We
developed a reference model for BIM capability assessments based on the meta-
model of the ISO/IEC 330xx (the most recent version of SPICE) family of
standards. BIM-CAREM can be used for identifying the BIM capabilities of the
AEC/FM processes. The model was updated iteratively based on the expert
reviews and an exploratory case study, and was evaluated via four explanatory
case studies. The assessment results showed that the BIM-CAREM is capable of
identifying BIM capabilities of specific processes. In this paper, we present how
we utilized ISO/IEC 330xx for developing BIM-CAREM as well as the itera-
tions of the model and one of the explanatory case studies as an example.

Keywords: Building Information Modeling � ISO/IEC 330xx
BIM capability � SPICE

1 Introduction

Building Information Modeling (BIM) is a business process for generating and
leveraging building data to design, construct and operate the building during its life-
cycle [1]. Usage of BIM brings significant benefits in the facility life cycle. For
example, it allows earlier collaboration of multiple design disciplines and use of the
design model as basis for fabricated components [2]. Due to such benefits, many
initiatives have been undertaken for adopting BIM as an emerging technology in
various countries such as the US, the UK, Finland, Norway and Hong Kong [3].

Even after the adoption of BIM, Architecture, Engineering, Construction and
Facilities Management (AEC/FM) organizations need to evaluate the performances of
their BIM usages. Hence, various BIM capability and maturity models have been
developed for meeting the different assessment purposes [4]. We identified six
prevalent BIM capability and maturity models in the literature and each model was
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explained in detail in the review paper of Yilmaz et al. [5]. Later, we extended this
literature review by adding two recently created models and these models were eval-
uated based on the identified criteria [6]. Users need to analyze these models in detail to
choose the most appropriate model for their purposes. According to Wu et al. [4], most
of these models share common metrics which are clustered into several categories; i.e.
process, technology, organization, human and standard. This shows that models in the
literature were not developed based on established standards.

As a response to these limitations, a reference model for BIM capability assess-
ments namely BIM-CAREM was developed [6, 7]. BIM-CAREM was developed
based on the meta-model of the ISO/IEC 330xx family of standards [8] which includes
definitions and requirements for developing process reference models and measurement
frameworks. This standard has been widely adapted into different domains such as
software testing [9] and information security [10]. During the development, BIM-
CAREM was updated iteratively through conducting expert reviews and an exploratory
case study [6]. Finally, it was evaluated via explanatory case studies in four different
AEC/FM companies [7].

The aim of this paper is to discuss how we used the principles and requirements
explained in the ISO/IEC 330xx family of standards for creating the BIM-CAREM. We
also present which parts of the standard were adapted and which parts were used
without any change. We explained the benefits of using principles explained in
ISO/IEC 330xx family of standards as well as the challenges that were faced during
creation of BIM-CAREM. Moreover, iterations of the model via expert reviews and
evaluation of the model via explanatory case studies are explained.

The literature review and research methodology for development of BIM-CAREM
are presented in Sects. 2 and 3, respectively. Structure of BIM-CAREM is described in
Sect. 4. While an explanatory case study is explained in Sect. 5 as an example, con-
clusions are discussed in Sect. 6.

2 Literature Review

Eight models, which were identified via systematic literature review and explained in
detail in the review paper of Yilmaz et al. [5], were included in the development
process of BIM-CAREM. These eight models were; Capability Maturity Model of the
National Institute of Building Sciences [11], BIM Proficiency Matrix [12], BIM
QuickScan [13], Virtual Design and Construction Scorecard [14], Organizational BIM
Assessment Profile [15], VICO BIM Scorecard [16], BIM Maturity Matrix [17], and
Multifunctional BIM Maturity Matrix [18]. These eight models were analyzed based on
the five criteria and explained in the paper of Yilmaz et al. [6]. According to these
findings, the limitations of these models are summarized as below.

Each model has been developed to meet specific assessment purposes. Similarly,
according to the literature review of Giel et al. [19], models were developed to assess
one of the three capabilities; organizational, project, and individual. Hence, selecting
appropriate models for specific assessment purposes is time-consuming. Models were
developed by inspiring from each other, since they share many common metrics.
Metrics of these models can be clustered into four groups which are; process,
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organization (standard and personnel), technical (hardware and software) and data.
There is not a broadly accepted and commonly used model in the literature, since most
of these approaches were not developed based on established standards. Most of these
models do not cover all BIM uses performed by BIM practitioners existing in the
AEC/FM industry. Hence, while some of the models are more suitable to assess BIM
performance of designer firms, some can be used for measuring BIM performance of
facility owners. The models do not support BIM performance assessments of specific
processes, such as those of construction. Moreover, metrics belong to process category
are not comprehensive to cover all AEC/FM facility life cycle stages. These limitations
are explained in the PhD dissertation of Yilmaz [7] in more detail.

Due to its adaptable structure, meta-model of ISO/IEC 330xx family of standards
[8] was used to develop a reference model for BIM capability assessment called BIM-
CAREM to eliminate the limitations given above. The recent ISO/IEC 330xx family of
standards, which is one of the well-known capability and maturity models in the
software engineering, replaced the ISO/IEC 15504 Software Process Improvement and
Capability dEtermination (SPICE) standard which provides guidance on how to utilize
process assessment for conducting process improvement. Two of the parts belonging to
ISO/IEC 330xx family of standards, which are ISO/IEC 33003 and ISO/IEC 33004, are
important for users who want to develop process reference models and process mea-
surement frameworks. While ISO/IEC 33003 [20] provides requirements for devel-
oping process measurement frameworks, ISO/IEC 33004 [21] gives requirements for
development of process reference, process assessment and maturity models.

The ISO/IEC 15504 and ISO/IEC 330xx have been taken as a basis for creating
new capability and maturity models required in different domains and sectors. ISO/IEC
33063 [9] is a process assessment model for software testing and contains a set of
process quality characteristics to be used for assessing capabilities of software testing
processes. Automotive SPICE [22] is developed conformant with the requirements of a
process assessment model defined in the ISO/IEC 15504-2 [23]. It is used to assess the
software development in automotive industry [22]. MDevSPICE [24] is developed to
meet the specific safety-critical and regulatory requirements of the medical device
domain. It consists of process reference model and process assessment model. Process
reference model includes 24 processes from system level and supporting processes
described in ISO/IEC 12207 [25]. Process assessment model consists measurement
framework with six levels of capability which is based on the ISO/IEC 15504-2 [26].
SPICE4Space [27] is based on the ISO/IEC 15504-5 [28], and it includes assessment
model for space software practices.

The AgilityMod [29] is developed based on the ISO/IEC 15504-2 [26] for assessing
the agility levels of software development projects. In this study, the core of the agile
projects, which are called aspects, are determined and defined as well as the agility
levels and their related aspect attributes [29]. Aspects are sets of interrelated and
interacting activities. A web-based agility assessment tool is created based on the
AgilityMod to facilitate automatic agility assessment and the tool is tested though
multiple case studies [30]. In relation with AgilityMod a measurement capability
assessment method is also developed [31]. This model enables assessing the mea-
surement capability of aspects (sets of interrelated and interacting activities) defined by
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AgilityMod. The measurement capability levels and their associated generic practices
are created based on the ISO/IEC 330xx too [31].

ISO/IEC 15504 or ISOIEC/330xx is adapted to other non-software domains as
well. For example, ISO/IEC 33052 [32] is a process reference model for information
security management and describes the processes related to information security
management system. ISO/IEC 33072 [10] introduces an information security man-
agement process assessment model which is composed of both a process reference
model and a process measurement framework. ISO/IEC 33071 [33] introduces an
integrated process assessment model for enterprise processes which integrates selected
process models and standards into a single model. A SPICE based Government Process
Capability Determination Model namely Gov-PCDM is developed for assessing the
capabilities of the processes of public organizations [34]. Definitions of the Financial
and Physical Resource Management (PFPRM) processes are exemplified based on the
requirements defined in the ISO/IEC 15504-2 [26]. The model has been evaluated in
three different organizations. The results showed that the measurement framework
defined is capable of identifying the capability levels and of the proposed PFPRM
process definitions and creating roadmaps for process improvements [34].

3 Research Methodology for Development of the BIM-
CAREM

We developed the BIM-CAREM based on the meta-model of ISO/IEC 330xx family of
standards [8]. Later, we updated the model in terms of the feedbacks gathered via
expert reviews and an exploratory case study. Finally, the model was evaluated through
four explanatory case studies. The research tasks followed for developing the BIM-
CAREM are depicted briefly in Fig. 1.

The Building PRM and the BIM PRM were developed based on the principles
explained in the ISO/IEC 33004-Requirements for Process Reference, Process
Assessment and Maturity [21]. We have also used ISO/IEC 24774- Systems and

Fig. 1. The research tasks and the parts of the standard used in these tasks
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software engineering – Life cycle management – Guidelines for Process Description
[35] as an exemplar model. The BIM MF was created in conformance to the ISO/IEC
33003 - Requirements for Process Measurement Frameworks [20] as depicted in the
Fig. 1. We also used, the ISO/IEC 15504-5 An Exemplar Process Assessment Model
[28] and the ISO/IEC 33020- Process Measurement Framework for Assessment of
Process Capability [36] for analyzing the example process descriptions and process
capability levels. Table 1 presents the terminology which is used in MF of the BIM-
CAREM in relation with the terminology of SPICE.

3.1 Creating the Building/BIM PRMs and the BIM MF

According to the requirements defined in the ISO/IEC 33004 [21], the domain of the
process reference models is the AEC/FM industry. Building PRM was developed
before the BIM PRM. In order to decide which facility life cycle stages were included
in the Building PRM, RIBA Plan of Work [37] was used. Conceptual Planning (P),
Architectural Design (ARCH D), Structural Design (STR D), Building Services Design
(BS D), Geotechnical Design (GEO D), Construction (C) and the Facility Management
(FM) were included in the Building PRM. Key AEC/FM processes of each phase
included in Building PRM were determined by taking two important technical reports
[38, 39] as basis. Building PRM consists of 37 key AEC/FM processes. In order to
define all AEC/FM processes systematically, a definition template was created based on
the requirements stated in ISO/IEC 33004 [21] and ISO/IEC 24774 [35]. This template
is composed of process purpose, process outcomes, base practices and work products.
Each of the 37 AEC/FM processes in Building PRM was defined by using this tem-
plate. An example process definition of Building PRM can be seen in Fig. 3.

BIM aspect was not included in the AEC/FM process definitions, since the reports,
which were taken as basis for creating process definitions, have definitions of tradi-
tional AEC/FM processes and do not include BIM. Therefore, BIM related AEC/FM

Table 1. Terminology used in the BIM MF

Terminology in ISO/IEC 33003 and ISO/IEC 33004 Terminology in BIM-CAREM

PRM Building/BIM PRM
Process Purpose Process Purpose
Process Outcome Process/BIM Outcome
Base Practice Base Practice
Work Product Work Product
Process MF BIM MF
Process Capability Levels BIM Capability Levels
Process Attribute BIM Attribute
Process Attribute Outcome BIM Attribute Outcome
Generic Practice Generic Practice
Generic Work Product Generic BIM Work Product
Generic Resource Generic Resource
Rating Scale Rating Scale
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processes were marked and included in the BIM PRM. BIM PRM has 28 processes of
Building PRM in total. In other words, BIM PRM was a subset of Building PRM. Each
process in BIM PRM was defined based on the process purpose and BIM outcomes
instead of process outcomes. BIM outcomes were defined based on the BIM uses
identified by analyzing various resources such as surveys, reports and articles identified
in the literature. Details about creation of BIM outcomes can be found in the PhD
dissertation of Yilmaz [7]. Process purpose and base practices of the processes included
in the BIM PRM remained the same as that of the processes included in Building PRM.
An example process description belonging to BIM PRM can be seen in Fig. 4.

After BIM capability levels and their BIM attributes were created based on the
principles given in ISO/IEC 33003 [20], rating scale given in ISO/IEC 33020 [36] was
used without any modification. Four BIM capability levels were defined since they
were sufficient without omitting any significant type of BIM utilization in AEC/FM
industry. Two BIM attributes for each BIM capability levels were defined based on the
recurring key words identified in the BIM uses. These BIM uses were selected from
various resources such as surveys, guidelines and articles, and then collected in an
Excel workbook. Recurring nouns and verbs were identified via Natural Language
Analysis (NLA) method [40], and frequent words were used to create BIM attributes.
Details about creation of BIM capability levels and their BIM attributes can be found in
the dissertation [7]. Generic BIM work products and generic resources were developed
based on the recurring keywords identified [7], BIM handbook [2] and various BIM
guidelines. Rating scale of BIM-CAREM was same as the one defined in the ISO/IEC
33020 [36]. Validity and reliability of the BIM capability levels and their associated
BIM attributes were established based on the expert reviews and the exploratory case
study which are explained in Sect. 3.2.

3.2 Updating the BIM-CAREM

BIM-CAREM was updated based on the reviews of four experts who are working in
the AEC/FM industry either as BIM managers or as BIM consultants. Three versions of
BIM-CAREM were created. The first version of BIM-CAREM was reviewed by
Expert 1 and second version of BIM-CAREM was then created. BIM A1.2 BIM Skills
was added as BIM attribute for Level 1-Performed BIM. Although, this is not a
requirement of performed level stated in the ISO/IEC 33003 [20], BIM skilled
employees are necessary for performance of each process. BIM A3.1 Corporate-wide
BIM Deployment was also added as a BIM attribute for Level 3-Optimized BIM.

Third version of BIM-CAREM was developed after expert reviews with Expert 2,
Expert 3 and the exploratory case study. According to feedback of Expert 2, the
terminology used in defining design processes of BIM PRM was corrected. Addi-
tionally, each BIM outcome was tagged with one of the two values namely “essential
BIM use” and “enhanced BIM use” as defined in National BIM Guide for Owners [41].
According to reviews of Expert 3, one BIM attribute outcome of BIM A3.1 Corporate-
wide BIM Deployment was updated. The previous version of this BIM attribute out-
come could have been used for assessing processes belong to a specific type of
organization. The latest version of the attribute became more generic to be used for
measuring processes belong to various types of organizations such as designers and
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general contractors. An exploratory case study was performed to identify whether
further updates were required or not. Architectural, structural and building services
processes of an engineering and design firm located in Istanbul were assessed by using
BIM-CAREM. According to the findings, identified BIM capability levels were the
same as the levels expected by the interviewees. Details about the exploratory case
study can be found in Yilmaz et al. [6]. We have not added or removed any BIM
attributes within this iteration.

Finally, third version of BIM-CAREM was approved by Expert 1 and Expert 4,
since most of their comments were covered before. In other words, the third version of
BIM-CAREM is the final and approved version of BIM-CAREM. We have not added
or removed any BIM capability levels. Four levels of BIM capability were approved by
all of the experts. It has been stated that the model has a systematic approach for
conducting assessments.

4 BIM-CAREM

The BIM-CAREM is composed of two dimensions which are BIM process dimension
and the BIM capability dimension. As presented in Fig. 2, while BIM process
dimension consists of the Building PRM and BIM PRM, the BIM capability dimension
contains BIM MF. Details about the BIM-CAREM such as definitions of BIM capa-
bility levels can be found in the PhD dissertation of Yilmaz [7].

BIM-CAREM was developed to be used for assessing BIM capabilities of
AEC/FM processes of facility life cycle. BIM-CAREM allows users to make formal
assessments of AEC/FM processes by using BIM MF. AEC/FM processes to be
measured can be selected from BIM PRM which is a subset of Building PRM.
The BIM MF consists of four BIM capability levels and the BIM attributes which are
used to characterize BIM capability of an implemented process.

Fig. 2. The BIM-CAREM and its components
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While Building PRM consists of 37 key AEC/FM processes, BIM RPM contains
28 of these processes. In other words, only BIM related processes of Building PRM
were included in the BIM PRM. The list of AEC/FM processes included in Build-
ing PRM are given in Table 2. Processes which are related to BIM was marked with
“Y” and included in BIM PRM as well.

Table 2. Key AEC/FM processes included in Building PRM/BIM PRM

Phase ID Process ID Process name Rel. to BIM?
(Y/N)

Conceptual Planning (P) P1 Assign Planning Team N
P2 Study/Define Needs Y
P3 Study Feasibility Y
P4 Develop Program N
P5 Develop Project

Execution Plan
Y

P6 Select And Acquire Site Y
Architectural Design (ARCH D) ARCH D1 Draw Up Brief N

ARCH D2 Draw Up Program Y
ARCH D3 Make Global Design Y
ARCH D4 Make Detail Design Y
ARCH D5 Do Design Tasks

During Construction
Y

Structural/Building
Services/Geotechnical Design
(STR/BS/GEO D)

STR/BS/GEO
D1

Draw Up Brief N

STR/BS/GEO
D2

Draw Up Program N

STR/BS/GEO
D3

Make Global Design Y

STR/BS/GEO
D4

Make Detail Design Y

STR/BS/GEO
D5

Do Design Tasks
During Construction

Y

Construction (C) C1 Acquire Construction
Services

Y

C2 Plan And Control The
Work

Y

C3 Provide Resources Y
C4 Build Facility Y

Facilities Management (FM) FM1 Plan/Control Facility Y
FM2 Manage Operations Y
FM3 Monitor Facility

Conditions And
Systems

Y

FM4 Evaluate Conditions
And Detect Problems

Y

FM5 Develop Solutions Y
FM6 Select Plan Of Action Y
FM7 Implement Plan Y
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Each process in Building PRM was defined in terms of the process purpose, process
outcomes, base practices and work products. Process purpose indicates the high level
objective of performing the process [8]. Process outcome is an observable and
assessable result of the successful achievement of the process purpose [8]. Base
practice is an activity or a set of activities which contributes to process purpose
achievement [8]. Work product is an artefact associated with the execution of the
processes in Building PRM. Figure 3 presents ‘Build Facility’ belonging to Build-
ing PRM as an example process description.

BIM PRM was derived from Building PRM and created to define BIM related
AEC/FM processes in terms of BIM. Each process in BIM PRM was defined in terms
of the process purpose, BIM outcomes, base practices, and work products. Figure 4
presents the same process, which is Build Facility, included in the BIM PRM. While
process purpose and base practices of Build Facility remained the same, BIM outcomes

Fig. 3. Process description of Build Facility in Building PRM
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and BIM work products were defined for each process included in the BIM PRM. BIM
outcome is an observable and assessable result of the successful achievement of the
process purpose in terms of BIM. BIM work product is a BIM artefact associated with
the execution of the BIM related processes included in the BIM PRM.

BIM MF has four BIM capability levels which are Level 0- Incomplete, Level 1-
Performed, Level 2-Integrated, and Level 3-Optimized. The BIM capability levels, and
their BIM attributes are presented in Fig. 2 and Table 3.

Fig. 4. Process description of Build Facility in BIM PRM

Table 3. No of BIM attributes and associated BIM attribute outcomes

BIM
Cap. Lev.

BIM A BIM attribute outcomes

Level 1-
Performed

BIM A1.1 Performing BIM (a) The process achieves its defined BIM outcomes
BIM A1.2 BIM Skills (a) Staff with BIM skills and/or BIM experience are employed

(b) Employees are supported in taking BIM trainings
(c) BIM related processes are assigned to the BIM trained
and/or BIM experienced employees or peer learning is
encouraged

Level 2-
Integrated

BIM A2.1 BIM
Collaboration

(a) Requirements and strategies are defined for supporting BIM
collaboration between internal and external parties
(b) Requirements and strategies are defined for exchanging the
model and the facility information between phases and
processes
(c) Defined BIM collaboration strategies are implemented
(d) Defined exchange strategies of the model and the facility
information are implemented

BIM A2.2 Interoperability (a) Interoperable formats are made available and used to
support data exchange between BIM software and other
construction software applications

Level 3-
Optimized

BIM A3.1 Corporate-wide
BIM Deployment

(a) Model is used for all processes and embraced by all team
members
(b) Required facility information for different processes are
extracted from the model and provided for the use of all team
members

(continued)
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BIM capability level indicates an organization’s BIM leverage capability in their
building processes and is characterized by BIM attributes. BIM capability levels except
from Level 0, related BIM attributes and their BIM attribute outcomes are presented in
Table 3. BIM attribute is an observable phenomenon to be measured for identifying
BIM capability level of a construction organization’s process in formal BIM capability
assessments. BIM attribute outcome (AO) is the observable result of a BIM attribute
achievement.

Example generic BIM work products and generic resources with respect to the
number of the BIM attribute outcomes are given in Table 4. The names of the BIM
attribute outcome are presented in the table. Generic BIM work product (WP) is a BIM
artefact associated with the execution of a process. Generic resource (GR) is resources
which are required for executing a process.

Rating scale of the BIM-CAREM is the same as the one given in the ISO/IEC
33020 [36]. Rating scale is a rating schema to be used in BIM capability assessments
for identifying the degree of achievement of BIM attributes. The BIM attributes are
rated based on the below rating scale:

� N Not Achieved 0 to � 15% achievement;

� P Partially Achieved [ 15% to � 50% achievement;

� L Largely Achieved [ 50% to � 85% achievement; and

� F Fully Achieved [ 85% to � 100% achievement:

In order to calculate the composite ratings of the BIM attributes, we followed the
procedures of aggregation using medians as explained in ISO/IEC 33020 [36].

Table 3. (continued)

BIM
Cap. Lev.

BIM A BIM attribute outcomes

(c) Change management and synchronization of the model are
established and the model updates are tracked

(d) BIM objects and facility information are collected in a
library for reusing this information in future projects

BIM A3.2 Continuous BIM
Improvement

(a) A feedback mechanism is created to identify common
causes of variations in BIM usage
(b) Improvement opportunities, which are derived from
feedback mechanism and from new BIM technology trends and
best practices, are identified
(c) An implementation strategy is established to achieve BIM
improvement objectives
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5 A Case Study

Final version of the BIM-CAREM was evaluated via four explanatory case studies. The
goal of these case studies was to determine the applicability of the BIM-CAREM for
identifying the BIM capabilities of AEC/FM organizations. Case study conducted with
Company B is presented as an example in this section. Company B is a structural
design and engineering firm located in Ankara. Structural design of steel and concrete
frames were evaluated within the context of the case study. A semi-structure interview
was performed with manager of the company, three civil engineers and two techni-
cians. Pre-defined interview questions were asked for primary data collection, and
notes were taken. Secondary data was collected via direct observations of assessment
indicators such as 3D models created by using BIM and structural analysis of the
models. Additionally, whole interview was audio recorded. Case report of Company B
was written based on the audio record, notes taken during the interview, and the
secondary data collected. Rating of each BIM attribute was given based on this report.
We used the rating scale explained in Sect. 3. It is four points ordinal scale which

Table 4. Example generic BIM WPs and example GRs defined for each of the BIM attribute
outcome

No of
BIM
AO

Example generic BIM WP Example GR

1.1a) BIM work products BIM authoring tools for model
generation, analysis Tools

1.2a) Job advertisement descriptions BIM expert
1.2b) BIM training records BIM training budget
1.2c) A strategy for assigning the BIM roles and

responsibilities
Employees with BIM skills

2.1a) Documents, reports and etc. which defines BIM
collaboration strategies and/or procedures

Construction information and
documentation standards and
guidelines

2.1b) BIM Execution Plan Common data environments
2.1c) Shared models for coordination Collaboration tools
2.1d) Existence of defined standard data formats for

exchanging the model and the facility information
Process owners and stakeholders

2.2a) Models and facility information represented with
interoperable formats

Interoperable formats

3.1a) Company-wide BIM execution plan Virtual Reality Services
3.1b) Model views Model View Definitions
3.1c) Version control of the model according to change

requests
BIM server

3.1d) Custom libraries such as 3D object libraries Databases to store, gather and integrate
the model and facility information

3.2a) Mechanism for identifying and documenting BIM
variations

Software for identification of problems
in BIM utilization

3.2b) Innovation meetings within the organization Technical reports about new BIM
technologies

3.2c) Strategy to implement BIM improvement
objectives

Employees such as BIM experts
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includes Not achieved (N-red), Partially achieved (P-yellow), Largely achieved (L-
blue) and Fully achieved (F-green) and Not Applicable (NA-grey). In Table 5, the
colored schema of the assessment ratings for Case Study 1 are provided.

Figure 5 shows the achieved BIM capability levels of the assessed two processes
which are structural design of steel and concrete frames. For a BIM capability level to
be reached, all BIM attributes should be largely or fully achieved.

After the assessment, a questionnaire was applied to the interviewees to validate the
findings of the case study. We asked them four questions which are given in Table 6
and requested them to rate each question from 1 to 5.

According to their answers and the ratings given, we concluded that BIM-CAREM
can be used for identifying BIM capabilities of AEC/FM processes. Details of the rest
of the four case studies can be found in the PhD dissertation of Yilmaz [7].

Table 5. BIM attribute ratings of structural design of steel and reinforced concrete frames in
Company B

Level 1-
Performed BIM

Level 2-
Integrated BIM

Level 3-
Optimized BIM

Phase / BIM Attribute BIM 
A1.1

BIM 
A1.2

BIM 
A2.1

BIM 
A2.2

BIM 
A3.1

BIM 
A3.2

STR D-Structural Design of 
Steel Frames F F L F L P

STR D-Structural Design of 
Reinforced Concrete Frames F F L F P P

Fig. 5. Achieved BIM capability levels of structural design of steel and concrete frames
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6 Conclusions

We followed the principles explained in the ISO/IEC 330xx family of standards to
develop the BIM-CAREM. The model was updated iteratively through expert review
and the exploratory case study, and later it was evaluated via explanatory case studies.
It would have taken more time to develop such a holistic model, if we have not used the
structure of the ISO/IEC 330xx which has significant amount of information for the
users who will adapt it into different domains.

The ISO/IEC 33004 [21] was used for creating the Building/BIM PRM, since the
important points and requirements of developing a process reference model are
explained in this part. We did not face any significant difficulty in applying the pro-
cedures given in both of these standards. However, we put most of our effort in
describing the process outcomes/BIM outcomes and the base practices. The
Building/BIM PRM contains process definitions in terms of process purpose and
process/BIM outcomes, as well as base practices and work products.

We followed the procedures explained in the ISO/IEC 33003 [20] for creating the
BIM MF. This part of the standard contains sections explaining how to define capa-
bility levels and their associated attributes. We also inspired from the ISO/IEC 33020
[36] while generating definitions of BIM capability levels and their associated BIM
attributes. Determination of the BIM capability levels and the BIM attributes took time,
since they were updated in terms of expert reviews and an exploratory case study, as
explained in Sect. 3.2. The BIM MF includes BIM capability levels, BIM attributes,
and outcomes of these BIM attributes resultant of performing generic practices. The
generic BIM work products and the generic resources were also defined within the
context of the BIM MF. The elements given in ISO/IEC 33020 [36] are the examples
for us while creating the generic BIM work products and generic resources.

We used the same procedures explained in the ISO/IEC 33003 [20] without any
change for creating the rating scale and choosing the aggregation method. Thus, using
the structure of the ISO/IEC 330xx saved significant amount of time. Nevertheless, a
paper [42], which is about aggregation methods of constructs such as BIM attributes in
qualitative research, was helpful to understand the aggregation methods of higher order
constructs.

Various statistical methods are suggested for testing the validity and the reliability
of the constructs, but further reading is required to understand and apply the right

Table 6. Ratings given by interviewees for assessment results found via BIM-CAREM

Question Rating

BIM-CAREM is capable of identifying BIM capabilities of AEC/FM processes 4
BIM-CAREM can be utilized for identifying BIM capabilities of AEC/FM
processes

5

BIM-CAREM is helpful to understand BIM related gaps of AEC/FM processes by
identifying their BIM capabilities

5

To what extent do the assessment results match with the existing BIM capabilities
of your processes?

5
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statistical test. The BIM capability levels and BIM attributes were validated by BIM
experts who rated the BIM capability levels and their associated BIM attributes via an
online questionnaire. The results of the online questionnaire can be found in the Yilmaz
et al. [6]. Considering the results of the multiple case studies, we conclude that BIM-
CAREM can be used to identify the BIM capability levels of the AEC/FM processes.
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number 2018KKP219.
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Abstract. Leadership is a relevant aspect for the success of Software Process
Improvement (SPI) initiatives. Leadership as Practice is an approach charac-
terized by perspectives of practices and understands leadership as a social
process contextually situated. A multi-case qualitative research was conducted,
with three initiatives of SPI. Data was collected by means of fifteen semi-
structured interviews, in depth, with involved subjects in the studied cases,
besides the documentation available by companies that participated in the study.
The analyses technique employed for the investigation of leadership practices
was the thematic analyses. In each of the SPI initiatives researched, the same
five distinct practices were found: Responsiveness, Empowering, Facilitation,
Engagement and Structuring. These five practices are defined as the REFES
Model. The present investigation demonstrated that the context of practices is
not limited to their social context, but instead is increased for the own practice,
by participating at the context of other practices. Therefore, it was concluded
that leadership in SPI initiatives usually involve complex network of relation-
ships, practices and structures and that it mostly occurs vertically, formally and
collaboratively.

Keywords: Leadership � Leadership as Practice
Software Process Improvement

1 Introduction

Understanding the phenomenon of leadership in the context of Software Process
Improvement (SPI) initiatives is relevant of both practice and research. Leadership is
one of the main critical success factors in SPI initiatives [1]. This article presents the
REFES Model as a thematic map with five leadership practices identified in practical
SPI initiatives: Responsiveness, Empowerment, Facilitation, Engagement, and Struc-
turing (REFES). This model is a result from a research conducted under Leadership as
Practice paradigm [2–4] in the SPI practice.

Understand leadership practices in SPI initiatives contributes to a more effective
management of these initiatives. Previously, we conducted studies as a preparation for
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this research [5, 6]. Their results confirmed the interest of the academy, reinforcing the
viability and the opportunity of continuity of this research.

The objective of a research described in this article is to understand leadership in
SPI initiatives from the perspective of Leadership as Practice. This objective is detailed
into four more specific objectives:

(a) Identify leadership activities in the context of the SPI initiatives studied.
(b) To identify the relationships established among the leadership practices in the SPI

initiatives studied.
(c) Analyze Leadership as Practice in the context of the SPI initiatives studied.
(d) Define a model as a thematic map with leadership practices.

The original research and its results are fully described in a Ph.D. Thesis [7]. The
original research and its fully description are an expanded version of the contents of
this article and includes the description of the leadership practices, their analyzes in
light of sociological theory, their classification as horizontal, vertical, formal, informal,
individual and collaborative, and points of convergence and divergence among the
activities that constitute the leadership practices. Two other articles describe specific
results of this thesis. One describes a bibliometrics study on Leadership as Practice [8]
and another describes the approach used to identify key competencies of leaders in SPI
[9]. This article concentrates in the REFES Model. REFES Model is a name given in
this article for the original thematic map produced as a major result of the research.

2 Leadership in SPI and Leadership-as-Practice

Organizational success is influenced by the satisfaction of those involved in their
processes, whether they are employees or clients and one way to increase satisfaction is
the actions and initiatives quality improvement. SPI has been used by organizations to
quality improvement. Leadership has been an essential aspect of SPI Initiatives. In the
context of quality management, the leader must establish the purpose and direction of
the organization [10].

An integrative review of the literature was conducted to examine scientific work
dealing with this phenomenon in SPI initiatives is at the heart of other areas related to
the study. During the analysis of the articles selected in the integrative review of the
literature, it was verified that there are no investigations that seek to understand the
leadership during SPI initiatives [5, 6]. This confirmed that there was an unprecedented
and relevant research opportunity for both academia and organizations interested in SPI
and leadership.

In the literature studied, it was observed that, despite the large volume of publi-
cations with different definitions of the term leader, most leadership research attributes
to an individual, a leader, the responsibility to exert influence over a group of people
[11]. Northouse proposes the definition of leadership as a process involving a group of
people, acting in a coordinated way, to achieve common goals [12].

From the published works on Leadership as Practice, some authors understand that
leadership is a social phenomenon, composed of processes, practices and interactions
between groups that share a direction focused on the achievement of objectives of
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common interest [3]. Leadership in organizations often involves a complex web of
relationships, practices, and structures [13]. In this sense, those involved in organiza-
tions need to articulate to define strategies that support the achievement of business
objectives [14].

The main researchers of this subject are Carroll et al. [2], Crevani et al. [3] and
Raelin [4]. Their works are most cited in the scientific bases studied. These researchers
argue about the need to understand empirically practices and daily leadership inter-
actions. These three publications are responsible for disseminating the term Leadership
as Practice and define its main terms. The essence of Leadership as Practice is the
conception that leadership occurs as a practice, rather than residing in the traits or
behaviors of specific individuals. Leadership as Practice is not concerned with
revealing what a person thinks or does, but on identifying “how” leadership emerges
and unfolds [4]. In Leadership as Practice, leadership is a social phenomenon, com-
posed of processes, practices and interactions between groups that share a direction
with a focus on the achievement of objectives of common interest.

3 Research Methodology

This research uses a qualitative, empirical-descriptive approach through multiple case
study strategy, which aims to understand the processes that cooperate to carry out an
event or phenomenon [15]. It was adopted as a worldview the perspective located in
Morgan’s interpretive quadrant [16], which defines reality as a product of subjective
and inter-subjective experience of individuals. Thus, we explored in depth the Lead-
ership as Practice in SPI initiatives, and adopted the interpretive perspective for the
analysis of data collected in in-depth interviews with those involved in these initiatives
[17].

The case study is a research strategy that aims to show and characterize the
occurrence and possible evolution of a given phenomenon. By means of the detailed
analysis of an individual case, it is assumed that it is possible to acquire knowledge
about the phenomenon investigated based on an in-depth study of the case. In this
sense, “through a deep and exhaustive dive into a delimited object, the case study
allows penetration into a social reality, not fully achieved by a sample survey and
exclusively quantitative evaluation” [18].

4 Research Process

This research was carried out in three SPI initiatives in which the first author of this
article carried out consultancies to implement the improvements. The first author
carried out research on the companies and the production of its results. The second and
third authors oriented the work and wrote this article, respectively, besides participating
in specific aspects of the research.

These three different SPI initiatives were selected, as three distinct cases, to
investigate the phenomenon of leadership. According to Merriam [25] guidelines, we
used a small non-probabilistic sample of SPI initiatives. Thus, we consider SPI
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initiatives in companies that have been successful in official evaluation at the initial
maturity levels of CMMI-DEV or MR-MPS-SW reference models. For the sample, we
selected three SPI initiatives. Each SPI initiative studied was carried out between
December 2014 and March 2015 in a company from Santa Catarina state, independent
of the branch of business, and established in Florianópolis city. We decided to study
SPI initiatives in Florianópolis because it is highlighted in Brazil in the technology
sector and for easy access to selected companies. All companies accepted the invitation
to participate in the research.

Considering that the cases selected for this study are compatible with each other,
we chose to study multiple cases in order to obtain more convincing data and generate a
more robust result. The cases were selected based on objective criteria. The study
included data collection, documentation identification, interviews and data analyses.

The data collected in documentation and interviews transcription were examined
through thematic analysis. Thematic analysis is a systematized method in six phases, to
identify, analyze and report patterns in the data collected, as follows [19]:

(a) Phase 1: Familiarization with the data;
(b) Phase 2: Initial generation of codes;
(c) Phase 3: Search of topics;
(d) Phase 4: Review of potential issues;
(e) Phase 5: Definition and denomination of themes;
(f) Phase 6: Report production.

We interviewed fifteen participants from SPI initiatives with different profiles. The
interviews took place between July–September 2016, totaling 10 h and 35 min of
audio. After the interview, we would forward the audio for transcription.

In the cases studied, we identified five leadership practices. During the analysis of
the data collected, we verified that each identified practice included from one to eleven
activities that constituted it. For the purposes of this study, we named these activities
with a verb in the infinitive, to show that they are actions motivated by different
situations. Thus, we also present the practices with a definition and activities that
constitute the practices of leadership, aiming to express what was considered to identify
each leadership practice in the SPI initiatives studied:

(a) Responsiveness: actions that aim to respond quickly and appropriately to a given
situation, including the activities of identifying opportunity for improvement;
identify knowledge (culture); and verify improved process;

(b) Empowerment: actions aimed at creating the necessary conditions and responsible
autonomy for those involved to carry out activities related to the SPI initiative,
including the activity of empowering those involved in the SPI initiative;

(c) Facilitation: actions to support a group of people to understand their common
objectives, helping them to identify how to achieve these objectives, and to check
for discrepancies between what was planned and what was done, including
activities to identify diversion or impairment; determine corrective action, and
manage conflict;

(d) Engagement: actions that aim to awaken in the involved feelings in favor of the SPI
initiative, including activities of: establishing a relationship of trust; to explain the
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desire of high management to perform improvement meetings; publish improved
process; reporting the status of the SPI initiative and recognizing achievements;

(e) Structuring: actions that aim to organize activities to be carried out so that the SPI
initiative can be successfully completed, including activities to: analyze the fea-
sibility of the SPI initiative; hire consulting; select involved in the SPI initiative;
select and recruit resource to act on the SPI initiative; engaging those involved in
the SPI initiative; plan improvement activities; select improvement to be imple-
mented; to charge those involved to carry out the improvement activities with
which they have committed themselves; select pilot project; and determine the
training of those involved.

In order to identify leadership practices and activities that constitute these practices,
we read twice each document collected and each interview transcribed. We also lis-
tened the audio from the interviews and verified the correspondent transcribed content
to confirm the understanding, since the voice intonation of the interviewee could
provided useful information for the interpretation of the data collected. We carry out
this process until we were familiar with the data and thus we were able to identify
initial codes in documents and in interview excerpts where some leadership action was
mentioned during the SPI initiative. In this way, we identified different meanings and
patterns in the data collected. Initially we marked more than 85 codes for each orga-
nizational unit.

In revising the codes, we realized that some of them were redundant and could be
put together in just one code. At this stage of the research, we usually identified new
codes with each new interview analyzed. This fact made we return a few times to the
content already analyzed, to verify if the new code would apply to them as well. In
some cases, the new code was unique to a particular interview or document. In other
cases, the new code could actually be applied to excerpts from interviews or documents
previously analyzed.

It should be noted that, during this phase of the research, we also group the codes
into sets that, by the Thematic Analysis method, are called themes. On October 2016,
the research resulted in more than 40 codes and more than 270 quotations in each
organizational unit studied, distributed in eight themes. At this point in the research,
there were 1,008 coded excerpts from the 15 interviews.

We presented the identified codes and themes to a research group at a meeting held
on October 17, 2016. At that meeting, it was proposed that each topic should be
considered as a leadership practice, and each code as an activity carried out within the
practice of leadership. So, we revised, once again, the initial themes, to ensure its
adherence to the research question and to the definition of practice.

In the sequence, we continued to analyze the interviews conducted and, although
there were no other stakeholders willing to be interviewed, theoretical saturation was
identified at the moment when the interviewees reaffirmed the information reported by
previous interviewees from the same organizational unit. Thus, they no longer con-
tribute with new information to the research.

After reviewing and coding all the data collected, as well as grouping them into
themes, we performed a detailed analysis of each identified topic, aiming to reduce
them to about twenty codes and five to seven themes per organizational unit studied, as
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indicated by Creswel and Plano Clark [17]. Another question that accompanied us
during this phase was the scope of the theme, related to what each theme should and
should not contain. In answering this question, we made the themes identified
increasingly atomic, that is, without a shadow area in relation to the other themes
identified in the research.

At the end of this phase, as a result, we identified 22 codes in the case of company
1. In company 2, we identified 23 codes, and in company 3 we identified 25. In this
way, we interpreted codes as the activities performed within the leadership practices in
the initiatives SPI studied. In all the cases studied, we identified five themes (leadership
practices), as can be seen in Table 1.

Each subject (leadership practice) identified is related to one or more codes (ac-
tivities that constitute the practice of leadership). From that point, we replaced the terms
themes and codes that were used in the thematic analysis, and we began to adopt the
terms “practice of leadership” and “activity that constitutes the practice” because they
are the terms used in the field of study of Leadership as Practice.

5 Leadership Practices: The REFES Model as Thematic Map

There are five leadership practices: Responsiveness, Empowerment, Facilitation,
Engagement, and Structuring. In each case studied, leadership practices were impacted
by other leadership practices. This relationship between practices can be observed
through a thematic map. This is an expected element in the execution of phase 5 of
thematic analysis [19]. Therefore, the thematic map of Leadership as Practice in the SPI
initiatives studied was developed from the analysis and interpretation of the data col-
lected in this research.

In this sense, by generating a satisfactory mapping of Leadership as Practice of
each SPI initiative, the impact of one practice on another was repeated in them. As a
result, very close thematic maps in the three cases were identified. So, relationships
among the leadership practices found in the SPI initiatives were analyze together. To
support the construction of the thematic map, we initially constructed Table 2 to record
data on the key relationships between impacting and impacted leadership practices
(themes).

Table 1. Number of activities within each leadership practice

Subject (leadership practice) Company 1 Company 2 Company 3

Responsiveness 3 3 5
Empowerment 1 1 1
Facilitation 9 9 11
Engagement 6 7 5
Structuring 3 3 3
Total 22 23 25
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Table 2. Mapping of leadership practices in SPI initiatives studied

Impacting
practice

Activity R Activity Impacted
practice

Responsiveness Identify
improvement
opportunities

A Analyze the feasibility of
the SPI initiative

Structuring

Responsiveness Identify
improvement
opportunities

B Contract consulting Structuring

Responsiveness Identify
improvement
opportunities

J Select improvement to
implement

Structuring

Responsiveness Verify improved
process

M Select improvement to
implement

Structuring

Empowerment Empower those
involved in the
SPI initiative

F Identify deviation or
impairment

Facilitation

Determining corrective
action

Facilitation

Manage conflict Facilitation
Structuring Select involved

in the SPI
initiative

C Establish trust relationship Engagement

Structuring Select and recruit
resource to act on
the SPI initiative

Engagement

Structuring Select involved
in the SPI
initiative

E Empower those involved
in the SPI initiative

Empowerment

Structuring Select and recruit
resource to act on
the SPI initiative

Empowerment

Structuring Obtain
commitment of
those involved in
the SPI

D Explicit the desire of top
management

Engagement

Structuring Contract
consulting

¼ Plan the improvement
activities

Structuring

Engagement Make
improvement
meetings

G Select improvement to be
implemented

Structuring

Engagement Make
improvement
meetings

H Establish trust relationship Engagement

Engagement Hold
improvement
meetings

I Identify knowledge
(culture)

Responsiveness

(continued)
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The granularity of this analysis considered the impact found among the activities
that constitute each of the five practices identified and the impact relationships of one
over the others, which are identified from the letters presented in R (for Relationship)
column. These letters were inserted in the text that follows Table 1, in which we
analyze its content, to support its interpretation. Equality sign (=) represents the cases
that we have identified as the relation between activities of the same practice.

The Responsiveness practice was the first to be identified in this research, since the
SPI initiatives were materialized based on the response given to the improvement
opportunities found in these organizational units.

Responsiveness impacted on the Structuring practice (A) when the sponsors of the
SPI initiatives analyzed the technical, resource and financial viability, i.e. if there was
knowledge and experience of the team members, if there was a collaborator available to
carry out the improvement activities and resources the SPI initiative. This analysis
culminated in the hiring of the consultancy specialized in software process improve-
ment for the organizational units targeted for improvements (B). Therefore, the same
team of consultants was responsible for guiding all SPI initiatives studied, supporting
them in the planning of improvement activities. Since these two activities constitute the

Table 2. (continued)

Impacting
practice

Activity R Activity Impacted
practice

Engagement Hold
improvement
meetings

L Check improved process Responsiveness

Engagement Make
improvement
meetings

Q Determining
empowerment of
stakeholders

Structuring

Engagement Publish
Improved
Process

K Select pilot project Structuring

Engagement Report SPI
initiative status

O To charge those involved
in the execution of
committed improvement
activities

Structuring

Engagement Report status of
the SPI initiative

P Determine Corrective
Action

Facilitation

Facilitation Identify
deviation or
impairment

¼ Determine Corrective
Action

Structuring

Facilitation Determine
Corrective
Action

N Select involved in the SPI
initiative

Facilitation

Facilitation Manage conflict ¼ Determine Corrective
Action

Facilitation
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same practice, although one has impacted the other, this does not show any influence
between practices.

During the implementation of the Structuring practice, employees were selected or
recruited to be involved in the improvement activities. These employees had their roles
and responsibilities explicitly assigned, so they received the trustworthy investment
from the sponsor, who gained their commitment to the SPI initiative. This shows the
impact of Structuring practice in Engagement practice (C). The commitment of other
levels of the organization was also observed when the members of the High Man-
agement explained their interest in the SPI initiative and their desire for it to succeed. In
this way, the impact of practice Structuring in Engagement (D) practice was evidenced.

The sponsors provided adequate conditions for these employees to carry out the
work and also gave them responsible autonomy to act and make decisions. Therefore,
practice Structuring directly impacted on Empowerment practice (E). With the
Empowerment of those involved in the SPI initiative, they were better able to both
carry out the planned improvement activities and perform the activities of the Facili-
tation practice when it was motivated by some situation. This shows the impact of
Empowerment practice in Facilitation practice (F).

The practice Structuring is constituted of greater number of activities than the other
practices of the leadership. Thus, still in the domain of this practice, improvement
activities were planned and formalized in the tools that the organizational units used to
manage their projects. Among these activities was the need to “select improvements”
that were typically carried out in a group, during the activity “to make improvements”,
which is in the scope of the Engagement practice. This again shows that the practice
Structuring has impacted on the Engagement practice (G).

It was also during the “make improvement meetings” activity that, in discussing
options that could be selected to improve the process, consultants found room to
“establish a relationship of trust” with the selected members to be involved in the SPI
initiative, Structuring and Engagement (H). Also during the improvement meetings,
Project Manager 2 and Project Improvement Team Leader 3 sought to gain the trust of
the other members of their respective teams, again showing the relationship between
the Structuring and Engagement practices (H).

The “improvement meetings” favored options for improving the process to be
suggested by both the consultant and those involved in the improvement activities.
These suggestions originated in the experience and culture of the organizational unit or
the knowledge of the participants themselves, again presenting the impact of the
practice. When the suggestion for improvement was considered as a quick and
appropriate response to improve the process, it was selected, approaching the practice
of Practicing Structuring (J).

When the processes were modeled and incorporating the selected improvements,
they were published in the organizational and collaborative knowledge bases of the
respective SPI initiatives. This was intended to engage the team in the use of the
improved process in pilot projects, which again characterizes the relationship between
Structuring and Engagement practices (K).

However, after the pilot project started, improvement meetings were held to discuss
and verify the improved process. This shows the impact of Engagement in Respon-
siveness practice (L). In response to adaptation requests, other improvements were
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selected to fit some of the processes. This reality again shows how Responsiveness
practice has impacted on Structuring practice (M).

We would like to emphasize that it was especially after the start of pilot projects
that most of the conflicts identified and reported in this research occurred. To resolve
these conflicts, corrective actions were planned and assigned to those involved with the
improvements. This shows the impact of practice Facilitation in Structuring practice
(N).

In the field of Engagement practice, there have been periodic reports on the status
of improvement activities for the sponsor and other stakeholders in the SPI initiative.
This activity helped those involved to understand the situation of improvement
activities and, where appropriate, the sponsors were charged with carrying out their
activities, engaging them in the SPI initiative. This exemplifies once again how the
practice Structuring has impacted on the Engagement practice (O). In addition, when
the status reports of the SPI initiatives identified some significant deviation, corrective
actions were taken to maintain commitments to the SPI initiative, showing how
Engagement practice impacted on Facilitation practice (P).

The training of those involved in the improved processes took place during the
meetings of improvement in companies 1 and 2. These actions characterize the impact
of the practice Engagement in the Structuring practice (Q). In company 3, this training
was carried out in the classroom, in the form of training.

Finally, the recognition of the work, which was manifested by the directors of the
company 1 and 2, constitutes the practice Engagement. When it was done, this practice
was not impacted or impacted by another practice. Therefore, it is not represented in
Table 1. Figure 1 shows the thematic map, as the REFES Model, resulting from the
analysis of the relationship between impacting and impacted practices in the SPI ini-
tiatives studied.

Fig. 1. REFES Model
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In the REFES Model presented, each line represents a link between the leadership
practices encountered, this means that the implementation of one leadership practice
directly impacted on the implementation of the other leadership practice.

To support the analysis of the generated model and to obtain a contribution of
synthesis and visual representation of the relations between the practices, we applied
the concepts of the Theory of Graphs.

In this research, we identified edges (relations) between the vertices (leadership
practices), composed of the following set of vertices V = {Responsiveness, Empow-
erment, Structuring, Engagement and Facilitation} and the respective set of edges
E = {(Responsiveness, Structuring), (Structuring, Empowerment), (Empowerment,
Facilitation), (Engagement, Engagement), (Engagement, Facilitation) and (Facilitation,
Structuring). Therefore, the graph found has five vertices and seven edges, as shown in
Fig. 2. Figure 2 presents the REFES Model as a thematic map resulting from the
analysis of the relationship between impacting and impacted leaderships practices in
the SPI initiatives studied.

The degree of emission of a vertex V corresponds to the number of edges that start
from V. The higher the degree (leadership practices), the greater is the number of times
this practice has impacted the practice at the opposite end of the edge. Therefore,
among the five leadership practices found, the practice that most impacted the others is
Structuring, with a degree of emission equal to seven. It is in the implementation of the
Structuring practice that there are more leadership interferences, especially in
Engagement practice.

Then, the Responsiveness practice was the one that most impacted the others, with
a degree of emission equal to five. Empowerment and Facilitation are the practices with
less impact on other practices, but are not less important for the success of the SPI
initiatives. Both practices had a degree of emission equal to one.

The degree of reception of a vertex V corresponds to the number of edges that
arrive in V. The higher the degree of vertex reception (leadership practices), the greater

Fig. 2. REFES Model with impacting and impacted leaderships practices
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is the number of times this practice has been impacted by the practice at the opposite
end of the edge. Therefore, among the five leadership practices found in the SPI
initiatives studied, the practice that was most impacted by the others was Engagement,
with a degree of reception equal to seven. This shows that the Engagement practice was
the one that received the most interference from the leadership practices in the SPI
initiatives studied.

However, the practices less impacted by other practices, but not less important than
the others for the success of the SPI initiatives studied, are Facilitation, with an
emission degree equal to two, in addition to the practices of Responsiveness and
Empowerment, both with a degree of issue equal to one.

Thus, this study presented the leadership practices found in the SPI initiatives
studied, the relationship between them, and the practices that have more and less
impact on the others. However, it was not possible to measure which of these practices
is the most significant or least significant for the execution of the SPI initiatives studied,
since the objective of this study was to understand how practices occur and thus also
found relationships between them. Therefore, we did not carry out a more in-depth
study on the degree of influence that one practice had on another.

6 Discussion

The results presented in this work were extracted from an investigation carried out with
the objective of understanding how leadership occurs in the SPI initiatives from the
perspective of Leadership as Practice.

This study identified leadership practices, activities within these practices (specific
objective “a”), and situations that motivated such activities in three different cases. This
contribution is in line with the view of Endrissat and von Arx [24, p. 295], when the
authors state that “practices are situated because leadership is found in micro activities
that are embedded in a specific situation.”

Another contribution is understanding of how leadership occurred in the cases
studied and supported the construction of the thematic map that represent the causal
relationships of certain practices over others (specific objectives “b”, “c” and “d”). This
is probably an unprecedented finding in the studies on Leadership as Practice, since in
the studies researched we did not identify studies that discussed or presented how
causal relationships are established between leadership practices.

To perform the research, we used an approach of qualitative interview in depth,
using a semi-structured interview script. Data were collected from a total of three
sponsors (including one managing director, one administrative manager and one
development manager), five project managers, three requirements analysts, one
development coordinator, two system analysts and developers, and one project leader
SPI) distributed in three distinct organizational units, which were successful in the
official evaluation of software process reference model.

The results of the interviews were complemented, where possible, by documentary
evidence such as meetings minutes, planning of the SPI initiative, the modeling pro-
cess, report and plan of the official evaluation of software processes, among other
documents provided by the participating organizational units.
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Although it has not found other research on Leadership as Practice in SPI initia-
tives, the results of this study are similar to the findings of Bolden [20], which
examined leadership practices in higher education; of Collinson and Collinson [21] in
the education sector; and Gronn [22], in which the authors observed the practice of
vertical leadership, as well as the horizontal influence of informal or inter-institutional
leaders. The results of this research also resemble Meier’s report [23], which, when
analyzing Leadership as Practice in hospital units, identified that labor relations and
collaborative sharing coexisted with the formal medical liability that the pulmonary
medicine consultant and his fellow consultants performed.

During the analysis of the leadership practices found in the three cases studied, we
identified that all organizational units received advice from the same process imple-
menting institution and obtained the same level of process maturity. Therefore, the
three organizational units have implemented Project Management and Requirements
Management processes. Therefore, we identified that there was also a procedural
aspect, common to all three cases, which is related to the process improvement
implementation approach used by the team of consultants. As the SPI implementation
process followed the same steps in all three cases and pursued the same goal in terms of
maturity level, this may be the motivating factor for similar leadership practices and
similar activities to be found in all the cases studied.

7 Conclusion

In this study we presented the practices of leadership in three SPI initiatives, the
relation between the practices found in this context, as well as the practices that have
more and less impact on one another.

Regarding the limitations of this research, it was not possible to measure which of
these practices was the most significant or least significant for the success of the SPI
initiatives, because our objective was to understand how leadership practices occur, and
thus we also found relationships between them. Therefore, we did not carry out a more
in-depth study of the degree of influence of one practice over another. Another limi-
tation is that the model was abstracted only from those three organizations. The model
does not necessarily is valid for other organizations.

In the research we aimed to analyze the leadership in SPI initiatives, investigated by
the perspective of Leadership as Practice. Therefore, the account of how leadership has
occurred and the results of analysis are centered on agency and structure. Thus, we did
not seek to deepen the understanding of the different theories of leadership in orga-
nizations, such as distributed leadership and shared leadership, even though they were
evidenced in the SPI initiatives studied.

Due to the access to the stakeholders and the documents generated in the SPI
initiatives studied, the research allowed us a description of the leadership as it occurred
in the daily work of the SPI initiatives and an analysis that evidenced facts that
contributed to the studies from the perspective of Leadership as Practice.

The analyses technique employed for the investigation of leadership practices was
the thematic analyses. In each of the SPI initiatives researched, five distinct practices
were found: Responsiveness, Empowering, Facilitation, Engagement and Structuring.
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Before or during an SPI initiative, we need to consider these practices and their
activities to improve the benefits to the organization through Leadership as Practice.
The present investigation demonstrated that the context of practices is not limited to
their social context, but instead is increased for the own practice, by participating at the
context of other practices. Therefore, it was concluded that leadership in SPI initiatives
usually involve complex network of relationships, practices and structures and that it
mostly occurs vertically, formally and collaboratively.

References

1. Montoni, M., Rocha, A.R.C.: Using grounded theory to acquire knowledge about critical
success factors for conducting software process improvement implementation initiatives. Int.
J. Knowl. Manag. 7(3), 43–60 (2011)

2. Carroll, B., Levy, L., Richmond, D.: Leadership as practice: challenging the competency
paradigm. Leadersh. Q. 4(4), 363–379 (2007)

3. Crevani, L., Lindgren, M., Packendorff, J.: Leadership, not leaders: on the study of
leadership as practices and interactions. Scand. J. Manag. 26, 77–86 (2010)

4. Raelin, J.: From leadership-as-practice to leaderful practice. Leadersh. Q. 7(2), 195–211
(2011)

5. Zoucas, A., Cunha, C., Salviano, C.F., Thiry, M.: Revealing the influence of leadership on
software process improvement initiatives. In: Proceedings of Eighth International Confer-
ence on the Quality of Information and Communications Technology, pp. 149–152,
September 2012

6. Zoucas, A., Thiry, M., Cunha, C.: Understanding the influence of leadership as practice in
software process improvement initiatives (original in Portuguese as Compreendendo a
influência da Liderança nas Iniciativas de Melhoria de Processo de Software). In:
Proceedings of SBQS – Simpósio Brasileiro de Qualidade de Software. Fortaleza (2012)

7. Zoucas, A.: Leadership as practice in software process improvement initiatives (original in
Portuguese as Liderança como Prática em Iniciativas de Melhoria de Processo de Software),
Ph.D. Thesis in Engineering and Knowledge Management at Federal University of Santa
Catarina - UFSC, Brazil (2017)

8. Zoucas, C.A., Cunha, C.J.C.A.: Leadership as practice: a bibliometric study. Bus. Manag.
Rev. 5(11), 01–12 (2016)

9. Zoucas, C.A., Cunha, C.J.C.A.: Knowledge acquisition approach to identify key compe-
tencies of leaders in software process improvement initiative (original in Portuguese as
Abordagem de aquisição de conhecimento para identificar competências-chave de líderes em
iniciativa de Melhoria de Processo de Software). In: Proceedings of VI Congresso
Internacional de Conhecimento e Inovação (CIKI), Bogotá, Colômbia, 31 October–1
November 2016

10. ISO – International Organization for Standardization: ISO 9000-2015. Quality management
systems — Fundamentals and vocabulary (2015)

11. Burns, J.M.: Leadership. Harpercollins Publishers, New York (2010)
12. Northouse, P.G.: Leadership: Theory and Practice, 5th edn. Sage Publications, Thousand

Oaks (2010)
13. Chreim, S.: The (non) distribution of leadership roles: considering leadership practices and

configurations. Hum. Relat. 68(4), 517–543 (2015)
14. Heifetz, R.A.: Leadership Without Easy Answers. The Belknap Press of Harvard,

Cambridge (2009)

152 A. C. Zoucas et al.



15. Bogdan, R.C., Biklen, S.K.: Qualitative Research for Education: an Introduction to Theory
and Methods. Allyn & Bacon, Boston (1992)

16. Morgan, G.: Paradigmas, metáforas e resolução de quebra-cabeças na teoria das
organizações. In: Caldas, M.P., Bertero, O. (eds.) teoria das organizações, pp. 12–33.
Atlas, São Paulo (2007)

17. Creswell, J.W., Plano Clark, V.L.: Designing and Conducting Mixed Methods Research.
Sage Publications, Thousand Oaks (2007)

18. Martins, G.A.: Estudo de caso: Uma reflexão sobre a aplicabilidade em pesquisas no Brasil.
RCO – Revista de Contabilidade e Organizações – FEARP/USP 2, 8–18 (2008)

19. Braun, V., Clarke, V.: Using thematic analysis in psychology. Qual. Res. Psychol. 3(2), 77–
101 (2006)

20. Bolden, R.I., Petrov, G., Gosling, J.: Tensions in higher education leadership: towards a
multi-level model of leadership practice. High. Educ. Q. 62(4), 358–376 (2008)

21. Collinson, M., Collinson, D.: ‘Blended leadership’: employee perspectives on effective
leadership in the UK FE Sector. Centre for Excellence in Leadership, Lancaster (2006)

22. Gronn, P.: Hybrid leadership. In: Leithwood, K., Mascall, B., Strauss, T. (eds.) Distributed
Leadership According to the Evidence. Routledge, NewYork (2008)

23. Meier, N.: Configurations of leadership practices in hospital units. J. Health Organ. Manag.
29(7), 1115–1130 (2015)

24. Endrissat, N., von Arx, W.: Leadership practices and context: two sides of the same coin.
Leadersh. Q. 9(2), 278–304 (2013)

25. Merriam, S.B.: Qualitative Research in Practice: Examples for Discussion and Analysis, 439
p. Jossey-Bass, San Francisco (2002)

REFES Model for Leadership as Practice in SPI Initiatives 153



Teaching Software Processes and Standards:
A Review of Serious Games Approaches

Alejandro Calderón1(&), Manuel Trinidad1, Mercedes Ruiz1,
and Rory V. O’Connor2

1 University of Cádiz, Cádiz, Spain
{alejandro.calderon,manuel.trinidad,

mercedes.ruiz}@uca.es
2 Dublin City University, Dublin, Ireland

rory.oconnor@dcu.ie

Abstract. Software process education is an important field within software
engineering that requires a more practical and realistic, learning and teaching
approach. In the context of education, serious games is a field that is growing
rapidly as a way to provide alternative approaches to the traditional pedagogical
learning/teaching process. The main objective of this work is to analyze the state
of the art in relation to serious games for software process education with the
aim to identify the current studies and existing serious games that deal with this
field. A systematic literature review was performed following a predefined
procedure that involves automatically searching in scientific digital databases.
152 papers were found by the automatic searches in the digital databases and 24
papers were selected as primary studies. Results show that researchers are more
interested in addressing the design and use of serious games for software process
education than the design of simulation models to support the design of serious
games for software process education. Consequently, 21 serious games for
software process education were identified and categorized.

Keywords: Systematic literature review � Software process � Serious games
Education � Gamification

1 Introduction

Game-based learning has the potential to move trainers and students into a new
learning/teaching approach where the game guides students to discover and experiment
their knowledge acquisition. In this context, the game turns into the main element of
this teaching approach, using game stories, mechanics, components, dynamics and
features, as the main elements within the learning/teaching process. The games applied
in this context for educating or training users are called Serious Games (SGs) [1, 2].

Recently, SGs have emerged as a field of opportunity that is growing rapidly and
have attracted attention from both practitioners and researchers as a way to provide an
alternative approach to the traditional pedagogical ones [3]. In this context, SGs can be
a possible solution to overcoming the necessity of a more practical and realistic
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learning/teaching process that allows students to acquire real-life experience and
involve in a social, fun and effective software process education [3, 4].

Although several studies have been conducted on different fields related to SGs and
software engineering such as education in software engineering [5], education in
software process standards [6] and quality assessment [7], no study has yet charac-
terized the state of the art of software process education. There to discover the current
state of the art of SGs for software process education and identify their features, we
conducted a systematic literature review (SLR) based on the guidelines proposed by
Kitchenham and Charters [8] and Calderon et al. [6]. The main objective of this paper
is to identify the research topics of the studies related to SGs for software process
education and to characterize the current SGs available for software process education.

The remainder of this paper is organized as follows: Sect. 2 analyzes the works
related to our proposal. Section 3 provides the methodology used for conducting our
SLR. Section 4 shows and discusses the outcomes of this review. Finally, in Sect. 5
conclusions are presented and future works are briefly provided.

2 Related Works

An initial study that involves automatic searches in several academic databases was
performed in order to observe if there exists any previous secondary study that aims to
characterize the state of the art of SGs for software process education.

As a result, we found several literature reviews such as the mapping review of
Heredia et al. [9] that characterizes the state of the art of the practice on software
process education, the SLR of Kosa et al. [3] that classified the different uses of games
in the field of software engineering education or the review of Petri et al. [7] that
identifies the methods for evaluating SGs for software engineering education. In
addition, in a previous work, we conducted a multivocal literature review to identify the
SGs for software process standards education [6]. However, the majority of them are
focused on the general scope of software engineering education without identifying the
particularities of the software process education field.

Two works were directly related to the field of software process education [6, 9]. In
[6], the authors focused on the specific area of software process standards education.
Concretely, they identified three SGs for teaching the ISO/IEC 12207 [10], the
ISO/IEC 29110 [11] and the ISO/IEC 15504 [12] and concluded that SGs have
potential as supporting tools for software process standards education, although, more
research and experimental outcomes are needed in order to observe the full potential of
SGs as learning resources for teaching in this field. On the other hand, in [9], the
authors analyzed the literature to clarify the general characteristics of the software
process education and the training initiatives in the field, but SGs was not the main
topic under study.

Hence, no secondary study that characterized the state of the art of software process
education has been found. For that reason, in this work, we have conducted a review to
characterize the state of the art of the scope of SGs for software process education and,
thus, to identify the current SGs of this field.
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3 Method

This work aims to analyze the current studies related to the field of SGs for software
process education. To elicit the state of the art of this scope was conducted a SLR based
on the best practices and guidelines for conducting SLRs in software engineering
proposed by Kitchenham et al. [8, 13] and the scientific selection process described by
Calderon et al. [6]. According to Kitchenham and Charters [8], SLR is an effective and
recommended methodology for investigating empirical studies in order to analyze a
topic or research question, once the most reliable evidence comes from adding all
empirical studies on a particular topic. Figure 1 illustrates the systematic process fol-
lowed to conduct this SLR.

3.1 Definition

Our investigation aims to characterize the state of the art of SGs for software process
education. In accordance with this purpose, we conducted an SLR that addresses the
following research questions:

• RQ1: Which studies deal with the scope of SGs for software process education?
• RQ2: Which SGs are focused on software process education?

Taking into consideration our research objective and questions, we established the
inclusion and exclusion criteria to select only relevant studies, as below:

Inclusion Criteria. The analyzed study deals with the scope of SGs for software
process education. The analyzed study introduces a SG for software process education.
The analyzed study described the educational features of a SG for software process
education. The analyzed study evaluates a SG for software process education. The
analyzed study adds value to the field of SGs for software process education. The study
was written in English.

Fig. 1. Systematic process.
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Exclusion Criteria. The analyzed study presents the results of evaluating a SG for
software process education but it does not show any information about the educational
features of the SG. The analyzed study is focused only on theoretical and philosophical
aspects without introducing any learning resource related to the field of SGs for
software process education. The analyzed study only has its abstract available and it is
not possible to find its full-text. The analyzed study does not provide the required
information clearly. The analyzed study was written in a language other than English.

Quality Criteria. The quality factors were identified and analyzed according to the
main topic of our review and the information that analyzed studies were able to provide
us. A questionnaire consisted of four quality assessment questions (QA) was defined as
the quality instrument. The five questions used were the following:

• QA1. Does the study introduce a SG for software process education?
• QA2. Does the study allow retrieving the information related to the main features of

the SG for software process education?
• QA3. Does the study allow knowing the type of SG?
• QA4. Does the study allow identifying the learning objectives of the SG?

Each question was answered YES (Y) or NO (N). The scoring procedure was
Y = 1 an N = 0. Thus, the total number of Ys defined the quality assessment score of
each study.

Data Sources. The digital databases were chosen regarding their relevance in the
domain of our study, including IEEE Xplore, ISI Web of Science, SpringerLink, ACM
Digital Library, SCOPUS and Wiley Online Library.

Search String. To construct the search string, we first need to identify the search terms
of this work. For that reason, we performed some initial searches to test and calibrate
the search string. Finally, we defined the search string as the following Boolean
expression: game AND “software process” AND (education OR training OR teach-
ing). Based on the search string, it was customized in conformance with the search
engine of each digital database involved in the study.

3.2 Execution

The SLR was executed during spring of 2018 with Table 1 showing the evolution of
the list of papers during the scientific selection process regarding each digital database.

During the first phase of the scientific selection process (P1. Initial search), the
search string was applied to the selected digital databases and as a result, we found a
total of 152 papers. The second phase of the scientific selection process consisted of
analyzing the papers found in the first phase in order to remove duplicates (P2. Remove
duplicates) and consequently, we excluded 77 papers. In the third phase of the sci-
entific selection process (P3. First selection process), we analyzed the title and abstract
of the 77 papers that passed the previous phase considering the inclusion and exclusion
criteria and as a result, 40 papers were included and 27 papers were excluded. Finally,
in the fourth phase of the scientific selection process (P4. Second selection process), a
complete reading of the 40 papers selected in the previous phase was performed, and

A Review of Serious Games Approaches 157



the inclusion and exclusion criteria were again applied. As a result, in the final phase,
16 papers were excluded, and 24 papers were considered for data extraction, with these
24 papers defining the primary studies of our SLR.

Data Extraction. During the extraction process, the primary studies were read com-
pletely to collect all the needed information and ensure that the data were accurate. All
the collected data were stored in a spreadsheet. This allowed placing all the information
of the study in the same location, at the same time that made the analysis and com-
parison of the collected data during the synthesis process easier. The data of the
selected papers was classified according to the following criteria:

• The main topic of the study (addressing RQ1).
• Name of the SG/tool (addressing RQ2).
• Description of the SG/tool (addressing RQ2).
• Type of SG/tool (addressing RQ2).
• The learning objectives of the SG (addressing RQ2).

3.3 Analysis

Once we have extracted the data from the primary studies, we conducted the analysis
phase in where the primary studies were evaluated for quality and the data synthesis
took place to answer the research questions defined.

Study Quality Assessment. We evaluated the primary studies for quality using the
quality criteria defined in Sect. 3.1. Figure 2 shows the coverage of every QA in the
quality questionnaire. We can observe how the four QA were covered at a rate higher
than 90% by Yes answer. Concretely, QA1 was covered 100% by Yes answer, while
QA2, QA3, and QA4 were covered 96% by Yes answer. Hence, the majority of the
primary studies provided all the required information to answer the research questions.

Data Synthesis & Discussion. In this section, we discuss our findings and answers to
the research questions that were addressed in this SLR, as a result of the data synthesis
process.

Table 1. Evolution of the studies retrieved in each digital database.

Digital
database

Studies
retrieved

Distinct studies
retrieved

Studies that passed the first
selection process

Primary
studies

IEEE Xplore 24 3 2 1
ISI Web of
Science

23 2 1 1

SpringerLink 19 16 6 1
ACM Digital
Library

25 24 13 9

SCOPUS 50 21 16 11
Wiley Online
Library

11 9 2 1

Total 152 75 40 24
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RQ1: Which studies deal with the scope of SGs for software process education?

The aim of this question was to identify the current studies that deal with the scope of
SGs for software process education with the goal to state the main research topics of
this field. We analyzed the information about the main objectives of our primary
studies. As a result, we observed that the analyzed studies are focused on two main
topics: games for software process education (Games) and software process simulation
models for educational games (Models). As Table 2 shows, 17 of the primary studies
deal with the topic Games, a primary study deal with the topic Models and 6 primary
studies deal with both topics: Games and Models.

Regarding the year of publication of the different retrieved studies, Fig. 3 shows the
evolution of publications considering the two main topics. In this figure, a study that
deals with the two identified topics, at the same time, appears reflected in both data
series. As we can observe, all the studies were published between 2003 and 2018. In
2005, 2012 and 2016 were the years when more studies were published regarding the
topic Games. On the other hand, 2005 was the year when more studies were published
regarding the topic Models. This allows us to observe that there are more interest and
effort applied to the research topic of Games than in the topic of Models.

Fig. 2. Quality assessment results.

Table 2. Studies per topic addressed.

Topic Description Primary
studies

Games The study deals with SGs for software process education [6, 14–29]
Models The study deals with tools to define simulation models for

designing SGs to teach in software process
[30]

Games/Models The study deals with the both topic described above [31–36]
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RQ2: Which SGs are focused on software process education?

The aim of this question was to identify the existing SGs for software process edu-
cation and categorize them regarding their features. To answer this question, we col-
lected the information related to the name, description, type of game and learning
objectives of each retrieved SG. A total of 21 different SGs were retrieved from the
studies found through this review. These SGs are the following:

• SimSE is an educational, graphical, interactive, simulation environment based SG
that allows instructors to model software engineering processes and allows their
students to practice, and learn these processes in an engaging and effective manner,
without the time and scope constraints of the academic environment [6, 14, 17, 31,
33–35].

• SimjavaSP is a simulation game whose aim is that student’s acts as the project
manager to develop a software project within the required time and budget, and of
acceptable quality [14].

• SESAM, Software Engineering Simulation by Animated Models, is a simulation
game to teach software engineering principles and practices. SESAM presents
students with a kind of software engineering adventure game, where they have to
assume the role of a project manager, aiming to complete a project within given
time and budget by a team of simulated, virtual software engineers [14].

• AMEISE, A Media Education Initiative for Software Engineering, is a project
management adventure game based on the core ideas behind SESAM. AMEISE
extends the spectrum of educational situations that SESAM is able to offer [14].

• The Incredible Manager is a simulation-based game that allows students to act as a
project manager, being responsible for planning, executing, and controlling a soft-
ware project. The aim of the game is to complete a project whose cost and schedule
are established during a planning phase and approved by stakeholders [14].

• Open Software Solutions (OSS) is a simulation environment to provide students
with interactive software engineering case studies. The OSS simulates an office
building, with each project having one floor; the student ‘joins’ the company as a
member of one of these project teams [14].

Fig. 3. Number of studies regarding the year of publication per topic.
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• MO-SEProcess is a Multiplayer Online Software Engineering Process game based
on SimSE. It allows students to participate in a realistic software engineering
process that involves real-world components not present in class projects [14, 17].

• SimVBSE is a game for students to better understand value-based software engi-
neering and its underlying theory [14].

• The Software Process Simulation Game is a simulation game for understanding
software processes by creating an environment in which students can discover the
strengths and weaknesses of each of the process models [19].

• Problems and Programmers (PnP) is an educational software engineering card
game that simulates the software process. As a game-based simulation, PnP pro-
vides students with an experience that is similar to a class project, but requires no
deliverables to be built. It can therefore be played quickly and through repeated use
illustrate many different aspects of the software process [6, 18, 25].

• SiMPS is a simulation game that focus on software process improvement
training [32].

• EnactMe is a simulation game that aims to provide a complementary training to the
process’ role users through simulation [32].

• NoName1 is a role-playing game aiming to teach some educational objectives
concerning specific software development process such as the organizational pro-
cess [16].

• NoName2 is a serious computer game that allows students to manage virtual
software projects using agile software engineering practices. Students will be able to
experiment with various agile process improvement practices while managing a
virtual development team [15].

• ProDec is a simulation-based SG to teach, assess and motivate students in software
project management that allows them to acquire experience in a risk-free envi-
ronment and improve their skills as project leaders in their professional life [6, 20,
28, 29].

• Go for it! is an educational game for contributing to teach in the ISO/IEC 29110
standard elements where students are encouraged to understand the project man-
agement process of Basic profile [6, 21].

• DesignMPS is a computer game designed to support the teaching of software
process modeling by reinforcing relevant concepts and providing software process
modeling exercises [6, 22].

• Competitive Bidding Game is designed to help students understand process
concepts and be able to apply knowledge of software process in near-realistic
software projects [23, 24].

• SPIAL is a graphical and interactive game-based simulation environment for
teaching or reinforcing software process improvement and software engineering
concepts [36].

• NoName3 is a board game for understanding the V-Model [26].
• Floors is a SG that proposes an interactive learning experience to introduce

ISO/IEC 12207 by creating different floors of a virtual environment where various
processes of the standard are discussed and implemented [6, 27].
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Table 3. SGs for software process education.

Serious game Type Learning objectives Primary
studies

SimSE Computational-
Simulation

Software engineering processes [6, 14, 17,
31, 33–35]

SimjavaSP Computational-
Simulation

Software engineering processes [14]

SESAM Computational-
Simulation

Software engineering processes [14]

AMEISE Computational-
Simulation

Software engineering processes [14]

The incredible
manager

Computational-
Simulation

Software engineering processes [14]

OSS Computational-
Simulation

Software engineering processes [14]

MO-SEProcess Computational-
Simulation

Software engineering processes [14, 17]

SimVBSE Computational-
Simulation

Software engineering processes [14]

The software
process simulation
game

Computational-
Simulation

Software process models [19]

PnP Card game Software process concepts and practices [6, 18, 25]
SiMPS Computational-

Simulation
Software process improvement [32]

EnactMe Computational-
Simulation

Software process concepts and practices
(Process’ role users)

[32]

NoName1 Role-Playing
game

Software process concepts and practices
(Organizational process)

[16]

NoName2 Computer
game

Software process improvement [15]

ProDec Computational-
Simulation

Software process standards (ISO/IEC 29110;
ISO/IEC 12207) and software management
processes (ISO 21500)

[6, 20, 28,
29]

Go for it! Card game Software process standards (ISO/IEC 29110) [6, 21]
DesignMPS Computer

game
Software process models [6, 22]

Competitive
bidding game

Role-Playing
game

Software process concepts and practices [23, 24]

SPIAL Computational-
Simulation

Software process improvement [36]

NoName3 Board game Software process models [26]
Floors Computational-

Simulation
Software process standards (ISO/IEC 12207) [6, 27]
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In Table 3, we summarized the information collected from the identified SGs for
software process education. Specifically, Table 3 shows the type of game, the learning
objectives of the game and the primary studies that deal with each SG.

Five categories were defined to categorize the SGs retrieved from the primary
studies: Computer game, Computational-Simulation, Board game, Card game, and
Role-Playing game. The category Computer game refers to SGs developed as computer
software. The category Computational-Simulation refers to SGs developed as computer
software that use computational simulation techniques such as agent-based modeling,
system dynamics or discrete-event simulation. The category Board game refers to SGs
developed as a board game. The category Card game refers to SGs developed as a card
game and the category Role-Playing game refers to SGs developed as role-play sim-
ulation. Figure 4 provides the percentages of SGs regarding their type of game. We can
see that the category most frequent is Computational-Simulation game with more than
65% of the retrieved SGs.

Fig. 4. Type of game.

Fig. 5. Number of serious games regarding their learning objectives.
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On the other hand, considering the learning objectives of these SGs, we can identify
5 main knowledge areas related to software process. As Fig. 5 shows, eight SGs aim to
teach general and specific lessons about the software engineering processes. Four SGs
aim to train in specific or general concepts and practices of software process such as
organizational processes or process’ role users. Three SGs focus on software process
models education, others three on teaching software process improvement and the last
three SGs retrieved have as learning objectives to support software process of well-
known standards such as the ISO/IEC 29110, ISO/IEC 12207 or ISO 21500 standards.

4 Conclusions

In this paper we have presented an SLR related to SGs for software process education,
where we selected 24 papers from 152 found in 6 digital databases until May of 2018.
We organized and categorized the information obtained to provide an answer to each of
the two research questions set which aim to provide an overview of the main research
topics addressed in the field under review, as well as to identify the current SGs for
software process education. The selected studies and the retrieved SGs have been
classified. These classifications offer an initial baseline for further research within the
field of SGs for software process education.

Results show that researchers are more interested in addressing the design and use
of SGs for software process education than the design of simulation models to support
the design of SGs for software process education. Consequently, 21 SGs for software
process education were identified. The majority of these SGs were designed as com-
puter games that use computational simulation techniques in order to offer students a
risk-free learning environment where they can learn the concepts and practices of
several software process knowledge areas such as software engineering processes,
software standards processes or software process improvement.

Compared to other related research areas such as SGs for software project man-
agement or computing education, we can observe that by comparison not that many
works have been published in the field of SGs for software process education. For that
reason, it will be helpful to complement this review searching for the current studies of
the grey literature – the diverse and heterogeneous body of material available outside,
and not subject to, traditional academic peer-review processes –, as well as, to deeper
analyze the identified SGs in order to explore the full potential of SGs for software
process education.
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Abstract. A global financial services company followed a software-mediated
process assessment (SMPA) approach based on ISO/IEC 15504, ISO/IEC 20000
and the IT Infrastructure Library (ITIL®). Using an action research approach,
the Incident Management, Problem Management, and Change Management
processes were assessed at two points in time during an ITSM process
improvement project. This paper analyzes the results of the process assessments,
highlights issues with the interpretation of the results, and offers an alternative
method to report process capability results to motivate process improvement.
The study found that by using the proportion of SMPA recommendations as a
proxy measure for process improvement, the processes did improve yielding
fewer recommendations in cycle 2 when compared to cycle 1 of the action
research.

Keywords: ITSM process assessment � ISO/IEC 15504 � ISO/IEC 20000-4
IT service management � Process improvement

1 Introduction

Rapid advanced development in IT technologies has created new opportunities for the
strategic use of technology for business benefits [1]. Organizations need efficient
Information Technology Service Management (ITSM) processes to cut costs, but
ironically, in order to implement highly capable processes, there are significant costs
involved, both in terms of time and resources. A way to achieve better performing and
higher capable processes is to employ methods to compare an organization’s processes
against best-practice standards to identify performance gaps and receive guidance to
improve the processes. Many of the existing process improvement methods require
large investments [2].

A number of best practice frameworks have been created with the foundational
goals of creating measures/processes to control, monitor and evaluate activity in the
organization. The prevailing view of IT governance is that the outcomes or focus of
these measures is to create strategic alignment, risk management, performance man-
agement, delivery of business value through IT, as well as capability management [3].

The research was based on a single case study of a global financial services firm
Company X that had implemented the ITIL framework to improve the quality of its IT
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I. Stamelos et al. (Eds.): SPICE 2018, CCIS 918, pp. 167–181, 2018.
https://doi.org/10.1007/978-3-030-00623-5_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00623-5_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00623-5_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00623-5_12&amp;domain=pdf


services. Company X is a global services company with over 200 employees, head-
quartered in Silicon Valley, California USA, with offices in New York, London,
Singapore, Tokyo and Bangalore. Company X has about 70 in IT staff fielding inci-
dents, problems and changes in the system. The Assessment team was led by the
Director of Engineering at Company X, an experienced scholar-practitioner who was
supervised by an accredited SPICE Assessor.

Company X began to scrutinize its IT group’s performance to ensure that it was in
line with the overall business performance and contributed to the business’ bottom line.
Company X embarked on implementing three ITSM processes: Incident Management,
Problem Management and Change Management, and are now looking at improving
these processes to lower costs, improve efficiency and offer higher service levels. The
business drivers for process improvement are service availability and reliability and for
continual improvement.

2 ITSM Process Assessments

Process assessment is described in the literature as a series of steps targeted to compare
an organization’s everyday processes with reference processes that comprise typical
activities for the process at different capability levels [4]. Process assessments are
primarily conducted by organizations to benchmark results against an international
standard [5]. The international standard for process assessment ISO/IEC 33002 sug-
gests that process assessments can be used for process improvement or to determine
process capability [6]. One of the primary goals of process assessment is to provide
guidance to improve processes as suggested in ISO/IEC 33014 that provides a guide for
process improvement [7].

Practitioner resources suggest that organizations prefer an easy, cost-effective and
timely process assessment mechanism that unveils a realistic indication of process
capability [8]. This is particularly true for smaller organizations that are undertaking
their first experience with assessments [5].

The Software-Mediated Process Assessment (SMPA) approach to process assess-
ment was chosen to assess the capability of IT service management processes, for its
alignment with international standards, its transparency and efficiency, and its ability to
objectively measure feedback from stakeholders [9]. The SMPA approach uses online
surveys for data collection and a decision support system for analysis and reporting.
The detailed design of the SMPA approach is described in [9]. The SMPA approach
allocates assessment questions to the survey participants, via an online interface, based
on their role within each process: process performers; process managers; and external
process stakeholders. Questions are based on the process assessment model (PAM) and
sourced from an exemplar PAM for ITSM (ISO/IEC 15504 part 8). The PAM for ITSM
[10] consists of a set of base practices to achieve the process outcomes and a set of
generic practices for process management (CL2), standardization (CL3), quantitative
measurement (CL4) and innovation (CL5) of process capability [9].

Process attribute achievement ratings are calculated from the online survey
respondents by the software tool using the measurement framework of the ISO/IEC
15504 standard. This standard is currently being revised and transformed into a new
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standard family of ISO/IEC 33000 series [11]. The references made to ISO/IEC 15504
standards as applied in this research can be viewed as a specific and valid instance of
the ISO/IEC 33000 standard series in terms of the process assessment model and the
measurement framework [12]. While the new standard series presents a generic and
more abstract view of process assessment, it still corresponds to related ISO/IEC 15504
content. The measurement framework defined in ISO/IEC 15504-2 that was used in the
SMPA method has been revised but it can be treated as a simpler instance of the new
ISO/IEC 33020 standard [13].

The process capability score is calculated from the average rating of all responses
and uses the process attribute achievement scale as shown in Table 1. The process
capability level can then be derived from the attribute ratings.

Table 1. Process attribute achievement scale

Rating
score

Description Score
percentage

Mean value of
response (x)

Fully There is certainty that process activities are
usually performed

>85%–

100%
92.5

Largely Process activities are performed in the
majority of cases

>50%–

85%
67.5

Partially Process activities are performed but not
frequently

>15%–

50%
32.5

Not Process activities are not or rarely
performed

0%–15% 7.5

Table 2. Process attribute assessment questions and knowledge items

Process attribute No. of
questions

No. of
knowledge items

% Knowledge items/No. of
questions

PA1.1 Incident
Management

8 8 100.0

PA1.1 Problem
Management

11 11 100.0

PA1.1 Change
Management

14 14 100.0

PA2.1 Performance
Management

24 21 87.5

PA2.2 Work Product
Management

14 13 92.9

PA3.1 Process Definition 14 11 78.6
PA3.2 Process
Deployment

13 9 69.2

Total 98 87 88.8
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The SMPA tool generates recommendations for every question for PA1.1, and from
PA2.1 onwards recommendation items are only generated when the process rating
score is Partially (P) or Not (N). For PA1.1 questions are specific to the process, while
from PA2.1 onwards the same questions are used for all processes. The detailed design
and architecture of the SMPA approach has been previously published [2]. Table 2
shows the number of questions and recommendations (knowledge items) per process
attribute.

3 Methodology

This research followed the cyclical process of action research to systematically measure
ITSM process capability at two points in time. Company X decided to assess three
ITSM processes: Incident Management, Problem Management and Change Manage-
ment. Employees who were actively involved in each process at Company X were
purposively selected for the study. The participants were drawn from five business
units: Business Support, Operations, Trading Solutions, Execution Services, and Pro-
gram Management. The research involved the measurement of three components:
process capability, process performance and financial performance.

For this study, two rounds of data were collected from multiple primary and sec-
ondary sources [14] for the six month period 1 May 2015 to 31 October 2015, and 1
May 2016 to 31 October 2016. Qualitative methods were applied in the form of
interviews, focus groups and observation [15]. In addition, quantitative methods used
data from online surveys and the case company’s internal systems to measure process
performance and calculate costs.

The process capability measurement was facilitated by the use of the SMPA
method. Although ISO/IEC 15504 provides for capability levels from zero (incom-
plete) to five (optimizing), only questions relating to level 1 (performed), level 2
(managed) and level 3 (established) of the SMPA tool were used, as it was anticipated
from observation that the case organization was not performing higher than level 3.

The questionnaire data collection used the SMPA approach to enable the researcher
and case study organization to assess ITSM process capability. The SMPA tool was
hosted by an industry partner Assessment Portal Pty Ltd that specializes in online
assessment services. Details of the case and the SMPA method have been presented in
a previous paper [16].

4 Findings – Assessment Results

4.1 Assessment 1 – 2015

All three processes achieved process capability level 1. Process activities are per-
formed. The process achieves its purpose but in a non-repeatable way and with few
controls. During each instance, the process is not implemented in a managed fashion
(planned, monitored, and adjusted). Work Products are not appropriately established,
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controlled, and maintained. Moreover, the way the process is managed is not uniform
throughout the organization.

Incident Management
In order to generate the assessment profile for Incident Management, 77% of assess-
ment survey responses were considered as valid answers. Invalid responses comprised
22% Do not know and 1% selected Do not understand. Out of the 28 invited partic-
ipants, 2 participants did not attempt the survey. All process attributes scored Largely.
The summary of the assessment results for the Incident Management process is shown
in Table 3.

Problem Management
Problem management had 84% valid assessment survey responses. Less than 1% of
participants did not understand the questions and 16% did not know the answer to
questions. All 21 invited survey participants completed the Problem Management
assessment. The Process Performance attribute (PA1.1) scored Largely, while all other
process attributes scored Poorly. The summary of the assessment results for the
Problem Management process is shown in Table 4.

Change Management
In order to generate the assessment profile for Change Management, 80% of assess-
ment survey responses were considered. 29% of participants chose the Do not know

Table 3. Incident Management process assessment results

L L L L L

Table 4. Problem Management Process Assessment Results

L P P P P
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option while less than 1% did not understand the questions. Out of the 46 invited
participants, 1 participant did not attempt the survey. The summary of the assessment
results for the Change Management process is shown in Table 5.

Improvement Plan
After the first assessment, the researcher facilitated a focus group workshop with a
cross-section of survey participants at Company X, to enable group level discussion on
the results of the process capability assessment report.

The recommendations for all three processes were discussed in detail, and a draft
process improvement plan was developed at the workshop. Examples of some of the
action items for process improvement are presented in Table 6.

4.2 Assessment 2 – 2016

In cycle 2 of the action research, process managers were more comfortable with
identifying areas of process improvement and more enthusiastic about discussing
challenges and implementing the process improvement plans. Less time was spent on

Table 5. Change Management Process Assessment Results

L L L LL

Table 6. Examples of action items for process improvement

ITSM process Action Plan

Incident
Management

• Review Zendesk® (a cloud-based customer service platform used by
Company X) for the incident logging workflow and communicate
policy to field

• Train Business Support staff on how to prioritize incidents
Problem
Management

• Establish an Operating Level Agreement (OLA) between Engineering
and Support, to set expected turnaround times for problem resolution

• Ensure that all problem resolutions go through Quality Assurance
(QA) and Change Management

Change
Management

• Change the organization structure to relocate the Trading Solutions
business unit from Sales to Engineering at Company X, so that all
involved with Change Management follow the same procedure

• Add a mandatory field to Zendesk to force one to enter the classification
of proposed changes
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planning meetings when compared to cycle 1. Process managers appeared to be
complacent about the results of cycle 2, as they were aware of the effort put in to
improve processes. Despite these efforts, the second assessment reported that all three
processes were still rated at capability level 1.

Incident Management
The generated assessment profile for Incident Management considered 81% of
assessment survey responses as valid answers as 19% of respondents selected the Do
not know option. All process attributes scored Largely. The summary of the assessment
results for the Incident Management process is shown in Table 7.

Problem Management
Problem management had 90% valid assessment survey responses. All participants
understood the questions with 10% choosing the Do not know option. All process
attributes scored Largely. The summary of the assessment results for the Problem
Management process is shown in Table 8.

Change Management
Eighty percent of assessment survey responses were considered in generating the
assessment profile for Change Management. The Do not know option was selected by
20% of participants while less than 1% did not understand the question. All process

Table 7. Incident Management process assessment results

L L L L L

Table 8. Problem Management process assessment results

L L L L L
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attributes scored Largely. The summary of the assessment results for the Change
Management process is shown in Table 9.

5 Discussion

Management at Company X was interested in the results of the 2nd assessment to see if
the actions taken had resulted in improvements to the capability of processes. Although
the process attributes of Problem Management improved significantly, there was no
change to the capability levels of any of the processes or the attribute ratings for
Incident Management and Change Management.

5.1 Comparison of Assessment Results

Incident Management and Change Management scored Largely for all process attri-
butes in both assessments, while Problem Management scored Largely for Performance
Management (PA2.1) in both assessments, and Partially for all other process attributes
in assessment 1 with Largely in assessment 2. The focus group discussion on these
results revealed that although Incidents and Changes are directly related to Problems at
Company X, there was a lack of knowledge of the Problem Management process by
employees. Table 10 shows the comparison of process attribute ratings for assessment
1 and assessment 2.

Based solely on the process attributes, it is not evident whether there was a process
capability improvement or not.

In discussion with Senior Management at Company X, an alternative approach was
found to explore and report on the extent of process improvement in the 12 months
between the initial and second assessment. A comparative analysis of the number of
recommendations from the ITIL guidelines was conducted to determine if process
capability improved year-over-year. These recommendations generated by the SMPA
tool are closely aligned with the ISO/IEC 20000-4 [17] process reference model
(PRM).

Table 9. Change Management process assessment results

L L L L L
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Incident Management
Figure 1 shows a comparison of the number of recommendations for assessment 1 and
2 for Incident Management. In assessment 1 and assessment 2 there were no recom-
mendations for Process Performance (PA1.1).

Table 10. Comparison of process attribute ratings for assessment 1 and assessment 2

L L L L L
L L L L L

L P P P P
L L L L L

L L L L L
L L L L L

Fig. 1. A comparison of the number of recommendations between assessment 1 and 2 for
Incident Management
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There were three recommendations for Performance Management (PA2.1) for
assessment 1 compared to none for assessment 2. For example, one of the recom-
mendations for PA2.1 was: “The assumptions and constraints should be considered
while identifying Incident Management KPIs so that the resultant KPIs are specific,
measurable, achievable, relevant and timely (S.M.A.R.T.)”. Work Product Manage-
ment (PA2.2) had no recommendations for both assessments, while there were four
recommendations for Process Definition (PA3.1) for assessment 1 with none for
assessment 2. Process Deployment (PA3.2) in assessment 1 reported two recommen-
dations, with none for assessment 2. This indicates that the incident management
process improved from assessment 1 to assessment 2.

Problem Management
Figure 2 shows a comparison of the number of recommendations between assessment
1 and 2 for Problem Management. In both assessments there were no recommendations
for Process Performance (PA1.1) while there were 11 recommendations for Perfor-
mance Management (PA2.1) for assessment 1 with none for assessment 2. For
example, one of the recommendations for PA2.1 was: “Problem Management process
inputs and outputs should be regularly reviewed according to plan to ensure that the
process activities are executed properly”. Eight recommendations were reported for
assessment 1 for Work Product Management (PA2.2), and none for assessment 2.
Process Definition (PA3.1) had ten recommendations for assessment 1 with four for
assessment 2, while Process Deployment (PA3.2) had five recommendations for
assessment 1 versus 3 for assessment 2. The decrease in recommendations indicates
that the Problem Management process had improved.

Fig. 2. A comparison of the number of recommendations between assessment 1 and 2 for
Problem Management
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Change Management
The Attribute Rating Scores for Change Management were identical for assessment 1
and assessment 2. However, a breakdown of the number of recommendations year-
over-year revealed that the process improved in cycle 2. Figure 3 shows a comparison
of the number of SMPA recommendations for assessment 1 and 2 for Change
Management.

In assessment 1 there was one recommendation that was reported for Process Per-
formance (PA1.1) with none for assessment 2. The recommendation reported for PA1.1
was: “Change management process overall must be reviewed and improved in order to
fulfil its current and expected outcomes”. There were three recommendations for
Performance Management (PA2.1) in assessment 1 and none for assessment 2. Work
Product Management (PA2.2) had three recommendations for assessment 1 with two
for assessment 2. Process Definition (PA3.1) had four recommendations for assessment
1 with one for assessment 2, and Process Deployment (PA3.2) had three recommen-
dations in assessment 1 with one for assessment 2.

Summary of Process Improvement
At the Process Performance (PA1.1) level every survey question had a corresponding
one-to-one knowledge item. However at higher process attributes the same knowledge
item was used for multiple questions in a number of instances since some of the
questions were closely related and could be addressed by a single knowledge item. At
Process Performance (PA1.1) level the recommendations are specific to the process in
question. From Performance Management (PA2.1) onwards, the recommendations are
developed as general guidelines that may apply to any process.

The average of the number of recommendations as a percentage of the total number
of knowledge items for each process was used as the Key Performance Indicator

Fig. 3. A comparison of the number of recommendations between assessment 1 and 2 for
Change Management
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(KPI) and incorporated into a model to link Process Capability, Process Performance
and Financial Performance.

Table 11 shows the average percentage of recommendations over both assessments
for the Incident Management, Problem Management, and Change Management pro-
cesses, respectively. The average recommendation ratio decreased considerably from
cycle 1 to cycle 2 demonstrating process improvement.

Although there was no change in the capability levels, process capability improved
for all three processes as measured by the comparison of the number of recommen-
dations in the process capability assessment reports in cycle 1 and 2. In particular, of
the 62 potential recommendations for the Incident Management process, no recom-
mendations were present in the assessment report in cycle 2 compared to nine rec-
ommendations in cycle 1. The Problem Management process was presented with 34 of
the 65 potential recommendations in cycle 1, while only seven recommendations were
presented in cycle 2. The Change Management process decreased from 14 recom-
mendations in cycle 1 to four in cycle 2 out of a potential of 68 recommendations.

Combining the recommendations for improvement across the three processes
showed an improvement in the total recommendations for improvement from 57 in
cycle 1 to 11 in cycle 2.

Therefore, consistent with previous studies [18, 19], this study found that improving
processes results in higher process capability attainment, as evident by a reduction in
the number of recommendations for improvement.

6 Conclusion

In the context of the process improvement program at Company X, where only three
processes were assessed, the Process Managers at Company X held the view that the
process attribute ratings generated by the SMPA tool based on the four-point NPLF
scale, were not sufficiently informative and representative of the process improvement
gained for the three processes examined. The NPLF scale provided a good foundation,
but the recommendations offered more granularity for process improvement for
Company X. The decrease in the number of recommendations (assessment indictors) as
a proxy measure of process improvement was more meaningful, and representative of
the improvement achieved at a more granular level. It is interesting to note that the
revised version of the process assessment standard (ISO/IEC 33020) provides finer
granularity (than ISO/IEC 15504) with an option to report process attribute achieve-
ment on a six-point scale: N, P−, P+, L−, L+, F [13]. Future research will map the
SMPA results to the new six point scale to explore its utility.

The inability to access the raw scores for the assessment was a limitation, as the
SMPA tool normalized the arithmetic mean of survey responses to the NPLF rating
scale. The assessment results may have been more accurate if the actual raw data were
used to determine the capability level. This may have led to a different process
improvement plan at Company X. To overcome this limitation, the novel approach of
using the average number of knowledge items reported was undertaken for this study.
Future research can use the actual data to determine process capability. The approach of
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using the recommendation ratio may be applied to tradition or manual process
assessments as well.

To determine if there was an improvement at PA1.1, only the questions that scored
P and N were considered using the recommendation ratio approach to determine
process capability. Furthermore, only providing recommendations for questions that
scored either a P or N for PA2.1 onwards may be viewed as a limitation of the SMPA
tool, since no guidance is provided to reach F (Fully) from L (Largely).

A unique contribution of this research is the use of the number of recommendations
as a proxy measure of process improvement rather than capability level or attribute
achievement.

6.1 Implications to Researchers and Practitioners

The research contributes to the body of knowledge on ITSM process capability, by
using a standards-based maturity model, ISO/IEC 15504 for the measurement of
process capability, and adapting it to provide a fit-for-purpose measurement model. The
adaption was to use the variation in the number of recommendations (generated by the
SMPA report) based on process attributes to determine improvement in process
capability rather than the process capability level. The account of the use of a trans-
parent, efficient tool (SMPA) for process assessment contributes to the literature on
process assessments.

The practical contribution of the research is that it offers an example from which
other organizations can learn to measure their ITSM Process Capability for ITSM
Process improvement.

Note. ITIL® is a Registered Trade Mark of AXELOS Limited and Zendesk® is a
registered trademark of Zendesk Inc.
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Abstract. Requirements Engineering (RE) is one of the critical phases of any
software development life cycle. Business and technology evolution increas-
ingly poses many challenges and becomes a source of continuous change in RE.
Changes to software are inevitable in the development process and are a source
of project risk. During the last decade many Requirements Change Management
(RCM) models have been proposed, but this area appears to remain rudimentary
in software process standards. Configuration management process has been
introduced in ISO/IEC 12207:2017; however, it does not fully address RCM
problems. This paper proposes an RCM Process (RCMP) to address this issue.
The process is extended to a theoretical model based on seven core essentials
that were identified in the literature. Furthermore, the process is modeled in a
Composition Tree (CT), a semi-formal graphic notation, and then we have
compared the new process with existing Configuration Management (CM) pro-
cess to highlight the differences. Our proposed process significantly addresses
the deficiencies of existing change management process.

Keywords: Requirements engineering � Requirements change
Process standards � Change management � Behavior engineering
Composition tree

1 Introduction

During the last decade, significant attention has been paid by the researchers in the field
of requirements engineering [1]. Requirements development and requirements man-
agement are the two main aspects of this field [2]. Requirements development mainly
addresses the requirements elicitation and specification, while requirements manage-
ment deals with the management of current requirements and the change of
requirements.

Software development is a dynamic process, and requirements change or evolution
is inevitable and driven by a number of factors such as change in market trends,
software and system requirements, business goals, and customer needs [1]. The con-
tinuous change and management of software requirements is still an open challenge in
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the field of software engineering [2]. Bano et al. [3] and Kobayashi and Maekawa [4]
specified that effective change management is one of the main factors that determines
software failure or success.

In recent years, a number of Requirements Change Management (RCM) models
have been proposed in the literature; however, effective RCM is still an open challenge.
Industry professionals proposed and practiced some of the ISO/IEC standards, but
those standards have not fully addressed the problems of this area. ISO/IEC 12207:
2008 [5] discusses some aspects of RCM among the outcomes of the requirements
analysis process. ISO/IEC 12207: 2017 [6] and ISO/IEC 15288: 2015 [7] outline the
configuration management process and discuss the change management in the context
of configuration management as an activity. The goal of Configuration Management
(CM) is to set and maintain consistency among project products and product ver-
sioning. In fact, CM is critical in maintaining control in the development and main-
tenance of systems not just for system execution. In contrast, change management
addresses the requested changes to individual products, e.g. project requirements,
design, and scope etc. [8]. Configuration Management is considered as a supporting
process in software requirement change and mainly addresses the challenges of evo-
lution and maintenance areas [9–11].

In this study, we propose a Requirements Change Management Process (RCMP)
and theoretical model that addresses the deficiencies identified in existing research and
industry practices. The proposed RCMP is defined in terms of process purpose and
process outcomes. A certain set of activities has been identified and presented as
theoretical model to support and explain the process outcomes. Our proposed model is
based on seven core essentials: identification, analysis, negotiation and approval,
implementation, verification, update deliverables, and communication.

Process outcomes are usually defined in natural languages and may have different
interpretations for different users, which could cause ambiguity. A Composition Tree
(CT), as a semi-formal graphic notation [12], is used to model the proposed process, in
order to reduce ambiguity among different users. A CT is also used to compare the
proposed process with the existing configuration management process defined in
ISO/IEC 12207:2017. A comparison of results shows the similarities and highlights the
significant differences between the two processes. Our proposed process significantly
addresses the deficiencies of existing Configuration Management Processes (CMP) and
also existing change management models.

Thus, this paper addresses the following question: What are the deficiencies of
existing requirements change management processes currently followed by
industry?

The rest of this paper is organized as follows: Sect. 2 briefly discusses the back-
ground of requirements engineering, RCM, and existing RCM models presented in the
literature. Previous research related to software process standards and composition tree
is also discussed in this section. The proposed RCMP and theoretical model is elab-
orated in Sect. 3. Section 4 discusses the CT modeling of our process and compares it
with the existing process, and Sect. 5 presents the conclusion and possible future
recommendations.

186 S. Anwer et al.



2 Literature Review

This section discusses the existing researches in the field of requirements change,
software process and composition tree. Requirement change is generally undesirable
but is an inevitable element in software engineering. Accordingly, RCM is one of the
critical parts of the software development life cycle. In contrast, previous research
around software engineering paid scant attention towards RCM and overlooked this
very basic component of the software development process.

2.1 Software Requirements Change

Bhatti et al. [13] proposed a formal RCM approach to manage the RC of both small and
complex systems in a six-phase process. However, the proposed approach missed two
major elements of this process. First, the management of change request in a well-
defined database. Second, it did not state the approval process of implemented change
from concerned stakeholders, which is very important and is an integral part of any
RCMP. This process also missed the change schedule part in the already implemented
schedule.

Saima et al. [14] proposed a well-documented process model in accordance with
roles, activities, and artifacts involved in the RCMP. They also discussed the pre and
post conditions of each model activity, which is a unique approach to check model
completeness. However, the proposed approach lacked a change request repository to
verify the status of already implemented changes. The proposed approach is also
dependent on Unified Modeling Language (UML) as an artifact used in RCM process
and hence cannot be generalized.

Nurmuliani et al. [15] mainly addressed a few components of RCM process,
including change impact analysis and possible causes of change. They proposed a
complete model, but it lacked integral elements of RCM process, such as formal change
request initiation, schedule adjustment according to the new change, and the updating
of affected artifacts. Jessada and Amnart [16] conducted a pilot study to address the RC
problem using UML. This study covered very limited scope of complete RCM process
and missed the change impact on cost and schedule, change implementation, and
change verification and validation.

Niazi et al. [17] recommended a RCM model that implements CMMI level 2
practices [18] and empirically validates their approach. The proposed model imple-
ments the RCM model in five steps starting from request initiation followed by request
validation and implementation step. The last step of this model is to update the required
artifacts, which is preceded by the verification step after implementing the request. The
proposed model covers most of the important elements of RCM model. However, the
requirement pool or database is not updated after the implementation and verification
step, which is very critical part of any RCM model. Another model presented by Khan
et al. [19] overcomes the deficiencies of the above-mentioned approach and introduces
the concept of batch processing. However, this approach did not cover the change
impact analysis element of RCM process.

Jayatilleke and Lie [20] conducted a systematic literature review of RCM models
based on causes of change, already developed process, and techniques to handle RC.
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Formal and semi-formal processes of RCM are being critically evaluated and found
number of short comings in already developed processes. Leffingwell and Widrig [21]
recommended a process model that elaborates this problem in good detail, but verifi-
cation of proposed model is missing that limits the stability of system. Similar defi-
ciencies have been reported in another study conducted by Ince [22].

Kobayashi and Maekawa [4] proposed a RCM model based on 4W (What, Where,
Who, When) to address this problem. They use formal specification language GSL to
define the process activities, which ensures the completeness of this model. However,
all the activities are defined at very abstract level and it seems difficult to implement
these activities and ultimately limits the applicability of this model. Another deficiency
is that effected artifacts are not mentioned. Another study conducted by Ajila [23]
depicts the similar deficiencies along with the cost and effort estimation problem.

In summary, significant work has been done in the RCM domain and a number of
models have been proposed in the literature, some of which have been empirically
validated. However, many critical factors related to RCM problems are still missing in
the literature and need attention from researchers.

2.2 Software Process Standards

Software process models are abstract “representations of a process architecture, design
or definition” [33]. Normally, software life cycle activities are formalized more pre-
cisely by using software process model’s syntax, notations, and semantics [34].
Behavior Engineering provides a graphic notation CT, to represent software process
models. Researchers have defined many software process standards with the help of
industry professionals that formalize the software development life cycle activities.
ISO/IEC 24774 outlines the standard format for software process as process title,
purpose, outcomes, activities, and tasks [24].

RCM is critical in software life cycle processes; project success largely depends
upon the effective management of this activity. In industry, many ISO standards are
currently in practice, but RCM issues are still not fully addressed in these standards.
ISO/IEC 12207: 2008 [7] discusses some part of RCM as the outcomes of requirements
analysis process.

In recent years, industry has realized the importance of RCM in success and sta-
bility of software development. ISO/IEC 12207: 2017 [8] and ISO/IEC 15288: 2015
[9] outline the configuration management process and discuss change management in
the configuration management process. In software systems, configuration management
and change management are two separate processes. Configuration management’s goal
is to set and maintain consistency among project products and product versioning. In
fact, configuration management handles the overall execution of system. In contrast,
change management addresses the requested changes to individual products, e.g.
project requirements, design, and scope etc. [10]. Configuration management can be
considered as a supporting process in software requirements change and mainly copes
the challenges of evolution and maintenance areas [11–13]. Similarly, configuration
management and change management processes are defined in Information Technology
Infrastructure Library (ITIL). However, ITIL mainly focuses on delivering information
technology services to the companies instead of developing projects.
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In summary, despite of the importance of the requirements change management,
ISO standards do not address this critical success factor. To address this specific
research gap, we have proposed an RCMP in this paper. We have also designed a
theoretical model in light of the proposed process.

2.3 Composition Trees

The guidelines or processes written in natural languages are always context dependent
and ambiguous, due to the nature of the human languages. Similarly, the software
processes written in natural language are difficult to translate into applicable form. The
process of translating the user requirements into unambiguous and consistent form is
another problem that has had to be faced in the software engineering discipline. Over
the years, a number of modelling techniques have been used to overcome this problem.
Behavior engineering effectively solved the problem through translating the user
requirements into some intuitive and semi-formal graphic notations called behavior
trees (BT) and CT [35].

Behavior trees is a formally defined graphical notation used to model system
behaviors [36]. While CT is used to model the static information and it can model
software processes more precisely and less ambiguously [37]. Originally, CT was used
to model and describe the components composition of component based systems [14].
The states, attributes, and relationships provide the summary information about the
system components [38].

Like BT, CTs can be constructed by translating the functional requirements one by
one. This subsection explains the process of composition tree development with the
help of a small case study. Detailed description about composition trees can be found at
the Behavior Engineering Website [39].We take a microwave oven as an example to
explain the composition tree building process.

System: Microwave Oven

• R1: When the light is off, door is closed, and the button is not pushed then the oven
will be in idle state.

• R2: When the button is pushed, then the light will be turned on and oven starts
cooking.

• R3: If the button is pushed while the oven is cooking, cooking time will be
increased by one minute.

• R4: If the oven times-off and light turned off then the beeper emits a sound to
indicate the cooking is finished.

The complete CT, expected states and components generated through integrating
all the requirements is shown in Fig. 1. There are some obvious advantages of using
CT over natural language description:

• Usually the information described in natural languages are context dependent and
ambiguous. On the other hand, the information presented in CT is more precise and
not ambiguous.
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• All the information’s are integrated at one place, so it is easy to identify requirement
defects.

• Because the complete information of one component is arranged at one place, so it
is easy to design and implement specific component.

3 Proposed Requirements Change Management Process

This section introduces the proposed software requirements change management pro-
cess through its purpose and outcomes, which is a typical way to define process in
many standards [24]. In Sect. 2.1, we discuss the number of models proposed in
literature and discuss the shortcomings, i.e. change impact analysis, impacted artifacts
modification, and change communication etc. In Sect. 2.2., we discuss the ISO process
standards and explores the potential research gap. Currently, change management is
only highlighted as a part of configuration management.

The goal of CM is to maintain consistency between all components of the system
and control the overall execution of the system, in contrast, change management
process goal is to manage and control change in individual products of the project or
system. Accordingly, we propose a requirement change management process to
overcome this deficiency. Proposed process outcomes are further elaborated with the
help of seven phase’s theoretical model.

3.1 Definition

Purpose: The purpose of RCMP is to manage and control requirement changes of
system elements or items and make them available to concerned parties.

Outcomes: As a result of the successful implementation of the software requirement
change management process:

1. Items to be changed are identified and recorded.
2. Change Impacts are analyzed.

Fig. 1. The complete integrated tree for a microwave oven
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3. The cost and schedule of changing items are estimated.
4. Changes to the items under requirement change are approved.
5. Changes to the items under requirement change are implemented.
6. Changes to the items under requirement change are verified and validated.
7. Changed items deliverables are updated and communicated to concerned parties.

3.2 Requirements Change Management Process Model Description

This subsection explains the theoretical model defined based on the proposed
RCMP. Figure 2 shows the theoretical model core elements with a set of activities and
tasks. The source of change can be either internal or external serving the purpose of
RCMP model input. The project management and maintenance team requests are
considered as internal requests, while external requests come from customers or other
stakeholders. The change description and reason of the change is also included in the
change request. Based on the input request, the change request will be saved in change
requirement pool for future reference in parallel with requirement identification. Ince
model [25] highlights this point as a fundamental element of RCMP model. The use of
appropriate documents is the most crucial element of this activity. Vision document,
software requirement specification document, UML products [16], and behavior trees
[26] are common documents used as input for this purpose.

The second stage of the RCMP model is change analysis. This activity comprises of
many tasks including impact analysis, cost and schedule estimation. The consistency
with business goals [27, 28], other system requirements and development and opera-
tional constraints are the major functions performed in impact analysis. Cost and
schedule estimation and risk analysis [29] are also included in this stage.

The next stage is negotiation and approval of change request. A CCB is responsible
for authorizing the negotiation and approval process [17]. In small teams, normally
project managers act as CCB, but in large teams some other team members and system
analysts are also included in CCB [30]. The CCB first discusses the impact analysis and
cost & schedule estimation reports with both the development team and the external
stakeholders. After discussion with all the stakeholders, the CCB will make a decision,
either the change request would be accepted, rejected, or sent back to change identi-
fication stage for more information before the next iteration of change analysis.
Rejected requests would be stored in change request pool for future reference and
accepted requests would be forwarded to implementation stage.

The fourth stage is to implement the approved change. Change implementation was
identified as a core activity in previous research. Change implementation mainly
depends on the type of documents used to identify the requested change [13, 28]. In
this phase, changes will be implemented in all the impacted documents.

After that, implemented changes will be verified and validated according to the
change request [31] and it is also a critical part of a RCM process [32]. The changes
that are failed due to implementation issues will be sent back to implementation stage.
The changes that are successfully passed will move forward to the next stage and be
stored in the change request pool for future reference. The third possible output of this
stage would be that the implemented changes are sent back to change identification
stage for reassessment.
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In the next stage, all deliverables including requirements, design, code, and testing
products that have been impacted due to requested change will be updated. In last
stage, the modified deliverables will be communicated to all the stakeholders so that
everyone will use the updated version.

4 Comparison with Existing Models

This section compares the proposed RCMP with current configuration management
process defined in standards. Initially, software processes are written in natural lan-
guages in a standard format. It is usually difficult to compare with its counterpart also
defined in natural languages. Previous research reveals that Behavior Engineering

Fig. 2. The requirements change management process model
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(BE) notations can be used to model and verify process standards [36]. Composition
tree is a part of BE and it is used to model and compare the process standards. ISO/IEC
12207: 2017 [8] and ISO/IEC 15288: 2015 [9] outlines the configuration management
process and discusses the change management in context of configuration management.
In the next subsection, CT is used to model the configuration management process
outcomes.

4.1 Composition Tree Modeling of Configuration Management Process

To model ISO/IEC 12207: 2017 configuration management process, first the list of
nouns and acronyms are identified from process outcomes. The identified list includes
components and attributes of components in CT. The process name is the root of the
CT and then we go through each outcome one-by-one to identify the components,
states, and their relationships and integrate these in the initial CT.

Process Name: Configuration Management Process

Process Purpose: The purpose of Configuration Management Process is to manage
and control system elements and configurations over the life cycle. Configuration
Management also manages consistency between a product and its associated config-
uration definition.

Process Outcomes:

1. Items requiring configuration management are identified and managed.
2. Configuration baselines are established.
3. Changes to the items under configuration management are controlled.
4. Configuration status information is available.
5. Required Configuration audits are completed.
6. System releases and deliveries are controlled and approved.

Configuration Management Process, item, configuration, and deliveries and relea-
ses (DRL) are the list of components identified based on process outcomes. Figure 3
illustrates the CT of ISO/IEC 12207: 2017 configuration management process. The
component Item are the work products of individual phases, such as requirement
specification document, design document, source code, testing document, etc. are
defined as items. The “*” sign indicates that the component may have more than one
instance.

4.2 Composition Tree Modeling of Configuration Management Process

This subsection presents the composition tree of the proposed RCMP. Similar tech-
nique is used to construct composition tree of RCMP.

Process Name: Requirement Change Management Process

Purpose: The purpose of RCMP is to manage and control a requirement change of
systems elements or items and make them available to concerned parties.
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Process Outcomes:

1. Items to be changed are identified and recorded.
2. Impact analysis of changing items are performed.
3. The cost and schedule of changing items are estimated.
4. Changes to the items under requirement change are approved.
5. Changes to the items under requirement change are implemented.
6. Changes to the items under requirement change are verified.
7. Changed items deliverables are controlled and communicated to concerned parties.

Requirement Change Management Process, items, and Concerned Parties (CP) are
the list of components identified based on process outcomes. Figure 4 illustrate the
composition tree of proposed RCMP. The component items are the work products of
individual phases, such as requirement specification document, design document,
source code, testing document, etc. are defined as items. The “*” sign indicates that the
component may have more than one instance.

4.3 Comparison Between Requirement Change Management Process
and Configuration Management Process

This subsection applies the CT comparison algorithm to identify the differences and
similarities between the CMP and the RCMP. This comparison is based on a label
matching tree algorithm, which is used to compare different versions of behavior
trees [26].

The fundamental task of the two-step merging algorithm is to find the matching
node in CT node names, i.e. components, states etc. to form the basis of same nodes.
First, the components or states are identified that serve the same purpose but may be
called by different names, and then a mapping between these terms needs to be defined.

Fig. 3. Configuration management process composition tree
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In our paper no such term exists and therefore this step will be skipped. In the second
step, different versions or different trees will be merged to form a Comparison Com-
position Tree (CCT). To simplify this step, one tree would be called the ‘old tree’ and
the other the ‘new tree’. In CCT, the root is a combination of root names of both trees.
Complete information and the differences between both trees can be easily understood
in a CCT.

For clear and precise understanding, a CCT follows a display convention. The
nodes that are part of both the old and the new trees will be represented with single line
boundary. Dotted boundary lines are used to represent the nodes that are only part of
the old tree, while bold boundary lines are used to represent the information that only
exists in the new tree. This is a brief description of tree merging algorithm, complete
tree merging algorithm details are discussed in [38].

The CMP 12207:2017 and RCMP CCT is shown in Fig. 5, and the root is a
combination of both tree roots. A number of similarities and differences are found in
the CCT.

• There is one component called Configuration defined in the CMP ISO 12207: 2017,
but no such component exists in the RCMP.

• There are no attributes defined for item or work products in the CMP ISO/IEC
12207:2017, whereas a number of attributes for item or work products are identified
in the RCMP.

• Deliveries and Releases (DLR) are defined as a component in the CMP ISO/IEC
12207:2017, whereas no such component existing in the RCMP.

• One state of component item or work product called identified is a part of both trees,
while managed state exists only in the CMP ISO/IEC 12207:2017, and recorded
sate only exists in RCMP.

Fig. 4. Requirements change management process composition tree
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• No attributes defined for component change which is a sub component of item in
CMP ISO/IEC 12207:2017, while we have one attribute for this component in the
RCMP.

• For the sub component “change”, only one state called controlled is presented in the
CMP ISO/IEC 12207:2017, contrary to the RCMP we have other four states, one
sub component with an associated state called updated.

• Lastly, one relationship of the sub component Deliverables is also defined in
RCMP, but no such component defined in the CMP ISO/IEC 12207:2017.

In summary, we can analyze that deficiencies in the CMP related to change
management are thoroughly addressed in the RCMP. Configuration management
mainly deals with version control and system configuration related activities, and the
CMP addresses these activates in detail. In contrast, change management is discussed
very little in the CMP. The complete change process of item or work products defined
with only one state called controlled, whereas the RCMP addresses the change man-
agement issue in detail. The RCMP identified the attributes related to the item or work
products that need to be changed. Different states, such as approved, implemented,
verified, and validated, through which the item or work products need to pass through
in the change process also mentioned in the RCMP. Another important element of the
differences is to update the deliverables, such as requirements, design documents,
source code, and test cases based on the required change is also included in the RCMP
as a subcomponent. Lastly, it is also necessary to make sure that all the stakeholders
will use the same updated version of all deliverables; therefore, relationship is defined
as the updated state of component deliverables representing the communication among
all stakeholders.

Fig. 5. The comparison composition tree between configuration management process of 12207
and proposed requirements change management process
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5 Conclusion and Future Work

This research has addressed several deficiencies of the existing RCM models in
standards by proposing a software requirement change management process. A certain
set of activities has been identified to support and explain the proposed process. To
better understand this process, a seven-stage theoretical model is presented. The seven
stages are: identification, analysis, negotiation and approval, implementation, verifi-
cation and validation, update deliverables, and communication. To avoid ambiguity, a
CT is used to model the proposed process. Composition Trees are also used to compare
the proposed model with the existing CMP proposed in ISO/IEC 12207:2017. A CCT
is constructed to highlight the differences and similarities between the two processes.
The CCT reveals that the RCMP addresses several RCM problems in more detail than
the existing CMP. In future, a questionnaire will be conducted with industry profes-
sionals to empirically validate the proposed model. The applicability of the proposed
model in global software development paradigm is worthy of future investigation.
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Abstract. Earned Value Management (EVM) is a common performance
management tool for project management. EVM enables depicting the project
progress in terms of scope, cost and schedule and provides future predictions
based on trends and patterns. Even though EVM is widely used in various
disciplines like manufacturing and construction, it is not common in software
industry. One reason for this underutilization is the mismatch of an inherent
nature of the software projects and the traditional EVM. Traditional EVM
ignores change effort but it is predominant in software projects. We have
developed cEVM as an extension to the traditional EVM to incorporate change
and subsequent rework and evolution costs to measure earned value in software
development projects more accurately. In this study, we focus on two applica-
tions of cEVM we performed to explore the usability of cEVM and to compare
cEVM with traditional EVM. This paper discusses the results of the case studies
as well as benefits and difficulties of cEVM.

Keywords: Earned Value Management � Software project management
Performance Measurement � Reworking � Change management

1 Introduction

Earned Value Management (EVM) is a quantitative performance management tool that
is in use for more than 50 years [1]. It objectively measures the project progress and
performance in terms of scope, cost and schedule and estimates the future of the
project. It basically compares the planned and actual work and calculates the value of
the accomplished work. In spite of its wide spread use and success in many industries
such as mining and construction, it is largely underutilized in the software industry. We
believe it is related with an inherent property of software projects [2]

Software projects face a significant factor of change that is not frequently
encountered in traditional fields of engineering [3–5]. In traditional fields such as
manufacturing and construction, once the problem is defined, it can be assumed to be
stable and change is neither very common nor physically possible. If a task is
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completed once, it is assumed that there will be no frequent changes on that but in
software projects it is a common practice.

The earlier approach to deal with the problem in the software industry was to avoid
changes by making better analysis and better plans. The objective was to stabilize
products and processes but it did not produce desired effects [6] and has been never
enough to prevent or avoid change [3, 4]. The studies show that software specialists
spend about 30% to 50% of their time on rework [5, 7, 8]. In software development
projects, a completed task might be redone after sometime during the project execution
because of various reasons like defects and improvements.

Once it was clear that change cannot be avoided, various solutions have been
proposed for its management. With the emergence of agile methods change is accepted
as inevitable and the modern approach become embracing and managing the change
instead of avoiding or preventing it. Today, agile approaches are used by a large
amount of software organizations in the world [9, 10] but they do not have the variety
of the tools that exists for traditional project management [10]. We believe traditional
project management methods, tools and techniques need to be adapted or replaced by
more effective ones considering the change factor to provide best of both worlds.

EVM is based on the traditional project management approach. It assumes that the
plan established at the beginning will be stable during the execution of the project. The
initial planning and baselines are very important for EVM, since it fundamentally
describes how much the project align with the initial plan. EVM does not offer any
special treatment for later changes and rework.

The main drawback of EVM for software projects is the influence of late effort
spent for change of completed tasks [2]. The effort and cost spent later do not increase
the value earned and the same is value for the change. The accomplished scope is still
considered to be the same but costs more. As a result, EVM depicts an incorrect picture
to project managers about the progress and the future of the project. The effort spent for
change including unpredictable changes, requirement and design changes, software
bugs, improvements, technical debts is ignored. If there were no changes and we did it
absolutely right in every aspect for the first time, we would not have such a discussion
and we would have had the same EV in every calculation.

The change oriented extension, cEVM, has been proposed [11] in order to over-
come the change related drawbacks of EVM by introducing measures related with
change. The model brings change aspect into the traditional EVM based on any kind of
rework and evolution costs and incorporates them into scope, cost and schedule aspects
to enable better visualization of software projects progress.

In this study, we conducted two case studies in two different companies to explore
the usability of cEVM compared to the traditional EVM and an iterative project. We
have explored if it helps to manage software development projects better comparing to
traditional EVM. The first project is rather suitable to target of EVM since it applies
traditional project management approach and waterfall life cycle model. The second
project utilize an iterative development approach. We selected these projects to observe
if/how cEVM could be used or extended for iterative and agile projects. We obtained
promising results in both cases that we were able to calculate the progress as well as
future estimates more precisely using cEVM. We have also faced some challenges that
require further studies.
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The paper is structured as follows. Section 2 summarizes the background on EVM.
Section 3 presents cEVM with new measures briefly. Section 4 presents the application
studies, with the background of the projects and results of the application and discusses
the findings. Section 5 draws conclusion.

2 Background

This section presents the relevant background on EVM including the history and
overview of the method.

The Earned Value concept in its most fundamental form has been used in industrial
manufacturing in the early American factories since the late 1800s [1]. EVM formally
introduced as a project management tool by the US Navy as part of the PERT/Cost
methodology in 1962. Later in 1967, the US Department of Defense (DoD) formally
issued Cost/Schedule Control Systems Criteria, which incorporates the EV concept
with thirty-five criteria and mandated their use on systems developed for DoD. The
private industry did not utilize EVM in the industrial projects except governmental
contracts due to the complexity till the mid of the 90s.

After simplification of EVM in 1997, it has been evolved and was formally issued
as a standard by American National Standards Institute (ANSI) [12]. The usage has
been spread out to the other governmental agencies and private industry and the other
nations e.g. Australia, Canada, and Sweden [13]. Project Management Institute
(PMI) involved an overview of EVM in the first version of the PMBOK and broadened
in subsequent versions [14, 15]. In 2007, PMI published a separate guideline “Practice
Standard of Earned Value Management” to empower its role [16].

Furthermore, Agile EVM has been proposed as a light-weight adaption of EVM for
agile project management [17–19]. Agile EVM does not aim to replace current agile
metrics. Instead, it is just an additional one to existing others to increase the visibility of
the project status and to support decision making. It particularly utilizes the termi-
nology defined in Scrum and contains a simplified set of EV calculations adapted from
traditional EVM.

EVM is all about planning, which results a Performance Measurement Baseline
(PMB) and then controlling/measuring progress and performance according to this
plan/baseline [20]. It has three key data elements:

• Planned Value (PV) is the sum of all the budgets for all planned work at any given
time in the project schedule, corresponds to established PMB. The performance is
measured against PV, typically plotted cost versus time with S-shaped curve.

• Earned Value (EV) is the value of the work progress at a given point in time,
expressed in terms of PV.

• Actual Cost (AC) is the summation of the resources spent in accomplishing all
work performed for the time period.

The key data elements are the basics of EVM (see Fig. 1). The other EVM metrics
involving variances, indices, forecasts are originated from these elements (see Table 1).
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The variances reflect the project current status comparing the planned and actual
data elements. The indices depict how efficiently cost and schedule used and also show
the trends of the progress. They also enable predicting the future of the project based on
the fundamental principle that trends and patterns in the past determine the future.

Fig. 1. EVM measures

Table 1. EVM metrics

Metric Equation Description

Schedule
Variance (SV)

EV – PV The difference between the planned value
of the work scheduled and the value of the
work accomplished

Schedule
Performance
Index (SPI)

EV – AC Index showing the efficiency of the time
utilized

Cost Variance
(CV)

EV – AC The difference between the values of the
work accomplished and the actual cost
incurred

Cost Performance
Index (CPI)

EV/AC Index showing the efficiency of the
utilization of the resources allocated to the
project

Budget at
Completion
(BAC)

Total PV Cost of total estimated work in the plan

Estimate to
Complete (ETC)

(BAC – EV)/CPI Estimated cost required to finish all the
remaining work

Estimate at
Completion
(EAC)

AC + ((BAC – EV)/CPI),
AC + ETC, BAC/CPI

Projected final cost required to finish
complete work and based on a statistical
prediction using the performance indexes

Variance at
Completion
(VAC)

BAC – EAC The difference between what the project
was originally baselined to cost, versus
what it is now estimated to cost
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3 cEVM Overview

cEVM provides integrating the change aspect into traditional EVM by defining change
related concepts, measures and metrics [11]. Change results in reworking and/or
evolution costs and the distinguishing feature of cEVM is to incorporate rework and
evolution costs into actual costs and to calibrate EV based on this total cost and its
trends in time.

cEVM defines the following key measures in addition to PV, EV and AC:
Reworking and Evolution Cost (REC), Total Cost (TC), Cost Factor (cf), First-time
Completion Efficiency (ftce), Expected Reworking and Evolution Cost (RECexp), and
Estimated EV (EVest) (see Table 2). Plus, cEVM improves the performance metrics of
traditional EVM (see Table 3).

4 cEVM Applications

Two applications of cEVM have been conducted to explore the usability of cEVM and
to compare the benefits regarding the traditional EVM.

Two projects applying different software development approaches have been
selected. The first project is the software development part of a large-scale integration
project with waterfall approach and the second one is a maintenance project with
iterative approach using Scrum.

We used written documents, which are mainly the project plans, progress reports,
sprint backlogs, error reports, and semi-structured interview methods to collect data.
Two interviews with project managers have been performed to get the brief project
info, to gather data and to clarify the issues.

Table 2. cEVM measures

Metric Equation Description

Reworking and
Evolution Cost (REC)

EV − PV Rework and evolution cost occurring after
once a task completed, including bugs,
defects, improvements

Total Cost (TC) REC + AC Total cost of project summing up rework
and evolution cost with actual cost

Change Factor (cf) REC/ACt − 1 Index showing the change ratio of the task,
phase or project

First-time Completion
Efficiency (ftce)

1 − cf Index showing what percentage of the task,
phase or project done right at first time

Expected Reworking
and Evolution Cost
(RECexp)

AC * cf Total expected rework and evolution cost for
the completed tasks according to the change
factor

Estimated Earned Value
(EVest)

EV * TC/
(AC + RECexp)

Calibrated EV according to the change
trends
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These two case applications initially performed around 2014–2015 in the scope of
the PhD thesis of the author [21], which mainly focus on quality dimension for EVM.
Afterwards, this study has been revised for cEVM in 2018.

4.1 Application I

The organization is the Turkish subsidiary of a global company serving consultancy
and systems integration services on various business sectors including financial ser-
vices, health, public sector, retail, telecommunications and transportation. It employs
nearly seven hundred engineers and holds ISO 9001:2008 and ISO/IEC 27001
certifications.

The project is the development of command and control system that integrates
emergency management solution with fifteen applications. The project started in March
2011 and planned completion date was September 2011. It was completed with two
months delay. It is a sub-project of a large scaled integration project. We focus on the
software development project since our aim is to apply cEVM on software projects.

The project follows waterfall development methodology which is tailored
according to their project needs. The development phases, including detailed analysis,
design and testing activities, follow initial analysis and design phase. At the end,
deployment & training phase located.

The project team includes 15 full-time software developers and a project manager.
There are no specific analyst, developer or test engineer roles in the team, all engineers
are doing all the tasks depending on the needs.

Java technologies together with Oracle Fusion and TCL/TK scripting have been
used during development. MSSQL was used for database management system. The
requirements and test cases were stored on MS Excel. MS Project and MS Excel were
project management tools while Bugzilla was for managing the errors and changes.

Table 3. cEVM performance metrics

Metric Equation

Estimated Schedule Variance (SVest) EVest – PV
Estimated Schedule Performance Index (SPIest) EVest/PV
Estimated Cost Variance (CVest) EVest – TC
Estimated Cost Performance Index (CPIest) EVest/TC
Estimated Variance at Completion (VACest) BAC – EACest
Estimate To Complete - Estimated (ETCest) (BAC – EVest)/CPIest
Estimate at Completion - Estimated (EACest) TC + ((BAC – EVest)/CPIest),

TC + ETCest, BAC/CPIest
Estimated Total Reworking and Evolution Cost
(ETREC)

cf * (BAC – EVest) + REC

Estimate To Complete Reworking and
Evolution Cost (TCRECest)

cf *(BAC – EVest)
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Applying EVM and cEVM
The case study first conducted in January 2015 and revised in March 2018. At the
beginning, we contacted the project manager via e-mail. Then we explained the study
and discuss the needs in a semi-structured interview. Afterwards, he delivered us the
project data in MS Project and Excel sheets.

The documents include the released project plan and realization data of the plan as
well as the error reports exported from Bugzilla to an excel sheet. All the necessary data
for the EVM and cEVM application were gathered from these documents. We resolve
the conflicts and get more project details by means of second semi-structure interview
in a face-to-face meeting and resolve the problems.

We applied EVM and cEVM every four weeks, so the month is used as the time unit
during applications. The effort, in person-hour, is used as cost unit.

First, EVM application has been conducted based on the project plan that the project
manager provided. Table 4 shows EVM application results and Fig. 2 presents the
EVM graph.

cEVM application has been started with collecting RECs from the error reports. We
calculated TC and cf, ftce, RECexp and EVest sequentially based on that (see Table 5
and Fig. 3). Afterwards, the performance metrics have been calculated (see Table 6).

Results
Initial EVM application shows that the project has a cost overrun and a delay in the
schedule from the beginning to the end of the project as both seen in EVM graph and
performance metrics.

cEVM firstly underlines reworking and evolution costs. At the beginning of the
project, there is rather low REC, 45 person-hours in the second period of cEVM after
the analysis and design phase. It increases considerably starting from the third phase
and keeps its rising trend around 4000 person-hours through the end of September,
when the project is planned to be completed. The project has total 5535 person-hours
costs spent for reworking and evolution when it is completed with almost two months
delay.

Table 4. Case I EVM application results

Month PV AC EV SPI SV CPI CV EAC VAC ETC

1 Mar 2034 2340 1836 0,90 −198 0,78 −504 16369 −3526 14029
2 Apr 4284 5490 3726 0,87 −558 0,68 −1764 18923 −6080 13433
3 May 6174 7740 5436 0,88 −738 0,70 −2304 18286 −5443 10546
4 Jun 7974 10053 6984 0,88 −990 0,69 −3069 18487 −5644 8434
5 July 10134 12618 8829 0,87 −1305 0,70 −3789 18355 −5512 5737
6 Aug 12474 15210 10719 0,86 −1755 0,70 −4491 18224 −5381 3014
7 Sep 12843 15705 11088 0,86 −1755 0,71 −4617 18191 −5348 2486
8 Oct 17523 12843 1,00 0 0,73 −4680 17523 −4680 0
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Fig. 2. Case I EVM graph

Table 5. Case I cEVM application results

PV AC EV REC TC cf ftce RECexp EVest

1 2034 2340 1836 0 2340 0,00 1,00 0 1836
2 4284 5490 3726 45 5535 0,02 0,98 106 3686
3 6174 7740 5436 684 8424 0,12 0,88 964 5261
4 7974 10053 6984 1242 11295 0,16 0,84 1613 6762
5 10134 12618 8829 2196 14814 0,22 0,78 2756 8507
6 12474 15210 10719 3249 18459 0,26 0,74 3916 10345
7 12843 15705 11088 4077 19782 0,27 0,73 4210 11014
8 17523 12843 4698 22221 0,30 0,70 5242 12536
9 5535 23058 0,32 0,68

Fig. 3. Case I cEVM graph
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RECs constitute the significant part of the total costs. cEVM presents the actual cost
more accurately. TC of cEVM shows that the final cost is almost double of the planned
one, 12843 vs 23058 person-hours.

Change factor, cf, highlights that there is an increasing change in the project, almost
the percentage of 30%. Hence, ftce indicates that around 70% of the tasks completed
right first time in the project.

RECexp, changing between 106 to 5242, gives a clue about how much total REC
cost is expected for the completed part based on the past change trends. EVest of
cEVM presents the current earned value more accurately considering expected RECs of
implemented features.

By means of EVM, the cost overrun starts with 500 person-hour and increases later
till 4680 person-hour with CPI changing between 0,78 to 0,69. This low-cost perfor-
mance index gives an alarm about the cost problem of the project. Subsequently, the
value of EAC is calculated around more than 18000 person-hours, which costs more
than 5000 person-hours than planned value.

cEVM results spot serious cost problems considering TC and EVest and so expect
more cost overrun than EVM. CPI is changing between and CV is 0.78 to 0.54. The
cost variance exceeds 9000 person-hours. Based on the improved CPI, cEVM estimates
completion budget more accurately. The project manager expects the final budget,
EAC, around 22000 person hours during the project execution and variance nearby
10000 person hours.

According to EVM application, the delay in the schedule is also considerable
starting from the second phase. SPI is changing between 0.90 to 0.86. The tasks are not
implemented on time and the project is behind the schedule with the percentage of
86%. cEVM has relatively better SPI, from 0.90 to 0.83, and SV values, from −200 to
−2000, than EVM.

Even though EVM reflects the latency and cost overrun in the project, cEVM
presents significantly more accurate numbers and much better future estimates by
revealing significant but hidden reworking and evolution costs.

Table 6. Case I cEVM performance metrics

SPIest SVest CPIest CVest EACest VACest ETCest

1 0,90 −198 0,78 −504 16369 −3526 14029
2 0,86 −598 0,67 −1849 19287 −6444 13752
3 0,85 −913 0,62 −3163 20565 −7722 12141
4 0,85 −1212 0,60 −4533 21453 −8610 10158
5 0,84 −1627 0,57 −6307 22364 −9521 7550
6 0,83 −2129 0,56 −8114 22916 −10073 4457
7 0,86 −1829 0,56 −8768 23067 −10224 3285
8 0,98 −307 0,56 −9685 22765 −9922 544
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4.2 Application II

The organization is a software development company, developing various e-
government projects for a specific government organization. It employs approxi-
mately 60 software engineers and holds ISO/IEC 20000 and ISO/IEC 27001
certifications.

The project is the maintenance of a web-based procurement tool that provides
managing complex tenders, bids and contracts for a large amount of audiences. The
maintenance project was started in February 2013 and planned completion date was
November 2013. It has been completed at the beginning of January 2014.

The project follows iterative development approach with Scrum practices. The team
includes 7 staff, which are part-time project manager, scrum master also working as
software engineer, two software engineers, a senior test engineer and a part-time quality
manager. The project team was not fully dedicated to this project, a team member
might have also some other responsibilities in another project in some sprints.

The project was developed using .NET Framework. The new features, changes,
improvements and errors were stored in Microsoft Team Foundation Server (TFS). MS
Project was utilized for project management and MS Word and MS Excel were used
for documentation of requirements and testing.

Applying EVM and cEVM
The study initially conducted in May 2014 and revised in April 2018. Firstly, we sent
the case study statement to the project manager via e-mail and then conducted an initial
meeting with the project manager and quality manager to discuss the details of the
study. Afterwards, we scheduled an additional meeting as a semi-structured interview
with the quality manager and obtain the brief overview of the project as well as explain
the needs of a case study in detail. Finally, the quality manager provided the project
data, basically sprint plans, resource utilization reports, error reports and exported all to
the excel sheets. We arranged another meeting to discuss the inconsistencies.

The document that they provide includes the bugs fixed and new features from the
feature list as distributed into the monthly releases. We applied EVM and cEVM
monthly according to these releases. The effort, in person-hour, was used as cost unit.

Table 7. Case II EVM application results

Month PV AC EV SPI SV CPI CV EAC VAC ETC

1 Feb 101 96 86 0,85 −15 0,90 10 4646 −484 4550
2 Mar 750 831 752 1,00 2 0,90 79 4599 −437 3768
3 Apr 1619 1712 1560 0,96 −59 0,91 152 4568 −406 2856
4 May 2207 2392 2185 0,99 −22 0,91 207 4556 −394 2164
5 Jun 2558 2814 2537 0,99 −21 0,90 277 4616 −454 1802
6 Jul 2970 3179 2878 0,97 −92 0,91 301 4597 −435 1418
7 Aug 3203 3480 3160 0,99 −43 0,91 320 4583 −421 1103
8 Sep 3460 3716 3378 0,98 −82 0,91 338 4578 −416 862
9 Oct 3703 4036 3667 0,99 −36 0,91 369 4581 −419 545
10 Nov 4162 4553 4151 1,00 −11 0,91 402 4565 −403 12
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We initially applied EVM on the project considering the high-level project plan
including planned features and their realizations. Table 7 shows the EVM application
results and Fig. 4 is the graphical representation of EVM.

We applied cEVM just after EVM implementation. The application has been started
with the collecting RECs. Next, the cf calculation is accomplished considering TC.
Accordingly, RECexp, EVest, ftce are calculated. The application results are given in
Table 8. Figure 5 shows the graphical representation of cEVM application. Addi-
tionally, Table 9 presents the performance analysis according to cEVM.

Results
The initial EVM application results show that the project has a cost overrun but almost
on time.

cEVM makes reworking and evolution costs visible and adds them to the ACs as in
the first case study. Initially, it starts with 25 person-hours then it increases till 955
person-hours at the end. The project is completed almost one month delay. cEVM
represents all the costs more accurately including hidden RECs, which is around 5508
person-hours.

Fig. 4. Case II EVM graph

Table 8. Case II cEVM application results

PV AC EV REC TC cf ftce RECexp EVest

1 101 96 86 0 96 0,00 1,00 0 86
2 750 831 752 25 856 0,26 0,74 216 615
3 1619 1712 1560 93 1805 0,11 0,89 192 1479
4 2207 2392 2185 341 2733 0,20 0,80 476 2082
5 2558 2814 2537 418 3232 0,17 0,83 492 2480
6 2970 3179 2878 491 3670 0,17 0,83 555 2829
7 3203 3480 3160 550 4030 0,17 0,83 602 3120
8 3460 3716 3378 579 4295 0,17 0,83 618 3347
9 3703 4036 3667 639 4675 0,17 0,83 694 3624
10 4162 4553 4151 758 5311 0,19 0,81 855 4076

955 5508 0,21 0,79

210 P. Efe et al.



Change factor shows that almost 20% of the tasks are under change. The ftce index,
the ratio of the tasks completed right first time, is decreasing around 0,80.

RECexp, changing between 216 to 855 person-hours, shows how much cost is
expected for reworking and evolution based on the trends. Using this value, cEVM
presents adjusted EVest values, which are much better indication of the gained value
comparing to EV.

Based on EVM calculations, the cost overrun starts with 10 person-hours and
increases till 400 person-hours with the CPI index over 0,90. CPI already gives an
alarm about minor cost problem. The metrics show that EAC will be around 4600
person-hours while variance at completion is nearby 1200 person-hours.

The CPI of cEVM is around 0,77, rather lower than EVM’s CPI. cEVM presents
more severe cost variance exceeding 1200 person-hours and so provides us to estimate
more cost overrun than EVM. cEVM calculates that the project will be completed
around 5400 person-hours, which is almost 800 person-hours more than EVM’s esti-
mate and much better estimation for 5508 person-hours total cost.

According to EVM application, the schedule seems on track with SPI index between
0.97 to 1 after the initial phase. Based on that, the tasks were mostly implemented on

Fig. 5. Case II cEVM graph

Table 9. Case II cEVM performance metrics

SPIest SVest CPIest CVest EACest VACest ETCest

1 0,85 −15 0,90 10 4646 −484 4550
2 0,82 −135 0,72 241 5797 −1635 4941
3 0,91 −140 0,82 326 5079 −917 3274
4 0,94 −125 0,76 651 5464 −1302 2731
5 0,97 −78 0,77 752 5423 −1261 2191
6 0,95 −141 0,77 841 5399 −1237 1729
7 0,97 −83 0,77 910 5376 −1214 1346
8 0,97 −113 0,78 948 5340 −1178 1045
9 0,98 −79 0,78 1051 5369 −1207 694
10 0,98 −86 0,77 1235 5422 −1260 111
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time and the deadlines almost met without any delay. The delay is relatively seen better
by means of cEVM, with SPI changing between 0,82 to 0,98.

In summary, during execution of the project, the project manager understands the
cost problems more clearly and expects more cost overruns utilizing cEVM. It also
gives much better future estimates and allows the project manager to re-plan the
activities or budget or scope based on this fact.

4.3 Discussion

We obtained promising results in both cases in regard to cEVM. Change is a critical
challenge for software projects applying different life cycle models. In waterfall project
the change factor measured around 30% while in iterative one it was around 20%. It is
not surprising that waterfall project has more change than iterative one since we plan
the project in detail at the beginning in waterfall but iterative project has continuous
refinement of plan during execution of project.

Even though there is a huge amount of rework and evolution effort in software
projects, these efforts frequently are not well managed. They are mostly perceived as
troubles that need to be fixed immediately and fixed by the team members who supposed
to perform other tasks. In both cases there were no change related task planned. The
change 20%–30% has been realized in an unplanned way. This frequently results in low
morale and burnout due to the endless evening and weekend overtime of the develop-
ment team which in turn causes poor quality that results in more rework later on.

Highlighting these change efforts by making change costs visible by means of cf
and REC will help project managers to expose the project’s status clearly. The results
of both case studies show that the software project’s current status is more clearly
depicted and project’s future is more accurately estimated by cEVM in comparison to
EVM.

The case studies show that incorporating change costs into actual costs, cEVM
provides much better evaluation of the budget. CPI values are significantly better
comparing to the ones that are calculated with traditional EVM. Schedule evaluations
are also better due to better EV estimation but are not dramatically improved by cEVM.
Additionally, the case study results spot that cEVM provides much better future esti-
mates. Completion budgets of both cases are estimated fairly better by cEVM than
EVM.

As observed in both applications, the forecasts of estimated completion budget,
EAC, are very close to the actual ones by cEVM.

We also detected that cf as defined in cEVM by itself is a simple and an effective
indicator of change. The project managers could track cf trends during project and
make root cause analysis when required.

The most significant difficulty we encountered is the availability and the validity of
the change related effort data. The effort data is not collected and tracked properly in
many software organizations. Organizations to implement cEVM should make issue
tracking more systematic and keep effort data. It might bring additional cost of change
data collecting to organizations.
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5 Conclusion

This study presents the results of applying change oriented EVM on two software
projects. The results show that cEVM provides clearer progress information and more
accurate future estimates in comparison to traditional EVM.

We explored the usability of cEVM and based on the case study results, we can
summarize the main benefits of cEVM as follows:

• reveals hidden change related costs and integrating them into project and perfor-
mance management

• measures the change status of a project in addition to schedule and cost
• estimates the project progress more precisely comparing to traditional EVM
• estimates project future more accurately in comparison to traditional EVM

cEVM helps to increase project visibility by means of revealing hidden but huge
rework and evolution cost. Increased visibility brings more accuracy to the projects. It
mainly affects the calculations of the total costs and the earned value and so the project
is measured more accurately. Besides, cEVM provides better predictability, which is
vital for a project manager to take action as soon as possible. More accurate progress
metrics result in more accurate and realistic future estimates that increases the pre-
dictability. cEVM provides more accurate actual cost, more precise performance
metrics and more accurate future estimates.

We plan to perform further case studies to better comprehend the applicability of
cEVM for the different type of projects (e.g. micro services, embedded systems).

Briefly, EVM is a powerful technique to reflect project progress in terms of scope,
time and cost. cEVM makes it more usable for software projects incorporating change.
cEVM provides significant improvements with change both on measuring the progress
clearly and on estimating the future correctly. Change is inevitable for software projects
and cEVM is designed to embrace it.
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Abstract. Many business processes present in modern enterprises are
loosely defined, highly interactive, involve frequent human interventions.
They are coupled with a multitude of abstract entities defined within an
enterprise architecture. Further, they demand agility and responsiveness
to address the frequently changing business requirements. Traditional
process modelling and knowledge management technologies are not ade-
quate to represent and support those processes. In this paper, we dis-
cuss how a process management system based on semantic models can
be used to address the needs of non-traditional and knowledge intensive
processes. The modelling capabilities of the framework are demonstrated
via a case study and evaluated using set requirements that KIP support-
ing process management system should have. Finally, we discuss how this
semantic model based solution can be improved further to cater for the
management and execution of knowledge-intensive business processes in
a broader context.

Keywords: Knowledge intensive processes · Semantic modelling
Ontology

1 Introduction

Knowledge-intensive Processes (KIPs) are processes whose conduct and execu-
tion are heavily dependent on knowledge workers performing various intercon-
nected knowledge intensive decision making tasks. KIPs are knowledge, informa-
tion and data centric in nature and require substantial flexibility at design- and
run-time [18]. They have to be understood in the knowledge dimension of the
processes and considering the role of human-centred knowledge [9]. To support
KIPs the knowledge and collaboration dimensions need to be integrated with
the traditional control flow/data dimensions and consider them as a whole by
possibly reshaping the process life cycle [11]. The processes such as the diag-
nostic and treatment process in the medical domain, emergency management
process, and artful processes conducted by engineers, researchers or managers
can be identified as some examples of KIPs [9].
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To address the ad-hoc and frequently changing nature of KIPs, related tech-
niques and tools should support process agility. One obstacle in supporting agile
process re-engineering is the gap between organizational level process models
and the models built for execution [8,10]. The models built for execution cap-
ture the current state of the organizational goals, strategies, and structures, but
do not explicitly define them and create the associations between high-level con-
cepts and the execution models. As a result, once the high-level concepts such
as strategies and goals change the mapping exercise corresponding to the whole
analysis process should be repeated.

In Bandara et al. [3], we proposed a construct to capture processes called
“Digital Interaction” (DI), which is defined as part of an enterprise architec-
ture model. It aims to support the dynamic composition of concrete services,
a set of interactions and underlying knowledge and information concepts that
deliver value to the customer. This composition can capture complex interac-
tions involving humans, events or programming entities such as web services.
The basis of the proposed framework is an ontology-based knowledge repository.
Embedding DIs in an architectural framework facilitates organizations to man-
age associations between high level and execution concepts with less effort, as
well as to re-engineer and deploy them rapidly in response to business changes.

In this paper, we demonstrate the capabilities of the DI framework for process
modeling, and evaluate how such semantic model based process management
system can support for KIPs with the aid of the detailed set of requirement
defined by Ciccio et al. [9]. We will discuss the background of process modelling
approaches followed by a brief introduction to KIP components and requirements
in Sect. 2. Section 3 describes the DI framework. In Sect. 4 we demonstrate how
DI can be used for KIP modelling, using a case study involving data analytic
processes. Section 5 presents the evaluation of the framework and the paper
concludes in Sect. 5.

2 Related Work

2.1 Semantic Modeling for KIP

There are two main approaches to process modelling [1] - graphical modes and
rule specifications popular in workflow coordination. These modeling approaches
limit their focus on specific features or capabilities of a process [13]. Yet the
dynamic nature of unconventional business processes is not sufficiently addressed
in these approaches [1]. Integrating service-oriented architecture provides a cer-
tain flexibility for process modelling and links the execution models to the busi-
ness level process models. Yet research efforts that focus on the composition of
business processes with services such as Cauvet et al. [5] are limited in their
contribution to a static description of an executable process.

There are studies that address challenges related to non-traditional business
processes such as SmartPM [14] which offers a certain flexibility via run-time
adaptation of processes with BPMN 2.0 based modeling schema. ArtiFact-GSM
[6] proposes an event-driven, declarative and data-centric approach for business
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process modelling and highlights the importance of information models as busi-
ness artifacts to address change management.

Ontologies are proposed for business process management in multiple
research works such as Hepp and Roman [12], and Weber et al. [19]. Approaches
such as PROMPTUM [7] aim to integrate domain ontologies with business pro-
cesses to provide semantic quality and traceability between domain knowledge
and process models. Rao et al. [16] propose to use ontology-based knowledge
maps for process re-engineering, demonstrating the level of traceability achieved
by an ontology. Yet they provide limited support for KIP management and can
be improved by formalizing knowledge representation around KIPs and link-
ing that knowledge to execution-level process model to provide agility in KIP
management and execution.

To address these limitations we employed our experience in studying data
analytic process engineering [2,4,15] to design Digital Interaction framework [3]
that supports flexible process modeling and management incorporating knowl-
edge representation.

2.2 Components and Requirements for KIP Supporting Systems

Based on scientific literature and real-world application scenarios, Ciccio et al.
[9] define a set of formal characteristics of KIPs and six fundamental components
(Fig. 1). They define Data and Knowledge Elements and the Knowledge Action
tightly coupled with each other. Rules and Constraints define intra- and inter-
dependencies between Data and Knowledge Elements and the Knowledge Action.
Goals are defined by Knowledge Workers and achieved via Knowledge Action.
Environment is the context of process and impacts all aspects.

Fig. 1. Components of KIP [9]
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Ciccio et al. [9] extend their work by presenting 25 requirements a system
should fulfill to support KIPs. The list of requirements is listed in the Table 1.
Each requirement is related to one component in the Fig. 1. We employ these
components and requirements designed by Ciccio et al. to place the proposed DI
framework among existing KIP supporting systems and evaluate its contribution.

3 Digital Interaction Framework

This section provides a brief introduction to the DI framework proposed in [3].
It is based on a construct called “Digital Interaction” defined as a dynamic
composition of concrete services, set of interactions and underlying information
concepts which can be easily converted into execution level code that deliver
value to the stakeholders. This was developed as an extension to the CAPSICUM
framework, which is an integrated semantic meta-model for representing different
layers of business architecture such as strategies, value streams and high-level
processes [17].

The digital interaction construct we propose consists of four parts: service,
information, interaction and digital interaction. Main components of the meta-
model are Information, Service, Interaction and Digital Interaction, as illustrated
by four ovals in Fig. 2. Within each oval, we represent the ontological concepts
related to each component and relationships among them. The prefixes “capsi”
and “di” are used with concept names to differentiate concepts predefined in
CAPSICUM framework and what is proposed in the DI meta-model respectively.

The objective of the information meta-models is facilitating organizations
to represent their business objects. The main concept in the information
meta-model is di:Information, which is an extension of capsi:Concept. Any
information concept related to an organization can be modelled as a sub-
class of di:Information concept and extended with related properties of type
rdf:Property.

The Interaction meta-model captures mechanisms in which inputs or out-
puts are exchanged between different entities. Some example interactions are
messages or events passed within a computer system or human providing inputs
through a user interface such as filling a form. Particularly human interactions
are frequent and crucial to drive KIPs. By modelling these interactions, we make
them flexible, malleable and interpretable. The Interaction meta-model circled
in Fig. 2 models the di:Interaction concept as a subclass of capsi:Interaction. It
is further extended to three subclasses: form-based, message-based and event-
based interactions. Organizations can extend this further to incorporate other
interaction types. di:InteractionField is used to represent parameters used or
exchanged in an interaction.

Service meta-model is the main building block which links the user-defined
interactions and information into actual execution. The service model has to
be self-contained so we can create an executable workflow based on it. Our
service model is captured by di:Service concept and have parameters named as
di:ServiceField to capture concepts used or exchanged in a service.
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The process composition is done via DI meta-model, which is an integra-
tion of Interaction and Service concepts, linked together via di:FlowLogic and
di:ServiceInteractionFieldMapping as shown in Fig. 2. The concept di:Service-
InteractionFieldMapping is used to map inputs from interactions to the service
parameters so that a service can be invoked automatically followed by inter-
actions. This composition is created as an instance of the di:DigitalInteraction
concept.

The concept di:FlowLogic defines the control flow between different compo-
nents of the DI. di:FlowLogic is authorized by a service or an interaction which
initiates a flow. It contains a set of rules which evaluate a set of InteractionFields
or ServiceFields and if they match expected values defined through the informa-
tion model, respective service, interaction or Digital Interaction is triggered. For
example, we can define a Boolean interaction field and create a di:FlowLogic to
trigger two services depending on whether the value of the interaction field is
true or false.

Fig. 2. Main components of the Digital Interaction meta-model with related Informa-
tion, Service and Interaction model components
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Fig. 3. Use case diagram for Jalapeno-DI extension

The CAPSICUM framework is supported by the Capsifi1 Jalapeno platform,
a cloud-based enterprise architecture modelling platform backed by a triple store
for linked data and model management. It allows the definition, analysis, and
management of CAPSICUM models as well as exporting the models in machine-
readable form (RDF, XSD, JSON) via a GUI. We extended the Capsifi Jalapeno
tool and developed Jalapeno-DI extension, a prototype of the DI Framework to
demonstrate its capabilities.

Figure 3 shows the use cases that are supported in Jalapeno-DI extension.
The first task is the modelling of information, services, and interactions by Mod-
eler. Then the process composer can Compose DI using them. An end user will
execute those digital interactions to conduct respective KIPs. Section 4 presents
a case study which will elaborate on this further.

4 Case Study

4.1 Dynamic Modelling and Analytics

For our case study, we used a large organization that supports a wide range
of data analytics business processes to support the day-to-day decision making.
As Fig. 4 illustrates, the organization relies on multiple information repositories
arranged into 3 categories: domain-specific knowledge, analytics models and data
obtained from different sources. This information changes frequently in response
to changes in the external environment and needs to be frequently updated.
Within this case study, we select three example KIPs related to predictive ana-
lytics as examples to be implemented via the DI framework.

1 https://www.capsifi.com/.

https://www.capsifi.com/
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Fig. 4. Overview of case study

Example 1: The first example (DI-1) requires a capability where an analyst
can import different datasets, apply predefined prediction models for a specific
time period and generate a report. This is realized using three services (REST
APIs) that import datasets from given data sources, execute a predictive model
and export results. The process and related knowledge are presented in the top
rectangle of Fig. 5. The figure illustrates the different stages of this Digital Inter-
action which uses a mix of form-based interactions and invocation of services.

Example 2: Example 2 (DI-2) is used by analysts to create new prediction
models by selecting training and test data and feeding them to an algorithm.
Generated prediction models can be included under Model Specification knowl-
edge. The process is captured in the bottom rectangle of Fig. 5.

Example 3: This (DI-3) is an example where agility is needed to respond
to changing business requirements. New requirement arises to extend DI-1 and
allow users to create new prediction models if a suitable model is not found.
This is done via linking Select Prediction Model interaction to DI-2 through two
event-based interactions as shown in Fig. 5.

To demonstrate the capability of the proposed framework we modelled the
three examples via Jalapeno-DI extension.

4.2 Modelling the Example 1

– Model Information. We identified four high-level information concepts
related to DI-1: Data Source, Dataset Format, Dataset and Prediction Model
and their associated properties. Together they can capture domain knowledge
and information sufficient to conduct an analysis. We reused existing ontolo-
gies when available. For example, Dataset Format and Dataset concepts are



222 M. Bandara et al.

Fig. 5. Example Digital Interaction 3 as a combination of DI-1 and DI-2

adapted from RDF Cube vocabulary2. A prediction model was developed
using PMML3 (Predictive Modelling Markup Language) schema.

– Model Services. Our example DI-1 implementation leverages three services,
modeled within Jalapeno-DI extension. They are 1. Import Dataset 2. Con-
duct Prediction 3. Export Result.

– Model Interactions. We defined 5 interactions: Select data source, Specify
dataset format, Import Dataset, Select Prediction Model, Conduct Predic-
tion. Import Dataset and Conduct Prediction interactions provide parame-
ters necessary for respective service executions, while other three aid in the
decision making. All interactions are backed by information models to pro-
vide suggestions for decision making and to identify parameters user should
provide.

– Compose Digital Interaction. We model the Digital Interactions, for
example, DI-1 that starts with Select data source interaction, followed by
Specify dataset format and Import Dataset. Import Dataset interaction trig-
gers the Import Dataset service. Then Select Prediction Model interaction and
Conduct Prediction service are linked respectively. Dataset returned from the
Import Dataset service is mapped to Execute Model service. Export Results
service is triggered immediately after the completion of the Execute Model
service to generate a report for the user.

Each link between two components of a DI is captured through di:FlowLogic.
To link fields of Interactions with Services, di:ServiceInteraction-FieldMapping
concept is used. For example, Data Source returned by Import Dataset service
is mapped as the input for Conduct Prediction service.

2 https://www.w3.org/TR/vocab-data-cube/.
3 http://dmg.org/pmml/v4-3/GeneralStructure.html.

https://www.w3.org/TR/vocab-data-cube/
http://dmg.org/pmml/v4-3/GeneralStructure.html
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Once this DI is designed, an execution engine is necessary to create graphical
user interfaces from interactions and handle different service calls. Different users
can use this DI to conduct individual prediction tasks.

4.3 Modelling the Example 2

We need to define a new DI for the process that creates a new prediction
model (DI-2). We reuse information model, Import Dataset service, Select data
source, Specify dataset format and Import Dataset interactions. A new infor-
mation model called Algorithm Specifications is created to capture analytics
algorithms such as linear regression. New services were created to Generate Pre-
diction Model and Add them to Model Specifications.

4.4 Modelling the Example Digital Interaction 3

To create DI-3 we extend DI-1. Select Prediction Model interface is updated
with a checkbox field (Model Unavailable), which user can tick if a suitable
model is not available. Two new event-based interactions are defined, one to
capture whether a model is available or not, other to know when a new model
is created.

DI-3 is formed by aligning interactions and services as shown in Fig. 6. We
included a decision followed by Select Prediction Model interaction to represents
a flow-logic for rule-based navigation. This di:FlowLogic instance is defined based
on the Model Unavailable field and triggers Notify Model not Found Interaction
or Conduct Prediction interaction accordingly. Notify Model Not Found inter-
action is followed by DI-2, which triggers Notify Model Created interaction at
the completion and the DI-1 can continue. Further details of the DI modelling
through Capsifi Jalapeno tool can be found at our website4.

5 Evaluation of Digital Interaction for KIP Support

The proposed DI framework contains all components of a KIP supporting sys-
tem illustrated in Fig. 1. Environment and Data and Knowledge Elements are
captured in the information model. Knowledge Actions are captured in both
Services and the interaction models. Rules and constraints are embedded in
the di:FlowLogic, di:Rule and di:ServiceInteractionFieldMapping concepts. The
process is captured in the Digital Interaction construct. Goals and Knowledge
Workers components are not within the scope of the DI framework, but they
are handled by CAPSICUM meta-model itself and inertly usable within the DI
Framework.

To evaluate how DIs can contribute to uplift KIP management and execu-
tion, we selected the set of requirements proposed in literature [9]. Cicco et al. [9]
had designed those requirements in order to benchmark the KIP supporting sys-
tems in different dimensions. They have published an evaluation of existing KIP
4 http://adage.cse.unsw.edu.au/Resources/DigitalInteractionCaseStudy.

http://adage.cse.unsw.edu.au/Resources/DigitalInteractionCaseStudy
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Table 1. Compliance of DI to the requirements of KIP Supporting Systems

Component Requirement Jalapeno-DI
Extension

SmartPM ArtiFact-
GSM

Data R1 Data modeling + + +

R2 Late data modeling + − −
R3 Access to appropriate data + − +

R4 Synchronized access to
shared data

− − −

Knowledge
actions

R5 Represent data-driven
actions

+ ∼ +

R6 Late actions modeling ∼ ∼ −
Rules and
Constraints

R7 Formalize rules &
constraints

+ + +

R8 Late constraints
formalization

∼ − −

Goals R9 Goals modeling Inherent − −
R10 Late goal modeling ∼ ∼ −

Processes R11 Support for different
modeling styles

− + +

R12 Visibility of the process
knowledge

+ − +

R13 Flexible process execution + − ∼
R14 Deal with unanticipated
exceptions

− + −

R15 Migration of process
instances

+ − −

R16 Learning from event logs − − −
R17 Learning from data sources + − −

Knowledge
Workers

R18 Knowledge workers
modeling

Inherent + +

R19 Formalize interaction
between knowledge workers

Inherent − −

R20 Define knowledge workers’
privileges

Inherent − +

R21 Late knowledge workers’
model-ing

− − −

R22 Late privileges modeling − − −
R23 Capture knowledge
workers’ decisions

+ + +

Environment R24 Capture and model
external events

+ − +

R25 External events
late-modeling

− − −
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supporting systems such as SmartPM and ArtiFact-GSM alongside the require-
ments. Hence we adapted the same requirement based evaluation procedure to
evaluate DI framework and compared the results with what is accomplished
in SmartPM and ArtiFact-GSM. Table 1 presents our evaluation results. We use
symbols (+), (−) and (∼) to indicate whether each system supports, not support
or partially supports the respective requirement. There are some requirements
(R9, R18, R19 and R20) marked as Inherent, that are not captured by the DI
framework, but inherently supported by Capsicum framework.

When looking at the requirements satisfied by the Jalapeno-DI extension, we
observed how all data, their properties as well as interrelationships (R1) rele-
vant to a process can be captured through semantic models. Late data modeling
(R2) is enabled by linking the information model to the interaction model and
enabling new information creation via interactions. Query engine and form-based
interaction are used to fetch and show appropriate data (R3). di:InteracionField
concept maps the user actions with appropriate information models and enables
to constraint actions based on information model (R5). di:Rule and di:FlowLogic
closely follows the Event-Condition-Action pattern and enable users to define
decision tables (R7). Users can access and visualize all the knowledge captured
in the DI meta-model via GUI provided in the Jalapeno tool (R12). With DIs
available on a canvas, users have the flexibility to edit and change the pro-
cess execution (R13). The malleability of semantic models via Digital interac-
tion framework naturally supports the migration of process instances from one
information model or set of services to another (R15). The framework provides
dynamic support for users based on the historical information and data stored in
the information model (R17). All the processes defined via DIs have the capac-
ity to capture knowledge workers’ decisions via instantiating the di:FlowLogic
(R23). Our information model is flexible and caters for external events coming
from the environment and we can associate them with existing components of
the information model (R23).

Goal modeling (R9), Knowledge workers and their privilege modeling (R18,
R20) as well as defining the interaction between them such as which user/role is
responsible for which part of the process is inherently supported by CAPSICUM
framework and available for DI framework via capsi:Interaction concept.

We observe that by using a flexible semantic meta-model and supporting
dynamic DI composition, the proposed framework fully or partially comply with
most requirements supported by SmartPM and ArtiFactGMS with additional
requirements such as late data modelling (R2), flexible process execution (R13),
learning from data sources (R17) and formalize interaction between knowledge
workers (R19). Detailed evaluation of SmartPM and ArtiFactGMS against these
requirements can be found at [9].

In terms of limitations, our framework does not support fully for late actions,
goal or event modelling, and constraint formalization of the process (R6, R8,
R10) at its enactment. User actions at runtime are limited by what is pre-defined
at the interaction model. Late knowledge worker modeling (R21) and privilege
modeling (R22) are not supported in DI framework. Synchronized access to
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shared data (R4) and Deal with unanticipated exceptions (R14) are execution
platform related requirements our prototype cannot comply with. Currently, we
support only a single style of modelling based on actions and hence R11 is not
achieved. Yet the semantic models have the capacity to expand and cater to
different modelling styles such as data or event centric. Learning from event logs
(R16) is another important requirement not supported. Finally, although we are
able to capture execution instances of DIs, we do not provide an interface to
explore and analyze them (R16).

6 Conclusion and Future Work

In the paper, we proposed a new ontology-based framework called DI to sup-
port knowledge-intensive processes management by providing agility and better
knowledge representation. The framework is designed as an extension of the
CAPSICUM framework [17]. We developed a prototype of the proposed frame-
work on top of Capsifi Jalapeno platform and demonstrate its capabilities via a
case study of designing predictive analytic process. The potential of our frame-
work is evaluated through a set of requirements proposed in the literature for
KIP support systems.

By implementing DI meta-model on top of CAPSICUM framework we
enabled the linking of service concepts, interactions and DIs into the holistic
enterprise architecture. We can define DI as a part of a high-level business pro-
cess or model how different organizational value streams and strategies are linked
to these processes. It provides context and traceability for the services, informa-
tion, and interactions we define. Hence we get one step closer to better alignment
between business and IT architecture of the organization.

One limitation of our study is the restriction imposed by extending the CAP-
SICUM framework. We lose a certain level of flexibility, especially when designing
flow logic, as we are building on top of CAPSICUM ontologies. It is a trade-off
we made as we believe the value of DI framework is enhanced by extending a
framework that is already accepted and used by large-scale organizations.

According to the evaluation, late information modeling - actions, goals, con-
straints, privileges, actors is a major limitation of our framework. We plan to
address in future by extending the architecture to support run-time modeling as
well.

To learn from event logs, we plan to extend the information model to capture
user insights and performance details for executed DI instances. For example, in
the predictive analytics case study, we can extend the Prediction Model concept
to record experiences from different users who used a particular model, its per-
formance statistics for different datasets extracted from execution logs etc. Then
a user can use that accumulated knowledge in future DI design and execution.

Further, to harness the full potential of DIs we need a good execution plat-
form that can access semantic models and drive different interactions dynam-
ically, fulfilling requirements such as synchronized access to shared data and
dealing with unanticipated exceptions.
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The main challenge in adapting DIs for an organization is designing a good
information model that reflect business objects. This model is unique to an orga-
nization and developing it from scratch can be challenging. Our framework is
designed to link existing information models (e.g.- RDF Cube to model Dataset
used in the case study) easily. Hence designing a repository of abstract infor-
mation models and guidelines for specific KIP domains such as data analytics,
finance or marketing can lift the burden of information modelling and encourage
many organizations to adapt DI framework.

We consider this work as a foundation for a new approach to solve challenges
related to KIP management and execution using semantic models. As future
goals to achieve that objective, we propose to extend DI to contain a knowledge
layer that can enable knowledge workers to share their insights and experience,
which can supports others in conducting similar KIPs and decision making.

Acknowledgments. We are grateful to Capsifi, especially Dr. Terry Roach, for pro-
viding Capsifi Jalapeno platform and sponsoring the research which led to this paper.
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{julieth.castellanos,barbara.gallina,faiz.ul.muram}@mdh.se

Abstract. Manual compliance with process-based standards is time-
consuming and prone-to-error. No ready-to-use solution is currently
available for increasing efficiency and confidence. In our previous work,
we have presented our automated compliance checking vision to support
the process engineer’s work. This vision includes the creation of a process
model, given by using a SPEM 2.0 (Systems & Software Process Engi-
neering Metamodel)-reference implementation, to be checked by Regor-
ous, a compliance checker used in the business context. In this paper, we
move a step further for the concretization of our vision by defining the
transformation, necessary to automatically generate the models required
by Regorous. Then, we apply our transformation to a small portion of
the design phase recommended in the rail sector. Finally, we discuss our
findings, and present conclusions and future work.

Keywords: Software process · Compliance checking · Regorous
SPEM 2.0

1 Introduction

Claiming compliance with process-based standards requires that companies
show, via the provision of a justification which is expected to be scrutinized by
an auditor, the fulfillment of its requirements [1]. The manual production of this
justification is time-consuming and prone-to-error since it requires that the pro-
cess engineer checks hundreds of requirements [2]. A process-based requirement
is checkable for compliance if there is information in the process that corrobo-
rate that the requirement is fulfilled [3]. This checking can be facilitated by using
FCL (Formal Contract Logic) [4], a rule-based language that can be used to gen-
erate automatic support to reason from requirements and the description of the
process they regulate. In our previous work [5], we have presented our automatic
compliance checking vision (See Fig. 1). It consists of the combination of process
modeling capabilities via SPEM 2.0 [6]-reference implementation, specifically by
using EPF (Eclipse Process Framework) Composer [7], and compliance checking
capabilities via Regorous [8], an FCL-based reasoning methodology, and tool.
c© Springer Nature Switzerland AG 2018
I. Stamelos et al. (Eds.): SPICE 2018, CCIS 918, pp. 233–247, 2018.
https://doi.org/10.1007/978-3-030-00623-5_16
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234 J. P. Castellanos Ardila et al.

In our vision, EPF Composer contributes with the appropriate (minimal
set of) SPEM 2.0-compatible elements required by Regorous, which, in turn,
produces a report that can be used to analyze and improve compliance.

In this paper, we define the transformation necessary (dotted line region
shown in Fig. 1) to automatically generate the models required by Regorous, i.e.,
the FCL rule set, the structural representation of the process and the compliance
effects annotations (cumulative interactions between process tasks that produce
the desired global properties mandated by the standards [9]). Then, we apply
our transformation to a small portion of the design phase recommended in the
rail sector and discuss our findings.

Fig. 1. Automated Compliance Checking Vision [5].

The rest of the paper is organized as follows. In Sect. 2, we recall essential
background information. In Sect. 3, we present the transformations specification
for generating Regorous inputs. In Sect. 4, we illustrate the transformation with a
small example from the rail sector. In Sect. 5, we discuss our findings. In Sect. 6,
we discuss related work. Finally, in Sect. 7, we derive conclusions and future
work.

2 Background

In this section, we provide basic information on which we base our work.

2.1 EPF Composer

EPF Composer [7] is an open-source tool aiming at supporting the modeling of
customizable software processes. We recall two open source standards used by
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EPF Composer and also required in this paper. UMA (Unified Method Archi-
tecture) Metamodel [10], a subset of SPEM 2.0 [6], is used to model and man-
age reusable method content and processes. Method Content defines the core
elements used in a process, i.e., tasks, work products and roles. Managed Con-
tent defines textual descriptions, such as Concept and Reusable Asset. Custom
Category defines a hierarchical indexing to manage method content. A delivery
process describes a complete and integrated approach for performing a specific
project and it contains a Breakdown Structure, which allows nesting of tasks.
UML 2.0 Diagram Interchange Specification [11] supports diagram inter-
change among modeling tools by providing an UML activity diagram represen-
tation. An Activity corresponds to a process, while a Node represents a point in
the process, and an Edge is used to connects points. Nodes can be of different
types. An Activity Parameter Node represents a task. Initial and Final Nodes
represent the start and the end of the process. Fork and Join Nodes represent
the parallel flows and Decision and Merge Nodes represent conditional behavior.

2.2 Regorous

Regorous [8] is a tool-supported methodology for compliance checking in which
the compliance status of a process is provided with the causes of existing viola-
tions. To check compliance, Regorous requires a rule set, which is the formal rep-
resentation of the standard’s requirements in Formal Contract Logic (FCL) [4].
An FCL rule has the form r : a1, ..., an ⇒ c, where r is the unique identifier,
a1, ..., an, are the conditions of the applicability of a norm and c is the normative
effect. The different kind of normative effects can be found in [4]. A rule set is
represented in the schema called Combined Rule Set from which we recall some
elements. Vocabulary contains an element called term, which attribute atom is
used to describe rule statements. The second element, called Rule, is used to
define every rule of the logic. A rule is specified with the unique identifier called
label, the description of the rule called control objective, and the actual rule called
formal representation. Regorous current implemented tool uses the Canonical
Process Format (CPF) [12], a modeling language agnostic representation that
only describes the structural characteristics of the process. A Canonical Process
is the container of a set of Nets which represent graphs made up of Nodes and
Edges. Nodes types can be (OR, XOR, AND) Splits/Joint, which capture ele-
ments that have more than one incoming/outgoing edge. Nodes can also repre-
sent Tasks and Events, which are nodes that have at most one incoming/outgoing
edge. The compliance effect annotations, which represents the fulfillment of
a rule on a process element, are captured in Regorous by using a schema called
Compliance Check Annotations. A ruleSetList contains the ruleSets uri which is
the identification of the rule set. The conditions and the taskEffects represent the
process sequence flow and the tasks respectively and have an associated effects
name which corresponds to its actual compliance effects annotation.
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2.3 Automatic Compliance Checking Vision: The Modeling Part

In this section, we recall the methodology used for modeling the SPEM 2.0-
compatible models in EPF Composer required by Regorous. The methodology
is explained with an example from ISO 26262 presented in [5]. The modeled
requirement is obtained from part 6 clause 8, number 8.1, which states: “Specify
software units in accordance with the architectural design and the associated
safety requirements”. The formal representation of this requirement is presented
in Eq. 1.

r2.1 : addressSwUnitDesignProcess ⇒ [OANPNP ] − performSpecifySwUnit

r2.2 : performProvideSwArchitecturalDesign, performProvideSwSafetyRequirements

⇒ [P ]performSpecifySwUnit

r2.2>r2.1

(1)

The modeling in EFP Composer required the creation of three plugins. Ini-
tially, we create a plugin for capturing standard’s requirements (See Fig. 2),
which contains not only their description in natural language e.g., R2, but also
its atomization e.g., r2.1 and r2.2. The requirement atomization is used to assign
the rule representation (See Eq. 1). A second plugin is used to capture process
elements, as depicted in Fig. 3.

Fig. 2. Requirements
Plugin.

Fig. 3. Process Elements
Plugin.

Fig. 4. Process Activity
Diagram.

Finally, a third plugin is used to capture the compliance annotated tasks, in
which we also create the delivery process and its corresponding activity diagram
(See Fig. 4). To annotate the tasks, the concept that represents the compliance
effects is added to the task. The reader can discover more details about the
previous modeling in [5].

2.4 CENELEC EN 50128

CENELEC EN 50128 [13] is a standard that prescribes requirements for the
development, deployment, and maintenance of safety-related software for railway
control and protection application. The software component design phase is part
of the lifecycle required by the software quality assurance, which states that the
quality concerning the lifecycle shall address activities and tasks consistent with
the plans (e.g., the safety plan). We recall some requirements corresponding to
the software component design phase in Table 1.
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Table 1. Requirements from the Rail Standard.

ID Description

R1 Initiate component design phase

R2 Input documents: Software Design Specification

R3 A software component design shall be written under the responsibility of the designer

3 Generating Regorous Inputs

In this section, we present the two steps required to generate Regorous inputs,
namely the mapping between the elements provided by EPF Composer and
required by Regorous, and their algorithmic solution. We start with the map-
ping of the elements required for creating the rule set. As presented in Table 2,
the information related to the rules is obtained from the Delivery Process pro-
vided by EPF Composer (described with UMA elements), and should conform to
the Regorous schema called Combined Rule Set. Then, in Table 3, we present the
mapping required for the process structure, which is provided in a UML activ-
ity diagram and required to be transformed to the canonical process (CPF).
Finally, the compliance effects annotations require a structure that complies
to the Regorous schema called Compliance Check Annotations. This informa-
tion can be retrieved from EPF Composer taking into account that the process
elements can be extracted from the process structure (described with UML ele-
ments) and the compliance effects annotations can be extracted from the delivery
process (described with UMA elements). The mapping is presented in Table 4.

Table 2. Mapping elements from UMA to the rule set

UMA Rule set Mapping description

Reusable
asset

Rule set Reusable Asset is used in EPF composer to storage the
information related to the rule set. Therefore, its information
is transformed into the rule set required by Regorus. The
attributes transferred are name, presentationName and
briefDescription

Concept Term Concept is used in EPF Composer to storage the information
related to the vocabulary used in the creation of the rules.
Therefore its content is transformed into the vocabulary
required in the rule set, specifically, each Concept is a Term.
The attribute transferred is name

Content
category

Rule Content categories contain rules. Therefore, their content is
transformed into the body of the rule. The attributes
transferred are name, presentationName, and briefDescription

The algorithmic solution for obtaining the rule set, which mapping is
described in Table 2, is presented in Algorithm 1. The algorithm initiates with
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Table 3. Mapping elements from UML diagram to the canonical process

UML CPF Mapping description

Activity Canonical
process

The UML activity diagram is used in EPF Composer to
describe the dynamics of the software process. Therefore, its
information is transformed into a canonical process in CPF.
The attribute transferred is id

Initial
node

Start
event

The initial node of the activity diagram becomes a node
with type start event in CPF

Parameter
node

Task type Each parameter node in the activity diagram becomes a task
type in the CPF. Attributes transferred are id and name

Control
flow

Edge Each control flow in the activity diagram becomes an edge in CPF.
Attributes transferred are id, name, source and target

Final
node

End event The final node in the activity diagram becomes an end
event type in CPF

Decision
/Merge
node

XOR Split
/Join

The decision/merge nodes in the activity diagram becomes
an XORSplit/XORJoin Type in CPF

Fork/Join
node

AND
split/Join

The fork/join nodes in the activity diagram becomes an
ANDSplit/ANDJoin Type in CPF

Table 4. Mapping from UMA/UML metamodel to the compliance annotations

UML
/UMA

Compliance
annotations

Mapping description

Reusable
asset

ruleSet A reusable asset becomes a ruleSetList. The attribute
transferred is the name

Edge conditions Each edge becomes a special element in the compliance
annotations file called condition. The attribute transferred
is the id

Node Task effects Each node becomes a Task Effect. The attribute
transferred is the id. Then, the id is also used to search for
the concepts that should be converted into the compliance
Effects in the delivery process file

Concept Effect Every concepts associated to the task is transferred to the
Effect. The attribute transferred is the name

the description of its required input (DeliveryProcess), and the expected output
(RuleSet). Then, the input is parsed with the function getElemementsByTag-
Name, which searches the elements to be mapped, with the function Map to the
output. The first element searched is the uma:ReusableAsset, which attribute
name is mapped to the rules URI. Then, the algorithm searches for the ele-
ments uma:ContentCategory, which provides the attributes id, controlObjective
and formalRepresentation of each rule. Algorithm 2, which maps the elements
described in Table 3, takes as input the UML Activity Diagram and provide the
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Canonical Format. The function getElementsByTagName searches for every ele-
ments that describes process structure and maps it to their counterpart in CPF.
The mapping of the process structural elements requires a unique identifier that
is generated internally each time the function Map is used. Algorithm 3 describes
the solution for mapping the elements presented in Table 4. The required inputs
are the UML Activity Diagram and the DeliveryProcess. The expected output
is the ComplianceEffectsAnnotations. The algorithm searches in the delivery
process the element tagged as uma:ReusableAsset and mapped it to the rule

input : DeliveryProcess
output: RulseSet
LoadFile (DeliveryProcess);
NodeReusableAsset←getElementsByTagName (uma:ReusableAsset);
Map (ruleSet←ReusableAsset);
conceptsList←getElementsByTagName (uma:Concept);
for i ← 0to getLength (ConceptsList) do

Map (Term.atom ←Concept.name)
end
contentCategoryList ← getElementsByTagName (uma:ContentCategory);
for j ← 0to getLength (contentCategoryList) do

ruleControlObjective←getAttribute (briefDescription);
if ruleControlObjective is not empty then

Map (rule←contentCategory)
end

end

Algorithm 1: Algorithm for Obtaining the Rule Set.

input : UMLActivityDiagram
output: CanonicalFormat
LoadFile (UMLActivityDiagram);
NodeActivity←getElementsByTagName (uml:Activity) ;
Map (CanonicalProcess← NodeActivity);
nodesList←getElementsByTagName (uml:node);
for i ← 0 to getLength (nodesList) do

if nodeType=uml:ActivityParameterNode then
Map (TaskType←node)

end
if nodeType=uml:InitialNode then

Map (StatEvent←node)
end
if nodeType=uml:ActivityFinalNode then

Map (EndEvent←node)
end
if nodeType=uml:ForkNode then

Map (ANDSplitType←node)
end
if nodeType=uml:JoinNode then

Map (ANDJoinType←node)
end
if nodeType=uml:DecisionNode then

Map (XORSplitType←node)
end
if nodeType=uml:MergeNode then

Map (XORJoinType←node)
end

end
edgesList←getElementsByTagName (uml:edge);
for j ← 0to getLength (edgeList) do

Map (Edge←edge)
end

Algorithm 2: Algorithm for Obtaining the Process Structure.
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set. Similarly, the algorithm searches for the elements tagged as uml:edge and
uml:node in the UML Activity Diagram and mapped them to the conditions and
taskEffects respectively. The node id is used to search for the elements tagged
as uma:concept in the DeliveryProcess, which is mapped to the effects.

input : UMLActivityDiagram,DeliveryProcess
output: ComplianceEffectsAnnotations
LoadFile (UMLActivityDiagram, DeliveryProcess) ;
NodeReusableAsset (from DeliveryProcess)←getElementsByTagName (uma:ReusableAsset) ;
Map ((ruleSet←ReusableAsset) ;
edgesList(from UMLProcess)← getElementsByTagName (uml:edge);
for i ← 0 to getLength (edgeList) do

Map (conditions←edge)
end
nodeList(from UMLProcess)← getElementsByTagName (uml:node);
for j ← 0 to getLength (nodeList) do

Map (taskEffects←node) TaskId←ObtainUMAValue(nodeList);
ContentElementList(from DeliveryProcess)←
getElementsByTagName(ContentElement);
for k ← 0 to getLength (ContentElementList) do

if ContentElementList.id = TaskId then
ConceptsList(from DeliveryProcess)← getElementsByTagName(Concept);
for l ← 0 to getLength (ConceptsList) do

Map (effects←Concept);
end

end

end

end

Algorithm 3: Algorithm for Obtaining the Compliance Effects Annotations.

4 Models Checkable for Compliance from the Rail Sector

The purpose of this section is to provide evidence that the models provided by
EPF Composer, and transformed with our algorithm, are checkable for compli-
ance with Regorous. The software process model to be checked for compliance is
the one modeled in Fig. 4 (originally created for compliance with an automotive
standard). In this evaluation, three steps are required. Initially, we generate the
compliance annotated software process in EPF Composer, following the method-
ology described in Sect. 2.3. Second, we apply the transformation described in
Sect. 3. Finally, we verify that the models generated have enough information
to be processed by Regorous. This verification is done manually, namely, we
highlight the mapping of the elements required for checking compliance. We also
check compliance with Regorous and describe the type of analysis that can be
carried out after compliance checking.

We start by annotation a small portion of the design phase (modeled in
Fig. 4) with the recommended requirements provided in the rail sector (see CEN-
ELEC requirements in Sect. 2.4). First, we formalize the standard’s requirements
applying the definitions for creating the rules presented in Sect. 2.2. As the for-
mula 2) shows, the rule r1.1, which is the formalization of the requirement R1,
defines an obligation of addressing the phase. Rules r.2.1 and r.2.2 are related
to the requirement R2 in the following way: r.2.1 prohibits the specification of
the design, but r.2.2 permits the specification of software units if the software
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design specification is obtained. Similarly to r.3.1 and r.3.2, which are related to
requirement R3. Rule r.3.1 prohibits the production of software units, but r.3.2
permits them if not only the specification is performed but also is a designer has
been assigned. In the previous rules, priority relations are defined to give higher
priority to the permits over the obligations.

r1.1 : [OM ]addressComponentDesignPhase

r2.1 : addressComponentDesignPhase ⇒ [OANPNP ] − performSpecifyComponentDesign

r2.2 : obtainSoftwareDesignSpecification ⇒ [P ]performSpecifyComponentDesign

r3.1 : performSpecifyComponentDesign ⇒ [OANPNP ] − produceSoftwareComponentDesign

r3.2 : performSpecifyComponentDesign,

assignDesigner ⇒ [P ]produceSoftwareComponentDesign

r2.2>r2.1, r3.2>r3.1

(2)
Standards requirements and the respective rules are modeled in EPF Com-

poser in a plugin as depicted in Fig. 5.

Fig. 5. Requirements Plugin.

Then, we import the plugin that contains the process elements (See Fig. 3).
Finally, we create the plugin for annotating the process tasks. In this plugin, we
copy the tasks from the plugin that contains the process elements and make them
contribute to the original ones, which allows to extend them in an additional way.
The tasks are annotated according to the compliance effects they represent. For
this, we check the process model depicted in Fig. 4. As we see, the task Start
Software Unit Design Process represents the initiation of the software component
design and therefore it produces the compliance annotation addressComponent-
DesignPhase. This task also responds to the compliance effect obtainSoftware-
DesignSpecification since it has a work product with a similar name. Task Specify
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Software Units responds to the compliance effect performSpecifyComponentDe-
sign. Finally, the task Design Software Unit has a work product Software Unit
Design, which makes the task respond to the compliance effect produceSoftware-
ComponentDesign. Once the tasks are annotated, we create the delivery process
and the activity diagram, export the plugins and apply the transformations to
obtain the Regorous inputs to check compliance.

In what follows, we provide essential code snippets, in which we highlight the
mapping of the elements required for checking compliance. We start showing the
generated Rule Set. As presented in Listing 1.1, the generated Rule Set has the
elements Vocabulary, which contains the rules, described in EPF Composer with
an uma:concept. It also contains the rules, which were described in the content
category elements that correspond to the rules.
<?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” standa lone=”yes ”?>
<RuleSet xmlns=” ht tp : //www. n i c t a . com . au/bpc/CombinedRuleSetDef init ion

/0 .1 ” u r i=”RuleSetRai lStandards ” >
<Vocabulary>

<Term atom=”addressComponentDesignPhase”/>
...<!−− other Term atoms −−>

</Vocabulary>
<Rules>

<Rule xmlns : x s i=” ht tp : //www.w3 . org /2001/XMLSchema−i n s t ance ”
x s i : t y p e=”DflRuleType” ru l eLabe l=” r1 . 1 ”>

<Contro lObject ive>r1 . 1 Address so f tware un i t des ign proce s s</
Contro lObject ive>

<FormalRepresentat ion>=&gt ; [OANPP] addressComponentDesignPhase</
FormalRepresentat ion>

</Rule>
...<!−− other r u l e s −−>

<SuperiorityRelations>
. . .

</SuperiorityRelations>
</RuleSet>

Listing 1.1. Rule set generated

In Listing 1.2, we present the generated process structure. We highlighted one
Node that represents the start point of the process and one node that represents
a task Type. An Edge represents a connection between the nodes.
<?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” standa lone=” true ”?>
<ns4:CanonicalProcess name=”Software Unit Design Process ” . . .>

<Net id=”1529072497607”>
<Node id=”1529072497608” x s i : t y p e=”ns4:EventType” xmlns :x s i=” ht tp :

//www.w3 . org /2001/XMLSchema−i n s t ance ”>
<name>Star t</name>
<a t t r i bu t e value=” s ta r t even t1 ” typeRef=” Id”/>

</Node>
<Node id=”1529072497609” x s i : t y p e=”ns4:TaskType” xmlns :x s i=” ht tp :

//www.w3 . org /2001/XMLSchema−i n s t ance ”>
<name>Star t Software Design Process</name>
<a t t r i bu t e value=” StartSoftwareDes ignProcess ID ” typeRef=” Id”/>

</Node>
...<!−− other nodes −−>
<Edge id=”1529072497612” ta r g e t Id=”1529072497609” source Id=”

1529072497608” de f au l t=” f a l s e ”>
...<!−− other edges −−>

</Net>
</ns4:CanonicalProcess>

Listing 1.2. Process structure generated
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In Listing 1.3, we present the compliance annotations. For example, the rule
set uri is the rule set identification, conditions element id represent control
flows identification, and the taskEffects represent the tasks, which effects name
corresponds to the effects.

<?xml ve r s i on=” 1 .0 ” encoding=”ASCII”?>
<cca:ComplianceAnnotations xmi :ve r s i on=” 2 .0 ” xmlns:xmi=” ht tp : //www. omg .

org /XMI” xmlns :cca=” ht tp : //www. n i c t a . com . au/bpc/ e c l i p s e /
ComplianceCheckAnnotations”>

<ruleSetList>
<r u l e S e t s u r i=”RuleSetRai lStandards ”/>

</ ruleSetList>
<conditions elementId=” jNj1AExVEeiW4M4duzOA6Q”/>
<conditions elementId=” jukQUExVEeiW4M4duzOA6Q”/>
...<!−− other cond i t i ons −−>
<taskEffects elementId=” hCKUcExVEeiW4M4duzOA6Q”>

<e f f e c t s name=”addressComponentDesignPhase” negat ion=” f a l s e ”>
<e f f e c t s name=” obta inSo f twa r eDes i gnSpec i f i c a t i on ” negat ion=” f a l s e ”>

...<!−− other t a s kE f f e c t s −−>
<localVocabulary/>

</cca:ComplianceAnnotations>

Listing 1.3. Compliance annotations generated

Then, we checked compliance with Regorous. The report results (See Fig. 6)
not only shows that the process in non-compliant, but also the description of the
uncompliant situation, the element that may be the source of the violation, the
rule that has been violated and the possible resolution. With this information,
it may be easier for the process engineer to make a focused analysis to improve
the compliance status. In the example, the rule 3.1 (highlighted in Fig. 5), refers
to Incomplete requirements for the design of software Components, which means
that we do not have the requirements in place to address the task called Spec-
ify Software Unit Design. To solve the uncompliant situation, we refer to the
counterpart rule, which is the one marked as r.3.2, in which the compliance
effects assign designer and produceSoftwareComponentDesign and performSpec-
ifyComponentDesign are included. To be able to complete the assignment of
these effects, we need to include a role called designer to the task Specify Soft-
ware Unit Design as presented in Fig. 7. The improved process is again checked,
resulting in a report with no violations of the rules.

Fig. 6. Compliance Report. Fig. 7. Activity Diagram.
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5 Discussion

Automated compliance checking of software processes with Regorous generates a
compliance report that not only communicate the compliance status of the soft-
ware process, i.e., whether the process is compliant or not, but also the sources
of violations, i.e., the rules that have being violated and the target of the uncom-
pliant situations (specific tasks), and possible resolutions. This information may
increase efficiency in the process compliance since it permits the process engi-
neer to focus on specific process elements and the reparation policies they may
require. In the example presented in Sect. 6, it was clear, from the compliance
report, that the task affected was Specify Software Unit and we focus on it to
understand the missing process elements. If rules are correctly formalized, and
their formalization covers the standards requirements entirely, also confidence
can be increased since uncompliant situations, in all the levels, would be spot-
ted. Since we have modeled in detail the requirements provided in Table 1, we
can consider the checking of the small process reliable. A software process can
be checked for compliance with different standards. This specific aspect could
potentially be beneficial since it promotes process reusability, i.e., a process
engineer can take processes designed in previous projects, check their compli-
ance status with the normative requirements of the new project and improve
it, based on the violations reported. In the example, we saw that the software
process model created for automotive could be used as a base for model a small
portion of the design phase recommended in the rail sector.

As we see in Fig. 1, the adopted methodological approach for our auto-
matic compliance checking vision, is tool supported. While the maturity of the
methodology is high, its tool support still requires additional work. EPF Com-
poser and Regorous have been tested separately and the bridge between them,
namely, the transformations between the EPF Composer and Regorous, have
been designed and implemented. The transformations, applied to the portion of
the design phase recommended in the rail sector (See Sect. 4), are correct since
they have generated a complete set of inputs that are compatible with Regorous
schemas, making possible to check compliance. The transformation implemen-
tation, which is still in a prototyping stage, could be improved if techniques,
such as Model Driven Engineering (MDE) are applied. We consider essential to
further exploit the process modeling language agnosticism underlying Regorous
methodology to be able to perform a future seamless integration of the tools
required for our compliance checking vision.

6 Related Work

Automatic compliance checking of processes is one of the mechanisms that can
provide benefits, as we have discussed above, to compliance management. In par-
ticular, researchers in the business and legal compliance context have explored
potential formalisms to create compliance checking frameworks, such as the ones
presented in [14] and in [15]. However, they are based on temporal logics, in
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which the modeling of normative requirements is still considered difficult. To
model the rules more naturally, we have chosen Regorous, which underlying for-
malism called FCL, permits the modeling of deontic notions (i.e., obligations,
prohibitions and permissions) which are the actual notions that describe nor-
mative requirements. Automatic compliance checking of safety-critical software
processes has not been as explored as in business management. However, in [16],
the authors presented initial steps of an approach for process reasoning and
verification, which is based on the combination of Composition Tree Notations
(CTN), a high-level modeling notation used for modeling process structure, and
Description Logics (DL). DL is used to reason about the compliance of the pro-
cess structure. Instead, our approach includes the accumulation of compliance
effects that trigger new effects, focusing on the process behavior. Another dif-
ference we have included in our approach is the use of SPEM 2.0-compatible
software process models, which may be preferred over other process modeling
languages since it allows the creation of process method contents that can be
reused in different kind of processes. SPEM 2.0-related community, to the best
of our knowledge, has not addressed compliance checking. However, based on
SPEM 2.0, some solutions for compliance management exists. In [3], compliance
tables are generated. Compliance tables require the modeling of the standard’s
requirements, which should be mapped to the process elements that fulfill them.
The modeling of compliance elements is also exploited in [17], in which the
modeling of standards requirements is required to detect whether the process
model contains sufficient evidence for supporting the requirements. The app-
roach provides feedback to the safety engineers regarding detected fallacies and
recommendations to solve them. In our case, we have also exploited not only the
modeling of standard requirements, but also we have provided a mechanism to
include rules within the standard’s requirements, which facilitate the resolution
of uncompliant situations after the automatic compliance checking is performed.

7 Conclusions and Future Work

In this paper, we defined the transformation necessary to automatically generate
the models checkable for compliance in Regorous from SPEM 2.0-compatible
process models. We also applied our transformation to a small portion of the
software component design phase recommended in the rail sector and discussed
aspects related to our findings.

To increase the maturity of the results shown in this paper, a proper plugin
is going to be implemented to enable the push-button solution for the entire
generation of the inputs required by Regorous. Also, as presented in [5], we need
to further validate our approach and complete some tasks, i.e., the addition
of the rule editor to facilitate the modeling of FCL rules, which currently is
done manually, and the mechanism to back-propagate compliance results into
EPF Composer. This work is expected to be partly delivered within the final
release of the AMASS platform [18].
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Abstract. Software process standards and models encapsulate best
practices and guidelines for engineering and managing software. These
are usually prescribed in natural language. However, natural language
based process specifications can be inconsistent and ambiguous that
makes it difficult to monitor and verify if they have been fully imple-
mented and adhered too in a given software project. Besides the process
of defining and documenting the necessary evidence to comply with pro-
cess standard requirements is often manual, time consuming and labo-
rious. In earlier studies, we developed a translation scheme and meta-
model for consistent and uniform software process formalisation. In the
current study, we leverage the formal process specification to develop a
two-step formal process verification approach; first we extract process
requirements from the standard documents and translate them into log-
ical axioms. We then augment these axioms with additional information
in a process verification ontology. This ontology is then utilised in confor-
mance verification of a performed process. We demonstrate the feasibility
of our approach with software requirements analysis process and a case
study.

Keywords: Process · Standards · Ontology · Verification

1 Introduction

Software process management is a systematic and continuous endeavor to define,
assess and improve processes that are used to produce quality software products
and services within the constraints of time, budget and schedule [1]. The process
perspective to software development is premised on the manufacturing principle
that product quality is influenced and evolved by the process used to produce
it [1]. To systematise software development and ensure interoperability, consis-
tency, and repeatability; software process standards such as ISO/IEC 12207 [2],
ISO/IEC 29110 [3] are widely adopted as a source of universally accepted best
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practices and guidelines to support the design, implementation and improve-
ment of software processes. However, software process standards are usually
prescribed in natural language that makes it difficult to implement, monitor and
verify such processes in practice [4]. Given that software standards are typi-
cally multi-paper documents and vebrose, they are likely to be ambiguous and
inconsistent which impedes their automated analysis and verification. Novice
users may find them hard to implement and verify in projects [5]. Despite, some
efforts making software standards more applicable and accessible even to very
small entities (VSE); for example ISO/IEC 29110 with deployment packages1,
still considerable time and resources are needed to understand, implement and
verify thier conformance [6].

The process of verifying the extent to which the implemented process is in
conformance with a process reference model (PRM) is referred to as process
compliance [7] and accomplished through process assessment or appraisal [8].
Process assessment is the disciplined evaluation of the organisational processes
against a set of criteria defined in a process assessment model (PAM) to deter-
mine the capability of the organisational processes to perform within the con-
straints of quality, cost and schedule [8]. During process assessment, the empha-
sis is placed on two measures, i.e., organisational process conformance to the
PRM and the effectiveness of the organisational processes (process capability)
to achieve organisational business objectives [8]. Where as a process capabil-
ity assessment studies individual processes and thier attributes, a conformance
assessment on the other hand, can study fulfillment of a standard’s requirements
[9,10]. Therefore, Process assessment provides a way to verify conformance to a
standard like ISO/IEC 29110, if such a standard is considered a set of require-
ments [10]. The main stream assessment methods such as ISO/IEC 15504 (aka
SPICE) that is transiting to ISO/IEC 330xx [11] describe guidelines that stan-
dards compliant processes should follow namely; (i) defining processes in terms
of purpose and outcomes, (ii) use of objective evidence to prove conformance
to the defined criteria. When assessing software process implementations, the
main stream assessment methods are however, complex, resource intensive and
unaffordable to many software companies [12].

To overcome the above challenges, formal approaches to process modeling and
verification have been proposed in previous studies [4,7,12–14]. These increase
confidence and trustworthiness in the evidence used for process compliance [15]
and enable the use of automated analysis and verification techniques in software
process [17]. A formal process specification also enables compliance and certifi-
cation to process standards and reference models [18]. However, we couldn’t use
the available approaches for the task at hand for various reasons; The approach
by [7] employs first order logic (FOL), to formalize and verify standards compli-
ant software development. FOL is a proven and necessary expressive formalism.
However, its major drawback is its undecidability that leads to inefficiency in
terms of computational costs. Other approaches are not expressive enough for
the task at hand.

1 http://profs.etsmtl.ca/claporte/english/vse/vse-packages.html.

http://profs.etsmtl.ca/claporte/english/vse/vse-packages.html
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Essentially ontology approaches are an application of formal methods into
the semantic web where web resources are formally specified using logical nota-
tions and rigorously verified using ontology reasoning engines [14]. In recent
years, Description Logics (DLs) [16] based ontologies have been widely accepted
as an important means for representing and formalising knowledge in differ-
ent domains including software process engineering (see, e.g., [17,19]). DLs are
a decidable fragment of FOL that provides a rich and flexible modeling lan-
guage that underpins the web ontology language (OWL)2; a W3C standard for
developing ontologies in the semantic web. DLs come with an unambiguous,
standardised semantics and a wide range of tools that can be used to develop,
validate, integrate and verify formal models of software processes. Moreover, DLs
are supported by a variety of optimised inference engines3 that can be utilised to
support both consistent process implementation and querying the process space
by logical expressions, e.g. in conformance checking.

In earlier studies [20,21], we developed a translation scheme and metamodel
for consistent and uniform process formalisation. In the current study, we lever-
age such a formal process specification for process verification since formal mod-
els are basically a set of domain theorems that are amenable to formal proving
through reasoning [14]. Therefore in this paper, we extend our earlier work, with
a formal process verification approach where two levels of verification can be
performed to ensure the correctness of a process specification, i.e., the ontol-
ogy and instance verification levels. The former ensures the correctness of the
process specification itself, and the latter ensures the conformance of a pro-
cess instance to the standard process. Moreover, ontology reasoners can be used
to fully automate these formal verification activities. Consequently, we develop
a process verification ontology where we treat the problem of conformance to
standard processes as instantiation with a case study. The paper is structured
as follows: In Sect. 2 we provide preliminaries about process management and
improvement, a formal foundation about description logic and ontologies while
we present an overview of our approach in Sect. 3 and a feasibility study of this
approach based on software requirements analysis process. Simultaneously, we
provide challenges for further development and evaluation of the approach in
Sect. 4 concludes the paper.

2 Background

2.1 Process Management and Improvement

Software process management is the use of process engineering concepts, tech-
niques, and practices to explicitly monitor, control, and improve the software
process [1]. The objective of software process management is to enable an orga-
nization to produce software products according to a plan while simultaneously
improving the quality of its products [1]. A process is a set of interrelated or

2 https://www.w3.org/OWL/.
3 http://owl.cs.manchester.ac.uk/tools/list-of-reasoners/.

https://www.w3.org/OWL/
http://owl.cs.manchester.ac.uk/tools/list-of-reasoners/
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interacting activities which transforms inputs into outputs [2]. We limit our-
selves to defining a process in terms of its purpose and outcomes [8]. Processes
be technical or management are an inherent part of software engineering (SE), so
is process assessment which is a foundation step for process improvement [29].
Organisations use process assessment models (PAM) such as ISO/IEC 330xx
[11] to evaluate and change their processes in light of achieving business objec-
tives and supporting process conformance to standard processes [10]. A PAM
is a two dimensional representation that describes processes in terms of objec-
tive evidence that may be identified to demonstrate process implementation.
PAMs generally comprise sets of practices and descriptions of work products
that serve as indicators of process performance and process capability dimen-
sions of the assessment framework [2]. The process dimension of a PAM describes
processes drawn from one or more PRMs, in SE, these processes can be drawn
from ISO/IEC 12207, ISO/IEC 29110 among others. The PRM provides a list
of processes to be verified and their descriptions with a common terminology
and scope for process assessments. In a PRM, processes are described in terms
of purpose and outcomes. According to [9,10] conformance assessment may uti-
lize PRM in evaluating achievement of the process outcomes. We use software
requirements analysis (SRA) process from ISO/IEC 15504-5 [22] as a running
example in this paper.

Process Purpose: The purpose of the Software requirements analysis process
is to establish the requirements of the software elements of the system.

Process Outcomes:

– PO1: The requirements allocated to the software elements of the system and
their interfaces are defined;

– PO2: Software requirements are analysed for correctness and testability
– PO3: The impact of software requirements on the operating environment are

understood
– PO4: Consistency and traceability are established between the software require-

ments and system requirements
– PO5: Prioritization for implementing the software requirements is defined
– PO6: The software requirements are approved and updated as needed
– PO7: Changes to the software requirements are evaluated for cost, schedule

and technical impact
– PO8: The software requirements are baselined and communicated to all

affected parties

Accordingly, SRA process outcomes can be achieved by implementing base prac-
tices and evidencing their implementation through availability of work products
produced. These are also referred to as the process performance assessment indi-
cators for the process dimension in the process assessment model. The base prac-
tices and work products for software requirements analysis process drawn from
[22] are shown in Tables 1 and 2 respectively.

ISO/IEC 33020 [23] defines an ordinal scale for the evaluation of process capa-
bility based upon six defined capability levels. It characterises the extent to which
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Table 1. SRA process base practices

No Base practices Process outcome achieved

BP1 Specify software requirements PO1, PO2, PO5

BP2 Determine operating environment impact PO3

BP3 Develop criteria for software testing PO2

BP4 Ensure consistency PO4

BP5 Evaluate and update software requirements PO6, PO7

BP6 Communicate Software requirements PO8

Table 2. SRA Process process work products

No Work product Process outcome evidenced

WP1 Communication record PO8

WP2 Change control PO7

WP3 Traceability record PO4

WP4 Analysis report PO2, PO3, PO7

WP5 Interface requirements PO1

WP6 Software requirements PO1, PO2, PO4, PO5 and PO6

the process outcomes are achieved. The outcome achievement is behaviourally
aggregated to the process attribute which in turn is transformed to an ordinal
scale as shown in Table 3 and aggregated to determine a given capability level
[24]. We use this rating scheme in a conjugate way [24] to determine the extent
to which the process outcomes are achieved.

2.2 Description Logics and Ontologies

Ontologies are engineering artefacts that are an explicit formal specification of a
shared conceptualisation [25]. Web Ontology Language (OWL)4 is an ontology
modeling language designed and standardised by W3C for modeling ontologies
in the semantic web. OWL is underpinned by DL for its formal semantics [16]
that enables expressed knowledge to be reasoned on by human and artificial
agents. An OWL DL ontology is mainly composed of two main components;
The Terminological knowledge represented in the TBox (Class Level) and the
Assertional knowledge forming the ABox (Instance Level). The TBox defines
the intensional knowledge by which a concrete world can be described in form
of classes, properties and the respective axioms that define the constraints on
the conceptual schema. The ABox on the other hand, represents assertional
knowledge that describes some particular situation that instantiates the TBox.
Although in DL, only the Tbox is commonly referred to as an ontology and the

4 https://www.w3.org/OWL/.

https://www.w3.org/OWL/
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Table 3. The rating scale of process outcomes (cited from ISO/IEC 33020 [23])

Acronym Achievement of the defined Outcome

Not achieved (N) There is little or no evidence of achievement of the defined
outcome in the assessed process

Partially achieved (P) There is some evidence of the approach to, and some
achievement of, the defined attribute in the assessed
process

Largely achieved (L) There is evidence of a systematic approach to, and
significant achievement of, the defined outcomes in the
assessed process. Some weakness related to this attribute
may exist in the assessed process

Fully achieved (F) There is evidence of a complete and systematic approach
to, and full achievement of, the defined outcome in the
assessed process. No significant weaknesses related to the
outcome exist in the assessed process

combination of the TBox and ABox is referred to as the knowledge base (KB),
in this work we use both ontology and knowledge base interchangeably. In the
scope of our solution, the actual process implementation will be treated as the
ABox while the process standard will be coded as the TBox.

Ontology modeling in the semantic web, follows an open world assumption
(OWA) where anything is permissible unless explicitly prohibited. In others,
OWA semantics assume incomplete information by default, i.e., missing infor-
mation is treated as unknown rather than false. If any information is not declared
in the ontology, it is not taken to be false as is the case in database systems that
follow a closed world assumption (CWA) [26]. DL Axioms are used to constrain
classes, properties and individuals that classes can admit. Where as axioms in
an OWA semantics are used for inference purposes, in this study, we would like
such axioms to behave more like integrity constraints [26] in the presence of
process instance data (ABox) that needs to conform to the standard process in
the TBox (ontology) through the verification process using an ontology reasoner
such as Pellet [27]. Indeed, whereas inference is useful for reasoning over the
domain knowledge, when dealing with process conformance, the assessor wants
to verify that the presented objective evidence in form of e.g., artefact such as
SRS is indeed validated and baselined.

3 Overview of the Approach

In this section, we present our approach that includes translation of natural lan-
guage process to formal specification (DL language), capturing process standard
requirements as DL axioms consisting of base practices, work products and pro-
cess outcomes. We also present a process instance in a form of an ABox that
we verify against the DL Axioms in the TBox using a reasoner such as Pellet.
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The consistency of which represents conformance to the standards requirements
or non conformance. Figure 1, gives a high level view of the process verification
approach presented in this section.

Fig. 1. Process verification architecture

3.1 Constructing the Process Model Ontology (PMO)

In [29] a conceptual framework for ontology usage in process assessment is pro-
vided. In this framework a number of ontologies are proposed such as PRM
ontology, measurement and process ontology. In the current study, we mainly
develop a process model ontology (TBox)consisting the PRM and PAM, and
the process ontology as the process instance (ABox) which we use for process
verification. A well known ontology construction approach recommends inves-
tigating available upper ontologies and extracting reusable concepts from them
before developing domain specific ontologies. We refer to the upper ontology
developed for ISO software engineering standards [28] that provides an ontologi-
cal base for all ISO present and future standards. This ontological infrastructure
provides an ontological base for various standard domain ontologies that are
specific to a given domain such as process management. We also make use of
concepts and properties in earlier developed ontologies for the SE domain such
as the Software Lifecycle Ontology (SLO) and Software Implementation Pro-
cess Ontology (SIP) developed in the ALIGNED project5 that we reuse in our
ontology development following guidelines suggested in [29]. The ontology we
develop is in conformance with the guidelines prescribed for process descriptions
in ISO/IEC TR 24774 [30]. The PMO ontology is defined via the concepts and
roles that describe the process in terms of objective evidence that prove process
performance in an organisation.

A key concept of the ontology is Process that is defined through its intended
purpose and evidenced by the achievement of the process outcomes. Process

5 http://aligned-project.eu.

http://aligned-project.eu
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outcomes are sufficient and necessary conditions to achieve the software purpose.
To achieve the ProcessOutcomes, Practices (i.e., base and generic) are performed
to produce WorkProducts. WorkProducts are also inputs to the Practices that are
used to achieve the ProcessOutcomes. WorkProducts are used to prove that the
practices are being implemented and ProcessOutcomes are being achieved. For
instance, in our running example, the SRS a type of work product can be used
to prove that the software requirements analysis process was carried out. The
ontology is further augmented with DL axioms to constrain the class behaviours
and the instances that can be admitted by the ontology.

3.2 Representing Standard Requirements as DL Axioms

Generally standards can be considered as a set of requirements (rules) prescrib-
ing what should be done in order to achieve the process outcomes [31]. ISO/IEC
33002 constrains processes in a PRM to be defined in terms of purpose and out-
comes. Where a set of process outcomes is necessary and sufficient to achieve the
process purpose. In order to achieve the process outcomes, ISO/IEC 15504-5 [22]
specifies base practices to be implemented with work products providing evi-
dence that the base practices are being performed and the outcomes are being
achieved. Where as conformance assessment may utilize the PRM in evaluating
the achievement of process outcomes [10], there is no guarantee that individual
process outcomes are being achieved. To overcome this situation, we extract the
process requirements from the standard documents in form of if...then state-
ments made up of three major components; practices, work products and process
outcomes that are translated into DL axioms. These constitute statements such
as; If a given base practice is implemented and evidenced by a work product
then a related process outcome should be achieved. These are illustrated with a
set of SRA process outcomes, practices and work products identified in Sect. 2
we slightly adapt the outcome numbering from ISO/IEC 15504-5 to PO1..., for
uniformity through out the example illustrations in this paper.

1. If SRA has software requirements that are specified in a SRS, then outcome
PO1 is achieved

SRA � ∀hasSR.(∃specifiedIn.SRS) � achieve.{PO1} (1)

2. If SRA has TestingCriteria for software requirements that is developed and
recorded in an AnalysisReport, then outcome PO2 is achieved

SRA � ∀hasSR.((∀hasTestingCriteria.Developed) �
∃recordedIn.AnalysisReport) � achieve.{PO2} (2)

3. If SRA has the impact of software requirements on the operating environ-
ment that is determined and recorded in analysis report, then outcome PO3
is achieved

SRA � ∀hasSR.((∀hasImpact.Determined) �
∃recordedIn.AnalysisReport) � achieve.{PO3} (3)
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4. If SRA has consistency of system requirements (SSR) to software requirements
that is ensured and recorded in a traceability record, then outcome PO4 is
achieved

SRA � ∀hasSR.((∃consistencyEnsuredBetween.SSR) �
∃recordedIn.AnalysisReport) � achieve.{PO4} (4)

5. If SRA has software requirements that are prioritised and documented in SRS,
then outcome PO5 is achieved

SRA � ∀hasSR.(∃prioritisedIn.SRS) � achieve.{PO5} (5)

6. If SRA has software requirements that are evaluated and approved by the
customer and updated in SRS, then outcome PO6 is achieved

SRA � ∀hasSR.(∃evaluatedWith.Customer � ∃updatedIn.SRS) �
∃recordedIn.AnalysisReport � achieve.{PO6} (6)

7. If SRA has changes to the requirements that are evaluated for cost, schedule
and technical impact and recorded in change control record and analysis
report, then outcome PO7 is achieved

SRA � ∀hasSR.(∀hasChange.Evaluated � ∃recordedIn.
(ChangeControl � AnalysisReport) � achieve.{PO7} (7)

8. If SRA has software requirements that are communicated to all parties who
will use them and recorded in a communication record, then outcome PO8 is
achieved.

SRA � ∀hasSR.(∃communicated � recordedIn.CommunicationRecord)
� achieve.{PO8}(8)

To determine the extent to which the process outcomes are achieved, we follow
the process rating scheme from ISO/IEC 33020 as shown in Table 3. Since SRA
process has eight process outcomes, we base our rating scheme on the achieve-
ment of these outcomes as shown in DL axioms (9)−(13). Given a SRA process
if two but less than four Process Outcomes are achieved this will be ranked as
the process not being achieved.

NotAchieved ≡ SRA � (� 2� < 4)achieve.ProcessOutcomes (9)

Given a SRA process if four but less than six process outcomes are achieved,
then the process will be ranked as partially achieving its purpose.

PartiallyAchieved ≡ SRA � (� 4� < 6)achieve.ProcessOutcomes (10)

Given a SRA process if six but less than eight process outcomes are achieved,
then the process will be ranked as largely achieving its purpose.

LargelyAchieved ≡ SRA � (� 6� < 8)achieve.ProcessOutcomes (11)
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Given a SRA process and it achieves all its eight process outcomes, then the
process will be ranked as fully achieving its purpose.

FullyAchieved ≡ SRA � (� 8)achieve.ProcessOutcomes (12)

Achieving process outcomes to the level of largely or fully achieved status, helps
to build process performance attribute (PA1.1) that forms capability level one
of the assessed process.

CapabilityLevelOne ≡ ∃hasProcessAttribute · (PA1.1 �
hasRating · (LargelyAchieved � FullyAchieved)) (13)

3.3 DL ABox Construction (Moodle SRA Process Instance)

As an implementation process instance, we adapt and give a detailed analysis
and verification of the moodle e-learning system software requirements analysis
process suggested in [32]. In this case study, we only highlight and summarise
activities related to SRA process in Table 4, for other software implementation
processes, interested readers can refer to [32]. In a moodle SRA process, a moodle
community starts by communicating with the core team for performing a fea-
ture voting activity. The features could be about functional requirements (req1 )
or performance requirements (req2 ). In Moodle, there are four activities to be
executed in order to vote and select a feature and develop a requirement spec-
ification for the selected feature(s). They are feature voting activity, road map
development, developing the requirements specifications and suggestions, discus-
sions and agreements about the requirements specification. At each end of a suc-
cessful execution of these activities, a work product is produced. For example
the roadmap list is developed after successful completion of voting process for
selecting and prioritizing the features with the highest number of votes. The
roadmap is used to guide the implementation of selected features. In Moodle,
software requirements specification (SRS) documents are to be created for each
of the feature added to the roadmap. The final work product in moodle SRA
process are the suggestions and discussion on the SRS document that the entire
community provides and agrees to, based on the specification released earlier.
Due to space constraints, we only provide summarised process evidence for the
first two TBox axioms (1–2) in form of DL ABox identified during Moodle devel-
opment process in Table 6. The ABox for the remaining TBox axioms (3–8) can
be constructed in the same way.

3.4 Process Verification

During software process verification, the object that is checked and verified is
the process instance against the standard process using objective evidence from
the organisation that indeed shows the process was carried out by the organisa-
tion. A process instance (PI) is defined to be a singular instantiation of a process
that is uniquely identifiable and about which information can be gathered in a



258 E. Kabaale et al.

Table 4. Moodle SRA process terminology

Moodle concept Abox concepts

Moodle software requirements analysis process mSRA

Software requirements SR

Moodle software requirements specification mSRS

Requirement examples req1 and req2

Roadmap rm

System requirements ssr

Moddle community mc

Open source forums such as blogs, email openforum

Table 5. Moodle SRA process evidence

Process outcome Moodle SRA process evidence

PO1 Moodle roadmap created

PO2 Feature voting process

PO3 Feature voting process

PO4 -

PO5 Moodle SRS created

PO6 Moodle SRS is discussed and agreed upon

PO7 Moodle SRS discussions and agreement

PO8 Requirements are communicated through open forums and road map

Table 6. Moodle process instance (Abox)

Instance Relations Process outcomes

SRA(mSRA) hasSR(mSRA, req1 ) achieve(mSRA, P01 )

SR(req1 ) hasSR(mSRA, reg2 )

SR(req2 ) specifiedIn(req1, mSRS)

SRS(mSRS) specifiedIn(req2, mSRS)

SRA(mSRA) hasSR(mSRA, req1) achieve(mSRA, P02)

SR(req1) hasSR(mSRA, req2)

SR(req2) hasTestingCriteria(req1, tc1)

Developed(tc1) hasTestingCriteria(req2, tc2)

Developed(tc2) recordedIn(tc1,rm

TestingCriteria(tc1) recordedIn(tc2, rm)

TestingCriteria(tc2)

AnalysisReport(rm)
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repeatable manner [22]. In this case study, we take moodle SRA process as a
process instance about which information has been gathered and summarised in
a form of an ontology ABox in Table 6. From this example, we can use an ontol-
ogy reasoner such as pellet to verify automatically if moodle process (ABox) is
conformant to the SRA process represented in the TBox axioms (1)–(8). If the
moodle process achieves the rating of largely or Fully achieved, then it can be
ranked as a performed process (see axiom (13)). Process performance is the pro-
cess attribute that helps to build capability level one of the assessed process [2].
Therefore moodle process achieves its purpose and is classified at capability level
one see Fig. 2. An ABox inconsistency with the TBox axioms can vary the process
ratings (DL Axioms 9–12) based on the process outcomes achieved. Based on
the analysis results in Table 5, there was no moodle process evidence to support
the achievement of SRA process outcome PO4, i.e., consistency and traceability
are established between software requirements and system requirements. Given
our rating scheme for process outcome achievement in axioms (9)−(12), moodle
process SRA process is rated as largely achieved.

Fig. 2. Inferred mSRA process as an instance of CapabilityLevelOne

In order to test our process verification approach and the inferencing services
offered by ontologies, we have implemented the ontology in Protege6, a free open
source editor for building and storing ontologies based on OWL standard. Pro-
tege integrates different reasoners such as pellet as well as different visualization
schemes that we have used in our approach. DL facilitates different reasoning
services both at the ontology and instance level. In our software process veri-
fication example, we used them both for consistency and process conformance
checking via the DL query tab in protege see Fig. 2.

4 Conclusion and Future Works

In this paper, we proposed a formal approach to software process analysis and
verification using Description logic based ontology. This paper is a significant

6 https://protege.stanford.edu/.

https://protege.stanford.edu/
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extension to our previous works [20,21] by providing a more systematic, con-
sistent and practical approach to translate software processes into DL ontology
so that they can be formally reasoned and verified by using ontology reasoners,
thereby automating the conformance approach through formal verification. We
have represented software process standard requirements as DL axioms argu-
menting them with other process information in a PRM ontology (DL TBox).
We also represented the moodle e-leaning system case study as a DL ABox spec-
ifying the evidence derived during moodle software development. Using ontology
reasoners we are able to automatically perform confirmatory verification of pro-
cess implementation (moodle case study) and establish that moodle case study
is classified at capability level one. This means that the moodle process is able to
achieve its process purpose through process outcome achievement. Ontology rea-
soners enable the process to be automated improving the efficiency, effectiveness
and reduce on human errors in process assessments and improvement.

Future work includes extending the approach to the capability dimension of
the PAM. We also intend to further evaluate the developed ontology using com-
petency questions. These can be drawn from process assessment questionnaires
and translated to SPARQL7 queries to derive more information from the ontol-
ogy. Automating the process parsing software process requirements from textual
descriptions (natural language standards) into DL axioms is another area for
future work. This is done manually at the moment and without a predefined
approach. We could systematise it through the use of natural language process
techniques. Secondly, we plan to develop a graphical user interface (GUI) to sup-
port users during process analysis and verification. This tool will be based on
the features highlighted in [29]. The tool should integrate all the formal model
definitions and verification steps proposed in this paper. We also intend to carry
out more case studies in industry.
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Abstract. During the system lifecycle, the evolution of the configuration of the
different system components must be recorded, and their coherence and con-
sistency must be kept and reported. In the case of complex systems whose
components are built by different companies, configuration data integration
becomes complex due to the lack of well-defined industrial standards and tools.
This paper reports a case study conducted on a company working on the

aerospace sector. A solution based on semantic web technologies and standards
was developed for managing system configurations, support CM reporting and
auditing. The proposed solution is based on the definition of an ontology using
as a basis the European Space Agency CM standards for systems engineering.
The proposed solution provides the flexibility needed to accommodate addi-
tional customer specific requirements on CM and reporting. It also facilitates
report generation and data exchange between different companies participating
in the development of system’s components.

Keywords: Configuration management � Ontologies � Configuration reporting
Information management � System engineering � RDF

1 Introduction

Configuration management (CM) is a critical process in system engineering. In com-
plex engineering projects, strict control procedures are needed on the different items
that constitute the hierarchical arrangement of the system’s components and subcom-
ponents. Several international standards define the rules for the CM process that
includes the identification of configuration items, both HW and SW, change control,
configuration reporting and auditing [1].

INCOSE Systems Engineering Handbook [2] defines Configuration Management
as “the discipline of identifying and formalizing the functional and physical charac-
teristics of a configuration item at discrete points in the product evolution for the
purpose of maintaining the integrity of the product system and controlling changes to
the baseline.” The baseline, a key concept on CM, refers to the set of requirements,
both technical and managerial, that are sufficiently mature to be accepted and that are
placed under change control by the project. The definition of clear baselines is a must
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have for the development of any system and software engineering activities due to
several reasons:

• Baselines must be defined and agreed between the involved parties, as they rep-
resent the target requirements and specifications to be implemented and validated in
the final product or service.

• The evolution of the baselines must be managed to ensure that any change request is
properly recorded, analyzed and that an informed decision is taken on its imple-
mentation. Baseline evolution and changes must be subject of impact analysis
studies to ensure that the project costs are properly estimated and avoid regression
issues.

The CM process involves four main activities:

• Identification of the configuration items, components and work products that
compose the baselines at different points in time.

• Control of the changes requested and implemented in the configuration items
maintaining the integrity of baselines.

• Reporting the configuration status data to all the parties involved in the project:
design and manufacturing engineers, support staff, end-users, customers, etc.

• Auditing the configuration management process and the product, to ensure that the
delivered product is compliant with the reported configuration. Configuration audits
involve (a) verifying that the delivered product meets the functional and non-
functional requirements stated in the applicable baseline, and (b) verifying that the
product is built on the set of components that are agreed and that are reported in the
product configuration. The terms “functional configuration audit” and “physical
configuration audit” are used to refer to these two types of configuration checks.
They are a means to ensure the consistency between the proposed and the actual
configuration, and to assure the integrity of the product with respect to its written
specifications.

In systems engineering projects, CM process start at the early beginning, with the
identification of the system components and its subsequent subdivision into subcom-
ponents (List of Configuration Items); At the design phase, the initial structure is
refined and specified with the definition of the Configuration Item Data List (CIDL);
This configuration evolves until the final construction and validation of the systems,
referred to as As built configuration (ABCL). At the operation and maintenance phases,
any change in the system configuration must be properly recorded and managed to
ensure the integrity and the safety characteristics of the system.

This evolution is common to different industrial sectors. As this study is focused on
the CM requirements in the Aerospace industry, the European Space Agency
(ESA) standards, European Cooperation for Space Standardization (ECSS) have been
used as a reference to develop our case study.

ECSS standards include a specific standard for configuration and information
management: ECSS-M-ST-40C Rev. 1. (9 March 2009) [3]. This standard defines CM
as “the process for establishing and maintaining a consistent record of a product’s
functional and physical characteristics compared to its design and operational
requirements.”, and indicates that CM must be applied throughout the entire life cycle
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of the product. The specific objectives of CM declared in this standard refer to the need
of knowing at any time the technical description of the product, recording its evolution
by keeping traceability data, ensuring the consistency of the interfaces, providing an
accurate representation of the products it describes, identifying the current configura-
tion baseline, and reporting any discrepancy detected during its production and the
product known limitations.

To achieve these objectives, the CM standard not only defines a set of process
requirements that companies must fulfill. It also defines a set of CM work products or
reports that describe the current configuration of the product at different stages during
its development. ECSS-M-ST-40C establishes these work products in a set of Docu-
ment Requirements Definitions (DRDs) that are published as annexes to the standard..

2 Configuration Data Management. The Requirements

The main DRDs in the ECSS-M-ST-40C standards aimed to report the product con-
figuration are the following ones:

• Configuration Item List
• Configuration Item Data List (CIDL)
• As-built Configuration List (ABCL)
• Software Configuration Files (SCF)
• Configuration Status Accounting Report (CSAR)

These work products respond to different needs during the system engineering life
cycle.

The aim of the Configuration Item List is “to provide a reporting instrument
defining the programme or project items subject to configuration management pro-
cess.”; this document shall contain, for each configuration item, data regarding its
identification (derived from the product item code), models, name, category (developed
or non-developed), supplier and applicable specification.

On the other hand, the CIDL “is generated from the central database giving the
current design status of a configuration item (CI) at any point of time”. The CIDL must
incorporate - for each CI – its related documentation and data items, including: ref-
erences to customer specifications and interfaces, design documentation (verification
plans, special instructions or procedures for transportation, integration, and handling.
lower level specifications, drawings, test specifications and procedures, user manuals),
as well as the list of changes not incorporated yet into the baseline and the planned or
existing deviations with their status.

ABCL is another relevant CM work product that reports “the as-built status per
each serial number of configuration item subject to formal acceptance”. Data to be
collected in the ABCL include the breakdown obtained from the equivalent section in
the CIDL completed with the information specific to each manufactured recurrent unit:
(a) serial number, (b) lot or batch identification and (c) references to problem reports
and related waivers. The ABCL must also report all the discrepancies between the
product design (as-designed configuration reported in the CIDL) and the configuration
of the final, manufactured product.
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The other work products cited in the list above are the SCF and the CSAR.
The SCF reports the configuration of software-specific products, and includes:
(a) documents applicable to the delivered software version, (b) the list of all the files
making up the software (source, binary data and configuration files), (c) other items
needed to develop, modify, generate and run the software, (d) installation instructions
and (e) changes and known problems.

The CSAR on the other hand provides a snapshot generated at a given time with the
status of all the documents that are part of the product configuration. It incorporates
data about the documents and drawings and their status, RFDs and RFWs, change
proposals and Review item discrepancies (RID).

Additional document types are defined as part of the standard DRDs for other data
items that affect the evolution of the product configuration. These document types
include the (a) change requests and change proposals, and (b) request for deviations
(RFDs) and request for waivers (RFWs). In the case of these two documents, both of
them inform about deviations or departures with respect to the approved requirements
in the product baseline, being the difference that the RFDs inform of an anticipated,
planned departure, and the RFWs inform about an actual departure that exists in the
product being delivered. The standard also requests the preparation of a Configuration
Management Plan, and establishes an exchange data package for reporting the con-
figuration of the product in XML format (this is the Technical Data Package description
in the annex L of the ECSS standard).

All these DRDs respond to the different CM requirements exposed in the ECSS
standard. An analysis of CM requested documentation and work products permit the
identification of the data to be recorded and maintained during the product life cycle.
The DRDs provides guidelines on the management and maintenance of a complex set
of related data about product requirements and product characteristics. But CM pro-
cesses and work products cannot be understood in isolation from other engineering
activities. For example, the identification of the configuration items that is done with
the creation of the Configuration Item List must consider the product structure defined
in the Product Tree, a document type that is defined in the annex B of the ECSS
standard with code ECSS-M-ST-10C Rev. 1, dedicated to Project Planning and
Implementation. Other processes that use the data identified during the CM activities
are those related to Integrated Logistic Support (ILS) activities. These activities must
collect additional data for the items that constitute the physical configuration of the
product. ILS documents and data closely related to CM work products include the
inventory lists, that provide a list of all the procured items and components that will be
used to build the product, and the obsolescence data report that informs about planned
discontinuities on the manufacturing process of procured components, potential alter-
natives, announced end-of-life, etc.
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3 Configuration Data Management. The Challenge

Configuration data management may be complex, in particular in the case of small
entities not having at their disposal specific software-based solutions built to manage
these processes. Even in those cases in which specific tools are in place, different issues
may be observed:

• Different Client companies may impose different requirements regarding CM
reporting.

• Tools using rigid, relational-based structures may impose constraints on the capa-
bility of relating CM data with data and information entities related to different
processes, like project management or ILS.

• CM processes require keeping a live link between configuration items, documents
and records.

In a typical scenario, companies are using different software-based solutions for
keeping all the data items and informational entities that are handled in the configu-
ration activities. The most frequent problem arises with the document management
tools used to keep document data. As previously indicated, CM reports require the
explicit management of the relationships between configuration items and their related
documentation. At the design level, the identified set of configuration items that
compose the product must be related to their specifications, design documents, oper-
ation and user guides, etc. As the project evolves and items are procured, additional
documents are collected and generated, and must be linked to the procured compo-
nents, e.g., declarations of compliance, RFWs, problem reports, etc.

The standard functionalities provided by document management systems makes
difficult to handle these links and relationships. Document management tools are not
well-suited to handle hierarchical metadata schemas and non-documentary entities (like
the Configuration Items that make up the product tree). Document management tools
demonstrate a good performance managing metadata and properties linked to docu-
ments, but they have some limitations when managing metadata for entities that do not
correspond to documents.

The development of custom software solutions to support configuration manage-
ment using a relational database may become difficult, as the design of a data model
may fail to predict the identification of all the relationships between data items that may
be needed to support the engineering and managerial processes around Configuration
Items: ILS, engineering, quality, inspections, etc. The development of a custom tool
should also consider the need of exchanging data with other potentially existing tools
used for document, inventory or requirements management. The availability of these
tools, serving different purposes and used to handle partial sets of data consumed by the
CM processes makes the development of custom-solutions complex.

CM data management challenges may be summarized as follows:

• Information about different entities must be recorded, being difficult to define a
frozen schema of properties and metadata, as different standards require different
metadata.
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• The CM processes need to handle data for entities that are also used in other
engineering processes, like Quality Assurance or ILS. Due to that, may be necessary
to link data properties to entities and configuration items beyond those initially
requested by the CM standards.

• Configuration items are grouped and nested together building different configura-
tions. Higher level configuration items are made up of lower-level configuration
items, and the final product configuration results of complex hierarchical arrange-
ments of existing items, both developed and procured. CM data management must
provide an efficient method to support the aggregation of configuration items into
larger components.

• Metadata must be collected and managed for documents containing the information
related to configuration items, and the links between documents, documents
grouped into baselines and individual configuration items must be kept.

• Metadata about documents, developed items, procured items (including Commer-
cial Off-The Self – COTS – or open source) may be spread into separate, hetero-
geneous applications, and must be harvested and reconciled to provide an accurate
view of the product configuration and related data.

• As the product life cycle evolves at different stages (design, production, etc.),
additional relationships must be managed to keep these snapshots. This also affects
the maintenance and operations period, where changes in the initial as-built con-
figuration must be recorded into logbooks describing the different interventions
completed by the operation/maintenance staff, their rational, items replacements,
execution of tests, etc.

All these challenges may be summarized into two core requirements: a configu-
ration data management solution should support the easy aggregation of new data for
new items incorporated into the inventory process, and the addition of relationships
between all the represented items (configuration items, documents, deviations, waivers,
requirements, etc.).

At the same time, the configuration data management solution should provide
mechanisms to avoid data integrity problems, to name a few:

• having the components with the same serial number deployed into different higher
level recurrent units,

• having as-built configurations that go against the declared as design configuration
without an approved RFD deviation, or

• having RFWs not linked to any nonconformity report.

4 Proposed Solution Based on Semantic Technologies

To support the management of CM data, a solution has been designed based on
semantic web technologies and standards. In particular, an ontology has been designed
using the RDF/OWL modeling language and a repository was fed with sample data
from two real aerospace projects.
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The ontology has been modeled with the TopBraid software tool, also used to build
the initial testing data set. The purpose of the implementation was to assess the fea-
sibility of using these technologies to streamline the management of CM related data,
including both the inventory of hardware components and software COTS, and their
aggregation into higher-level configuration items. The analysis of the standards and the
interaction with two experienced CM managers led to the definition of a set of com-
petence questions that the ontology was expected to answer [4, 5]. This allowed the
initial identification of the main classes, properties and relationships.

The ontology schema included classes for the following items:

• Configuration Item (CI), further divided into two subclasses for HW CIs SW CIs.
SWCI class was also divided into different subclasses to distinguish between reused
items, both commercial (SW-COST) and open source, and developed items.

• Properties were defined and allocated to classes by means of their domain and
range. The definition of the properties included those needed to keep information
about different aspects of both the configuration items and recurrent units, like: item
number, identifiers and description, quantities, part and serial numbers, model,
manufacturer type code, acquisition and replacement values, date of entry into the
inventory, date of purchase or production, estimated cost of dismantling the asset,
status (in progress, accepted by the Contracting Authority, rejected,…), life duration
in months, custodian, contract number, related WBS Code, current and planned
physical location, method of disposal clearances with regard to international
security regulations, etc.
– In the case of SWCIs, requirements derived to the need of maintaining data

about the software licenses (commercial, open source, etc.), and their validity or
expiry periods were also considered.

– Properties were also applied to keep the relationships between the different
individuals of the classes.

– Properties reflected the fact that higher level CIs are the result of aggregating
several lower-level CIs in the Product Tree (is_part_of and the inverse property
is_composed_of).

– Other properties were used to indicate that a specific item is a recurrent element
of a specific CI type, for example, the hard disk with serial number
“PHD531O0I0” is a recurrent unit of the model with part number “652605-
B21”.

Additional properties were declared to establish relationships between work packages
in the project work breakdown structure (WBS) and the items (recurrent units) recorded
in the inventory, or to establish a relationship between configuration items and
recurrent units with documents, problems or waivers. The allocation of SWCIs to
HWCIs was also supported with additional properties (is_deployed_at and deploys).

The proposed ontology does not try to model the different configuration manage-
ment documents defined in the standards used as a reference. Instead of that, the
purpose of the ontology is to allow the capture of all the configuration management
data that are requested in the ECSS standard. The DRD in the ECSS standards were
analyzed to identify specific data requirements to be supported by the ontology and the
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outputs that should be obtained via SPARQL queries for the generation of the
requested reports.

One of the characteristics of the proposed solution is that data maintenance is not
constrained by a restricted data model. This means that data can be easily uploaded for
the different items by adding triples to the data set. Data about the different individuals
can be completed at a later stage, as data are provisioned and collected. For example, if
one data about a recurrent hardware unit is missing at a given time, it can be easily
reported later just by adding a new triple to the repository. In a similar way, in case it is
necessary to record or update a relationship between items (for example when replacing
a HWCI from a higher-level CI with a new one), it is just necessary to tag the existing
triple as obsolete and add a new one. For those relationships between items that are
subject of having validity periods, additional classes were created to keep track of these
relationships and add starting and ending time tags for the relations. This happened
with the information about the as-built configuration of HW items, where some HWCIs
may be replaced at a given time with a different unit in response to faults or following
the recommendations of the obsolescence plan. The proposed model also provided the
flexibility needed to relate the different identifiers used for items in the CM processes.
For example, the standards refer to different identifiers for inventory items, CIs, or
logistic data items, being possible to have different IDs for the same unit or item. In
these cases, the possibility of indicating that an individual is the same as another
provides an easy way to get all the related data together.

For validating the proposed solution two tasks were completed using real config-
uration data from two different projects. First of all, the existing documents (CIDL,
ABCL, inventory list and logistic data) were processed to generate a set of triples
according to the proposed schema. The incorporation of these data led to some minor
adjustment in the proposed schema of properties and classes. Later on, a set of
SPARQL queries were defined to extract data from the triple store. These queries were
also defined by analyzing the reporting requirements stated in the set of CM
documents.

5 Conclusions

As main conclusions of this study, it may be stated that:

• The approach based on the maintenance of data using semantic web standards for
data modeling frees the people working on CM data maintenance of the constraints
related to the use of predefined, restricted databases.

• The solution avoids the complexity of building specific applications and complex
interfaces with other tools used to manage project data (e.g. work packages) and
documents. For example, document metadata can be easily exported from a doc-
ument management tool and incorporated into the semantic data set, and later
related to the CIs by adding a new triple.

• For end-users keeping the configuration management data, they just need to be
provided with a view of the schema (classes, properties) and a simple interface to
define the triples that will be later translated into RDF/OWL statements and
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uploaded into the data set. The use of the identifiers they are used to apply (for
example the serial numbers for the recurrent units or the part numbers for the
models) as the distinctive part of the URIs for each individual, reduce to a great
extent the potential complexity of the proposed approach. This also helps avoid
potential mistakes when registering the data, for example, by alerting to the user
when he is trying to upload one statement for an item not previously registered in
the data set.

• Perhaps one of the most challenging difficulties was the extraction of the data from
the data set in the layout requested by the ECSS DRDs. At this point, the flexibility
of the SPARQL language and the possibility of running different searches to gather
data in tabular format provided an adequate solution. After a quick introduction to
SPARQL, CM staff acquired the necessary competences to build predefined queries
for solving data reporting requirements.
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Abstract. Sports Science is a new and evolving industry. There is a great
potential in this domain which will be realised by capturing and analysing the
performance data of the elite athletes and displaying all relevant information to
them for better decision making and performance improvement. Establishing
reliable systems to achieve performance monitoring in the sports science domain
require hardware sensors, firmware and software algorithms work coherently.
Such complex systems having also cyber-physical characteristics would bring
their own challenges. In this paper, first we present the challenges related with
the domain and the development environment based on our experiences in the
STATSports Company. Then, we discuss how we adopted agile software
development practices to overcome these challenges in a phased approach.
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1 Introduction

Software engineering is different than the other engineering disciplines due to its essential
and accidental difficulties [1]. The Agile Manifesto [2] has been established with a set of
values and principles in 2001 by a group of software engineers in search of a better
approach to software development. Agile software development (ASD)methods focus on
customer satisfaction by offering continuous delivery of quality software at time-boxed
intervals. They promote communication and collaboration between the development
team and all stakeholders throughout the life of the project. ASDwelcomes change during
the development with implementation of specific practices such as product backlog
grooming, sprint planning, face-to-face communication, automated testing, continuous
integration etc. Reviews of the process at the end of each short cycle allow the team and
stakeholders to continuously refine and improve their product and process [2].

Due to these benefits observed in the field [3, 4, 5], we aimed to adopt agile
software development practices in the STATSports company, performing at the elite
athletes domain to monitor performance data of the athletes and presenting analysed
performance information. Sport Scientists use this information to monitor fatigue
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levels, appraise performance and assess injury risk. The detailed level of the data
collected means that it can be classed as medical data and additional processes are
needed to offer adequate data protection and ensure safety. The major reasons for agile
adoption in the company are to improve communication between distributed devel-
opment teams, produce quality software, promote customer involvement, offer stake-
holders transparency throughout the development process, improve delivery of new
software, increase data security and ensure traceability from design to release. The
purpose of this paper is to present the domain and development related challenges and
describe how we improved the development environment by adopting the agile soft-
ware development practices.

The remainder of the paper is structured as follows: In Sect. 2, we present the
background which includes a brief literature review on agile software development and
the characteristics of the sports science domain. In Sect. 3, we present the challenges
specific to the STATSports company which were identified with MDevSPICE® based
process assessment. In Sect. 4, we provide the solutions developed for the organization
which were adapted using a phased approach. Finally, In Sect. 5, we conclude and
present the future work.

2 Background

In this section we provide a brief background on agile software development and the
characteristics of the organization that we have performed the agile adoption.

Agile Software Development
Agile software development methods are designed around four core values; Individuals
and Interactions over processes and tools, Working software over comprehensive
documentation, Customer collaboration over contract negotiation and Responding to
change over following a plan [2]. While all of the above is valued within the agile
process, it is the factors listed first which are considered most important [2]. These core
values have been incorporated in a number of agile approaches which are widely used
in software development. Crystal Methodologies [6], Dynamic Systems Development
Method (DSDM) [7, 8], Feature Driven Development (FDD) [9], Extreme Program-
ming (XP) [10] and Scrum [11, 12] are among the most common approaches and are
implemented across a number of different industries and domains [4, 5]. We focused on
these five ASD Methods when assessing a best fit model for STATSports.

Agile Software Development promotes regular intense communication throughout
the Software Development Life Cycle (SDLC), this offers transparency to all stake-
holders and allows for more accurate risk assessment as the project progresses [13]. The
small timeboxed iterations or sprints used in the agile process mean that after a short
time working software is produced and validation and verification are carried out fre-
quently. This process improves the quality of the code produced by reducing bugs and
ensures the system is delivered as expected by the customer. Agile practices also reduce
the maintenance effort after product release [1, 2]. The Agile approach chosen greatly
depends on the environment in which the software is to be developed, a detailed look at
the characteristics of the project is needed to determine a suitable approach [14, 15].
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Although there are large number of studies in the literature regarding agile
development methods in various domains, we were unable to find any publications
relating directly to the very new Sports Science domain. To get an understanding of the
challenges and successful application of agile development methods in the Sport
Science domain, we examined publications relating to safety critical domain and
mobile medical device software as they would be subject to similarly restrictive reg-
ulations which maybe challenging to implement within an agile development lifecycle.
Research suggests that it is entirely possibly to implement agile practices within safety
critical domain as many of the iterative practices offer repeated opportunities for risk
assessment, verification and validation [4, 5, 16, 17].

Characteristics of the Organization and the Projects
STATSports was founded in 2007 and launched its first product, a performance
tracking device for elite sports clubs. GPS Tracking along with other instruments
provided by the device allow the tracking of movement for a given player. The product
consists of three components, hardware, firmware and software. The first product of the
company had been very successful but rapid advances in sports science meant that the
company needed to evolve to offer the most up to date analysis information to its
clients. STATSports’ new product, is designed to produce more detailed data and will
calculate additional metrics offering a better experience with its superior real time
functionality.

The field of Sport Science involves the study of physiology, psychology, anatomy,
biomechanics, biochemistry and bio kinetics. Physics theories are applied to the
movement of the body which is captured by a number of small highly sensitive sensors
imbedded in the device. The Software is developed to extract data from the sensors, it is
then passed through a calculation engine where algorithms produce metrics and statis-
tics. These can then be viewed through the software for individuals and on a team level.

The data produced by the device and software is considered highly sensitive per-
formance information data or Electronic Personal Health Information (ePHI), strict data
security requirements have been specified to ensure compliance with the General Data
Protection Regulations (GDPR) which come into effect in May 2018 [18]. The com-
pany is also striving to obtain HIPAA compliance (The Health Insurance Portability
and Accountability Act of 1996). On obtaining HIPAA compliance, the device will be
counted among a small group of non-medical devices worldwide which adhere to these
data security standards [19].

3 Challenges

The product consists of hardware, firmware and software components, all three of
which are developed in different locations; hardware component is developed in the
Republic of Ireland, the firmware team is located in Romania and the software team is
based in Northern Ireland. Dependency between the three components is incredibly
high and a lack of process across all departments caused many road blocks and delays.
We assessed the challenges of the project under two categories; Development
Challenges and Domain Challenges. The development challenges were specified based
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on an MDevSPICE® assessment which took five business days, performed by two
assessors. MDevSPICE® is a process capability assessment model for medical device
software process assessment [20].

Development Challenges

• There was no single point of contact for gathering new requirements/requirement
changes in the organization. The organization’s Sport Scientists were directly
contacting developers and demanding features to be developed. This resulted in
developers’ receiving different tasks from multiple sources and it was difficult to
understand which new features should be prioritized.

• Software, hardware and firmware departments demonstrated an Ad-Hoc approach
to development, developing features as they were suggested by various stake-
holders. A major challenge was that new requirements and features were constantly
introduced throughout development.

• The organization operates in a hardware led software development environment yet
no documentation relating to design decisions existed within the hardware
department.

• The firmware team who develop embedded software for the organizations’ products
produced infrequent emails regarding changes made in new firmware versions.
Small adaptations in firmware could completely change the way the software
communicated with the device causing existing software to stop working and
unnecessary hours of debugging by the software team to determine the cause.

• There was no shared code repository meant that each team was looking at their
piece of the product in isolation.

• There was no formal traceability from system requirements to the testing and
release phases.

• Poor communication between the distributed departments meant they followed
separate Ad-Hoc development plans which led to development being out of sync.

• The software development team adopted a “Code and Fix” approach to develop-
ment to ensure software delivery and responded to all requests without evaluating
hardware and firmware requirements.

• Manual builds, poor code repository management and a lack of versioning meant
that a number of versions of software were in production at the same time.

• The team spent a large amount of time post release bug fixing and performing
maintenance.

Domain Challenges

• Complex computations and algorithms needed to transform scientific concepts into
meaningful performance metrics from GPS and sensor data.

• The highly sensitive nature of the data recorded and captured meant that docu-
mentation of decisions and development lifecycle would need to be provided to
satisfy strict regulations.

• Additional Data security measures needed to be implemented to comply with data
processing and storage regulations.
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The challenges listed above have led the company to search for alternative software
development approaches. The decision was made to design and implement an agile
software development life cycle to improve the continuous delivery of the new product
and significantly reduce the number of bugs remaining in each release version. The
method chosen must allow for change while offering opportunities to monitor and
control. This project was a massive undertaking involving the development of several
pieces of hardware which must integrate with firmware, and software (Apple/Windows)
to produce accurate performance data. By introducing agile practices, we aimed to
increase the transparency of the development process, reduce time to market, reduce
bugs, reduce maintenance effort, increase data security and increase communication
between all three development departments.

4 Adopting Agile

4.1 Choosing the Agile Methods and Practices to Implement

With a clear understanding of the development environment and the challenges
involved, we needed to decide on an agile approach for the development of the new
product. The complexity of the project with many custom algorithms and it’s scientific
application domain ruled out DSDM as research suggests it is best suited when applied
in a business domain and is less effective when used in engineering or scientific
applications [7, 21, 22]. The Crystal’s stretch to fit model looked promising with four
different levels of implementation to match the complexity level of any project yet
problems had been noted when applying across a distributed team due to the core value
of Osmotic Communication [6, 21, 23]. Having reviewed numerous publications and
assessed the domain, FDD was chosen as the agile approach most suited to this project
[9, 24, 21]. The new product needs to incorporate all the features offered by its
predecessor along with new features identified by the Sports Science department.
Visualising development by feature was already the preferred approach of the company
so FDD was universally welcomed by the management. The FDD process model was
followed, allowing a team made up of Business Stakeholders (IT, Management and
Sports Scientists), the Senior Software Architect and Senior Developers to create an
overall project model by defining the architecture and a high-level plan.

Creating a prioritised feature list allowed all three development departments to
create a development roadmap and facilitated synchronized development planning.
FDD improved the overall project planning and offered a clearer overview for all
stakeholders. In order to offer full transparency to stakeholders throughout the devel-
opment lifecycle it was decided that Scrum framework [25, 16, 12] should be applied in
addition to a feature centric approach.

Scrum supports iterative development and promotes communication within the
development team [3]. It encourages development cycles of between 1 and 4 weeks and
facilitates frequent backlog grooming and requirements refining within each cycle (See
Fig. 1). The defined roles within the Scrum process allow for close collaboration
between departments and increase transparency throughout development. The role of
Product Owner (PO) is crucial in Scrum, the PO decides what will be selected for
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development and when, they are also responsible for specifying requirements for all
features. The PO needs to have a very good understanding of what is required by the
system and must be available to the Development team throughout the process. The
Scrum Master (SM) is a servant leader role within the Development team, the SM is
there to ensure that scrum values and practices are followed within each sprint. The SM
facilitates communication between the PO, Dev Team and Stakeholders during the
development Lifecycle, removing impediments for the Dev Team is also an important
part of this role [21, 11]. We decided to apply Scrum to FDD as a development
management framework.

4.2 Implementing Agile

Changing to an Agile software development life cycle was a big undertaking.
It was decided to introduce agile methods’ (FDD and Scrum) practices in phases to

allow a gradual adoption and limit disruption to ongoing development activities (please
see Table 1 for the practices adopted in each phase). The practices at Phase 5 are
planned at this stage.

Phase 1 (3 Week Duration)
Communication within the development team was essential for the process to succeed,
so it was identified as a priority for the first phase, the role of Scrum Master was
assigned. the SM was to set up daily Stand-Up meetings for the development team. The
team used these meetings to flag issues or concerns they had regarding impediments to
development and team members were encouraged to offer advice and help. The first

Fig. 1. Scrum iterative cycle
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week of Stand-Up meetings was a little uncomfortable for the developers but by the
end of week 2 they had become more relaxed and accustomed to speaking in front of
their colleagues. This open discussion and collective ownership of problems helped the
team build trust and began to change the mind-set of the developers from individual to
team.

Table 1. Phases of agile implementation and adopted practices for each phase

Areas to improve Phase 1 Phase 2 Phase 3 Phase 4 Phase 5

Communication and team work
Daily stand up x
Sprint review x
Sprint restrospective x
Pair programming x
Organisation & planning
Jira x x x
Confluence x x
Create feature list x
Develop by feature x
Requirements gathering x x
Product backlog x
Estimation (Time) x x
Estimation (Story points) x x
Self-organisation x
Sustainable pace x
Definition of done
Timeboxing x
Scrum master x
On-site customer
Defining product owner x
Assigning product owner x
Product requirements specification x
Acceptance criteria x
Backlog grooming and prioritisation x
Acceptance testing x
Quality
Unit tests x
Functional tests x
Regression tests x
Integration tests x
Commit process x
Repository management x
Code inspections x
Continuous integration x
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Face to Face communication was improving in the team, but, there was little to no
record of development tasks, a software development tool needed to be introduced to
help the team plan and track their progress. Jira was chosen after researching available
options, it offered a well-designed UI, allowed for a significant level of customisation
and integrated with a number of development tools which we planned to introduce.
Initially a Scrum board was created with an active empty Sprint, the developers created
tasks and added them to the active Sprint as they started development. The initial
workflow consisted of 3 swimlanes (To Do, In Progress and Done), User Stories and
Tasks did not require estimation. In this gentle introduction to Jira, the developers
became familiar with the application and gradually creating and logging their tasks
became part of the development itself.

Phase 2 (2.5 Month Duration)
For the second phase there were three main goals: The first one was to bring a structure
and create transparency in the development process. The second one was to allow the
team time to familiarise themselves with management tools, Jira and Confluence, by
introducing additional functionality gradually. Writing quality user stories, recording
requirements and gathering efforts were the learning goals for this phase. Quality was
the third consideration in this implementation with the introduction of unit tests as a
mandatory task for developers.

Time-boxsprints were a very big change for both the development team and man-
agement. The sprints were set at one-week duration as they were operating in the
improvement phase of an old product. A working week was agreed to be 32.5 h. The
developerswere instructed to only commit tasks to a sprintwhich they could complete in a
working week. The short sprint duration offered the developers frequent opportunities to
refine the process and with each new sprint they began to close the gap between com-
mitted and completed tasks. Time-boxed sprints allowed developers and Stakeholders
gain a better understanding of the length of time required to complete a task or story.
Starting with one-week iterations meant that developers had to place greater emphasis on
requirements analysis to ensure any tasks chosen were concise and clear allowing for
completion within the sprint. This left little room for ambiguity while gathering speci-
fications and within three weeks began to show improvements in the requirements
analysis process while also increasing the quality of the tasks and stories created.

Confluence [26] a document repository and project management tool by Atlassian
was introduced to improve traceability and quality throughout the SDLC. All
requirements being passed to developers needed to be recorded in a requirements
document. Confluence was solely used by the developers at first, allowing them to
complete requirements templates for upcoming features. The developers had to analyse
the features they had committed to deliver from a different perspective, this allowed
them to break down each feature into more manageable/deliverable pieces. During the
requirements analysis and gathering process questions arose about implementation and
requirements had to be refined. Features could evolve and change during this process.
A greater transparency prior to development helped us to identify risks, for example,
additional technologies needed to develop a feature, a lack of domain knowledge for
the developer meant that research was needed before committing the tasks or stories to
the sprint.

282 J. Callan-Crilly et al.



As mentioned in the first implementation phase above, the developers started to
record their development tasks as user stories on a simple Scrum board. The purpose of
this basic introduction was to get the developers using Jira to record their tasks as they
developed. The tasks recorded contained minimal information and related to the
technical implementation steps rather than describing the functionality. It was difficult
to associate a task to a functional requirement. To improve this process and aid
transparency for all stakeholders, we introduced a definition of User Story based on Bill
Wake’s INVEST approach [27] . Developers had to create a user story for small pieces
of functionality, giving it a meaningful title, which was easy to read by non-team
members. By adding readable stories to the backlog stakeholders could easily relate
work items to a specific piece of functionality.

To improve the requirements analysis and gathering process, a Product Owner
(PO) role was defined. The PO is the sole source of requirements specification for
features. Only the specified product owner can request features and prioritise their
delivery. An experienced senior Sports Scientist was picked to become the PO and all
future feature requests had to be presented to the PO for approval.

Phase 3 (3 Month Duration)
The introduction of the Product Owner role had an immediate impact on the devel-
opment process, fulfilling practices of both Scrum and FDD by creating a focused
prioritised list of features for the new software. The PO is an experienced Sports
Scientist who had worked closely with the clients and has a very detailed understanding
of the clients’ needs. The established relationship with the sports clubs meant that
clarification on any suggested feature was easily obtained and this removed any delays
in development.

Through the coaching of the Scrum Master, the Product Owner has developed a
template on the Confluence tool for a detailed prioritised backlog. For the prioritization
of the items, we specified the following process: One member of the development team
sits down with the PO to detail a new feature through the product requirements tem-
plate. The template records the goals, assumptions, business value, and user stories
necessary to complete the requested feature. The product owner also specifies the
Acceptance Criteria at this stage allowing the developer to understand what is neces-
sary for delivery. Once all Users Stories for a feature have been completed, the tem-
plate is then used to auto generate User Stories to the Development Backlog in Jira.
The PO then reviews the backlog and prioritises the User Stories to be included in the
next sprint. Only the stories with a priority of High or Highest are considered for the
sprint. Development by feature is now possible as Senior Developers, Stakeholders and
the Product Owner has a detailed feature and user story list. At this phase, the sprint
duration was changed to a two-week cycle, marking the end of a legacy product
maintenance phase and the beginning of development for the company’s new product.

Although the stories and tasks were being created, they had no assigned unit of
measurement. Estimation using story points following the Fibonacci sequence (1, 2, 3,
5, 8, 13, 21) was chosen. One in the Fibonacci sequence represented a story which
required little effort and low risk while 21 represented a very difficult and possibly risky
story. All stories were pointed by individual developers at first and they were instructed
how to use the outliers to determine a story’s estimation. Story point estimation was a

Adopting Agile in the Sports Domain: A Phased Approach 283



difficult concept for the developers to grasp. After four weeks of confusion regarding
story points estimation and most developers swinging wildly from over estimation to
under estimation, it was decided to revert to effort estimation. Developers felt that they
had a better understanding of how long something would take them to complete rather
than using the more abstract scale. The developers looked at the tasks and committed to
what they felt could completed within 32.5 h (per week). The Tasks/Stories were time
tracked and within two weeks estimations were almost in line with completion rate.

Pair programming was also tried in this phase but, it was unsuccessful due to the
small size of the development team. In a development team of five, it was unrealistic to
have two developers working on the same piece of functionality. Developers also felt
that they lost interest in the feature when they were not coding it themselves. This
practice was stopped after two weeks.

The introduction of a Quality Assurance (QA) role allowed functional and
acceptance test cases to be written once a feature was detailed in the Confluence tool.
The TestRail [28] tool was introduced to record and manage test cases allowing a
quality assurance person to create Test Runs for each sprint. The results of the tests can
be linked directly to each Jira user story allowing full transparency of bug creation and
fixes.

Phase 4 (4 Month Duration)
By Phase 4, the developers had become comfortable using the project management
tools and had embraced all the adoptions made to date. It was time to fully implement
Scrum with the introduction of regular structured Sprint Review and Retrospectives
meetings. All the Stakeholders, the Product Owner and the Development Team had
started attending the bi-weekly Sprint Review meetings where the development pro-
gress was demonstrated to all parties. The Sprint Review meeting was also used to
clarify upcoming development functions (features and stories) and to adjust backlog
prioritisation when necessary. The Retrospective meetings were a chance for the
development team to examine their performance during the recent sprint and to identify
the positive and negative factors influencing delivery. It also gave the developers an
opportunity to refine the process by highlighting practices which they felt did not work
in the development environment, pair programming was universally disliked by the
team. The Retrospective meetings were very new to the team at this phase, the first
couple of meetings produced little feedback as developers struggled to vocalise their
experiences within the sprint. The Scrum Master facilitated these sessions and changed
the format for each meeting to establish the optimum set up for the team. Novel
approaches were employed using games and Lego to get the development team
thinking and talking about ways to improve the overall process. “The Retrospective
Game” [29] is an engaging fun way to gather feedback from your team, based on the
popular game “Cards against Humanity” [30] but tailored for a development envi-
ronment, it offers Object, Context and Feedback cards. The Object card relates to a
random character (the president, an alien), the Context card relates to the development
lifecycle (Sprint, Release, Development Team) and the Feedback cards which contain
positive and negative statements prompt the players to fill in the blanks. The game
creates a relaxed environment in which the team can create hilarious yet relevant
feedback on things done well during the sprint and areas in need of improvement.
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Within the “Legospective” normal retrospective questions where prosed to the devel-
opers but instead of vocalising their responses they were asked to visualise and build a
Lego construct to represent their views. 15 min was allotted for consideration and
construction and once completed each developer introduced their creation explaining
its significance to the recent sprint. After five consecutive retrospective meetings, the
team began to become familiar with the format and started to produce valuable
actionable feedback to improve the overall software development approach. The PO
role also intensified during this stage with the SM and PO working closely to ensure
that weekly backlog grooming was carried out. Regularly refining and reprioritising the
backlog allowed the development team to easily plan for up-coming sprints by
allowing the creation of sprint backlogs and estimating the delivery of features more
accurately.

The development team was now accurately estimating user stories through time
tracking as Story Points estimation had proven difficult for them to visualise in the
earlier stages of agile adoption. The decision was made to reintroduce estimation by
Story Points as it offers a better reflection of the overall effort and value of each story
[31]. After two sprints with the introduction of the Planning Poker Game [32], the
developers started to feel confident in estimating the user stories based on the Fibonacci
sequence.

With comprehensive user stories defined, detailed functional and behavioural
requirements for the software and explicit acceptance criteria, the QA tester started to
develop functional integration and acceptance tests which run during the sprint. During
each test run, a QA can define a bug relating to a particular user story directly to the
development board for the developer to fix. The introduction of the TestRail tool added
another level of traceability to the development process.

Having created and executed a number of successful Functional and Acceptance
Test Suites, the QA could now identify tests to be included in ongoing regression
suites. The tests were identified and created which would offer a significant level of
code coverage with the fewest test runs. Once full testing processes where in place, the
team created their Definition of Done, a user story is Done when it has been coded and
unit tested by a developer and has successfully passed all functional, integration,
regression and acceptance tests by a QA. Only on successful completion of all tests, a
user story is moved to the Done column on the sprint board.

5 Conclusion

There were many challenges involved in adopting an Agile Software Development
approach within the Sports Science domain. The domain in which the company
operates requires additional documentation and planning to satisfy strict data security
regulations while also needing flexibility and agility in development to allow for
changing requirements. A number of factors needed to be considered while assessing
the development environment, a distributed development team comprising of Hard-
ware, Firmware and Software departments needed a process which would work
remotely and suit all three disciplines.
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In this paper, we identified the challenges related with the domain and the devel-
opment environment. Following this, we described how we adopted FDD and Scrum
methods in four phases in the organization. A tailored FDD combined with Scrum
approach was chosen as the SDLC that suited to the current strategic approach of the
company. We had to find a balance that would suit the company and all three
departments for this project and future development. We achieved full traceability
within the development process which was an essential requirement for the domain.

The phased-based introduction of agile practices was a slow, yet a steady process,
offering all stakeholders the opportunity to familiarise themselves with agile practices
gradually. Selecting a small number of practices for introduction in each phase allowed
us to monitor the process and assess the suitability of each practice within the devel-
opment environment. In this way, we could identify the practices which were unsuited
to the development team and adjust the time spent on each phase according to the
complexity of implementation.

Adopting FDD, Scrum practices and the use of project management tools allowed
the development team to plan, capture requirements, refine requirements, capture
decisions, implement solutions and perform verification and validation in two-week
cycles. Adopted approach has improved the communication between all three devel-
opment teams and offered transparency to all stakeholders. We created an agile culture
within the company which offers comprehensive yet lightweight documentation and
allows for change while meeting strict development guidelines for safety critical
software.

The main contributions of the paper are the presentation of how we tailored the
agile practices in the company, the order that we introduced the practices to the teams,
the practices that were resisted by the team and the solutions to overcome such
challenges.

As future work, we plan to adopt a repository management strategy to ensure the
quality and maintainability of the code base. A defined branching model for both local
and remote repositories, the introduction of pull requests rather than a code and push
policy and a commit process detailing the compulsory comment format will be
established. Repository management roles will be assigned to specific developers
within the development team ensuring that each commit is reviewed and inspected
before being merged to the development branch for integration and regression testing.
Only on successful testing will the development branch be merged to the release ready
master branch by a designated repository manager. Our experiences regarding these
new adoptions are planned to be shared as well.
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Abstract. Process mining is a process management technique that allows for
the analysis of business processes based on the event logs and its aim is to
discover, monitor and improve executed processes by extracting knowledge
from event logs readily available in information systems. The popularity of agile
software development methods has been increasing in the software development
field over the last two decades and many software organizations develop soft-
ware using agile methods. Process mining can provide complementary tools to
Agile organizations for process management. Process mining can be used to
discover agile processes followed by agile teams to establish the baselines and to
determine the fidelity or they can be used to obtain feedback to improve agility.
Despite the potential benefit of using process mining for agile software devel-
opment, there is a lack of research that systematically analyzes the usage of
process mining in agile software development. This paper presents a systematic
mapping study on usage of process mining in agile software development
approaches. The aim is to find out the usage areas of process mining in agile
software development, explore commonly used algorithms, data sources, data
collection mechanisms, analysis techniques and tools. The study has shown us
that process mining is used in Agile software development especially for the
purpose of process discovery from task tracking applications. We also observed
that source code repositories are main data sources for process mining, a
diversity of algorithms are used for analysis of collected data and ProM is the
most widely used analysis tool for process mining.

Keywords: Process mining � Agile software development � Process discovery

1 Introduction

Process mining is a relatively young research discipline that sits between computational
intelligence and data mining on the one hand, and process modeling and analysis on the
other hand [1]. The aim of process mining is to discover, monitor and improve exe-
cuting processes, by extracting knowledge from event logs readily available in
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information systems. Although it has received great attention during the last few years,
the idea of reconstructing processes using the stakeholder footprints is not new. Many
groups have been working on techniques on process mining over the last two decades.
Earlier studies are around application of process mining in the context of workflow
management systems. The studies of Cook and Wolf [2, 3] are the pioneers of the
works on application of process mining techniques in the field of software development
process. There are various methods and algorithms in the field of process mining
proposed for different purposes such as rediscovering business processes, conformance
checking, process enhancement, software development and social networks analysis
[4–10]. Akman and Demirors [11] studied the applicability of process discovery
algorithms for software organizations. As the capabilities of information systems and
features of CASE tools are improved, it has become possible to record the footprints of
each stakeholder in software development processes which leads to increase in the
maturity of process mining techniques.

As the benefits of large scale process centric improvement approaches questioned
more [12], Agile software development methods have increased their popularity in the
software development field. Today prominent percentage of software organizations
develop software using agile methods [13]. Agile software projects are generally
developed by small teams and in short iterations. Agile methods are more lightweight,
more people centric and leave less traces when compared with the traditional
approaches such as waterfall [14]. Agile approaches such as Scrum and XP also
suggest a set of practices and rules for developers. However, their application in the
field is left to the agile teams. Process conformance validation is one of the key
challenges in agile software development [15] together with the agile maturity of their
practices [16]. Process mining techniques have the potential to be used to discover agile
processes followed by agile teams to determine the conformity. They can also establish
the necessary evidence for assessing or measuring the agility of organizations.

There are case studies, researches on applicability, systematic literature reviews and
mappings on process mining on software engineering in the literature [44–46]. How-
ever these studies do not provide evidence and a general understanding on their
usability in the Agile software development context.

In order to understand the applicability and usage of process mining in agile
software development, we have searched the literature systematically with the aim for
determining the state of the art on process mining in agile software development. Our
goal is to find out usage areas of process mining in agile software development, explore
commonly used methods, algorithms and techniques, data sources, data collection
mechanisms, analysis techniques and tools.

Both process mining and Agile Software Development are hot topics. Usage of
process mining in agile software development is an interesting topic to research. The
aim of this paper is to find out the studies on application of process mining in agile
software development process. The contributions of this study will be creating
awareness about researches on the subject and highlight the usage areas process mining
in agile software development. Also we can create a base for our further research
activities and prepare a road map for our studies.

The paper is structured as follows. The design of our research and the method that
we followed for the systematic mapping are described in Sect. 2. Findings obtained
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from the analysis of selected publications that we performed to answer our research
questions are summarized in Sect. 3. Finally, our conclusions are in Sect. 4.

2 Research Method

A systematic literature mapping is a mechanism used to contextualize a particular area
of interest through identification, assessment and interpretation of the set of research
works which describe such an area [17]. Systematic mapping studies adopt rigorous
planning, follow repeatable and well-defined processes, and produce unbiased and
evidence-based outcomes [18]. We have conducted a systematic mapping study to
achieve our goals for identifying the answers to the research questions we set in
advance. The questions are derived based on a preliminary research on process mining
in software engineering and also in agile software development. Also the aim of
process mining and the fundamentals explained in Process Mining Manifesto [1] lead
us to generate these questions.

The guidelines for performing a systematic literature mapping mentioned by
Kitchenham [17] are followed in our study quality assessment.

Research questions to address in this mapping are as follows:

Q1. What are the different categories of research areas concerned with process
mining associated with agile software development?
Q2. What are the different purposes of using process mining in Agile Software
Development processes?
Q3. Which agile teams’ footprints are utilized by proposed methods in the agile
process mining context?
Q4. What are the techniques and methods of process mining used for Agile Soft-
ware Development processes?
Q5. How do current process mining techniques use these footprints?

Springer Link, IEEE Xplore, ACM Digital Library, Google Scholar and Science
Direct repositories are selected as data sources. Search terms are determined, and the
same search terms are used for all data sources. The searches are full-text searches and
the terms are searched in the title, abstract and body of the paper.

Search Terms:

• “Process mining” AND “Agile”
• “Process mining” AND “Agile Software”
• “Process mining” AND “Agile Software Development”
• “Process mining” AND “Agile Software Lifecycle”
• “Process mining” AND “Scrum”
• “Process mining” AND “Extreme Programming”
• “Mining” AND “Agile event logs”
• “Mining” AND “Scrum event logs”

We performed the study selection in two phases. In the first phase, the search
results are evaluated via reading the title and abstract part. The relevance of studies
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with process mining in software development, especially agile methodologies, is the
main concern for study selection. Relevant studies are selected for final evaluation. In
the final evaluation part, entire paper is read and evaluated based on a control list
containing study selection criteria. Inclusion/Exclusion criteria for paper selection is as
follows:

Inclusion Criteria:

– Article reporting software process mining related study in agile software develop-
ment context.

– Written in English
– Published in a journal, conference or workshop,
– Full-text is available.

Exclusion Criteria:

– Article that is not utilizing process mining in agile software development,
– Article that is not entirely in English,
– Partially available or unreachable articles
– Article that is published as a short study and not as a full study.

References of the selected papers are also checked to find the related papers to
increase the results set size before the selection process is completed.

The list of papers are cross checked by the authors to validate paper selection
criteria. Papers which are found related by all authors are selected for data extraction
and analysis.

Data about the methods applied in the field of process mining, the tools used, and
the results of the applied methods are collected. Collected data is analyzed to generate
classifications to extend the analysis.

3 Results

Process mining is a growing research area and there are many works on algorithms,
methods, tools and applications in business process management field. There are also
special studies on the field of software development which are referred to as software
process mining. The application of process mining algorithms and methods in the field
of software development is also a rapidly growing research area but overall, there are
not many studies on the application of process mining in agile software development.

Although there are more search keywords in the design of search process, the
results drive us to similar paper sets. So search keywords are analyzed and only four of
them which produce most relevant results are selected for reporting. The numbers of
publications associated with the keywords in the target data sources are given in
Table 1.

After applying the inclusion and exclusion criteria to the search results, the number
of publications related with process mining in the field of agile software development
decreases considerably. The different numbers of publications after the study selection
process are given in Table 2.
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Search results of Google Scholar database include some of the papers from our
other search databases. So the number of publications obtained from Google Scholar
database is higher when compared with other databases. However, some of the papers
appear only in the search results of Google Scholar database.

Selected publications are analyzed to search for answers to our research questions.

Q1. What are the different categories of research areas concerned with process mining
associated with agile software development?

Selected publications can be categorized into three subgroups according to the
application area of process mining in agile software development.

• Application of process mining in agile business processes: The studies [22–24, 27,
33] in this classification are not directly related with agile software development.
Agile business processes are able to act immediately to changes in real time.
Application of process mining in agile business processes may lead us to generate
methods of application of process mining in agile software development area.

• Usage of process mining in agile software development: These articles focus on
developing software using process mining techniques. The aim is to characterize

Table 1. Search results

Search Term/Databases Springer
Link

IEEE
Xplore

ACM
Digital
Library

Google
Scholar

Science
Direct

“Process mining” AND “Agile” 196 2 3 1750 49
“Process mining” AND “Agile
software development”

12 14 1 220 3

“Process mining” AND
“SCRUM”

17 9 0 209 0

“Process mining” AND
“Extreme programming”

17 6 1 151 3

Table 2. Selected search results

Search Term/Databases Springer
Link

IEEE
Xplore

ACM Digital
Library

Google Scholar Science
Direct

“Process mining” AND “Agile” 6
[19–24]

1
[25]

1
[31]

15
[19, 21, 25, 27,
28, 31–40]

1
[3]

“Process mining” AND “Agile
software development”

2
[19, 20]

5
[25–29]

1
[31]

9
[19, 27, 32, 34–
39]

0

“Process mining” AND “SCRUM” 1
[19]

3
[25–27]

0 5
[19, 27, 31, 32,
38]

0

“Process mining” AND “Extreme
programming”

1
[20]

1
[30]

1
[30]

4
[27, 28, 39, 40]

0

Systematic Mapping Study 293



user interaction with the software, to understand which features are used and to find
out sequence of operations. Event logs generated during usage of applications are
analyzed via process mining algorithms and the findings are used for developing
software in an agile manner [31, 34, 38].

• Usage of process mining for discovering/conformance checking of agile software
development processes: Process mining is used for discovering the application of
agile software development processes by agile teams/organizations. The aim is not
only process discovery but also conformance checking and enhancement are in the
scope [19–21, 25, 26, 28–30, 32, 35–37, 39, 40]. In the second research questioned
we decomposed the different purposes.

Q2. What are the different purposes of using process mining in Agile Software
Development processes?

Classification of publications according to purpose of usage is given in Table 3.

Process discovery is the most commonly used area of process mining [1, 8]. Our
work also has shown that process mining is used mostly for process discovery to reveal
the processes that were actually executed in organizations. Event logs generated during
process executions are analyzed to extract real processes.

Process mining has also usage in process conformance checking. Agile method-
ologies such as Scrum, Extreme Programming (XP), Agile Unified Process (AUP),
have prescriptions to follow. Also the artifacts defined in agile methodologies (product
backlog items, tasks, bugs etc.) have states and workflow of these artifacts are pre-
defined by agile methodologies. After process discovery, the results are compared with
the predefined models to check process conformance.

Another usage area is process improvement and enhancement. Actual executed
processes are analyzed to find out bottlenecks and delays in actual executions. Best
practices of actual executions are put in evidence for the benefit of organizations.

Q3. Which agile teams’ footprints are utilized by proposed methods in the agile process
mining context?

The data sources that contains footprints of agile teams can be classified into three
groups. The classification is given in Table 4.

Table 3. Purpose of usage

Purpose of usage Publications

Process discovery [19, 21, 25–30, 32, 33, 35, 39]
Process conformance check [19, 32, 36, 37, 40]
Process improvement/enhancement [19, 21, 25, 36, 37, 40]
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Q4. What are the techniques and methods of process mining used for Agile Software
Development processes?

Process mining algorithms used in analysis in selected papers are given in Table 5.

Q5. How do current process mining techniques use these footprints?

Our work has shown us that analysis are conducted by using noninvasive tech-
niques to collect the data. Data collected in event logs are queried for transforming into
the format that can be fed to process mining tools. Collected data should be trans-
formed into a format that process mining tools can understand to conduct the analysis.
Most commonly used format is eXtensible Event Stream (XES) [43]. There exist many
tools with process mining capability. ProM is a popular and powerful tool for process
mining. It has many plug-ins and serves a high number of alternative to run analysis.
Majority of the selected studies make use of ProM or extension of ProM for analysis
[19, 21, 22, 25, 29, 32, 35, 38–40]. Disco is another process mining tool used in
analysis [19, 39].

Table 4. Process Mining Data Sources

# Data source Publications

1 Issue tracking applications such as Microsoft TFS and JIRA are
valuable data sources. State changes of work items generate data for
analyzing the real process. The order of events, timestamps, and team
member changing the state can be queried to generate data for analysis

[19, 32, 39,
40]

2 Software repositories such as version control systems, source code
configuration control systems and bug tracking systems. Mining
software repositories reveal data about the real process executions

[26, 29, 36,
37, 39]

3 Communication channels between agile team members are another
potential source for collecting data about the executed process.
Analysis of e-mails between the agile team members is a research topic
for extracting process data. The aim is to build a set of workflow
models that represent the processes laying behind the agile teams’
activities

[21, 25]

Table 5. Techniques and methods

Algorithm Publications

MINERfull algorithm [41] [21, 25]
Fuzzy miner [6] [29, 38, 39]
Genetic mining algorithm [5] [19]
Heuristic mining algorithm [42] [19, 22, 38, 40]
Alpha algorithm [8] [19, 32, 38]
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4 Conclusions

There are numerous research studies on process mining algorithms, methods and tools
but our study has shown that application of process mining in agile software devel-
opment processes is a research area that requires more work to be done. Usage of
process mining in agile software development have significant potential for agile teams
and organizations to increase their success and agility. However the mapping study has
shown us that there is not so much work on application of process mining in agile
software development context.

We were able to identify 25 papers in this study. Most of these papers are published
in the last decade. This shows that software process mining in agile software devel-
opment has an increasing research trend in recent years.

We observe that process mining is mainly used for discovering actual processes.
Organizations want to see what is going in real life and what the bottleneck in their
processes are. But this does not mean that process discovery is the sole interest area of
process mining. Process conformance checking and process enhancement are other
types of process mining having significant usage areas.

We have also observed significant challenges reported for applying process mining
in agile contexts. Data collection and event log creation are non-trivial issues in agile
software development processes. Due to the nature of agile software development,
finding structured event logs to mine the process is a challenging problem. Concept
drift is another challenging issue since process improvement is a continuous activity in
agile approaches through the iterations.

Agile approaches value individuals and interactions over processes and tools which
frequently lead to development processes which are not formalized. Agile approaches
are lightweight, more people centric and leave less traces behind when compared with
traditional methods. Since development process is often not formalized, agile teams
feel themselves freer to determine the sequence of events and the techniques which
may result in inconsistency, instability, and unpredictability. Interpretation of agile
method rules differently by the teams in an organization may lead to interoperability
problems between the projects of the organization. Agile methodologies such as Scrum,
Extreme Programming (XP), Agile Unified Process (AUP) have prescriptions to follow
in order to achieve real agility. Process mining can be the right tool to extract the actual
processes followed by agile teams. It can be valuable and help to visualize consistency,
stability, interoperability and repeatability problems.
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Abstract. Agile methodologies are adapted by growing number of software
organizations. Agile maturity (also called agility) assessment is a way to
ascertain the degree of this adoption and determine a course of action to improve
agile maturity. There are a number of agile maturity assessment surveys in order
to assess team or organization agility and many of them require no guidance.
However, the usability of these surveys are not widely studied. The purpose of
this study is to determine available agile maturity self-assessment surveys and
evaluate their strengths and weaknesses for agile maturity assessment. An
extensive case study is conducted to measure the sufficiency of 22 available
agile maturity self-assessment surveys according to the seven expected features:
comprehensiveness, fitness for purpose, discriminativeness, objectivity, con-
ciseness, generalizability, and suitability for multiple assessment. Our case study
results show that they do not satisfy all of the expected features fully but are
helpful in some degree based on the purpose of usage.

Keywords: Agility assessment � Agility surveys
Agile maturity self-assessment � Agile maturity self-assessment surveys
Self-assessment

1 Introduction

As traditional development approaches did not produce the desired effects [1, 2] agile
approaches became popular [3] specifically in largely growing SMEs [4]. This popu-
larity has also increased the coverage and depth of agile methodologies in line with the
agile manifesto [5]. Today, there are different agile software development methods,
proposing different ways of achieving agile values and principles. The most popular
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agile software development methods are Extreme Programming [6], Scrum [7], Feature
Driven Development [8], Adaptive Software Development [9], Dynamic Software
Development Method [10], Crystal [11], Rational Unified Process [12], Kanban [13],
and Lean Software Development [14]. Each of these methods includes different
practices and techniques to increase the agile maturity (e.g. agility) of an organization.
Even though the underlying practices and techniques are quite different, all of these
methods focus on agile values and principles and organizations frequently utilize a
number of them to obtain desired benefits.

Proliferation of agile methods led to proliferation of assessment approaches for
measuring agility of organizations. Assessment approaches in agile adoption frame-
works [15–17] and agile maturity models [18–24] require expert judgement; therefore,
professional assessors must perform assessments. It can also take a substantial amount
of time depending on the size of the project or projects and detail level of the
assessment required. There are also self-assessment techniques that can be used by
teams or organization. It takes less time, it is cost effective and have the potential to
provide much needed feedback directly to the team. Hence, agile maturity self-
assessment surveys can play a crucial role for improving agile maturity. These self-
assessment models are frequently called surveys and they are in the form of checklists,
questionnaires, tests, or software tools.

In the existing literature, a limited number of surveys were examined in depth by
independent researchers. In existing comparisons, generally two surveys which are
Comparative Agility and Thoughtworks are discussed [25–28]. In addition, several
outdated agile maturity assessment surveys such as Thoughtworks Agile Assessment
survey [29] and Nokia Test [30] are compared. We have also compared a subset of
these models by means of a case study [31]. Nevertheless, there is no study that
examines all available surveys in a systematic way.

The purpose of our study presented in this paper is to extend our exploratory
evaluation study [31] to all the surveys available in the literature. Our previous work
has evaluated 8 self-assessment surveys while this paper includes results of 22 surveys.
This study aims to provide two significant contributions. First, based on the results
software organizations will be better equipped to be able to determine the most suitable
survey for their needs. Secondly, the results will also depict potential areas of
improvement. For this purpose, we applied all the surveys in a medium-sized software
company and systematically evaluate the surveys in terms of the expected features
identified in [31]: comprehensiveness, fitness for purpose, discriminativeness, objec-
tivity, conciseness, generalizability, and suitability for multiple assessment.

The rest of this paper is organized as follows: In Sect. 2, we provide a review of
literature. In Sect. 3, we describe the case study design and conduct. In Sect. 4, we
present findings obtained during the case study in detailed way. Finally, in Sect. 5, we
provide a conclusion and future work.
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2 Related Work

The interest in agile methods led researchers or organizations to develop agile
assessment approaches to assess and measure the adoption degree by evaluating a set of
practices with respect to these methods. Agile assessment approaches can be catego-
rized into three categories: (1) agile adoption frameworks, (2) agile maturity models,
(3) agile self-assessment surveys.

Agile adoption frameworks were developed to guide organizations in order to adopt
agile practices. Some of these frameworks [15–17] include assessment techniques as
well. Assessment approaches of the adoption frameworks usually rely on expertise and
cannot be performed quickly. As a result, as Jalali emphasizes that they are not used by
any organization or team except their creators [27].

Agile maturity models, also known as agile reference models are developed as
baselines for guiding agile transformation. Similar to process based assessment models
(e.g. CMMI (Capability Maturity Model Integrated) [32] and ISO/IEC 15504 [33]) they
are used for improving and assessing agility of organizations. Agile maturity models
developed based on these process assessment models are [18–24]. As Lappanen depicts
these models are not mature and require further work to be usable in practice [34]. The
latest and most complete model is AgilityMod [21]. It has been developed coherently
with agile values and principles, based on the meta-model of ISO/IEC 15504 process
assessment model and validated through a number of case studies.

Agile maturity self-assessment surveys, on the other hand, are used for assessing
the health of team or organization in specific time range [35]. So, there are many
surveys consisting of checklists, questionnaires and tests today such as Karlskrona
Test, Nokia Test, 42-Point Test, and Scrum Master Checklist [36]. They are also
attracted the attention of researchers who are interested in agility assessment. Chronis
analyzed 4 of the surveys which are SAFE Team, Comparative Agility, 42-Point Test,
and Thoughtworks [25]. The study concludes that they do not yield similar results and
a measurement tool which satisfies the needs of one team may not be suitable for other
teams. There is still work to be done in order to find a universal tool for measuring
agility. Leppanen in a different study states that the most significant problem of the
surveys is the predefined practice expectations and difficulty of adapting to various
agile software development methods [34]. Some of the surveys on the other hand try to
understand agility instead of measuring agility [37]. There are also studies focusing on
features related to automation of the surveys [38, 39].

In summary we can state that although there are a number of agility self-assessment
surveys and a few studies related with evaluation of surveys there are no studies in the
literature that evaluates all the available surveys systematically by means of a case
study in a software organization.

3 The Case Study

This section explains the design and conduct of the case study. Case study was selected
as a research method in order to observe the usability of existing agile maturity self-
assessment surveys. Case study enables us to examine a contemporary phenomenon
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within its real-life context [40]. Thus, it suits best in evaluating surveys for agility
assessment of software organizations.

In this study, there is one main research question having seven sub-questions
regarding the expected features of a survey (C1: Comprehensiveness, F: Fitness for
purpose, D: Discriminativeness, O: Objectivity, C2: Conciseness, G: Generalizability,
S: Suitability for multiple assessment).

RQ 1: To what extent do surveys cover the features that are identified in our
previous study [33]?

RQ 1.1: Do the surveys meet agile practices in AgilityMod? (C1)
RQ 1.2: Are the surveys fit for purpose? (F)
RQ 1.3: Are the surveys discriminative enough to determine the agility? (D)
RQ 1.4: Do the surveys have objective questions? (O)
RQ 1.5: Do the surveys have concise questions? (C2)
RQ 1.6: Can the survey be used for all kinds of agile methods? (G)
RQ 1.7: Are the surveys suitable for multiple assessment? (S)

3.1 Design of the Case Study

In the design of our case study, we adopted the following strategies:

Survey Selection Strategy
We planned to benefit from scientific papers and search engines in order to find agile
maturity self-assessment surveys. Therefore, IEEE, ScienceDirect, Web of Science and
Scopus were determined to find surveys in scientific papers. In addition to the scientific
papers, commercial surveys were also planned to be investigated. Two research key
sets which are {Agile Assessment, Agility Assessment} and {Survey, Test, Ques-
tionnaire} were determined to identify existing agile maturity self-assessment surveys.
The criterion for selection from those identified surveys is the availability of agile
maturity self-assessment surveys.

Case Selection Strategy
Our strategy was to select an organization having results about their agility assessment.
So, we planned to perform assessment on an organization in which assessors had
already assessed its agility. The reason for choosing such an organization was that we
were able to access to evidences about weaknesses and strengths of the organization
related to its agility. Therefore, an organization, which had already assessed by pro-
fessional assessors according to AgilityMod reference model would be selected. In
addition, we planned to select a different organization from the organization in our
previous exploratory case study.

Data Collection Strategy
In order to record data, we use a spreadsheet consisting of aspects and practices of
AgilityMod, a form consisting of 7 expected features and assessment reports. The
assessor having experience on agility assessment based on AgilityMod reference model
was expected to match each question with the practices in AgilityMod and fill the form
during the assessment. At the end of the assessment, the assessment report is obtained
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about the agility of the organization. We also planned to examine this assessment report
in terms of expected features.

Data Analysis Strategy
Our plan was firstly to write the number of questions for each practice after finishing
the assessment. Then, we aimed to calculate the number of covered practices according
to existence or absence of a question for each practice in order to determine compre-
hensiveness. The following table shows an example analysis about the determination of
comprehensiveness.

AgilityMod [21] has 4 aspects and 4 aspect attributes. The aspects are Exploration,
Construction, Transition and Management. The aspect attributes are Iterative, Simple,
Technically Excellent, and Learning. Each aspect and aspect attribute have certain
number of practices. There are totally 34 practices in AgilityMod. Therefore, Table 1
shows distribution of number of questions per practice and number of practices covered
by a survey with questions.

In order to find the objectivity and conciseness, we concentrated on distribution of
concise and objective questions in each practice. Then, we would determine objectivity
and conciseness of the survey according to number of “Largely Achieved”, and “Fully
Achieved” practices. The following formula shows how objectivity is calculated for
each survey.

Table 1. Example analysis for comprehensiveness.

Aspect 
OR
Aspect Attribute

Number of Question  per Practice Covered
/
Total

Exploration (E.A.) P1 P2 P3 P4 P5 P6 3/6
1 1 0 0 1 0

Construction (C.A.) P1 P2 P3 P4 2/4
1 2 0 0

Transition (T.A.) P1 P2 P3 P4 P5 P6 3/6
0 1 0 1 1 0

Management (M.A.) P1 P2 P3 P4 P5 P6 P7 P8 7/8
2 3 0 1 4 2 5 3

Iterative GP 2.1.1 GP 2.1.2 2/2
9 9

Simple GP 2.2.1 GP 2.2.2 2/2
2 2

Technically Excellent GP 3.1.1 GP 3.1.2 1/2
5 0

Learning GP 3.2.1 GP 3.2.2 GP 3.2.3 GP 3.2.4 2/4
8 0 1 0

Total Practice (over 34) 22/34
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Objectivity ¼ # of FAPracticesþ# of LAPracticesð Þ= # of Total Covered Practicesð Þ

Table 2 shows an example about the analysis of results in terms of objectivity.

The same formula is used for determining the conciseness of the surveys.

Conciseness ¼ # of FAPracticesþ# of LAPracticesð Þ= # of Total Covered Practicesð Þ

Table 3 shows an example about the analysis of the results in terms of conciseness.

In order to find sufficiency of other features, we decided to develop a case
description for each case. We would evaluate the case description and form including
seven features with content analysis. That is, we would match the findings with the
criteria, and then rate each criterion for a survey according to 4-point scale.

Validation Strategy
After performing assessment with each survey, we planned to prepare assessment
reports and discuss the results with an expert of both process improvement and agile
software development methodologies.

3.2 Conduct of the Case Study

According to literature review, 22 available self-assessment surveys shown in Table 4
were determined for main case study. Table 4 shows available agile maturity self-
assessment surveys with their name, owner, type, and number of questions they
include.

The organization that we selected for the case study is one of the leading media
companies in Turkey with its 17 million unique visitors on its various internet plat-
forms. An ongoing online video platform project including 9 software developers, 2
graphical user interface designers, 2 business intelligence analysts, 1 tester and 8
content providers was assessed according to AgilityMod reference model. The evi-
dence was collected from two project managers, a software team leader, and a graphical

Table 2. Example analysis for objectivity.

Rating FA LA PA NA Objectivity (Total) Objectivity (Percentage)

# of Practices 10 5 5 2 15/22 68.2

Table 3. Example analysis for conciseness.

Rating FA LA PA NA Objectivity (Total) Objectivity (Percentage)

# of Practices 18 4 0 0 22/22 100.0
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user interface designer via interviews. The assessment results based on AgilityMod
reference model showed that exploration and construction aspects of the organization
were in first levels while its transition and management aspects were not implemented.

During this study, agility assessment was performed again with each available
agility assessment survey in the light of assessment results and the evidence collected
from the organization. Since we reached 22 agility assessment surveys, we performed
22 different assessments with the same organization in different time periods.

As mentioned in data collection part, we took notes in a form according to seven
evaluation criteria and examined each question to match them with the practices in
AgilityMod. After finishing the assessment, we obtained an assessment result based on
related survey if the survey supports to generate assessment result.

Table 4. List of agile maturity self-assessment surveys.

Name Survey owner Type Number of
Questions/Items

42-Point Test [41] Kelly Waters Yes/No 42
Agile 3R Model of Maturity
Assessment [42]

PhaniThimmapuram 5 point likert scale 11

Agile Assessment [43] Piotr Nowinski Yes/No 66
Agile Karlskrona Test [44] Mark Seuffert Multiple Choice 11

Agile Maturity Self-assessment
[45]

Bryan Campbell
&Robbie Mac Iver

Multiple Choice (2
Option)

6

Agile Maturity Self-Assessment
Survey [46]

Eduardo Ribeiro Yes/No 26

Agile Team Evaluation [47] Eric Gunnerson Yes/No 17

AgileTest [48] ACM 5 point likert scale 14
Agility Questionnaire [49] Marcel Britsch 6 point likert scale 60
Borland Agile Assessment [50] Borland 7 point likert scale 12

Cargo Cult Agile Checklist [51] Stefan Wolpers Yes/No 25
Comparative Agility [52] Mike Cohn and Kenny

Rubin
5 point likert scale 65

Corporate Agile 10-point Checklist
[53]

Elena Yatzeck 5 point likert scale 10

Depth of Kanban [54] Christophe
Achouiantz

5 point likert scale 69

IBM’s Scaled Agile Framework ©
(SAFe™) Team Self-Assessment
[55]

IBM Yes/No, 5 point scale,
Multiple Choice, Open
Question

38

Maturity Assessment Model for
Scrum Teams [56]

MarmamulaPrashanth
Kumar

5 point likert scale 15

SAFe Team Self Assessment [57] Scaled Agile 5 point likert scale 25

Scrum Checklist [58] Henrik Kniberg 5 point likert scale 80
Scrum Master Checklist [59] Michael James 5 point likert scale 42

Scrum Self Assessment [60] Cape Project
Management

Yes/No 60

Team Barometer [61] Jimmy Janlén Yes/No 16
The Art of Agile [62] James Shore Yes/No 46
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We analyzed the forms, the spreadsheets, the assessment results, and case
descriptions as mentioned in data analysis part in case study design section. Then, we
rated each agility assessment surveys using the same rating approach [63] defined in
ISO/IEC 15504 in terms of each expected feature. After rating, the results were pre-
sented to an expert who has more than 10 years’ experience on process assessment and
2 years’ experience on agile software development.

3.3 Validity Threats

The survey-based assessments were performed by one of the authors of this paper. He
has assessment experience based on AgilityMod [21], CMMI [32] and ISO/IEC 15504
[33] since 2014. However, he had not taken active role on the previous assessment
process of the selected case based on AgilityMod reference model. Therefore, there
was a possibility to assess agility of the case incorrectly. In order to avoid this pos-
sibility, he examined the expert-based case study results and evidences in a detailed
way before starting the case study with each agile maturity survey. Since he has enough
experience on agility assessment process, it was easy to understand and adopt the
expert-based case study results. In addition, after performing survey-based assess-
ments, the results were discussed with an expert of both process improvement and agile
software development methodologies in order to eliminate any bias of the assessor. We
selected all possible agile maturity assessment surveys since our aim was a compre-
hensive evaluation. Although the evaluation is performed based a single case as the
properties are related with the surveys not with the case it is unlikely to find further
insight through replication. In terms of construct validity, which refers to the degree of
measuring what is expected to measure, we selected an organization having enough
number of indicators for agility assessment so that we can evaluate the measurement
capability of the surveys.

3.4 Limitations

This study is limited to the agile maturity self-assessment surveys published on the time
where the case study was performed. After that time, it is possible that new versions of
the surveys have been developed by their owners. In addition, new agile maturity self-
assessment could have been published during this study. However, we only take into
account the surveys obtained at the end of literature review.

4 Results

The assessment results obtained at the end of the case study for each agile maturity self-
assessment survey according to seven features are shown in the following Table 5.

Comprehensiveness
Assessment results show that there is no survey that can be called fully comprehensive.
In other words, the surveys do not focus on all agility aspects. Many of them con-
centrate on management aspects only and exploration, construction, and transition
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aspects are not well covered by the surveys. In addition, the surveys generally focus on
specific aspect attributes such as iterative and learning whereas they disregard the
attributes related to simplicity and technically excellence. There are four surveys that
we call largely comprehensive. These surveys are Comparative Agility, Scrum Self-
Assessment, Scrum Checklist, and Agile Assessment. While Comparative Agility and
Agile Assessment include Likert type questions, Scrum Self-Assessment and Scrum
Checklist include true/false questions. They include sufficient number of questions for
more practices when compared to others. Team Barometer is the least comprehensive
survey as most of the questions focus on same practice that is “support collaborative
work and shared responsibility” of the learning aspect.

Table 5. Case study results.

Survey/Criteria
Legend
FA: Fully achieved
LA: Largely achieved
PA: Partially achieved
NA: Not achieved

Comprehensiveness Fitness
for
purpose

Discriminativeness Objectivity Conciseness Generalizability Suitability
for
multiple
assessment

42-Point Test [41] PA PA PA FA LA FA LA

Agile 3R Model of
Maturity Assessment [42]

PA PA LA PA LA FA FA

Agile Assessment [43] LA PA LA LA LA FA FA

Agile Karlskrona Test
[44]

PA PA LA FA FA FA NA

Agile Maturity Self-
assessment [45]

PA PA LA PA PA FA NA

Agile Maturity Self-
Assessment Survey [46]

PA PA NA PA FA FA NA

Agile Team Evaluation
[47]

PA PA NA PA LA FA NA

AgileTest [48] PA PA NA LA FA FA NA

Agility Questionnaire
[49]

PA PA LA LA LA FA NA

Borland Agile
Assessment [50]

PA PA NA PA LA FA NA

Cargo Cult Agile
Checklist [51]

PA PA LA FA LA PA NA

Comparative Agility [52] LA LA LA LA FA FA NA

Corporate Agile 10-point
Checklist [53]

PA NA NA PA NA FA NA

Depth of Kanban [54] PA LA FA FA FA PA NA

IBM’s Scaled Agile
Framework © (SAFe™)
Team Self-Assessment
[55]

PA PA PA LA NA FA FA

Maturity Assessment
Model for Scrum Teams
[56]

PA PA LA PA LA FA FA

SAFe Team Self
Assessment [57]

PA PA PA LA PA FA NA

Scrum Checklist [58] LA PA NA FA FA PA NA

Scrum Master Checklist
[59]

PA PA NA LA PA PA NA

Scrum Self Assessment
[60]

LA PA LA FA FA PA NA

Team Barometer [61] NA PA PA NA NA FA FA

The Art of Agile [62] PA LA FA LA PA PA NA

308 O. R. Yürüm et al.



Fitness for Purpose
Even though the surveys claim that they are developed with the aim of assessing agility
of a team or an organization, there is no survey that meets fully the feature “fitness for
purpose”. They do not generate assessment results that include the improvement
opportunities and suggestions. The purpose of the assessment is to guide the organi-
zation for continuous improvement as well as identifying problems. Almost all of the
surveys focus to identify problems only. Therefore, many of the surveys are partly
suitable for assessment purpose. There are only three surveys that largely achieve
fitness for purpose. While The Art of Agile does not give the details about the
improvement opportunities, Comparative Agility and The Depth of Kanban do not
provide improvement suggestions to increase the agility level of the organization. The
common positive property of these three surveys is to support reporting of the
assessment. Corporate Agile 10-point Checklist does not meet the feature “fitness for
purpose” at least partially. It does not include assessable items or questions. Further-
more, it does not support showing any improvement opportunity or improvement
suggestion.

Discriminativeness
Assessment results show that Depth of Kanban and The Art of Agile surveys achieve
discriminativeness fully. In these surveys, there are defined agility levels that show the
agility degree of an organization based on the specific scoring range. Both surveys
include four agility levels. In The Art of Agile, three of them are defined with colors:
Red, Yellow, Green while one of them indicating 100 percent agile is not defined with
any color since color also shows risk level of the organization. In Depth of Kanban, the
level names are different. These levels are “Necessary for Sustainable Improvements”,
“Improving Sustainably”, “Excellence” and “Lean”. All of these are indicated with
colors in radar chart. In addition, both survey results include areas or features that yield
more specific results about the agility of the organization. In Depth of Kanban, these
are related to 7 properties of Kanban: Visualize Effects, Improve, Feedback Loops,
Explicit Policies, Manage Flow and Limit WIP. In The Art of Agile, these are based on
phases of Extreme Programming: Thinking, Collaborating, Releasing, Planning, and
Developing. There are also some practices to increase the agility in both surveys. Apart
from these surveys, less than half of the surveys are largely discriminative. Compar-
ative Agility, Agile Karlskrona Test, Agile Maturity Self-Assessment, Cargo Cult
Agile Checklist, Agile 3R Model of Maturity Assessment, Maturity Assessment Model
for Scrum Teams, Scrum Self-Assessment, Agility Questionnaire, and Agile Assess-
ment are achieved largely in terms of discriminativeness. They do not include either
agility level for the organization or scoring for areas/aspects of agility. The remaining
are either partially achieved or not achieved. The general reason of not meeting dis-
criminativeness fully is the missing comprehensive assessment methods in the surveys.

Objectivity
Approximately quarter of the surveys, include measurable questions that lead to
objectivity: 42-Point Test, Agile Karlskrona Test, Cargo Cult Agile Checklist, Depth of
Kanban, Scrum Self-Assessment, Scrum Checklist. The scaling type of most of these
surveys is true/false. They are generally checklists or marked as true or false. Only
Agile Karlskrona Test has multiple-choice questions. From other surveys, Comparative
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Agility, Scrum Master Checklist, The Art of Agile, Agility Questionnaire, SAFe Team
Self-Assessment, IBM’s Scaled Agile Framework © (SAFe™) Team Self-Assessment,
Agile Test, Agile Assessment are largely objective. Many of them include questions
that are subjective such as “the team is more productive” or “the team produces higher
quality products”. Other surveys except Team Barometer are partially objective. They
use words leading to subjective answers such as “good”, “better”, and “well”. Team
Barometer does not include sufficient questions related to practices that it covers in
term of objectivity since it focuses on the ideas of team members about their team’s
agility.

Conciseness
There are eight surveys that meet conciseness fully. These surveys are Comparative
Agility, Agile Karlskrona Test, Depth of Kanban, Scrum Self-Assessment, Scrum
Checklist, Agile Maturity Self-Assessment Survey, Agile Test, and Agile Assessment.
They are asking one-question at a time. In addition, the lengths of the questions are
short enough to be easily comprehended. While 42-Point Test, Borland, Cargo Cult
Agile Checklist, Agile 3R Model of Maturity Assessment, Maturity Assessment Model
for Scrum Teams, Team Agile Evaluation, Agility Questionnaire, and SAFe Team Self-
Assessment are achieved largely in terms of conciseness, Agile Maturity Self-
Assessment, Scrum Master Checklist, The Art of Agile are partially achieved. Most of
these include questions that ask two different things at once. An example from 42-Point
Test is the item “Software is tested and working at the end of each sprint/iteration.”
Testing software and delivering working software are two different things that need to
be considered separately. The other example is “Team members trust each other and are
motivated to deliver sprint deliverables” from Agile 3R Model of Maturity Assessment.
Trusting each other and being motivating are two different things. Their general
property is that they are asked at once with a conjunction such as and, but etc. The
remaining three surveys which are Team Barometer, IBM’s Scaled Agile Framework ©
(SAFe™) Team Self-Assessment and Corporate Agile 10-point Checklist have not
achieved conciseness even partially. They usually include more than one question for
each item.

Generalizability
Most of the surveys focus on generic methods rather than focusing on one specific
method. Apart from six surveys that are partially generalizable, others are suitable for
assessment in the context of variety of agile methodologies. From the surveys, six of
them focus on only one agile software development method. These surveys are Cargo
Cult Agile Checklist, Depth of Kanban, Scrum Master Checklist, Scrum Self-
Assessment, The Art of Agile, and Scrum Checklist. That is, they are not generalizable
to all agile software development methodologies. Four of them, which are Cargo Cult
Agile Checklist, Scrum Master Checklist, Scrum Self-Assessment, and Scrum
Checklist, are based on Scrum, while Depth of Kanban is based on Kanban and The Art
of Agile is based on Extreme Programming. In other words, these surveys are devel-
oped to be compatible with only one specific agile software development method. They
are partially applicable to other methods since all agile software development
methodologies share same principles.
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Suitability for Multiple Assessment
Five of the surveys are fully suitable for multiple assessment. That is, they give each
member a chance to rate each item. According to ratings of each team member, average
rating value is determined for each item. Then, this value is used in determining the
agility of the organization for the specific area. In addition, the analysis of multiple
assessment is performed and depicted in detail in the assessment result. The fully
achieved surveys are Team Barometer, Agile 3R Model of Maturity Assessment,
Maturity Assessment Model for Scrum Teams, IBM’s Scaled Agile Framework ©
(SAFe™) Team Self-Assessment, and Agile Assessment. 42-Point Test survey is lar-
gely suitable for multiple assessment. It allows each team member of an agile team to
fill the survey and it gives superficial information about the result. However, it is not
possible to get detailed analysis from the survey. Other surveys do not support multiple
assessment. They are suitable for single agility assessment. In other words, only one
person can perform self-assessment. with most of the surveys.

5 Conclusion

In this study, twenty-two available agile maturity self-assessment surveys are evaluated
by means of a case study in terms of Comprehensiveness, Fitness for Purpose, Dis-
criminativeness, Objectivity, Conciseness, Generalizability, and Suitability for Multiple
Assessment. The case study results support the results of our previous study in the way
that none of the agile maturity self-assessment surveys has fully satisfied the expected
features. We found that, comprehensiveness, and fitness for purpose are the most
problematic features that are not fully achieved by any of the surveys. While four
surveys are largely comprehensive, three surveys are largely fit for the purpose. Only
Comparative Agility meets largely both features. We also found that there are a number
of surveys that are generic enough to be used by a variety of agile methodologies and
there are also some surveys that enable multiple assessment.

From twenty-two surveys, Comparative Agility and Agile Assessment had six
features which are largely or fully achieved. However, both surveys also have sig-
nificant improvement opportunities. Comparative Agility meets only two features,
which are conciseness and generalizability completely. This survey is largely com-
prehensive, fit for the purpose, discriminative, and objective. Nevertheless, it need to
focus on more practices, establish ways to suggest practices for improvement, should
have agility level definitions and more measurable questions. In addition, it needs to be
improved to support multiple assessments. Like Comparative Agility, Agile Assess-
ment also has significant improvement opportunities. Especially, it has serious defi-
ciencies about fitness for purpose.

When all surveys are examined, it is seen that almost all of them have at least one
fully achieved feature depicting how this feature can be implemented. For example,
IBM’s Scaled Agile Framework © (SAFe™) Team Self-Assessment is a good example
for multiple assessment. Or some surveys can be used by organizations who adopt
specific agile methodology. For example, while Depth of Kanban is more useful for
organizations implementing Kanban, Scrum Self-Assessment is more useful for
organizations implementing Scrum when compared to others. Comparative Agility is
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suitable for organizations to measure their agility from generic perspective. In other
words, organizations can select the most suitable survey according to their priorities
based on the results of this study. Organizations should consider that each survey has
certain limitations even though they have some good features.

As a further research, we are planning to increase the number of case studies. In
addition, we are planning to measure the effects of self-assessment surveys on success
of organization’s agility by using some of them repetitively over a long term period.
We hope this study will establish a baseline for improving the usability of available
surveys and lead to the development of new surveys.
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Abstract. Safety critical embedded software is a software that needs to provide
correct functionality to avoid loss of human life. Embedded software controls
much of the functionalities in Medical, Automotive, Aerospace and Cyber-
Physical-Systems. The development of embedded software is different from
ordinary software development as such development needs to be coordinated
with the hardware development. Additionally, regulation processes and audits
are also in place before placing the products to market. The objectives of this
study are to understand the challenges of embedded safety critical software
development, to investigate agile practices which have been in use in the
domain, the factors affecting agile implementation in embedded safety critical
software development. We have performed a systematic review to achieve these
objectives. Our review has identified challenges related to hardware develop-
ment, team-based communication and regulation process. This paper outlines
the result of the systematic review.

Keywords: Agile software development � Embedded � Automotive
Medical � Mechatronics � Aircraft � Safety-critical
Software development challenges

1 Introduction

Nowadays embedded systems (ES) are everywhere from home appliances, wearable
devices and electric cars to control systems in complex plants. By 2020, there will be
50 to 100 billion devices that will be connected through the advancement of internet of
things (IOT) and embedded systems [1].

ES are composed of two basic components: hardware and software. The hardware
component contains microprocessor or microcontroller, memory, input output (I/O)
interfaces as well as the user interface. The software in ES is ‘embedded’ inside the
hardware and provides control functionalities. Unlike commercial software that focus
on algorithm and data processing, embedded software is often written for the specific
hardware.
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Having hardware and software components to constitute the overall ES, the
development of ES is characterized by simultaneous development of hardware and
software. This is known as co-design [2]. A typical ES design life-cycle, as defined by
Berger [3], has hardware and software development processes in parallel. Such
development processes are dependent on one another and testing of one unit will
require stubs of the other, and this can be challenging [4].

ES can be simple control units as in printers and cameras or safety critical systems
like automobiles and medical devices. Given their criticality, evidence through highly-
regulated process is required. For example, in the medical domain, depending on their
geographical location companies need to provide evidence that they went through the
desired process to get the approval by the regulatory bodies. In the European Union,
medical devices must have the CE mark [14]. This process includes satisfying stan-
dards such as medical device quality management standard (EN ISO 13485:2003) [15],
medical device risk management standard (EN ISO 14971:2009) [16] and the medical
device product level standard (IEC 60601-1 [17]).

Modern ES functionalities are getting complex, and most of these functionalities
are relying on the embedded software. For example, infusion pumps today contain tens
of thousands of lines of code [5], and this number will go higher for recent premium
class automobile which contains close to 100 million lines of software code [6]. With
the increasing of complexities, safety critical domains are calling for a better software
development practice. For example, in the medical domain, [7] report that complexity
is exceeding software maturity, and the industry is not taking full advantage of well-
known techniques for engineering software.

The development of safety critical ES must deal with challenges at high level
concerning certification and regulation and technical challenges associated with ES at a
lower level.

One approach that may offer assistance is agile methods (AM) [8] which has been a
hot topic in safety critical domains in recent times. Agile methods recommend a high
degree of expert customer involvement, ability to incorporate changing requirements
and short development cycles producing working software. There are numerous agile
methods including Scrum [9], eXtreme Programming (XP) [10], DSDM [19] and
DevOps [11]. Previous studies of agile implementation in safety critical domains report
both benefits and challenges. ES has also been reported to benefit from AM [20–22].
But as in safety critical domains, agile implementation in embedded systems also
reported to have challenges particularly due to the hardware and software dependency.

The purposes of the study are to reveal the challenges of embedded safety critical
software development in practice, to investigate the agile practices which have been in
use and the factors affecting agile implementation in the embedded safety critical
software development. We performed a systematic literature review to achieve these
purposes. The review included 30 studies from Automotive, Medical, Aircraft, Aero-
space and Mechatronics. The existing literature covers agile usage and challenges in the
safety critical domain and ES themes separately, the review we performed focuses on
agile usage on safety critical ES. The rest of the paper is structured as follows: In
Sect. 2, we provide the followed review protocol. In Sect. 3, the results of the review
are given. Then, we discuss the results for each research question in Sect. 4. Finally, in
Sect. 5 we conclude the review.
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2 The Review Protocol

The systematic literature review has been performed following a review protocol,
which defines the research questions, selected digital libraries, search strings, inclusion
and exclusion criteria and data extraction procedure. The review protocol was defined
in the guidance of [12, 13].

2.1 Research Questions

In this research, the following research questions have been defined:

• RQ1: What are the challenges related to agile implementation specifically in
embedded safety critical domains?

• RQ2: What agile practices have been used in embedded safety critical domains?
• RQ2.1: How are agile practices extended to address the challenges of embedded

safety critical domains?

2.2 Search Strings

The following search strings have been selected and arranged to address the research
questions above. In some cases, the search strings have been adapted to suit some of the
specific requirements of the digital libraries that were selected in this review.

(“agile” OR “scrum” OR “XP” OR “extreme programming” OR 
“test driven development” OR “TDD” OR “lean” OR “DevOps” 
OR “feature driven development”) AND
(“embedded” OR “embedded system” OR “embedded software”) 
AND (“Safety critical”)

Additionally, we have applied the snowballing technique to avoid missing any
relevant studies [19]. We used the following the digital libraries for the search process
(Table 1):

Table 1. Digital libraries

Digital libraries

IEEE Xplore
ACM Digital library

Google scholar
ScienceDirect
SpringerLink
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2.3 Inclusion/Exclusion Criteria

The following inclusion and exclusion criteria were defined for the review:
Inclusion Criteria

• Studies on agile implementation for embedded software and embedded system
development.

• Studies on agile implementation for embedded safety critical systems.

Exclusion criteria

• Studies discussing general agile software development practices (non-embedded).
• Studies that are not in the safety critical domain.

2.4 Data Extraction

After defining the inclusion and exclusion criteria, a data extraction template has been
defined on tabulated format on spreadsheet with contents of year, author/title, agile
practices, domain, challenges, implementation detail and summary.

3 Results

The search process has been performed applying the keywords on each digital library.
All of the search results from each database have been recorded on a spreadsheet. The
initial search resulted in a total of 292 studies. In addition to the spreadsheet, we have
used the Mendeley1 tool to manage the organization of the studies. The first screening
results (292 studies) have been imported on Mendeley. Each study has been analyzed
based on the inclusion and exclusion criteria.

After analyzing individual studies and removing the duplicates, the final screening
resulted in a total of 30 studies. The stages of the review process have been discussed
and analyzed by senior researchers in this study.

The numbers of the studies found from each digital library after the first and second
screening are shown on Fig. 1 below.

The studies which passed the inclusion criteria have been categorized in two
groups:

• Studies that report agile implementation for embedded at a general level without
specifying safety critical domain. These studies are S7, S12, S13, S14, S16, S17,
S18, S20, S21, S22, S23, S24, S25, S26, S27, S28 and S29.

• Studies that address the safety critical domain with the embedded software charac-
teristic. These studies are S1, S2, S3, S4, S5, S6, S8, S9, S10, S11, S15, S19 and S30.

In the tables below, we provided two classifications: the first one is based on the
research type of the studies and the second one is based on the safety critical domain. In
the first group, most of the studies are the case studies and experience reports. The

1 https://www.mendeley.com/.
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previous systematic reviews such as S22, S26, and S27 have also been identified. S26,
which also addressees the previous review S22, report the result of a review that
includes agile implementation with respect to embedded software, hardware and
integrated circuit. This review concludes that most of the previous reports are case
studies and experience reports and there is lack of rigorous empirical research on the
actual benefits of agile methods in the embedded domain. A review by S22 addressed
the implementation of agile methods in embedded software development. Study S28
performs a mapping of the principles of the agile manifesto to embedded system
development. Table 2 summarizes the studies that have been categorized in the first
group based on their types:

In the second group, a total of 13 studies have been identified to be in safety critical
domain. Some of the domains are cyber-physical systems, automotive,
medical/healthcare, aircraft and mechatronics. Table 3 shows the volume of studies that
has been identified from each domain. The majority of these studies are case studies and
experience reports. Some of the studies such as S1, S5 and S8 address agile implemen-
tation for safety critical systems without addressing embedded systems characteristics.
On the other hand, studies such as S2, S3, S4, S6, S9, S10, S11, S15, S19 and S30 address
safety critical embedded systems and software.

3.1 Agile Practices and Implementation

The majority of the studies implement a combination of agile practices. In the reports
such as S4, S13, S20, S21, S22 Scrum is used with combination of XP. In S4, a
combination of the practices such as unit tests, adaptive planning, iterative and
incremental approach have been used. S20 implements the combination of Scrum and
XP practices. Practices such as sprint planning meeting, Daily Scrum, Sprint review
(retrospective), Unit Test, Test First and Pair Programming.S14 discusses the imple-
mentation of Scrum with acceptance criteria. This study stated that practice such as
acceptance criteria can be used to define the aim of each of the stakeholders to manage
geographically separated teams and collaboration.

Fig. 1. Screening results
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In S11, Scrum method has been extended for cyber-physical systems (CPS) known
as ‘Scrum-CPS’. This report proposes two sprints, design sprint and hardware sprint
that synchronizes using the concept of Agile Release Train (ART) Additionally, Scrum
has been combined with model driven software development, S6 and platform-based
design approach, S21.

Study S23 improve the co-design processes using XP practices such as system
metaphor, planning game, small release, testing, refactoring and pair programming.

The studies such as S18 and S25 have reported the implementation of TDD. Some
of these studies addressed the need for tools support to effectively implement agile
practices in the context of embedded systems.

Another study, S12 proposed a framework composed of Lean and Scaled Agile
Framework using practices such as Two-Level Rolling Planning, Cadence, Synchro-
nization, and Key Decision Points.

4 Discussions

In this review, we have investigated the challenges related to agile implementation
specifically in embedded safety critical domains (RQ1). The results of our review
showed that there are challenges related to agile implementation in safety critical
embedded software development. One of the challenge that has been investigated in
our review is hardware development which mostly cause long feedback loops. The
long lead time of the hardware development affects agile implementation as hardware
loops will be longer than the software development loops. As observed in S8,
mechanical development also causes long feedback loops in the mechatronics domain.

Table 2. Studies on ES

Type Empirical
study

Case study Experience
report

Systematic
review

Studies S29 S7, S14, S17, S18, S21,
S23

S12, S13, S16, S20,
S24

S22, S26, S27,
S28

Table 3. Domain specific publications

Domain Publications Embedded

Cyber-Physical systems S11 x
Automotive S3, S19, S30 x

S1
Medical/Healthcare S5

S4, S9, S15 x
Mechatronics S8

S2 x
Safety critical (not specific) Aircraft S10 x

S6 x
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Study S19 investigated the challenges of DevOps adoption in the embedded systems
domain. The study categorizes the challenges in four groups, hardware dependency,
limited visibility of customer environments with regard to configuring test environ-
ment, scarcity of tools and absence of feature usage data in system performance data.

In addition to hardware development, team-based communication challenge
between diversified team members with domain specific knowledge is also investi-
gated. Agile software development encourages team-based communication through
practices such as cross-functional teams, pair programming and daily stand-up meeting.
The implementation of such team-based practices in embedded safety critical domain
has been reported to be difficult as a result of diversified team members with domain
specific knowledge.

Standards and regulation process have been reported to affect agile implementation
in safety critical embedded domain. Studies such as S5 and S10, states that standards
require special attention as they set obstacles for continuous delivery.

Regarding agile implementation (RQ2), most of the studies report the implemen-
tation of more than one practice. The combination of Scrum and XP practices have
been reported in most of the studies. Additionally, practices such as test-driven
development and acceptance testing have been used with the combination of Scrum
and XP. In addition to Scrum and XP, the recent trend has also shown the imple-
mentation of practices from DevOps, Lean and Scaled Agile Framework.

We have also investigated how agile practices have been extended to address the
challenges (RQ2 -1). Our review has shown that agile practices have been extended,
combined with other development technologies such as platform-based design
approach and model driven development. Scrum has been extended to address the
hardware-software designs. A combination of Lean and Scaled Agile Framework to
address hardware-software development has also been investigated.

5 Conclusions

In this paper, we have discussed the result of the systematic review on agile usage in
the embedded safety critical domain. The result of the review provides information for
practitioners in this domain in understanding the challenges related to agile imple-
mentation and the way in which agile practices have been implemented to address the
challenges. The majority of previous studies on agile implementation in embedded
safety critical domains were case studies and experience reports. The result of the
review has shown challenges such as hardware development, team-based communi-
cation and regulation process. The review has also shown that agile practices from
Scrum and XP have been used in different variations and in combination with other
development technologies. Additionally, the recent trend has also shown the imple-
mentation of practices from Lean, DevOps and Scaled Agile Framework. The
embedded safety critical domain is looking for rigorous research to address the chal-
lenges related to agile implementation.
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Abstract. This paper provides an Enterprise SPICE capability profile for an
ISO 9001:2015 compliant organization. Assuming that an ISO 9001:2015
compliant organization would implement all requirements of ISO 9001, the
author team assessed that assumed implemented process with respect to
Enterprise SPICE processes and practices. The assessment results are presented
in the paper. The results intend to indicate how Enterprise SPICE and ISO 9001
are complimentary to each other in improving performance across an enterprise.
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1 Purpose

The purpose of this paper is to provide an Enterprise SPICE (ISO/IEC 33071) [1, 2]
capability profile for an ISO 9001 (ISO 9001:2015) [3] compliant organization and, in
doing so, indicate what additional Enterprise SPICE practices could help an ISO 9001
compliant organization improve its performance. It is hoped that ISO 9001 compliant
organizations might investigate or implement Enterprise SPICE processes, as relevant
to their business needs.

The paper seeks to address the following questions:

• Where does an ISO 9001 compliant organization stand in relation to Enterprise
SPICE

• What additional Enterprise SPICE practices could help an ISO 9001 compliant
organization improve

• How might Enterprise SPICE and ISO 9001 be used together in process
improvement.

Why should we look into this topic when other research has addressed relationships
between ISO 9001 and SPICE? With the exception of [4] most other studies have
focused on software-specific models for comparison (e.g. [5–7]) whereas Enter-
prise SPICE is domain-independent, as is ISO 9001, and thus may provide additional
insights for improvements across the enterprise.
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2 Background

Enterprise SPICE is an integrated enterprise-wide standard, published as ISO/IEC
33071, bringing together and harmonizing best practice from over 20 models and
standards, including ISO 9001, into a single standard to provide efficient and effective
guidance for process improvement. Enterprise SPICE users can reap the benefits of best
practice guidance brought together from the most prominent models and standards into
a single model. It is domain independent and can be used by any large, small, or very
small enterprise that provides products and services to its customers. Each Enter-
prise SPICE process is described by a purpose statement, outcomes, and a set of base
practices that support the achievement of outcomes and the fulfilment of the purpose.
When used with the capability level definitions of ISO/IEC 33020 [8], (a measurement
framework for process capability) it provides a path to continuous improvement from
capability level 0 to capability level 5. Enterprise SPICE users select processes,
according to their business needs, and do not need to address all processes at once.

ISO 9001 “specifies requirements for a quality management system when an
organization: (a) needs to demonstrate its ability to consistently provide products and
services that meet customer and applicable statutory and regulatory requirements, and
(b) aims to enhance customer satisfaction through the effective application of the
system, including processes for improvement of the system and the assurance of
conformity to customer and applicable statutory and regulatory requirements” [3].
All ISO 9001 requirements, within the scope determined by the organization, must be
met to achieve certification. ISO 9001 is intended for use by any organization of any
size in any domain.

Enterprise SPICE and ISO 9001 can be successfully used together to help the
enterprise. ISO 9001 helps set up a quality management structure, an organization that
operates according to documented procedures, and that focuses on the customer.
Enterprise SPICE helps by providing detailed best practice guidance to be included in
the processes that are performed by the enterprise, and in the quality management
system. Although they are implemented differently, e.g. certification vs continuous
improvement, both standards are concerned with quality and process management.

3 Methodology

The author team made the assumption that an ISO 9001:2015 compliant organization
would implement all requirements of ISO 9001. That assumed implemented process
was used for assessment vs. Enterprise SPICE. Thus, we did not visit any specific
organizations, but based our assessment assuming any ISO 9001 compliant organiza-
tion would meet the requirements stated in the ISO 9001 standard. The authors, all
experienced assessors/appraisers/auditors, proceeded to rate that virtual ISO 9001
compliant organization vs. Enterprise SPICE according to ISO 33020 [8] assessment
requirements. Note that detailed assessments indicating which ISO 9001 clauses
address which Enterprise SPICE practices, and the extent of implementation, were
prepared for each Enterprise SPICE process. However, they are not included in this
paper due to space limitations.
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4 Results

This section summarizes assessment results and provides the Enterprise SPICE capa-
bility profile with assessment scope CL1 for an ISO 9001:2015 compliant organization.
In the profile, PA 1.1 values F, L+, L−, P+, P− and N are defined in ISO/IEC 33020
[8]. Next, this section includes, for each Enterprise SPICE process, a summary of
assessment results and suggestions where an ISO 9001 compliant organization might
investigate or implement Enterprise SPICE processes to improve or expand its
improvement program across the enterprise, as applicable.

4.1 The Capability Profile

See Table 1.

Table 1. Enterprise SPICE capability profile for ISO 9001:2015 compliant organizations.
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4.2 Brief Summary of Results for Each Enterprise SPICE Process

Governance/Management Category:

• GVM.1 Enterprise Governance (L−): ISO 9001 requirements cover many parts
of Enterprise Governance, especially regarding establishing and communicating
policy and objectives, and ensuring management review, but several additional
practices need to be in place in relation to Enterprise SPICE. For example, the
organization would need to establish and maintain a strategic vision, strategic plans,
and tactical plans to accomplish the strategy.

• GVM.2 Investment Management (N): The Investment Management process is not
addressed in ISO 9001. Thus, this process may be of interest to ISO 9001 compliant
organizations concerned about managing their investments.

• GVM.3 Human Resource Management (P+): Several ISO 9001 clauses address
part of Human Resource Management, such as identifying needed skills and
competencies, ensuring persons are competent, and maintaining records of staff
regarding skills. However, there is limited attention paid to establishing a strategy
for human resource management, assessing staff performance, encouraging staff
collaboration and teamwork, and staff motivation.

• GVM.4 Enterprise Architecture (N): ISO 9001 does not directly address Enter-
prise Architecture. It mentions changing and improving the Quality Management
System, but there is no reference to the use of Enterprise Architecture standards,
describing the current state, determining the desired state, and identifying bench-
marks on the way to achieving that desired state.

• GVM.5 Business Relationship Management (P+): Several ISO 9001 clauses
support Business Relationship Management practices, such as determining inter-
ested parties, creating service level agreements, and identifying value creation
opportunities. However, attributes of business partners are not addressed, nor is
there mention of establishing a service catalog.

• GVM.6 Supplier Agreement Management (P+): Several Enterprise SPICE
practices are covered in ISO 9001 clauses including identifying and choosing
competent suppliers and controlling changes to agreements. However, ISO 9001
does not directly address objectively reviewing estimates, establishing a supplier
selection strategy, establishing a collaborative environment with suppliers,
reviewing supplier processes and plans, and paying the supplier.

• GVM.7 Tendering (N): The Tendering process is not addressed in ISO 9001.
Thus, this process may be of interest to ISO 9001 compliant organizations that
pursue acquisition opportunities.

• GVM.8 Project Management (P+): The Project Management process applies to
managing any product development or maintenance undertaking or managing ser-
vice provision. Similarly, ISO 9001 addresses managing projects that provide
products and services. However, Enterprise SPICE project management practices
provide more detailed guidance.
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• GVM.9 Risk Management (L+): The Risk Management process of ISO33071
elaborates on the newly added risk management depicted in ISO9001. Enter-
prise SPICE provides more best practices where more depth is necessary in that
process.

Life Cycle Category:

• LFC.1 Needs (L+): ISO 9001 requirements cover many parts of the Needs process:
identification of customers and stakeholders, communication and interaction with
customers throughout the life cycle. Several additional practices need to be in place
in relation to Enterprise SPICE: elicitation of customers and other stakeholders’
needs, expectations, and measures of effectiveness.

• LFC.2 Requirements (L+): ISO 9001 clauses address many parts of the
Requirements process: identification of all types of requirements to ensure that they
satisfy established quality criteria. The requirements are not linked to the customer
needs and expectations, the traceability, feasibility and verifiability is not required.

• LFC.3 Design (P+): Several ISO 9001 clauses address part of Design process.
However, there is limited attention paid to establishing criteria for design alterna-
tives, evaluation of alternatives against established criteria to select the architecture,
structure, and elements for the product or services design, development interface
specifications for selected products and service elements.

• LFC.4 Design Implementation (L−): ISO 9001 considers several aspects related
to design implementation strategy and methods to be used. However, the estab-
lishing of standards and tools is not required, the constraints associated with the
strategy are not required to be identified, the requirements to formulate solution
components according to the implementation strategy are missing.

• LFC.5 Integration (P+): Several ISO 9001 clauses support Integration process.
However, the requirements to develop an integration strategy and supporting doc-
umentation, to obtain integration facilities, personnel, and materials are absent.

• LFC.6 Evaluation (F): Almost all Enterprise SPICE practices are covered in ISO
9001 clauses including establishing and maintaining the tools, facilities, personnel,
documentation, and environment needed to perform planned evaluations.

• LFC.7 Deployment and Disposal (P+): ISO 9001 considers several aspects related
to Deployment and Disposal process. However, the requirements to identify
functions and resources needed to ensure continuity during transition, establish and
maintain continuity plans, to destroy, store, recycle the replaced product are absent.

• LFC.8 Operation and Support (L−): A number of Operation and Support process
practices are addressed in ISO 9001. However, the core practices of this process are
not addressed: operate the product or service in its intended environment according
to agreed service levels, perform corrective and/or preventive maintenance by
replacing or servicing product or service elements prior to failure.

Support Category:

• SUP.1 Alternatives Analysis (P+): There are some ISO 9001 requirements per-
taining to Alternatives Analysis including determining and applying criteria for
evaluation and selection of external providers and retaining documentation
regarding their selection. However, several practices are not addressed including:
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establishing an alternatives analysis strategy, selecting alternative analysis methods,
identifying alternative solutions, and communicating analysis results.

• SUP.2 Measurement and Analysis (P−): Several ISO 9001 requirements address
Measurement and Analysis practices to analyze and evaluate appropriate data and
information arising from monitoring and measurement. However, the practices to
define an appropriate measurement strategy to identify, perform and evaluate
measurement activities and results, to collect, verify and validate measurement data
and interpret results, to store measurement data in a repository are not addressed.

• SUP.3 Quality Assurance and Management (F): ISO 9001 requirements address
Quality Assurance and Management practices to assure the quality of the product or
service and of the processes used, and provide management with appropriate vis-
ibility into all relevant quality aspects.

• SUP.4 Change and Configuration Management (P−): Several ISO 9001
requirements address Change Management practices. However, the practices related
to the configuration management are not required.

• SUP.5 Information Management (L+): ISO 9001 addresses many Information
Management practices including establishing a strategy and requirements for
information to be managed. However, information capability is not addressed
including repository, tools, equipment, procedures for Information Management.

• SUP.6 Knowledge Management (P+): Several ISO 9001 requirements pertain to
Knowledge Management, e.g. it is required to determine knowledge needed for
operation of processes and to achieve conformity of products and services, to record
knowledge items, and to disseminate knowledge assets. However, there are no
requirements to establish a knowledge management strategy, establish a network of
contributors, or assess or validate knowledge assets.

• SUP.7 Training (P+): Several Training practices are addressed in ISO 9001
including determining needed skills, ensuring persons are competent, evaluating
effectiveness of training, and retaining training records. However, there are no
requirements to establish a training strategy or a training plan. There is no attention
given to establishing a training capability, delivery mechanisms, or preparing for
training execution, and there is no mention of establishing a learning environment.

• SUP.8 Research and Innovation (N): ISO 9001 does not directly address
Research and Innovation. It does have a requirement to determine and select
opportunities for improvement, but this does not address innovation. An ISO 9001
compliant organization might consider establishing initiatives to: maintain new
technology awareness, establish criteria for choosing innovations, prepare for
innovation infusion such as piloting the innovation, and manage those innovations.

• SUP.9 Work Environment (L+): Several ISO 9001 requirements address Work
Environment including understanding needs and expectations, establishing envi-
ronment and infrastructure, and ensuring competency and qualification of person-
nel. However, work environment standards are not addressed, nor are the following:
maintaining technology awareness, monitoring and inserting new technology to
improve the work environment, ensuring work environment continuity, and testing
and training for continuity and recovery.
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• SUP.10 Process Definition (L−): Several ISO 9001 requirements address Process
Definition process practices including establishing and maintaining the enterprise’s
set of standard processes. However, the practices to establish and maintain tailoring
criteria and guidelines for the enterprise’s set of standard processes, to establish and
maintain the enterprise process asset library are not addressed.

• SUP.11 Process Improvement (P+): Several ISO 9001 requirements address
Process Improvement practices including identifying issues arising from the orga-
nization’s internal/external environment or organization’s appraisals as improve-
ment opportunities. However, the explicit practices to continuously and measurably
improve processes capability are not required.

5 Summary, Conclusions and Future Work

This paper presents the Enterprise SPICE capability profile for an ISO 9001:2015
compliant organization. It indicates quality management areas that might be improved
as well as additional processes that might be addressed in an ISO 9001 compliant
organization in relation to the Enterprise SPICE standard, in accordance with its
business needs. The paper includes brief summarizing narratives for Enterprise SPICE
process assessment results indicating the strengths and improvement opportunities as
related to each process. Some Enterprise SPICE processes are beyond the scope of ISO
9001, and have been indicated as such, for potential investigation by ISO 9001 com-
pliant organizations.

Of the 28 processes of Enterprise SPICE, ISO 9001 ratings included: 2 rated as
Fully implemented, 9 rated as Largely implemented (either L+ or L−), 13 rated as
Partially implemented (either P+ or P−) and 4 rated as Not implemented. However
only 2 Enterprise SPICE processes were rated as Fully implemented: Evaluation and
Quality Assurance and Management.

Since Enterprise SPICE is much broader in scope than ISO 9001, there are several
Enterprise SPICE processes that might benefit an ISO 9001 compliant organization. By
looking more broadly at improvements across the rest of the enterprise beyond the
quality management system, there are many opportunities to address best practices that
have been integrated into Enterprise SPICE. In addition, since Enterprise SPICE
includes all ISO 9001 requirements, a successful Enterprise SPICE assessment already
addresses ISO 9001 certification requirements, and more.

Further work may include a study of the ISO 9001 Process Assessment Model
(ISO/IEC TS 33073:2017 Information technology - Process assessment - Process
capability assessment model for quality management) [9] in relation to Enter-
prise SPICE. Both ISO 9001 PAM and Enterprise SPICE are domain independent
process assessment models for an organization’s processes. The comparison of these
two models could be done at the base practices level. The results of comparison could
be presented as two Enterprise SPICE capability profiles established under the
assumption that ISO 9001 PAM base practices are performed fully.

ISO 9001 PAM base practices consist of two subsets. One subset contains base
practices that have associations with ISO 9001 requirements. The other subset contains
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additional base practices that have no associated requirements. A question is, do the
additional base practices with no associated ISO 9001 requirements influence the
Enterprise SPICE capability profile? Thus, one Enterprise SPICE capability profile
could be established based on ISO 9001 PAM base practices that have associations
with ISO 9001 requirements, and the other capability profile could be derived based on
all ISO 9001 PAM base practices. Such capability profiles would demonstrate relations
between ISO 9001 PAM and Enterprise SPICE and the extent of ISO 9001 PAM
enhancement in comparison to ISO 9001 requirements.

Acknowledgments. The authors wish to thank Alec Dorling, Vicky Hailey, Ernest Wallmueller,
and Wolfgang Daschner for their valuable comments on a preliminary version of this paper.
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Abstract. There have been significant developments in process models for the
development of embedded software over many years, culminating in the
Automotive SPICE® process model. In automotive applications, there has been
an increasing use of application parameters within the embedded software to
allow for the parameterisation of generic solutions to specific vehicle applica-
tions. This paper proposes a process assessment model that can be applied to the
parameterisation process, referred to as calibration. The process follows the
framework of the Automotive SPICE® process model and links to the ‘plug-in
concept’ therein described. It details an exemplar calibration process and defines
specific outcomes and base practices. The steps within the processes will be
familiar to professionals working in the field of calibration. The benefit of the
process model is combining elements of industry best practice into a single
process model.

Keywords: Calibration � Parameterisation � Automotive SPICE®

Process assessment model

1 Introduction

Since the 1990s, the importance of strong process in the field of embedded software has
become increasingly recognised as a foundation for delivery of high quality, safe
software. There are numerous exemplar process models, and the adoption and adher-
ence to these is becoming essential as software complexity increases.

In 2002, ISO15228 [1] was published, covering Systems and Software Engineering
- Systems Life Cycle Processes, followed by Automotive SPICE®1 in 2005 [2]. These
support increasing adoption of System Engineering within the automotive industry, but
do not define processes for ‘calibration’.

An example of calibration is parameterisation of software application parameters
for a cruise control (CC) system. The software is likely to include a closed loop vehicle
speed controller, consisting of proportional, integral and differential (PID) terms. The
optimisation of the PID gain settings (application parameters) will be conducted once

1 Automotive SPICE® is a registered trademark of the Verband der Automobilindustrie e.V. (VDA).
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the software and hardware (e.g. cruise control switches) are integrated as a system into
the vehicle. This optimisation process is widely known as ‘calibration’.

A single Electronic Control Unit (ECU) can contain upwards of 60000 application
parameters. Calibration of an ECU for a specific vehicle variant may take a large team
of specialist engineers several years. Vehicle faults and warranty often occur due to
incorrect calibration, whether it is due to misunderstanding stakeholder requirements,
inadequate change management or configuration management, and so forth.

Automotive SPICE® defines an ‘Application Parameter’ as:

“a parameter containing data applied to the system or software functions, behavior or prop-
erties. The notion of application parameter is expressed in two ways: firstly, the logical
specification (including name, description, unit, value domain or threshold values or charac-
teristic curves, respectively), and, secondly, the actual quantitative data value it receives by
means of data application.”

The process for planning, deriving, verifying and integrating the quantitative data
values of the application parameters is not defined. Hence, an extension to Automotive
SPICE® to include calibration is proposed.

2 Automotive SPICE Plug-in Concept

Automotive SPICE® introduces the ‘plug in concept’ (Fig. 1), depicting the fact that
“A system is a construct or collection of different elements that together produce results
not obtainable by the elements alone” [3].

The Automotive SPICE® concept includes elements consisting of hardware (e.g.
sensors, actuators), software, mechanical (e.g. brake pads & cylinders), to form the
system.

Logical definition of calibration data (e.g. data type, parameter name) is contained
within the software. As described earlier, the calibration (i.e. definition of data values)
usually occurs after system integration, which corresponds to SYS.4 within the
Automotive SPICE process reference model (PRM).

Utilising the cruise control (CC) example, a system requirement for the cruise
control system may be:

“The CC system shall maintain vehicle speed to target set speed +/−1 km/h”.

Qualification testing (SYS.5 in the Automotive SPICE PRM) to verify this
requirement is satisfied can only occur following calibration of the CC system. This
leads to the conclusion that the process of calibration is following SYS.4, and prior to
SYS.5.

3 Calibration Process and Complexity

Calibration of data values is a significant task, and usually completed by cross func-
tional teams at vehicle manufacturers and suppliers. There will be specialist engineers
within these teams, each responsible for planning, calibration, integration, product
release, quality assurance as so forth.
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As an example, a power train ECU consists of technical domains such as sensor &
actuator interfacing, combustion optimisation, emissions control, torque management,
diagnostics, functional safety. The calibration of these domains is usually divided into
tasks, termed ‘work packages’ (WPs). The sensor & actuator WP (e.g. the transfer
characteristic for an air flow meter from voltage to air flow g/s) will have to be
completed prior to the combustion WP (e.g. optimisation of fuel injection for a defined
air flow), followed by the diagnostic WP (e.g. diagnosis of combustion faults).

Hence, the division of the system/software into WPs, the planning of WPs, veri-
fication of WPs, integration of completed WPs requires considerable planning. An
example calibration process flow is shown in Fig. 2. It is an iterative process, with
potential for frequent WP integration and verification events.

One of the drivers for the presence of high numbers of application parameters
within automotive software, and especially within the power train domain, is the use of
common technologies in different vehicle applications. For example, the same four
cylinder engine may be installed in a variety of vehicle applications from small

Fig. 1. Automotive SPICE® process plug-in concept

Fig. 2. Example calibration process flow
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passenger car to large SUV. Rather than produce individual software variants for each
application, it is more efficient to produce software that can deal with all of the potential
variants and allow that software to be configured by calibration.

The magnitude and complexity of the calibration task has increased significantly
over the last 15 years across all automotive domains. The number of application
parameters that require calibration within a Land Rover power train ECU has increased
from less than ten thousand in a 2005 model year (MY) gasoline four cylinder
application to in excess of forty thousand by 2020MY in an equivalent application
(Fig. 3).

The number of application parameters continues to increase unabated, with sub-
stantial increases expected with the advent of Connected Autonomous Vehicles.

4 Why Is a Calibration Process Model Required?

The Automotive SPICE® process model provides a framework for creation of a strong,
requirement based, software development process. Although it recognises the need to
include application parameters within the software, it does not include the processes or
base practices for ensuring that the quantitative data values of these application
parameters are suitably managed. In the context of software that can be parameterised,
the calibration of these application parameters has a significant effect on the func-
tionality within the context of the overall system.

Engineers and project managers within any industry that relies on software that can
be parameterised will recognise that many of the quality issues or error states that
escape into the end user domain are not a consequence of software failures, but a
consequence of the quantitative data values of the application parameters applied
during the calibration process.

Fig. 3. Growth in number of application parameters in Jaguar Land Rover powertrain ECU

340 P. M. Darnell and J. Walsh



A recent example of such an escape, that may be attributed to the data values
applied during the calibration process rather than the software development, is the fatal
crash involving an Uber self-driving vehicle in Arizona in March 2018 [4]:

“the accident was caused by software that had been tuned [calibrated] to ignore objects in the
road to weed out false positives such as plastic bags and other road debris. The software is
suspected of having been dialed too far in the direction of ignoring objects in its path”

A further example of the impact of the data values applied during the calibration
process is the so called “Dieselgate” defeat device scandal that has affected parts of the
automotive industry in recent years, with the Volkswagen Audi Group and Fiat
Chrysler Automobiles allegedly using software strategies to circumvent emissions
control requirements. In their detailed report [5], Contag et al. show that it is a com-
bination of functionality in the software and the calibration of that functionality that led
to the existence of the alleged defeat devices. In the case of some of the software
aspects shown, it could be argued that the specific calibration of the various application
parameters moves the software function from being an appropriate emissions control
strategy to being a defeat device. As with most potential examples of this type of
escape, the root causes have not been publicly confirmed by the manufacturers in
question for either of the above examples.

A more mundane example of an escape would be a production intent calibration
that was released into the manufacturing plant with an incorrect data value in the
application parameter for the calibration part number.

Hence, there is a clear need for a Calibration Process Model.

5 Calibration SPICE

The concept development for the Calibration Engineering Process Group (CAL) (Fig. 4)
came from the recognition that the existing Automotive SPICE® framework did not
address specific escapes identified as part of product quality retrospectives within Jaguar
Land Rover. The engineering teams were becoming increasing aware of the benefits and
extendibility of Automotive SPICE®, and hence the logical step was to apply the phi-
losophy of Automotive SPICE® to the calibration process.

The development of CAL was conducted by a team of technical experts, with
experience in the field of calibration and Automotive SPICE®. There was a strong
focus to maintain the structure and wording of Automotive SPICE®, even if this is less
familiar to a calibration engineer (e.g. CAL.2 ‘Architectural Design for Calibration’).
The expectation is that this approach better supports process experts and assessors to
successfully deploy CAL, and that calibration engineers would adapt accordingly.

CAL consists of management of calibration requirements derived from system
requirements, the sub-division of the overall calibration task into specific calibration
activities, as well as the verification, integration and testing of the calibration. The
subsequent sections provide high level overviews of each of the process areas for
calibration engineering. In keeping with the Automotive SPICE® PAM, base practices
and outcomes have also been identified and described for each of the process areas.
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The ‘Supporting’, ‘Management’, ‘Acquisition’, ‘Supply’, ‘Reuse’ and ‘Process
Improvement’ process groups within the Automotive SPICE® model are fully appli-
cable to, and support CAL.

5.1 CAL.1: Calibration Requirements Analysis

This process deals with the identification of calibration requirements and constraints,
including the decomposition of the calibration aspects of the system level requirements
identified in Requirements Elicitation (SYS.1) and System Requirements Analysis
(SYS.2). It is also concerned with the development of verification criteria associated
with the calibration requirements and establishing traceability of the requirements to
the system level requirements.

5.2 CAL.2: Architectural Design for Calibration

This process introduces the concept of sub-dividing the calibration task into a series of
specific activities, referred to as work packages. The calibration requirements can be
allocated to the individually identified work packages enabling traceability. This pro-
cess also deals with establishing a strategy for how the calibration data is to be stored
and managed, including configuration and variant management strategies.

5.3 CAL.3: Work Package Design and Calibration

There are several key elements within the process, including the allocation of specific
application parameters from the software to the work package; defining the data col-
lection methods and data analysis tools required; defining the plan to collect the data in
line with the project plan; collecting, analysing and optimising the application
parameter values; creating a calibration data file in a format adhering to the strategy and
publishing a report describing the calibration.

5.4 CAL.4: Work Package Verification

This process defines the need for development of a work package verification strategy
and regression test strategy. The process step also includes the work package verifi-
cation activity and communication of the results of the verification.

Fig. 4. Calibration engineering process group (CAL)
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5.5 CAL.5: Work Package Integration and Integration Test

The creation of the strategies for integration, and verification of the integration, of the
individual work package outputs to create a holistic calibration that aligns with project
plans are aspects of this process. The process also deals with the activities of per-
forming the integration and integration testing.

5.6 CAL.6: Calibration Qualification Test

This process is focused on confirming that the integrated calibration meets the cali-
bration requirements identified in the CAL.1 process within the context of the whole
system. This includes identifying the appropriate level of evidence to confirm that the
calibration meets the requirements and the creation of regression tests to allow future
updates of the calibration to be re-verified in a consistent manner.

5.7 Example of Process Outcomes and Base Practices

Detailed process outcomes and base practices for each process area within the Cali-
bration Engineering process group have been developed. The seven process outcomes
for CAL.3 are (1) the application parameter content of a work package is defined;
(2) the methodologies, tools, facilities and test properties required are specified; (3) test
data is generated according to the specified methods and analysed; (4) application
parameter values are generated and optimised, and any trade-offs required are evalu-
ated; (5) a calibration data file, containing the application parameter values, is pro-
duced; (6) calibration status is published for the associated calibration data file,
indicating the maturity and robustness of the parameter settings; and (7) a test report,
including summary of characterisation and optimisation analysis and details of any
trade-off choices is created and filed.

Eleven individual base practices have been detailed to deliver the process outcomes
of CAL.3. These include establishing data collection methods (CAL.3.BP2); specifi-
cation of data analysis tools (CAL.3.BP3); evaluation of any trade-offs (CAL.3.BP6);
and generation of the calibration data files (CAL.3.BP7).

As an example, CAL.3.BP6 is concerned with ensuring that any constraints or
limitations that would prevent the optimal calibration settings for a specific work
package are analysed and any trade-offs that are made are documented and reviewed
with stakeholders.

6 Calibration Plug-in to Automotive SPICE

CAL fits primarily into at the System Level of the Automotive SPICE® plug-in con-
cept, as the key purpose of calibration activity is to parameterise the software within the
context of the system (Fig. 5, label ①). CAL can also be applied at the Domain Level
to the parameterisation of the software in the context of the hardware and/or mechanical
environment (Fig. 5, label ②).
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7 Summary and Conclusions

The process of calibration has been described, and examples provided for issues
relating to lack of calibration process control. Subsequently, a process reference and
assessment model is developed for calibration engineering (CAL), and deployment of
this model is proposed as a plug-in to Automotive SPICE®. All CAL process base
practices and process work products are comprehensively defined. The authors seek
wider collaboration and peer review, with the objective of formally publishing CAL.

The automotive industry, including manufacturers, suppliers, engineering service
providers and tool vendors, will benefit from the introduction of CAL. It may support
manufacturers to improve their calibration processes and assess supplier capability, tool
vendors to develop and market product features, process auditors to seek new oppor-
tunities, and consultancies to provision training services.

Ultimately, the vehicle owner will benefit through improved quality and safety.
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Abstract. TMMi, as a process reference model, introduces a collection of best
practices that helps organizations improve their testing processes. Developing
ontology of any process reference model help to clarify the structure of the
knowledge, enable knowledge sharing, and enable interoperability. This study
presents an ontology-based testing process assessment infrastructure to track
conformance to TMMi as the process reference model. In this study, the TMMi
model, SCAMPI-A method, and organizations are specified by the TMMi
Assessment Ontology which is coded in a formal language and the ontology’s
application for assessment is described.
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1 Introduction

Process reference models like CMMI and SPICE has become widely used with the
intention of achieving higher quality. These models claim to bring benefits in cost,
schedule, productivity, customer satisfaction, and return on investment within software
development practices [1]. Although they cover all processes in software development,
reference models that focus on improving or assessing specific processes within soft-
ware development have emerged such as SMmm for maintenance [2], R-CMM for
requirements engineering [3], MCM for measurement [4], and SA-CMM for acquisition
[5]. In software testing, some of the most well-established process reference models are
Test Maturity Model integration (TMMi), Test Process Improvement (TPI) Model, and
Metrics Based Verification and Validation Maturity Model (MB-V2M2) [6].

Existing reference models are mostly textual. Representations of the models with
clear rules and relations would improve their understandability. Also, software engi-
neers that are more inclined to read graphical representations (i.e. models) would
benefit from visual representation of the reference models and the assessments based on
these models. Moreover, the tools supporting software process improvement do not
usually interoperate with other tools. Interoperation would result in a benchmark of
assessments based on reference models and knowledge sharing.
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There is not much evidence regarding the benefits of using ontologies to support
implementing software process reference models [7]. However, commonly accepted
uses of ontologies include enabling people and software reach a shared understanding
and reusing domain knowledge [8]. Based on intuition, this would suggest that
ontologies would contribute in establishing a shared understanding of the reference
models, reusing the assessment outputs and outcomes, and enabling interoperability
between tools supporting process improvement.

In the scope of this study, an ontology to support TMMi based assessments is
developed with the intention of creating a mapping infrastructure between TMMi
model and outputs generated by an organization as a consequence of implementing and
assessing software testing processes. With a successful mapping, it can be an oppor-
tunity for an organization to consolidate their test process improvement efforts. The
other purpose is to share TMMi assessment domain knowledge in a visual way since
TMMi is mainly described as text in natural language. For these purposes, the study
identifies and formally defines the concepts and their relationships that are necessary to
perform a TMMi-based assessment.

Next section gives background information about TMMi model, TMMi-based
assessments, and ontologies. Third section describes related studies on use of ontolo-
gies for defining software process reference models and performing assessments. Forth
section specifies the TMMi Assessment Ontology and the three independent ontologies
it is composed of. In fifth section, we describe an example use of the TMMi Assess-
ment Ontology for an assessment in a real organization. Last section discusses the
conclusion of the study and future works.

2 Background

TMMi is a guideline and reference model that was developed as a complementary
model to CMMI by TMMi Foundation. It addresses software quality and test issues,
which are briefly covered in CMMI, to support organizations with evaluating and
improving their testing processes to achieve more effective and efficient software
testing. TMMi has a claim to improve not only the testing processes but also the
software quality, test engineering productivity, and cycle-time effort by doing so [9].

TMMi inherits several concepts from CMMI such as the maturity level, process
area, goal, and practice. It has a staged architecture in which the highest maturity for an
organization to achieve is the level 5. Each stage consists of process areas that an
organization is required to implement. In order to achieve one maturity level, an
organization should satisfy all process areas of that maturity level and the lower
maturity levels.

Specific goals describe the unique characteristics that should be implemented in
order to satisfy the process areas, whereas the generic goals describe characteristics that
should be present across all process areas. In order to determine whether a process area
is satisfied, associated specific and generic practices associated with the goals are
expected to be performed.
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The possible formal assessment methods to conduct a TMMi assessment are TMMi
Accredited Assessment Method, TMMi Assessment Method (TAM) and The Stan-
dard CMMI Appraisal Method for Process Improvement (SCAMPI) A [10].

In this study, SCAMPI-A is selected due to it being a more commonly used method
and being familiar to the organization where the validation is performed. SCAMPI-A is
essentially designed for CMMI; however, it is recognized as a method to perform
TMMi assessments. It provides benchmark-quality ratings which enable to identify the
strengths and weaknesses of an organization, prioritize improvement plans by focusing
on correcting weaknesses that are most beneficial to fix, derive maturity level ratings,
and identify risks relative to maturity determination [11].

SCAMPI-A is used to decide practice implementation and goal ratings based on
collected objective evidence. There are two types of objective evidence: Artifacts and
Affirmations. Artifacts can be considered as a concrete output of either a model or a
consequence of implementing a model practice whereas Affirmations are statements
used to judge implementation or lack of implementation of a model practice. Based on
collected artifacts and affirmations, the practice is characterized as Fully Implemented,
Largely Implemented, Partially Implemented, Not Implemented or Not Yet.

Ontology is a formal representation of domain knowledge. More specifically, it is a
formal explicit description of concepts and their relations in a specific domain [8]. An
ontology can help to clarify the structure of the knowledge by machine-interpretable
common vocabulary definitions, enable knowledge sharing, and build specific
knowledge basis to make domain assumptions explicit [12]. Ontologies are usually
defined with formal languages that are based on first-order predicate logic, frame-based
languages, or description logic-based languages [13].

3 Related Work

Although, there are some studies presenting process reference model based ontologies,
when it comes to TMMi and assessments based on it, there are no related studies.
Tarhan et al. [7] also did not reported any studies related to TMMi related ontologies.
However, there are some studies that shall be discussed and learned from.

Ryu et al. [14] presented an ontology for MND-TMM (Ministry of National
Defense-Testing Maturity Model) in OWL language. In this work, only top-level
concepts of MND-TMM are defined in order to share knowledge and help organiza-
tions improve their testing processes. The detailed ontology structure for the MND-
TMM is stated to be under development. Gazel et al. [15] provides an ontology for both
continuous and staged representations of CMMI-Dev and developed an Eclipse Plugin
for supporting CMMI based assessments. The plugin is suggested to present an inte-
grated infrastructure for process improvement and CMMI based assessment activities.

Soydan et al. [16] presented a CMMI-SW ontology. In this work, only staged
representation of CMMI-SW model is defined in OWL and its possible use cases are
explained. An ontology for CMMI-ACQ in presented by Sharifloo et al. [17]. It is
implemented based on SUMO which is an upper ontology and is available for use in
different applications to be developed in the future.

An Ontology to Support TMMi-Based Test Process Assessment 347



Software Process Ontology (SPO) by Liao et al. [18] is an ontology for software
processes in conceptual level. The study briefly discusses how to extend SPO with
concepts that belong to continuous representation of CMMI and ISO/IEC 15504
models as an example. A web-based process assessment tool is claimed to be under
development, which will be used to collect data to develop a benchmark of software
processes after being fully implemented.

4 Structure of the TMMi Assessment Ontology

TMMi Assessment Ontology is composed of three separate ontologies including a
TMMi ontology, a SCAMPI-A ontology and an Organization ontology as in Fig. 1. It
is developed in Web Ontology Language (OWL) by using Protégé platform. For the
users to easily comprehend the mapping between the documents and concepts, the
numbered tags within the documents were inherited into the ontologies (e.g. PA2.1).
Also, some abstract classes (e.g. Level_2_Process_Area) were created for proper cat-
egorization. For instance, the “Test Policy and Strategy” process area is defined as
“PA2.1_Test_Policy_And_Strategy” class and it is a sub-class of “Level_2_Pro-
cess_Area” class.

4.1 TMMi Ontology

The TMMi Ontology includes 4 top level classes: Maturity_Level, Process_Area, Goal
and Practice. There are 3 top level object properties as consistOf, achievedBy and
satisfiedBy. The top-level classes and their relationships are shown in Fig. 2.

In order to represent the staged foundation of TMMi, higher maturity levels are
defined as subclasses of lower maturity levels as shown in Fig. 3. For instance,
Maturity_Level_5_Optimization is a subclass of Maturity_Level_4_Measured, which
denotes that an organization rated as maturity level 5 would inherit the properties of
maturity level 4.

Fig. 1. The TMMi Assessment Ontology structure

Fig. 2. The relationship between top level classes of TMMi ontology
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Process_Area class consists of subclasses to categorize process areas according to
the maturity levels they belong to as shown in Fig. 4. A similar structure is applied for
Goal class as shown in Fig. 5.

In the TMMi Model [9], applicability of the generic goals is determined by the
targeted maturity level. For achieving maturity level 2, only generic goal 2 is applicable
for all the process areas belonging to maturity level 2. However, for maturity level 3,
both generic goal 2 and generic goal 3 are applicable for process areas of both maturity
level 2 and maturity level 3. Therefore, generic goal 3 is defined as a subclass of
generic goal 2 as shown in Fig. 6.

Each level in the Goal class hierarchy has more specific “achievedBy” relationship
with the related class under Practice class hierarchy.

Fig. 3. The class hierarchy of “Maturity_Level” class of TMMi ontology

Fig. 4. The class hierarchy of “Process_Area” class of TMMi ontology

Fig. 5. The class hierarchy of “Specific_Goal” class of TMMi ontology

Fig. 6. The class hierarchy of “Generic_Goal” class of TMMi ontology
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4.2 SCAMPI-A Ontology

As it is shown in Fig. 7, there are 6 top-level classes and 4 object properties identifying
their relationships in SCAMPI-A Ontology. Although all related concepts of SCAMPI-
A method are defined, only the assessment outputs of Conduct Appraisal Phase will be
sufficient for assessment purposes in the scope of this study.

Implementation_Level class does not have a relationship with other classes,
however it is defined in SCAMPI-A ontology since it is needed for assessments and
used in TMMi Assessment Ontology.

In SCAMPI-A method, each assessment process generates outputs, but the same
assessment output may be revised and updated in several processes. Therefore,
Assessment_Output class is grouped according to phases. Only “Objective_Evidence”
and “Recorded_Rating_Decisions” outputs are used in mapping to the integrated
TMMi Assessment Ontology. The class hierarchy of Assessment_Output is in Fig. 8.

4.3 Organization Ontology

In order to establish mapping to the TMMi Assessment Ontology, the Organization
ontology has three classes: Organization, Project, and Work_Product. Each organiza-
tion, project, or work product can be defined as an individual to the related class during
the assessments (Fig. 9).

Fig. 7. The top-level classes and their relationships of SCAMPI-A ontology

Fig. 8. Class hierarchy of “Assessment_Output” class of SCAMPI-A ontology
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4.4 TMMi Assessment Ontology

TMMi Assessment Ontology is composed of classes that are defined in the three
imported ontologies described above. However, in order to complete the mapping, new
object properties are defined to form relationships between classes across different
ontologies. The top-level class hierarchy and relationships aggregated in TMMi
Assessment Ontology can be seen in Fig. 10.

Fig. 9. The classes and their relationships of Organization ontology

Fig. 10. TMMi Assessment Ontology top-level class hierarchy and relationships
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5 An Example Usage of the TMMi Assessment Ontology

Figure 11 shows a part of an example usage of TMMi Assessment ontology. In the
example, a TMMi based assessment was performed by following SCAMPI method in a
real organization’s software development project.

“Organization_A” is defined as an individual of the Organization class. The
Organization_A has “Project_A” and “Project_B”, which are defined as individuals of
class Project. An assessment is conducted for Organization_A and only Project_A is in
scope of the assessment. The assessment is recorded as an individual of Assessment
class by the name “Assessment_OrgA_20180103”. Project_A has a test plan called
PrjA_Test_Plan, which is an individual of the class Work_Product. PrjA_Test_Plan
indicates an objective evidence in Assessment_OrgA_20180103 for multiple specific
practices which effects the achievement of Process Area 2.2 towards Specific Goal 2.
The achievement of Process Area 2.2 towards Specific Goal 2 is rated in
OrgA_PA2.2_SG2_Rating and the rating affects maturity level of the organization,
OrgA_Maturity_Level_Rating, where both ratings (i.e. goal and maturity level ratings)
identified in the assessment are shown via data properties tied to these individuals.

Fig. 11. Part of an example usage of TMMi Assessment Ontology
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With that kind of a mapping, an organization, in this case Organization_A, can
easily identify the state of each goal and which work products are identified in
achieving that goal. Assume that Process Area 2.2 of Specific Goal 2.2 is rated as
“Partially Implemented”, then the Organization_A would become aware of that and
need to improve their test approach by organizing their test process improvement
efforts accordingly.

The resulting ontology, which includes assessment information via individuals
created for Project_A of Organization_A, would be extended with other projects of the
Organization_A or other organizations. This would result in the assessment information
across different projects and organizations to be managed in the same repository while
creating a linked structure of assessment data. The practitioners within the organization
also confirmed that when proper tool support is provided, ontology supported testing
process assessments would help referring the strengths and weaknesses, and work
products identified in previous assessments in various contexts and projects.

6 Conclusion and Future Works

In this study, TMMi Assessment Ontology to support TMMi-based assessments is
introduced. It integrates a TMMi ontology defining TMMi model information, a
SCAMPI-A ontology defining SPAMPI-A method information, and an organization
ontology specifying organization, their projects and work products. The ontology has a
modular structure that would enable it to be extended and modified with additional
process reference models and assessment methods. Furthermore, the three independent
ontologies can be reused in other ontologies and applications.

The TMMi Assessment Ontology enables assessment data to be created via
defining individuals of the classes and their relationships for TMMi-based assessments.
In scope of an example assessment in a real organization, assessment data was defined
and stored in the ontology. In practice, the ontology, which is a linked data environ-
ment for assessments, would be extended with more assessment data from other pro-
jects or organizations. This will enable assessors and practitioners benefit from data
search, display, inference, and storage capabilities offered by the ontology.

Furthermore, the TMMi Assessment Ontology will improve the understandability
of the domain knowledge included in TMMi model and SCAMPI method by people
and machines. Also, it would enable semantic interoperability between assessment
tools, where information would be exchanged correctly and completely, shared domain
knowledge would be established, and assessment data would be used in linking data
and benchmarking.

Although nearly all concepts of SCAMPI-A method are implemented, the TMMi
Assessment Ontology is mainly designed to support execution of “Conduct Appraisal”
phase. Therefore, “Plan and Prepare for the Appraisal” and “Report Result” phases may
be a subject for another study, in order to make the infrastructure more usable and
complete for supporting TMMi-based assessments.
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Abstract. Since 2009 when Bitcoin was introduced, followed by the evolution
of permissioned and permissionless blockchain networks as we know of them
today, the technology of distributed ledgers is continuously changing to satisfy
the markets interest into them. Alongside, software development methodologies
are also evolving in order to incorporate the businesses and users demands. The
broad use of internet in everyday tasks and services such as Backend as a
Service, Database as a Service, Infrastructure as a Service, Platform as a Service
and Software as a Service have formed the software processes that are adopted
to produce the final product. Blockchain changes drastically the way software is
developed and companies producing software must adapt quickly by changing
their software processes accordingly to avoid obstacles and pitfalls coming of
that, in order to incorporate this new technology but also follow techniques,
which will produce sustainable software.

Keywords: Blockchain � Smart contracts � Software processes
Software development � Agile

1 Introduction

The software industry has faced many challenges during the past decades due to the
invasion of computers in our everyday tasks taking place between business-to-customer
(B2C), business-to-business (B2B) and business-to-government (B2G) which resulted
in increased demand for quick development. The emergence of new software devel-
opment techniques and processes such as agile methods provided the needed flexibility,
became popular and are since being adopted, mainly by small to medium business
entities (SMEs), as the most suitable software development process methods for cases
where the initial requirements change rapidly [1]. The agile manifesto welcomes
change even late in the development process [2] and this is a necessity when tech-
nologies as blockchain emerge, promising to reshape how assets are being exchanged
between mistrusted parties by removing the intermediary and bringing decentralized
applications allowing peer-to-peer interactions to take place. Furthermore, much
research on software processes improvement resulted to establish standards and proved
their value for the development of new software, with ISO/IEC 15504 (SPICE) [3] and
Capability Maturity Model Integration (CMMI) [4] being dominant among software
development companies. The paper will try to explain how permissioned blockchains
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and smart contracts come into the picture of software development processes. Addi-
tionally, it will explore if it is possible to incorporate the necessary techniques to
improve and preserve the achieved software process maturity levels when traditional
and agile software development methodologies are used along with permissioned
blockchains. This paper is the result of best successfully applied practices during the
development of software projects from the first of the two authors, who has more than
three years of intensive experience in the software development industry, including
blockchain technologies.

2 Software Development Methodologies

2.1 Agile Methodology

Software industry’s most common agile methodologies such as SCRUM model, utilize
iteration development and are known to have in focus the delivery of some form of the
product to the customer as soon as possible, in order to receive feedback and incor-
porate this information into the next stages of development. This close collaboration
with the customers and openness to specifications redefinition many times leads to
continuous design with almost no freezing features until the latest stages of the final
product [5]. Less planning in the beginning to serve flexibility is a natural outcome
from agile management’s philosophy, and at the initial stage of requirements gathering
and analysis the result is to overlook or even ignore some of the key features. However,
these key features will come into foreground at later stages and will have to be
implemented. The implementation of such features many times require the adoption of
new technologies, and this is the case software houses face with the blockchain
technology.

2.2 Traditional Methodology

Traditional software development methods such as the waterfall model were tested for
many years and leading software development companies still use them especially on
critical projects [6]. The phases of requirement analysis, design, coding, testing,
deployment and maintenance have this predefined particular order and no phase can
start unless the preceding stage has been completed and verified. This makes it difficult
to adopt new technologies at any stage later than the design phase, even if these new
technologies might solve problems that otherwise is hard or even impossible to solve
with existing technology. It is profound that projects which follow this life cycle and
have passed the design stage and moved to the code phase are obliged not to use the
blockchain technology even for problems that are impossible to solve with current
technologies, such as immutability and assets exchange with no intermediaries.
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3 Blockchain Technology

Bitcoin was introduced by [7] as a blockchain technology that made possible to per-
form transactions between trustless networks without a trusted intermediary. After the
success of the Bitcoin, many other cryptocurrencies made their emergence with
Ethereum technology [8] becoming popular especially due to its capability to utilize
smart contracts. Smart contracts are computer programs that represent promises in a
digital form including protocols within, that bind specific actions of the parties
involved concerned to these promises [9]. Public blockchains as Bitcoin and Ethereum
face drawbacks because no single entity controls who can enter or leave the network.
Time and energy expensive algorithms have to run on the participating machines in
order to achieve consensus, which means that all nodes globally have the same set of
records at the same order on their ledger until that point in time. The main feature of
blockchains, which no technology provided before, is immutability. The way block-
chains are built with every block connected to the previous one forming a merkle tree,
plus the facts that blocks are only appended at the end of the ledger forming a write-
only data structure and that the ledger is distributed among all participants who verify
and apply each transaction, is what makes blockchains immutable.

However, a problem for businesses arose because of the public distributed ledger;
transactions are completely transparent to everybody. This eliminates businesses’
competitive advantages, because they do not want to present all of their business
information to everybody. That lead to the development of private permissioned
blockchains, where the addition or removal of participants is controllable, and trans-
actions are visible only to the participants of this network [10]. Because of the
immutability of the ledger, the utilization of smart contracts on permissioned block-
chain networks seems ideal. These computer programs became popular because they
prove the exact terms agreed between the parties, although there is no legal enforce-
ment of the agreement between strangers and there is no guarantee who will be
responsible if there is a coding error that results in losses for either party [11].

4 Software Processes

We have to understand that blockchain is a tool, not a standalone solution. This dictates
that software companies with established software processes who want to include
blockchain solutions have to modify their development processes accordingly. We
argued why blockchains and smart contracts seem to fit well with the agile method-
ology, but many small software companies have ignorance how to apply process
improvement models, and also the existing software processing models must be altered
to include good agile processes inside the process framework [12]. There is also
evidence that most SMEs are skeptical to invest in software process improvement
models primarily because this demands resources, commitment and the return of
investment is many times not obvious [13]. If we add to all these the continuous change
blockchain technology faces because of its immaturity at this early stages of adoption,
then a satisfying level of standardization for permissioned blockchain development
processes seems nearly impossible. Nevertheless, next we will try to specify the best
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practices we followed based on some of the agile manifesto pillars [2] that are
important to apply and companies should consider following in order to achieve the
minimum set of rules and guidelines needed when developing blockchain solutions.

• Early and continuous delivery: This principle must be followed at all times without
any exceptions. Blockchain business solutions will usually include smart contracts.
Smart contracts will perform actions if their conditions are met or if they are called
directly by the user automating the agreement between participating parties, but if
they are not deterministic or well-formed then losses for all or some parties are
inevitable. Early delivery and testing will spot any omissions or misconfigurations.
Close collaboration with the customer and/or specialized advisers such as lawyers,
insurers, finance managers etc. will provide the development team with the nec-
essary guidelines and suggestions to correct the discrepancies, if any.

• Expect changes at all stages: Changes while developing blockchain solutions are
expected, maybe more than any other project the development team has faced,
because the changes on blockchain technologies are frequent. They can vary from
the usual ones, such us customer demanded changes in specifications, to techno-
logical factors. This is the reason team meetings should be scheduled very often to
exchange knowledge and best practices, because the technology is new to every
member of the team. Business permissioned blockchains such as Hyperledger, are
mostly open source projects with stable editions counting only a few months of
existence. Bugs are present and corrected as soon as possible, but they make the
development process from hard, to impossible, in some special cases. New features
are also introduced frequently and provide quick and stable solutions, and the
custom code solutions developed from scratch by the developers have to be
removed to preserve compatibility with future blockchain versions affecting the
total code.

• Produce working software: A careful research for each candidate blockchain
technology must be made, with enough time to identify the pros and cons for each
one. If a wrong choice is made, it is likely to delay or cancel the project if the
needed features are not supported by the chosen blockchain technology. Private
permissioned blockchains is a new technology and not all of them provide the same
capabilities. There are few common features among them but there are no standards,
and almost every feature is subject to change at any time. This means that the
blockchain technology version to choose must support all the features needed to
deliver working software at the time the initial decision is made. Some solutions
might seem more promising than others but are less tested or have limited support
and this must be taken under serious consideration.

• Promote sustainable development: Sustainability is crucial for software applica-
tions. There are few times a blockchain application being developed not being used
for a long time after. Besides, this is the purpose of a blockchain, to keep its records
immutable forever. Likewise, blockchains came to stay. Smart cities, energy sector,
insurance market, financial services, internet of things in all areas, agriculture,
governments just to name a few, have recognized opportunities and benefits from
the use of distributed ledgers and search ways to take advantage of the new pos-
sibilities they provide. By choosing a blockchain technology that uses a well-known
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language such as JavaScript or Python, developers can focus more to what has to be
done than how this can be done. They can design better the architecture and
contribute to the sustainability of the final application.

Figure 1 below shows the steps to build successful sustainable software including
drastic steps such as changing the blockchain technology at early stages in case the
early delivery of the software is impossible even before the acceptance phase. Standard
agile methodology is represented with black color whereas changes introduced by
blockchains and smart contracts are represented with red color.

If smart contracts were carefully designed, the incapability to produce the early
working software is a strong indication that the chosen technology is not suitable for
the needed functionality. We can conclude from this circle that a new step between the
release and accept phase is introduced, which represents the difficulties and restrictions
that might be faced by the new blockchain technology and has to be confronted
drastically and early.

5 Software Processes Improvement

It has proven to be important and sometimes indispensable for software companies
undertaking critical projects to prove their maturity level for software development
through a standardized process such as ISO/IEC 15504 or CMMI. Although ISO/IEC
15504, formerly known as Software Process Improvement and Capability Determi-
nation (SPICE) model, was introduced initially without maturity levels, after a revision
new capability levels were documented. Compared to CMMI maturity levels a direct
match between them is obvious [14, 15] which confers prestige to both these industry
leading models. Next, we give directions for blockchain development processes and try

Fig. 1. Blockchain technology with agile methodology for sustainable software (Color figure
online)
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to spot the possible pitfalls and the specific process areas that are expected to be
affected, to help companies who want to conform to standard software process
improvement techniques achieve their goal. We believe that the discussion that follows
applies on all software process improvement models, including SPICE.

Software development houses should use open source technologies, the leading
blockchain technologies not by accident are open source projects and are free to use
and contribute. For requirements management processes attention should be given
tracking the change requests, no changes that cannot be fulfilled with the chosen
blockchain technology shall be accepted. The measurement and analyses processes
might be tricky because measurement objectives will not be clear at first and are
expected to change during the development phases. Metrics must be set from the
beginning but only for what is meaningful, such as the total code lines for smart
contracts or the total services each smart contract is allowed to call. Smart contracts are
computer functions and they must follow the best practices for function’s total code
lines and embedded services, so it is very important to establish the objectives and
select the measures and analytic techniques to measure performance on specific smart
contracts. In addition, some classic measurements as write performance are off topic,
because there are big performance gaps compared to the database systems [16].
Although security must be a priority, has to be designed along with other tools and
hardware, such as proxies, firewalls and gateways. All these make the project planning
of high importance; risks will be high for effort and cost, and there must be a flexible
risk management plan for the development phases. Risk management obviously needs
to assess the dangers that are coming from customer requirements change, development
team inexperience, incorrectly designed and deployed smart contracts and technology
rapid changes. Because blockchain technology is likely to change before the final
product is delivered, the software company might face excessive pressure from the
customer to incorporate this new technology, which may cancel much of the effort put
on the current technology leading to delivery delays. To minimize the risks, the soft-
ware company should focus to develop a product specifically for the requested solution
with no or little add-ons because of the unknown outgrowth of distributed ledgers.
Continuous monitoring against the project plan and corrective actions must be integral
parts of the risk management plan.

The process and product quality must assure that the program components and
especially smart contracts are in alignment with the defined requirements. The decision
analysis has to evaluate the distributed ledger technologies and the alternatives, and
then decide which technology to choose. As argued in this paper the risks are many and
private permissioned blockchains are suitable for certain solutions only. If verifiability,
transparency, privacy, integrity, redundancy and a trust anchor are the desired prop-
erties then a private permissioned blockchain is a good candidate but more questions
have to be answered positively. More specifically if there is a need to store the state, if
there are multiple writers and if all of them are known and trusted and last but not least
if online processing at all times is feasible [17]. The project management processes
must include close collaboration with stakeholders in order the smart contracts to be
tailored to the customer’s needs and to follow the essential standards for its terms and
actions.
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For organizational process definitions an agile lifecycle model has to be defined and
take under consideration the strengths and weaknesses of the development team to
establish special action plans if flaws are identified. Part of these established plans must
be the organization’s training before and during the development for aspects that span
from development to law matters. For the product integration, thorough tests must take
place to certify that smart contracts behave as expected as they make a blockchain
system responsive and automatic. These tests must include mainly the back-end
behavior but also the front-end components [18]. These processes are essential for both
the customers and the organization to prove the product’s fullness and expected
behavior and make sure an unobstructed acceptance and deployment will follow.
Causal analysis for permissioned private blockchains has to be further researched
because of few examples in the market, but with a quick view, companies should focus
to the outcome analysis before defining the causes. Keeping detailed documentation is
vital at any stage. Blockchain agile methodology gives little attention to detailed
documentation but practices that were tested must be defined and outcomes will reveal
the causes of successes and failures. Future projects will rely heavily on this detailed
documentation of projects that utilized these new technologies. The organizational
performance management will completely rely at first on developers estimation about
time needed to complete the project and the difficulty level. Thus, meetings between
developers and managers are necessary to be frequent during the complete develop-
ment process to exchange knowledge obtained gradually and perform managerial
interpretation, to suggest improvements along with plans on how to deploy these
improvements. If a software company follow the processes described above, it is
expected to establish at least the minimum needed points level for the nine ISO/IEC
15504 process attributes [3] and be eligible for SPICE certification.

6 Discussion

Software process improvements are very important even if new technologies make it
more difficult for the software companies to define certain methods for every devel-
opment phase. As the maturity of blockchains increases and more services are stan-
dardized, teams that follow software process improvement methods will adapt more
quickly and will make better choices for successful development, even if this includes
to switch the blockchain technology for another which will serve better the customer’s
needs and the company’s goals. We tried to comprise in this paper guidelines that will
help development teams escape pitfalls, but we also acknowledge that distributed
ledger technology is evolving and we have limitations such as scarce information and
few permissioned private blockchain cases implemented and published since now. This
research was mainly focused on technical aspects of blockchain implementations;
future research should be made from the managerial perspective. Distributed ledgers,
blockchains and smart contracts are here to stay and software processes will be
reformed from these technologies. We strongly believe that this research will contribute
this reform to be smoother and successful for the software development companies.

Permissioned Blockchains and Smart Contracts into Agile Software Processes 361



References

1. Wiley Online Library: Agile Software Development. Software – Practice and Experience,
pp. 41:943–41:944 (2011)

2. Manifesto for Agile Software Development. http://agilemanifesto.org/iso/en/principles.html.
Accessed 16 July 2018

3. Wikipedia: ISO/IEC 15504. https://en.wikipedia.org/wiki/ISO/IEC_15504. Accessed 16
July 2018

4. Wikipedia: Process area (CMMI). https://en.wikipedia.org/wiki/Process_area_(CMMI)
#Maturity_Levels:_CMMI_for_Development. Accessed 16 July 2018

5. Serrador, P., Pinto, J.K.: Does Agile work? — A quantitative analysis of agile project
success (2015)

6. Vijayasarathy, L.R., Butler, C.W.: Choice of software development methodologies do
organizational, project, and team characteristics matter? IEEE Softw. 33, 86–94 (2016)

7. Nakamoto, S.: Bitcoin: A Peer-to-Peer Electronic Cash System. https://bitcoin.org/bitcoin.
pdf. Accessed 16 July 2018

8. Ethereum: A Next-Generation Smart Contract and Decentralized Application Platform,
https://github.com/ethereum/wiki/wiki/White-Paper. Accessed 16 July 2018

9. Szabo, N.: Smart Contracts. http://www.fon.hum.uva.nl/rob/Courses/InformationIn
Speech/CDROM/Literature/LOTwinterschool2006/szabo.best.vwh.net/smart.contracts.html.
Accessed 16 July 2018

10. Christidis, K., Devetsikiotis, M.: Blockchains and Smart Contracts for the Internet of Things
(2016)

11. Giancaspro, M.: Is a ‘smart contract’ really a smart idea? Insights from a legal perspective.
Comput. Law Secur. Rev. 33(6), 825–835 (2017)

12. Schweigert, T., Nevalainen, R., Vohwinkel, D., Korsaa, M., Biro, M.: Agile maturity model:
oxymoron or the next level of understanding. In: Mas, A., Mesquida, A., Rout, T.,
O’Connor, R.V., Dorling, A. (eds.) SPICE 2012. CCIS, vol. 290, pp. 289–294. Springer,
Heidelberg (2012). https://doi.org/10.1007/978-3-642-30439-2_34

13. Galinac, T.: Empirical evaluation of selected best practices in implementation of software
process improvement (2009). https://doi.org/10.1016/j.infsof.2009.05.002

14. Peldzius, S., Saulius, R.: Comparison of maturity levels in CMMI-DEV and ISO/IEC 15504
(2011)

15. Ehsan, N., Perwaiz, A., Arif, J., Mirza, E., Ishaque, A.: CMMI/SPICE based process
improvement, pp. 859–862 2010. https://doi.org/10.1109/icmit.2010.5492803

16. Dinh, T.T.A., Liu, R., Zhang, M., Chen, G., Ooi, B.C., Wang, J.: Untangling blockchain: a
data processing view of blockchain systems. IEEE Trans. Knowl. Data Eng. 30(7), 1366–
1385 (2018)

17. Wüst, K., Gervais, A.: Do you need a Blockchain? IACR Cryptology ePrint Archive 2017,
p. 375 (2017)

18. Wikipedia: Front and back ends. https://en.wikipedia.org/wiki/Front_and_back_ends

362 S. Terzi and I. Stamelos

http://agilemanifesto.org/iso/en/principles.html
https://en.wikipedia.org/wiki/ISO/IEC_15504
https://en.wikipedia.org/wiki/Process_area_(CMMI)#Maturity_Levels:_CMMI_for_Development
https://en.wikipedia.org/wiki/Process_area_(CMMI)#Maturity_Levels:_CMMI_for_Development
https://bitcoin.org/bitcoin.pdf
https://bitcoin.org/bitcoin.pdf
https://github.com/ethereum/wiki/wiki/White-Paper
http://www.fon.hum.uva.nl/rob/Courses/InformationInSpeech/CDROM/Literature/LOTwinterschool2006/szabo.best.vwh.net/smart.contracts.html
http://www.fon.hum.uva.nl/rob/Courses/InformationInSpeech/CDROM/Literature/LOTwinterschool2006/szabo.best.vwh.net/smart.contracts.html
http://dx.doi.org/10.1007/978-3-642-30439-2_34
http://dx.doi.org/10.1016/j.infsof.2009.05.002
http://dx.doi.org/10.1109/icmit.2010.5492803
https://en.wikipedia.org/wiki/Front_and_back_ends


Author Index

Akcamete, Asli 119
Almeida, Rafael 104
Angarita, Leonardo Bermón 16
Anwer, Sajid 185

Bandara, Madhushi 215
Barafort, Béatrix 60
Behari, Suren 167
Benetallah, Boualem 200

Calderón, Alejandro 31, 154
Callan-Crilly, Jennifer 275
Castellanos Ardila, Julieth Patricia 233
Cater-Steel, Aileen 167
Çiflikli, Eda Gülçin 345
Colomo-Palacios, Ricardo 3
Cortina, Stéphane 60
Coşkunçay, Ahmet 345
Cunha, Cristiano J. de A. 139

da Silva, Miguel Mira 104
Darnell, Paul Malcolm 337
Demirörs, Onur 119, 200, 289, 300
Demissie, Surafel 316

Efe, Pinar 200
Eito-Brun, Ricardo 263
Erdem, Sezen 289

Falcini, Fabio 73
Fernández Del Carpio, Alvaro 16

Gallina, Barbara 233

Ibrahim, Linda 329

Kabaale, Edward 248
Keenan, Frank 316

Lami, Giuseppe 73

McCaffery, Fergal 275, 316
Meymandpour, Rouzbeh 215
Mitasiunas, Antanas 329
Moynagh, Alan 275

O’Connor, Rory V. 154
Özcan-Top, Özden 275, 316

Pardo, César 104
Percheiro, Inês 104

Rabhi, Fethi A. 215
Rabhi, Fethi 289, 300
Renault, Alain 60
Rout, Terry 185, 248
Ruiz, Mercedes 31, 154

Salviano, Clenio F. 89, 139
Sánchez-Gordón, Mary 3
Shrestha, Anup 47, 167
Soar, Jeffrey 167
Stamelos, Ioannis 355

Terzi, Sofia 355
Trinidad, Manuel 31, 154

Ul Muram, Faiz 233

Valoggia, Philippe 60
Vickroy, Robert 329

Walsh, Joe 337
Wang, Zhe 185, 248
Wen, Lian 185, 248

Yilmaz, Gokcen 119
Yürüm, Ozan Raşit 300

Zoucas, Alessandra C. 139


	Preface
	Organization
	Acknowledgments
	Contents
	SPI Systematic Literature Reviews
	Characterizing DevOps Culture: A Systematic Literature Review
	Abstract
	1 Introduction
	1.1 Related Works

	2 Research Methodology
	2.1 Planning
	2.2 Data Extraction
	2.3 Study Quality Assessment

	3 Results
	3.1 What are the Attributes of DevOps Culture Confessed to?
	3.2 What Emotional Phenomenon Could Be Experienced by People in the DevOps Culture?
	3.3 What is the Trend of Studies Related to DevOps Culture in the Scientific Literature?
	3.4 Limitations of Results

	4 Conclusions and Future Work
	Appendix A: Primary Studies
	References

	Techniques Based on Data Science for Software Processes: A Systematic Literature Review
	Abstract
	1 Introduction
	2 Research Methodology
	2.1 Research Questions
	2.2 Study Protocol

	3 Results and Discussion
	4 Limitations of This Review
	5 Conclusions and Future Work
	References

	A Systematic Literature Review on the Gamification Monitoring Phase: How SPI Standards Can Contribute to Gamification Maturity
	Abstract
	1 Introduction
	2 Gamification Process
	3 Related Works
	4 Method
	4.1 Specify Research Questions
	4.2 Establish the Inclusion/Exclusion Criteria
	4.3 Define Quality Criteria
	4.4 Define Data Sources
	4.5 Define Search String
	4.6 Selection Process
	4.7 Data Extraction

	5 Results
	5.1 Study Quality Assessment
	5.2 RQ1: What Works Focus on the Scope of the Gamification Monitoring Process?
	5.3 RQ2: What Are the Main Problems and Needs that Require to Be Addressed Regarding the Monitoring of Gamified Experiences?

	6 Gamification Process Capability and Maturity
	7 Conclusions
	Acknowledgments
	References

	SPI and Assessment
	Towards a Taxonomy of Process Quality Characteristics for Assessment
	Abstract
	1 Introduction
	2 A Proposal of Characteristics as Intrinsic and Extrinsic Quality Attributes
	3 A Taxonomy for Process Quality Characteristics
	3.1 Core Attributes
	3.1.1 Effectiveness
	3.1.2 Efficiency

	3.2 Relationship Attributes
	3.2.1 Satisfaction
	3.2.2 Usability
	3.2.3 Compatibility/Variability

	3.3 Operating Environment
	3.3.1 Reliability
	3.3.2 Flexibility/Agility

	3.4 Management Environment
	3.4.1 Sustainability
	3.4.2 Security
	3.4.3 Culture


	4 Discussion
	5 Conclusion
	References

	Process Risk Determination Supporting Data Protection Impact Assessment
	Abstract
	1 Introduction
	2 Determining Process-Related Risk According to ISO/IEC 33015
	3 DPIA: Managing the Risk to Right to Data Protection
	4 Applying Process-Related Risk Determination to DPIA
	4.1 Adapting the Generic PRD Process to the DPIA Context
	4.2 Applying the Adapted PRD Process to the DPIA Context

	5 Conclusion
	References

	A Novel Model for Development Project Assessment in Automotive
	Abstract
	1 Introduction
	2 Process Improvement Scheme for Automotive (PISA Model)
	2.1 From Process Model to Process Improvement Scheme
	2.2 Processes Scope and Augmented Framework
	2.3 Process Structure and Requirements
	2.4 Evaluation and Rating System

	3 Comparison Between the PISA Model and Automotive SPICE
	3.1 Introduction to Automotive SPICE
	3.2 PISA Model vs. Automotive SPICE

	4 Conclusions and On-going Activities
	References

	SPI Methods and Reference Models
	Evolving PRO2PI Methodology Considering Recent Challenges and Changes in the SPI Context
	Abstract
	1 Introduction
	2 PRO2PI Methodology
	3 Recent Use of PRO2PI: WORK4E and CERTICS
	4 Recent Changes in the SPI Context and PRO2PI Methodology
	5 Conclusion
	References

	An Ontology-Based Model for ITIL Process Assessment Using TIPA for ITIL
	Abstract
	1 Introduction
	2 Theoretical Background
	2.1 ITIL and TIPA for ITL
	2.2 Ontologies
	2.3 ITIL Ontologies
	2.4 Methontology

	3 Proposal
	4 Demonstration
	5 Evaluation
	6 Conclusion
	References

	Adapting SPICE for Development of a Reference Model for Building Information Modeling - BIM-CAREM
	Abstract
	1 Introduction
	2 Literature Review
	3 Research Methodology for Development of the BIM-CAREM
	3.1 Creating the Building/BIM PRMs and the BIM MF
	3.2 Updating the BIM-CAREM

	4 BIM-CAREM
	5 A Case Study
	6 Conclusions
	Acknowledgement
	References

	SPI Education and Management Issues
	REFES Model for Leadership as Practice in Software Process Improvement Initiatives
	Abstract
	1 Introduction
	2 Leadership in SPI and Leadership-as-Practice
	3 Research Methodology
	4 Research Process
	5 Leadership Practices: The REFES Model as Thematic Map
	6 Discussion
	7 Conclusion
	References

	Teaching Software Processes and Standards: A Review of Serious Games Approaches
	Abstract
	1 Introduction
	2 Related Works
	3 Method
	3.1 Definition
	3.2 Execution
	3.3 Analysis

	4 Conclusions
	Acknowledgments
	References

	Interpretation and Reporting of Process Capability Results: Focus on Improvement
	Abstract
	1 Introduction
	2 ITSM Process Assessments
	3 Methodology
	4 Findings – Assessment Results
	4.1 Assessment 1 – 2015
	4.2 Assessment 2 – 2016

	5 Discussion
	5.1 Comparison of Assessment Results

	6 Conclusion
	6.1 Implications to Researchers and Practitioners

	References

	SPI Knowledge and Change Processes
	Introducing Requirements Change Management Process into ISO/IEC 12207
	Abstract
	1 Introduction
	2 Literature Review
	2.1 Software Requirements Change
	2.2 Software Process Standards
	2.3 Composition Trees

	3 Proposed Requirements Change Management Process
	3.1 Definition
	3.2 Requirements Change Management Process Model Description

	4 Comparison with Existing Models
	4.1 Composition Tree Modeling of Configuration Management Process
	4.2 Composition Tree Modeling of Configuration Management Process
	4.3 Comparison Between Requirement Change Management Process and Configuration Management Process

	5 Conclusion and Future Work
	References

	Measuring Change in Software Projects Through an Earned Value Lens
	Abstract
	1 Introduction
	2 Background
	3 cEVM Overview
	4 cEVM Applications
	4.1 Application I
	4.2 Application II
	4.3 Discussion

	5 Conclusion
	References

	Semantic Model Based Approach for Knowledge Intensive Processes
	1 Introduction
	2 Related Work
	2.1 Semantic Modeling for KIP
	2.2 Components and Requirements for KIP Supporting Systems

	3 Digital Interaction Framework
	4 Case Study
	4.1 Dynamic Modelling and Analytics
	4.2 Modelling the Example 1
	4.3 Modelling the Example 2
	4.4 Modelling the Example Digital Interaction 3

	5 Evaluation of Digital Interaction for KIP Support
	6 Conclusion and Future Work
	References

	SPI Compliance and Configuration
	Transforming SPEM 2.0-Compatible Process Models into Models Checkable for Compliance
	1 Introduction
	2 Background
	2.1 EPF Composer
	2.2 Regorous
	2.3 Automatic Compliance Checking Vision: The Modeling Part
	2.4 CENELEC EN 50128

	3 Generating Regorous Inputs
	4 Models Checkable for Compliance from the Rail Sector
	5 Discussion
	6 Related Work
	7 Conclusions and Future Work
	References

	Ensuring Conformance to Process Standards Through Formal Verification
	1 Introduction
	2 Background
	2.1 Process Management and Improvement
	2.2 Description Logics and Ontologies

	3 Overview of the Approach
	3.1 Constructing the Process Model Ontology (PMO)
	3.2 Representing Standard Requirements as DL Axioms
	3.3 DL ABox Construction (Moodle SRA Process Instance)
	3.4 Process Verification

	4 Conclusion and Future Works
	References

	Specification and Deployment of a Semantic Database for System Configuration Management
	Abstract
	1 Introduction
	2 Configuration Data Management. The Requirements
	3 Configuration Data Management. The Challenge
	4 Proposed Solution Based on Semantic Technologies
	5 Conclusions
	References

	SPI and Agile
	Adopting Agile in the Sports Domain: A Phased Approach
	Abstract
	1 Introduction
	2 Background
	3 Challenges
	4 Adopting Agile
	4.1 Choosing the Agile Methods and Practices to Implement
	4.2 Implementing Agile

	5 Conclusion
	Acknowledgement
	References

	Systematic Mapping Study on Process Mining in Agile Software Development
	Abstract
	1 Introduction
	2 Research Method
	3 Results
	4 Conclusions
	References

	A Comprehensive Evaluation of Agile Maturity Self-assessment Surveys
	Abstract
	1 Introduction
	2 Related Work
	3 The Case Study
	3.1 Design of the Case Study
	3.2 Conduct of the Case Study
	3.3 Validity Threats
	3.4 Limitations

	4 Results
	5 Conclusion
	References

	Agile Usage in Embedded Software Development in Safety Critical Domain–A Systematic Review
	Abstract
	1 Introduction
	2 The Review Protocol
	2.1 Research Questions
	2.2 Search Strings
	2.3 Inclusion/Exclusion Criteria
	2.4 Data Extraction

	3 Results
	3.1 Agile Practices and Implementation

	4 Discussions
	5 Conclusions
	Acknowledgments
	Appendix: Selected Studies
	References

	Industry (Short) Papers
	An Enterprise SPICE Capability Profile for an ISO 9001:2015 Compliant Organization
	Abstract
	1 Purpose
	2 Background
	3 Methodology
	4 Results
	4.1 The Capability Profile
	4.2 Brief Summary of Results for Each Enterprise SPICE Process

	5 Summary, Conclusions and Future Work
	Acknowledgments
	References

	A Process Reference and Assessment Model for ECU Software Calibration Data
	Abstract
	1 Introduction
	2 Automotive SPICE Plug-in Concept
	3 Calibration Process and Complexity
	4 Why Is a Calibration Process Model Required?
	5 Calibration SPICE
	5.1 CAL.1: Calibration Requirements Analysis
	5.2 CAL.2: Architectural Design for Calibration
	5.3 CAL.3: Work Package Design and Calibration
	5.4 CAL.4: Work Package Verification
	5.5 CAL.5: Work Package Integration and Integration Test
	5.6 CAL.6: Calibration Qualification Test
	5.7 Example of Process Outcomes and Base Practices

	6 Calibration Plug-in to Automotive SPICE
	7 Summary and Conclusions
	References

	An Ontology to Support TMMi-Based Test Process Assessment
	Abstract
	1 Introduction
	2 Background
	3 Related Work
	4 Structure of the TMMi Assessment Ontology
	4.1 TMMi Ontology
	4.2 SCAMPI-A Ontology
	4.3 Organization Ontology
	4.4 TMMi Assessment Ontology

	5 An Example Usage of the TMMi Assessment Ontology
	6 Conclusion and Future Works
	References

	Permissioned Blockchains and Smart Contracts into Agile Software Processes
	Abstract
	1 Introduction
	2 Software Development Methodologies
	2.1 Agile Methodology
	2.2 Traditional Methodology

	3 Blockchain Technology
	4 Software Processes
	5 Software Processes Improvement
	6 Discussion
	References

	Author Index



