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Abstract. In this paper, we analyze the existing methods of Multiple Object
Tracking (MOT), point out their advantages and disadvantages. It is noted that
the MOT task must be solved together with the detection of these objects, thus
developing a method of the analysis of the dynamic visual scene. We propose a
method of dynamic visual scene analysis based on the appearance object model.
This method allows one to detect images and to get the “deep features” of
detection in one Convolutional Neural Network forward pass, as well as to
improve the accuracy of tracking objects construction compared to other online
methods and perform processing in real time, at the speed of 24 FPS, which is
shown experimentally. In addition, the method works both in the conditions of
uncertainty and in the conditions of noise detection data.
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1 Introduction

The task of dynamic visual scene analysis is to build the tracks of objects on the input
sequence of frames. Thus, the tasks of detection and tracking objects on multiple
frames (Multiple Object Tracking) are solved.

To develop a method of dynamic visual scene analysis, it is necessary to solve the
problem of object detection, and then perform tracking-by-detection task. The task of
tracking objects is most often solved separately from the detection and the joint use of
the detector and the tracking method requires first to detect the object, and then to get
the features separately for each object, which increases the complexity of processing.
For example, in [9, 11], each detection is fed separately to the input of the Convolu-
tional Neural Network (CNN) to get its “deep” features. This approach can improve
accuracy, but requires significant computing resources.

In addition, there are quite accurate methods of tracking objects, such as MHT, ELP
[5, 8], but they do not allow processing in real time, because they solve the problem of
global optimization and require obtaining the entire sequence of frames (off-line
methods). Other methods perform real-time processing, but are not enough accurate,
for example SORT [1] (online methods).

At the same time, to study the developed methods of tracking, the most often
existing datasets offer [6] to work with a large number of false detections and build
algorithms that allow to get data from noise. However, while using CNN, it is
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sometimes necessary to deal not with a large number of false positive detections, but
with false negative ones.

Thus, the most promising methods for solving problems of recognition and tracking
objects today are the methods based on “deep” learning and CNN, because they allow
to obtain high accuracy of recognition and tracking compared with other methods.

Therefore, while solving the complex problem of detection and tracking objects, it
is advisable to propose a method that allows performing the detection and construction
of an appearance model of the object in one pass CNN, under conditions of uncertainty
of their detection. The proposed method will improve the tracking accuracy and per-
form processing in real time.

2 Appearance Object Model and Algorithm for Obtaining
“Deep Features” of the Objects Detection

2.1 Model Description

In this paper, the detection of an object in the image is understood as the area of the
image, on which the object is selected with the help of a bounding box. While building
a method of Multiple Object Tracking Appearance, models that use a certain set of
features to describe the object are often used.

Figure 1 shows the structure of the appearance object model using a multiscale
detection model. Unlike the well-known solution of [7] Single Shot MultiBox Detector
(SSD), this structure is characterized by the addition of a layer of ROI-Pooling to form
the “deep features” of detection. The method of tuning a multiscale model for detecting
visual objects in CNN is described in [2, 3].

We give a detailed description of the structure of SSD model. This model is based
on CNN VGG-16 [10], which contains 5 blocks of convolution layers with a max-pool
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Fig. 1. Structure of the appearance object model
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layer after each block, 3 fully-connected layers and a classifier layer. The first two
blocks contain two layers, the other three have three 3 � 3 convolution layers.

To use the VGG-16 as a detector, it is necessary to exclude the last fully connected
layer and the classifier one, as well as to include several detection blocks and the layers
used to change the scale of the analyzed image. So, one detector block is added to both
the feature map of the fourth block (conv4_3) and the fully connected layer (FC7) of
model VGG-16. In addition, the network is supplemented by four additional blocks,
used to change the scale (conv8_2, conv9_2, conv10_2, conv11_2) with detectors
blocks, as shown in Fig. 1. At the network output, the detection results of each block (6
detectors in all) are analyzed with the help of non-Maximum Suppression algorithm
and the result of detection is formed.

The structure of the detector block of the Conv9_2 layer is shown in Fig. 2. The
rest of the detector blocks are constructed in a similar way.

The detector block consists of: the generation of “anchor” boxes layer, the local-
ization layer (which predicts the offset of X/Y coordinates from the center relative to
the generated box, and the offset along the length and width) and the layer at the output
of which the probability that the original box contains an object of the given class. The
probability is predicted for each of the classes. For example, if there are 21 classes (20
classes and background) and 5 � 5 � 4 = 100 “anchor” boxes (4 “anchor” boxes for
each position of the feature map), the dimension of the output map of the localization
layer is 5 � 5 � 16 (4 boxes � 4 offset coordinates) and that of the probability layer is
5 � 5 � 84 (21 class � 4 boxes).

The generation of “anchor” boxes layer constructs “anchor” boxes, the number of
which depends on the dimension of the block feature map, on which the detector is
built. Such rectangles cover the entire image with a grid, as shown in Fig. 3.

It is important to consider the inputs and outputs of this model. The input gets an
input RGB image (frame), which is converted to 300 � 300 resolution. At the output,
object detections (class, detection confidence, object coordinates) and their “deep
features” are formed.
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Thus, applying the proposed model, it becomes possible to detect the image and get
the “deep features” of detection in one pass of the CNN.

2.2 Algorithm for Obtaining “Deep Features” of the Objects Detection

Input Data: a feature map of the m-layer CNN n� hm � wm, coordinates of the object
in the image o ¼ ðx1; y1; x2; y2Þ, image dimensions h� w, dimension of the ROI-
pooling layer n� hr � wr.

Output Data: a set of features P of the object o.

Step 1. Calculation of the scaling factors:

Kh ¼ hm
h
;Kw ¼ wm

w
:

Step 2. Calculation of the coordinates of object projections on a feature map:

xmi ¼ xi � Kh; ymi ¼ yi � Kw; i ¼ 1; 2:

Step 3. Getting features of the object Pproj with dimension n� ðym2 � ym1 Þ � ðxm2 �
xm1 Þ and coordinates ðxm1 ; ym1 ; xm2 ; ym2 Þ on m-layer CNN feature map.
Step 4. Scaling of projections of the features Pproj object o on feature map with
coordinates ðxm1 ; ym1 ; xm2 ; ym2 Þ and dimension n� ðym2 � ym1 Þ � ðxm2 � xm1 Þ to dimen-

sion n� hr � wr using max-pooling (ROI-pooling) Ceil ym2 �ym1
hr

� �
� Ceil xm2 �xm1

wr

� �
,

where Ceil – ceiling operator. As a result of this operation, a set of P features is
formed. In the same way feature sets are computed for all the detections which are
sent to the input of the ROI-Poling.

The distance between two sets of features P1 and P2 of two detections can be
calculated as the norm of the difference between two vectors of dimension n� hr � wr

in Euclidean space:

Fig. 3. Covering the original image with a grid of “anchor” boxes for a 5 � 5 feature map
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d ¼ P1 � P2k k:

The disadvantage of this approach is that additional normalization is necessary, so
it is sometimes more convenient to calculate the distance between feature sets using the
cosine distance:

d ¼ P1 � P2

P1k k � P2k k ; d ¼ 0; 1½ �

3 Method of Dynamic Visual Scene Analysis

3.1 Formulation of the Problem

Let K ¼ fkng be a set of frames (a dynamic visual scene) n = 1, …, N, kn : Okn ¼
foðknÞmn g be a set of object in the frame kn, mn ¼ 1; . . .;Mn; n = 1, …, N.

Each of the objects oðknÞmn is represented by a set of features Pmn8oðknÞmn : Pmn ¼
pðmnÞ
l

n o
; l ¼ 1; . . .; L and coordinates xðmnÞ

1 ; yðmnÞ
1

� �
; xðmnÞ

2 ; yðmnÞ
2

� �n o
, TR ¼ trzf g is a

set of tracks z ¼ 1; . . .;Z.
Each of the tracks trz is represented by a sequential representation of a single object

oðkiÞz in a sequence of frames ki:
trz ¼ oðkiÞz

� �
; i ¼ iin; iinþ 1; . . .; iout; z ¼ 1; . . .; Z; iin; iout 2 K; iin � iout; oðkiÞz 2 Oki

moreover, the same object is not included in different tracks. Let h be the degree of
similarity between the sets, S be a method of dynamic visual scene analysis.

It is required to find TR� ¼ ftr�z g, a set of tracks, each of which is represented by a
sequential representation of a single object o�ðkiÞz on a sequence of frames ki, tracked
using S methods, z ¼ 1; . . .; Z such that

hðTR; TR�Þ�!S max, with the set of constraints T.

3.2 Description of the Method

The developed method differs from the existing ones in detection of objects and cal-
culation of their “deep” features in one pass of the detector based on the CNN work in
conditions of uncertainty or noise detection data.

This method allows one to select objects on each frame using a detector and
compare them with existing tracks (sequences of object coordinates on previous
frames) or delete a track if the sequence of frames associated with the track is missing.

Input Data: K ¼ fkng, qthr is a maximum allowed threshold of difference between a
track and an object, Countmax is a maximum allowed number of consecutive frames, for
which the degree of difference q between an object and a track is greater than qthr, nav
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is the number of frames on the basis of which the averaging features Pmn of the object

oðknÞmn with the coordinates xðmnÞ
1 ; yðmnÞ

1

� �
; xðmnÞ

2 ; yðmnÞ
2

� �n o
is performed.

Output Data: TR ¼ ftrzg is a set of tracks, each of which is represented by the

coordinates xðmnÞ
1 ; yðmnÞ

1

� �
; xðmnÞ

2 ; yðmnÞ
2

� �n o
of an individual object oðknÞz in a sequence

of frames kn; oðknÞz 2 Okn .
Initialization of a set of tracks, the number of which on the given frame initially

equals zero.

Stage 1. The definition of the detector operating conditions is the uncertainty or noise
in data detection.

If the operating conditions of the detector are unknown, any of the conditions can be
selected, and then the correctness of the selection based on the detection accuracy
indicators is evaluated. Such indicators can be represented as the number of false
positives and the number of false negatives. If there are a lot of false positives of the
detector, we can talk about noise detection data, otherwise the uncertainty of detection
data is implied. The following sequence of stages is performed for each kn:

Stage 2. A search of the coordinates xðmnÞ
1 ; yðmnÞ

1

� �
; xðmnÞ

2 ; yðmnÞ
2

� �n o
for each object

oðknÞmn , the features Pmn
of this object using an appearance object model and an algorithm

for obtaining “deep features” of the objects detection. This step may also include a
filtering procedure in case of noisy detection data.

Thus, the stage is designed to search for the objects on the current frame and their
features, which can then be assigned to the appropriate tracks on the basis of the
comparison of the attributes of these objects.

Stage 3. Matching of the objects oðknÞmn

n o
found in stage 1 with the existing tracks

trzn�1

n o
, if TR 6¼ £ :

Step 1. Addition to the circular list Pmn�1 and displacement Pmn�1�nav
.

Step 2. Calculation of the average-object features PC
z of the track trz as the arith-

metic mean of the object features in the circular list:

PC
z ¼

Pnav
j¼1

Pmn�j

nav
:

At the same time, if the number of features in the list is less than nav, the average-
object features are calculated on the base of the existing number of features.
Step 3. Construction of the cost-matrix mn � zn�1:

Each element of the matrix is the distance between features Pmn (the total number of
objects – mn) and the features of the track average-object PC

z (total number of tracks –
zn�1) based on the appearance model.
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Step 4. Solution of the problem of assigning mn objects to zn�1 tracks using the
Hungarian algorithm [4].

As a result of the stage, some of the found objects will be assigned to the existing
tracks.

Stage 4. Initialization of new tracks for objects from stage 3 that have not been
assigned to tracks:

trzn ¼ trzn�1 [ oknmn
62 trzn

n o
:

When Step 3 is completed, the objects that could not be assigned to the tracks remain.
This step is designed to create new tracks for such objects.

Stage 5. Check of the validity of detection assignment to a track. The assignment is
considered valid in case the degree of difference between the track and the designated
object does not exceed the allowable threshold q trzn ; o

knð Þ
z

� �� qthr.
The stage allows to exclude those detection assignments on the track, which are not

allowable and represent false detector triggering.

Stage 6. Deletion of tracks from trznf g if the number of frames in the sequence is
greater than the threshold number of frames kn�m; . . .; kn;m�Countmax at which the
degree of difference between the track and the assigned object exceeds the allowed
threshold q trzn ; o

knð Þ
z

� �� qthr.
The stage allows to delete those tracks on which the object was missing (perhaps, it

was occluded by another object) several frames in a row.

Stage 7. Selection of tracks from trznf g : q trzn ; o
knð Þ
z

� �� qthr.
The stage allows one to select only those tracks on which the object is present. The

tracks on which an object is overlapped by other objects or is missing are not displayed.
Thus, as a result of the stages of the developed method, a set of tracks trznf g is

formed on each frame kn.

4 Effectiveness Evaluation of the Developed Method

Effectiveness evaluation of the developed method is carried out with the help of a
training and test dataset 2D MOT15, so this technique corresponds to the recom-
mendations given in [6]. The effectiveness comparison of the developed method with
other existing methods (SORT, ELP, MHT, DPM) was carried out taking into account
the following conditions: uncertainty of detection and noise detection data. To simulate
the conditions of uncertainty, detection that was obtained using an appearance model of
the object was taken. To simulate the noise conditions of the detection data, the
detections from the 2D MOT 15 dataset was taken. Then the gained detection was
combined into tracks using the method of dynamic visual scene analysis.

Furthermore, the proposed method was further implemented with the procedure of
filtration in case of noise in the data: from the dataset 2DMOT15 in each frame the
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detection with detection confidence at least 30% was chosen. For each of such
detection with the help of the algorithm for getting “deep features” of object detection,
its “deep features” were formed. Then these features were compared in pairs and the
detection with a difference degree less than 0.2 (selected experimentally) was selected.
The detection, which has a lower detection confidence threshold, was excluded from
each of such pair.

In addition, for the tracks that have a minimum frames number of successful track
detections greater than 3, this detection confidence threshold was reduced to 20%.

The degree of difference q in this method between an object and a track was
calculated on the basis of the cosine distance with the maximum difference threshold
qthr ¼ 0:5 selected for the following reasons: the object can be overlapped by another
object or changed between adjacent frames by no more than the half.

The remaining parameters are selected as follows: nav ¼ 10, Countmax ¼ 3:
Table 1 presents the obtained results. The table shows that the proposed method in

case of noise detection data exceeds the methods that work online (SORT, DPM) and
works online, but at the same time worse than the methods that work offline (ELP,
MHT). With the uncertainty of detection, the proposed method is strongly superior to
SORT.

The time spent on processing one frame of the proposed CNN was experimentally
estimated using the appearance object model on GPU TITAN BLACK. These exper-
iments do not take into account the time of reading the image from the hard disk, its
transformation and loading in the CNN.

t1 is one frame time processing using the proposed appearance object model;
t2 is one frame time processing using SSD model detection without a ROI-Pooling

layer;
t3 – time for obtaining features on the frame based on CNN VGG 16.
The results of the comparison are presented in Table 2.

Table 1. Evaluation results of the method effectiveness

Method MOTA, %
(noise detection data)

MOTA, % (uncertainty
of detection data)

Online

SORT 26.0 20.2 Yes
ELP 30.3 28.1 No
MHT 34.2 In these conditions, the test fails No
DPM 26.8 In these conditions, the test fails Yes
Proposed method 27.3 26.3 Yes
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Thus, the use of the developed algorithm allows one to reduce frame processing
time by 18 ms for each detection.

5 Conclusion

In this article we proposed a method of dynamic visual scene analysis based on the
appearance model. This method allows one to detect images on the offered model and
obtain “deep features” of detection for one CNN pass, to increase accuracy of tracks
construction, and to execute processing in real time at the 24 FPS. In addition, this
method can work both in conditions of uncertainty and in conditions of noise detection
data.

Time spent on one frame processing using the appearance object model on
GPU TITAN BLACK was experimentally estimated. The assessments results in con-
clusion that the application of the developed model allows one to reduce the processing
time of the frame by 18 MS for each detection.
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