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Preface

We are delighted to introduce the proceedings of the 2018 European Alliance for
Innovation (EAI) International Conference on Machine Learning and Intelligent
Communications (MLICOM 2018). This conference has brought together researchers,
developers, and practitioners around the world who are leveraging and developing
potential intelligent solutions for future mobile communications and networks. We
hope the integrating of machine learning algorithms into communication systems will
improve the QoS and make the systems smart, intelligent, and efficient.

The technical program of MLICOM 2018 consisted of 66 full papers in oral pre-
sentation sessions at the main conference tracks. The conference tracks were: Track 1,
Machine learning; Track 2, Intelligent positioning and navigation; Track 3, Intelligent
Multimedia Processing and Security; Track 4, Wireless Mobile Network and Security;
Track 5, Cognitive Radio and Intelligent Networking; Track 6, Intelligent Internet of
Things; Track 7, Intelligent Satellite Communications and Networking; Track 8,
Intelligent Remote Sensing, Visual Computing and Three-Dimensional Modeling;
Track 9, Green Communication and Intelligent Networking; Track 10, Intelligent
Ad-hoc and Sensor Networks; Track 11, Intelligent Resource Allocation in Wireless
and Cloud Networks; Track 12, Intelligent Cooperative Communications and Net-
working; Track 13, Intelligent Computing and Caching; Track 14, Intelligent Signal
Processing in Wireless and Optical Communications; Track 15, Intelligent Radar
Signal Processing. Aside from the high-quality technical paper presentations, the
technical program also featured four keynote speeches. The four keynote speeches were
Prof. Xuemin (Sherman) Shen from the University of Waterloo, Canada, Prof. Nei
Kato from the Tohoku University, Japan, Prof. Qinyu Zhang from the Harbin Institute
of Technology, China, and Prof. Liping Qian from the Zhejiang University of Tech-
nology, China.

Coordination with the steering chairs, Prof. Imrich Chlamtac, Prof. Xin Liu, and
Prof. Xin-Lin Huang, was essential for the success of the conference. We sincerely
appreciate their constant support and guidance. It was also a great pleasure to work
with such an excellent Organizing Committee team who worked hard to organize and
support the conference and, in particular, the Technical Program Committee, led by our
TPC co-chairs, Prof. Yan Zhang, Prof. Bo Ji, Prof. Shuai Han, and Prof. Liping Qian
who completed the peer-review process of technical papers and created a high-quality
technical program. We are also grateful to the conference managers, Katarina Antalova,
Radka Pincakova, and Jana Štefaňáková, for their support and to all the authors who
submitted their papers to the MLICOM 2018 conference.

We strongly believe that MLICOM conference provides a good forum for all
researcher, developers, and practitioners to discuss all science and technology aspects



that are relevant to machine learning and intelligent communications. We also expect
that the future MLICOM conferences will be as successful and stimulating, as indicated
by the contributions presented in this volume.

August 2018 Limin Meng
Yan Zhang
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Gun Identification Using Tensorflow

Mitchell Singleton, Benjamin Taylor, Jacob Taylor,
and Qingzhong Liu(&)

Department of Computer Science, Sam Houston State University,
Huntsville, TX 77341, USA

{mitchellsingleton,benjamin.taylor,

jacobtaylor,liu}@shsu.edu

Abstract. Automatic video surveillance can assist security personnel in the
identification of threats. Generally, security personnel are monitoring multiple
monitors and a system that would send an alert or warning could give the
personnel extra time to scrutinize if a person is carrying a firearm. In this paper,
we utilize Google’s Tensorflow API to create a digital framework that will
identify handguns in real time video. By utilizing the MobileNetV1 Neural
Network algorithm, our system is trained to identify handguns in various ori-
entations, shapes, and sizes, then the intelligent gun identification system will
automatically interpret if the subject is carrying a gun or other objects. Our
experiments show the efficiency of implemented intelligent gun identification
system.

Keywords: Tensorflow � Gun detection � Video surveillance

1 Introduction and Background

Automatic video surveillance is utilized by many people and organizations in the video
surveillance category of their physical security protocol. CCTV and webcams are used
in many products, from specialized doorbells with cameras and microphones that allow
for two-way communication and recording when an event is triggered, or Closed-
Circuit Television’s (CCTV) which are used to aid security personnel in preventing or
helping mitigate an incident. These systems use video in some form of method to
record what the camera sees. While it may be easy for a homeowner to review a single
system that has 1 or 2 cameras, the task becomes an arduous and tedious even when
combing through multiple video streams if they implement a larger array of cameras.
Depending on an organization’s footprint and their implementation of their physical
security plan, security personnel may be monitoring 100’s of video streams [1, 2].
These streams should be prioritized in order of importance to determine the number of
personnel needed and how many streams can be observed per personnel.

Recently, there has been an increasing number of incidents involving handguns in
various situations. To detect handguns, in [3], several models were utilized to detect
pistols. These models used the VGG-16 based classifier and then classified the
detection of the gun with either the sliding window or the region proposal approach.
The authors went with the region proposal approach due to its faster detection speed –
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but also tested against the sliding window approach. To achieve a real-time outdoor
concealed-object detection with passive millimeter wave imaging [4], the authors used
a passive millimeter wave (MMW) imaging system ran at or around 94 GHz with 1 Hz
frame rate. To attain automatic recognition, they used both global (aligning the body
and the background together) and local (inside of the body is processed) segmentation
levels to find the concealed objects. To automatically detect firearms and knives in a
CCTV image, the authors in [1] used an approach utilizing MPEG-7 visual descriptions
and a principal component analysis (PCA). They took each frame and removed
everything except the foreground of the image which included the erosion and dilation.
To detect weapons in surveillance camera images [5], the authors improved detecting
weapons in CCTV via the Histogram of Oriented Gradients (HOG) method for clas-
sification. In [6], a framework was developed to identify general objects in video using
still image processes along with object tracking through the 4th dimension of time. In
[7], a real-time detection, tracking and classification of natural video was examined.
The method uses background subtraction and maximally stable extremal region
(MSER) detection. However the method didn’t successfully reach real-time. Recently a
method to detect visual gun by using Harris interest point was proposed [2], the author
uses a visual gun detection based on FREAK descriptor to recognize guns. The system
processes an image, performs color segmentation, performs a boundary extraction and
compares against a similarity higher than 50% and then executes an alarm. This
algorithm was accurate 84.26% of the time and shows promise.

In this paper, we focus on detecting guns vs no guns. We propose a detection
method that is built on a lean convolutional neural network optimized for speed. This
paper is organized into four additional sections. Section 2 explains the definitions and
tools where we will explain the CNNs and tools used to train our algorithm. Section 3
describes the methodology and the effectiveness of our algorithm, followed by our
conclusions in Sect. 4.

2 Definitions and Tools

Tensorflow (https://www.tensorflow.org/) is a platform that is based on dataflow graphs
and is useful in training with deep neural networks [8]. Tensorflow was created by
Google and it is used in their native applications and in dozens of machine learning
projects such as: facial recognition, image processing, speech recognition, and
extracting information such as license plate numbers. Tensorboard, a web application,
is a visualization for understanding Tensorflow trainings and monitoring the training
progress in a web browser [9]. It showcases visualizations such as: graphs, scalars, and
images. Tensorboard shows cross entropy and accuracy depicted into a graph for
convenient visualization of training results. Tensorboard can be started from an Ana-
conda prompt and uses port 6006 on the localhost for its process.

OpenCV (https://opencv.org/) is an open source computer vision library that con-
tains image processing functions and over 2,500 algorithms used for things like facial
recognition [10]. OpenCV can accelerate CUDA and OpenCL GPUs. OpenCV sup-
ports deep learning platforms like Tensorflow. OpenCV is built using a layering
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process. You have the OS, then the languages and algorithms, the core of OpenCV, and
at the bottom the hardware acceleration layer (HAL) [11].

MobileNet is a collection of vision models for Tensorflow that are mobile-oriented
and used to enhance visual recognition [12]. It is essentially a convolutional neural
network (CNN). MobileNet, unlike a typical CNN, separates the convolution into a
3 � 3 depth wise convolution and a 1 � 1 pointwise convolution. The reason Mobi-
leNet is used more than a traditional CNN is the computation time is much quicker with
their architecture, however the accuracy can be slightly lower. Depending on the
architecture, such as MobileNet_0.50.224 or 0.50.192, it can change the width mul-
tiplier and the image resolution. The image resolution is the 192 or 224 and the width
multiplier is the .50. This will help the object detection computation time of the image
processing the smaller the image resolution. The width multiplier can be ranged from
0.25, 0.50, 0.75, and 1.0. The image resolution can be 128, 160, 192, or 224.

ImageNet (http://www.image-net.org/) is a very large dataset of images (over 14
million) with about 22,000 categories and are collected by human labelers [13]. Ima-
geNet compiles hundreds of thousands of thumbnails and URLs of images just like
Google, a search engine, does. ImageNet is organized via synsets which is a concept of
WordNet. ImageNet was created to be utilized by researchers as a primary resource for
images.

Anaconda (https://www.anaconda.com/) is used for large quantities of data pro-
cessing, predictive analytics, and scientific computing [14]. It has over 1000 packages
in its repository that can be installed, 150 of which come pre-installed with Anaconda.
It is an open-source distribution of Python used to ease and simplify package admin-
istration and distribution. The packages are managed by a package management system
within anaconda called conda.

Nvidia Compute Unified Device Architecture (CUDA) is utilized by many as their
primary method to process images because it essentially groups the cores of GPUs into
a vector and can then be programmed to decrease processing time on the large sets of
data versus CPUs that do not run on a parallel throughput architecture [15].

Shi-Tomasi corner point detection is an enhancement to the Harris corner detector.
The way Harris corner detection works is that the pixel is calculated and if above a
precise value then it’s marked as a corner. To score it, two eigen values are used to
check if it’s a corner during detection and then inputted into a function which
manipulates them. Shi-Tomasi decided to enhance this method and only rely on the two
eigen values, not the entire Harris formula. This is because their model relies solely on
the tracker’s accuracy [16].

3 Methodologies

The dataset pictures were gathered from the Sun database [17], Internet Movie Firearm
Database [18], Pixabay [19], ImageNet [20] and reduced in number to 3363 gun images
and 11834 non-gun images. The dataset was trained several times adding or removing
pictures from the datasets to improve accuracy.

The method utilized in this paper was to retrain multiple object detection models
(inception_v3, MobileNet_0.50_192, MobileNet_0.50_224, MobileNet_1.0_224) for a
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binary classification of an object into either gun or no gun using a training dataset
composed of firearms and non-firearm pictures. See Fig. 1 for the MobileNet archi-
tecture training flow chart.

The use of Tensorboard allowed watching the progress of the retraining and in
Figs. 2 and 3 the visualization of the progress of the retraining can be seen from step 60
to step 4000 respectively.

Once the retraining was complete, Shi Tomasi key point detection was used to
identify the parts of a picture that should be looked at by the binary classification. The
assumption being that the key points would be less than the number of sliding windows
across the whole picture.

The key point locations are then each used to crop out a section of the image and
the retrained model is called to determine if the cropped section contains a gun or not.
If a gun is found, then the cropped section has a rectangle drawn on the picture in the
same location as the cropping. In the next section, we will review the results of our
current models and some examples of identified pictures in the gun category and
correctly identified pictures in the non-gun category.

Fig. 1. MobileNet 1.0 224 training flowchart
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4 Results

The gun detection was trained and tested on the following datasets described in Sect. 3.
The images detected in a fast method and we would like to expand upon static images
to real time video as our algorithm is improved. MobileNet was trained in various step
counts and tested for accuracy. In one training iteration, we trained 3000 steps as seen
in Table 1 and resulting in 97.89% accuracy. In another iteration, we trained the

Fig. 2. Starting out the retraining

Fig. 3. Finished with the retraining
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MobileNet 1.0 224 model 5000 steps and the accuracy increased to 100%. Our most
accurate training algorithm was trained on 795 guns and 3944 non-guns. Testing using
the results from this training resulted in the least false-positives compared to our dataset
that included more pictures in the gun dataset. Results from this iteration of testing
gave a 96% accuracy when testing against non-gun photos with the guns filtered at
89%. When testing against photos with guns, we have an accuracy of 86.67% out of 30
photos. These calculations can be referenced in Table 1 (Fig. 4).

Our theory is accuracy will go up if we can preprocess the images with by sub-
tracting the background, but this will have to be completed in another project. Some
photos were missed because there is a limit of 25 corners maximum per image.
Increasing this number will increase the amount of time the image must be processed,
but we believe this will be minimized by removing or subtracting the background.
Increasing the quality of our gun data set should improve the accuracy of the gun
detection rate and will allow us to increase from 89% sensitivity without increasing
false alarms, which can lead to alarm fatigue. We have included examples of correctly
identified guns in Figs. 5, 6, and 7. The detection algorithm perform a gray transform.
In Fig. 5, there were three positive hits. The background was uniform and the detection
could identify the gun at least 3 times. It also correctly did not detect a gun on the
subject’s face, hair, earing, or shoulder. In Fig. 6, the subject had multiple hits on

Table 1. Model detection results

Pictures Correct Incorrect Correct

Non-gun 25 24 1 96%
Gun 30 26 4 86.67%

Fig. 4. MobileNet 1.0 224 retraining results

Fig. 5. Successful detection of a gun
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various parts of the gun. In future iterations of the code, we will want to decrease the
output of overlapping gun identifiers. If it finds multiple positive hits within x pixels,
then either combine or ignore x screen draws.

In Fig. 7, you will see multiple identifiers on the base of the gun, on the barrel of
the gun, and on a pistol like device in the bottom left corner. The background is the
most difficult of the three different gun detection examples as the bricks do have similar
hard angles that can be found in a gun. None of the bricks were identified as a gun so
we are happy to report the background training with multiple forms of background
photos in non-gun dataset has improved upon our earlier training and results. Again, we
believe minimizing the number of identified boxes will clean up the display and will
aid in the time of displaying the results in real time when this algorithm is improved
and created for a real-time video system.

We have also included correctly identified photos with no guns in Figs. 8 and 9. In
Fig. 8, there are multiple hard edges in the grill and around the tires that have a gun
shape. The algorithm was smart enough to not incorrectly give a false positive in all the
dots that were run against. Other thing to note in the picture is the background was
uniform with only having shadows at the bottom of the car. The shadows did not affect
the detection of the algorithm and it performed its output correctly.

Fig. 6. Successful detection of a gun

Fig. 7. Successful detection of a gun
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Finally, our last example is shown in Fig. 9. In this example, the clouds and
background did not affect the performance of the non-gun identification. The glasses
and shadows in the pictures were also not a problem with the non-gun identifications.

5 Conclusions and Future Work

By looking at the presented photos we have successfully re-trained an existing
MobileNet Neural Network of varying granularity.

The assumption that using key points alone would allow testing fewer places in an
image proved to be inaccurate and was problematic when a test picture had more key
points than the maximum amount defined for detection or when there were many key
points that were detected in the same place. It was observed that in some cases so many
key points were detected on non-gun objects that the gun never got assigned a key
point and thus a gun was never classified because that area in the image was not
evaluated. It was also observed that when many key points were detected in the same

Fig. 8. Successful non-detection of a gun

Fig. 9. Successful non-detection of a gun
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place on a gun that the classification was ran on the same area of the picture for
multiple overlapping classifications of gun.

One way to work around this issue would be to increase the maximum number of
key points, however without any mitigation this would cause the total number of places
in the picture needing to be looked at for classification to increase and remove the
benefit of using the key point detection to decrease the instances of classification versus
a sliding window over the whole picture.

Adding a processing step after the key point detection to remove key points by
using a geometric density algorithm would allow keeping the number of classifications
to a minimum. For example, in our test pictures, many of our key points are close
enough that any gun detection boxes are overlapping.

Using a second step to remove key points would benefit both busy test pictures
where the maximum number of key points was preventing a gun object from getting
any key points and non-busy test pictures where all the key points are close to each
other.

Adding another pre-processing step to remove the backgrounds would greatly
increase the gun detection and decrease the false-positives. Finally, obtaining more
pictures and continually training the dataset will allow it to continually learn and be
more accurate.

To conclude, we have presented an early gun identification algorithm that we
believe can be improved upon to allow detection of guns in images, video, and other
applications. The goal is to give security personnel extra time to respond to a real gun
alert.
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Abstract. Nowadays, the huge traffic generated by a growing number of net-
work applications occupies enormous network bandwidth and increases the
burden of network management. The ability to identify and categorize network
applications accurately is crucial for learning network traffic conditions, finding
people’s online behavior and accelerating the development of the Internet. The
prior traffic classification methods often have unstable recognition rate and high
computational complexity, which affects the network traffic management and
application categories monitoring. Therefore, this paper proposes a method of
using the deep learning technology to classify network applications. First, we
propose a network application classification model based on Deep Belief Net-
work (DBN). Then we construct a DBN-based model suitable for network
applications classification with the Tensorflow framework. Finally, the classi-
fication performances of this DBN-based model and the BP-based model are
compared on the real data sets. The experimental results show that the appli-
cations classification model based on DBN has higher classification accuracy for
P2P applications.

Keywords: Deep learning � Deep belief network
Network applications classification

1 Introduction

According to the Visual Networking Index (VNI) report, from 2016 to 2021, global IP
traffic is likely to triple, with an average annual increase of 1.2 ZB to 3.3 ZB. The
majority of IP traffic is from P2P network applications. The increase of P2P network
applications will inevitably generate huge traffic and occupy tremendous network
bandwidth, which will exacerbate the problem of network congestion and eventually
aggravate the burden of network management. Being able to identify and categorize
network applications accurately is extremely important for learning the state of network
traffic and accelerating the development of the internet.

The existing methods for P2P applications classification have certain limitations.
Even the learning-based applications classification method, with better classification
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performance, has unstable recognition rate and high computational complexity, which
affect the management of network traffic and the monitoring of application categories.

Aiming at the deficiency of existing network applications classification technolo-
gies, and in order to learn the characteristics of network traffic data fully and improve
the accuracy of network application classification, this paper proposes a network
application classification model based on Deep Belief Networks (DBN). The original
DBN model was proposed by Hinton [3] which can not only realize the automatic
learning of characteristics but also learn the essential features that characterize the data
and overcome the difficulty in the training through the method of layer-by-layer ini-
tialization. The utilization of DBN technique for characteristic classification and
recognition has obvious advantages.

The remainder of this paper is structured as follows: Sect. 2 reviews the studies on
network applications classification. Section 3 uses the Tensorflow framework to build
the DBN model, including the construction of data sets and the determination of model
parameters. Section 4 uses the DBN model to learn the traffic characteristic based on
the constructed train data sets; then utilizes test datasets to analyze the classification
accuracy of this model; and compares the result with that of the BP-based model at the
same condition. The last chapter is the summary of this article.

2 Related Research

In view of the rapid growth of network traffic in the future, the majority of traffic is
from the P2P applications. Recently, the most popular network classifications method
is the method based on machine learning [6]. In 2005, Zuev et al. [9]. utilized the naive
Bayesian method to extract the network traffic characteristics for training, but the
classification accuracy of this method was only about 60%. Subsequently, Huang et al.
[5] used KNN (k-Nearest Neighbor) algorithm to conduct experimental research on
network traffic classification, and the classification accuracy can reach 90%. However,
once the data packets are coming, all the streams in the train set will be calculated, so
that the performance of classification is poor. In 2009, Xu et al. [1] used the C4.5
decision tree to classify network traffic, and the classification accuracy could reach
94%. However, the C4.5 decision tree classification method needs more traffic char-
acteristics and data groups, and has high computational complexity, which hinders the
further research. In 2015, Hong et al. [8] utilized the SVM algorithm to classify the P2P
traffic, and the accuracy of that is only about 80%.

According to the demonstration above, this paper proposes a method of using the
deep learning technology to construct a DBN model which is suitable for network
application classification.

3 Network Applications Classification Model Based on DBN

In order to classify the existing network applications accurately, this paper proposes the
network application classification model based on DBN. This section selects a
framework to build a DBN-based model for applications classification. First, we use the
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TensorFlow framework to initialize a DBN model. Second, we use the pre-process
datasets to make it suitable for applications classification. Furthermore, we determine
the number of hidden nodes and hidden layers of this DBN-based model through
experiments. Then, we use the training datasets to train the DBN-based model until this
model with better parameters, and the process of which include the unsupervised
training [11] and the supervised training [12]. Finally, utilize the test dataset to evaluate
the classified effect of the DBN-based model.

3.1 Data Pre-processing

The public dataset provided by LiWei et al. [4] is the only available dataset for UDP
traffic that contains traffic data from P2P applications and non-P2P applications.
Therefore, we select the UDP public data set provided by LiWei et al. as the experi-
mental dataset. The dataset includes the feature sets and tag sets. The feature sets
contain 9 kinds of features extracted from the data stream such as the port number, the
stream size. The tag sets involve 6 applications like P2P. The feature sets and tag sets
are presented in Tables 1 and 2.

The initial DBN model is built by the Tensorflow framework, and the appropriate
number of hidden layers and hidden layer nodes are determined by datasets. Before the
experiment, we need to standardize those two datasets mentioned above.

1. Feature normalization

The values of nine features in above datasets are integers among 0 and 65535. The
mean and variance of each feature are different, therefore, all the input features are
normalized to the range of [0, 1] with Eq. (1), in which xi represents the original
network traffic data, and xmax and xmin represent the maximum and minimum traffic
respectively.

Table 1. Features of the dataset

Source port number Destination port number Total number of packets
(bidirectional)

The minimum packet
size (Client -> server)

The minimum packet size
(Server side -> client side)

Client sends the first packet size (after
receiving the server to return data)

The maximum packet
size (Client -> server)

The maximum packet size
(Server side -> client side)

The maximum number of consecutive
packets the client sends to the server

Table 2. Applications of the label set

P2P Services Attack
Multimedia VOIP Game
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X 0
i ¼

Xi � Xmin

Xmax � Xmin
ð1Þ

2. Label coding

When the DBN model is applied to the classification study, the Softmax regression
model [9] will be adopted at the final output layer of the model. The Softmax model
classifies different objects by assigning probabilities. A neuron node in the model
output layer corresponds to a label type. Label sets are expressed by one-hot encoding
[10] as shown in Table 3 below.

The public data sets provided by LiWei et al. have 774141 streams, including
54,659 streams from P2P applications accounting for 7.1%. The dataset is divided into
10 sub-datasets (i.e., Dataset1–Dataset10). Among, the Dataset1 and Dataset2 which
contain labels are as unsupervised training datasets; the Dataset3 which contain labels
are as used in the supervised fine-tuning phase; the Dataset4–Dataset10 which contain
labels are as test datasets. The number of streams contained in every dataset and that of
P2P traffic are shown in Table 4 below.

3.2 Determination of the Model Parameters

Before the unsupervised training of DBN-based model, we need to determine the
number of hidden nodes and hidden layers. The number of hidden nodes will affect the
model on the abstract expression of features and the number of hidden layers will be
directly related to the depth of the DBN-based model. And the increase of the number
of hidden layers is conducive to a more comprehensive study on the characteristics.
Since the problem of taking the number of different nodes and different hidden layers
into account together is complicated, this section will firstly determine the number of
hidden nodes when the model contains two hidden layers. When the number of hidden
nodes is decided, we will determine the appropriate number of hidden layers.

Table 3. Dataset encoding

Label Attack Services P2P Multimedia VOIP Game
Number 1 2 3 4 5 6
Coding 000001 000010 000100 001000 010000 100000

Table 4. Details of sub-datasets

Sub-datasets 1 2 3 4 5 6 7 8 9 10
P2P 3567 4857 3632 4431 3949 3656 4472 9339 8472 8606
Total 60000 60000 60000 60000 60000 60000 60000 120000 120000 114013
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Determination of the Number of Hidden Nodes
Based on the first step, we can obtain the range of the number of hidden nodes with the
formula 2. After several times of experimental comparison about the classification
effect among models which vary in the number of hidden nodes, we can eventually
acquire the number of hidden nodes corresponding to the model with the best classi-
fication performance; and put it as the numerical value for later experiment.

We select the DBN-based model only containing 2 hidden layers as initial model.
We get the range of n is [1, 15] based on the calculation. In order to perform fully
comparable experiment, we selected another 6 points, which is 16, 20, 21, 22, 26, 30.

n ¼ ffiffiffiffiffiffiffiffiffiffiffiffi

mþ p
p þ a ð2Þ

In the equation above, “m” represents the number of input feature; “p” stands for
the number of output label; “n” is the number of hidden layer nodes, and a symbolizes
an integer within [1, 10].

When there is difference in the number of different hidden layer nodes, the overall
classification accuracy of the model will be variant as shown in Fig. 1 below. The sum
of the unsupervised and supervised training time of the model is used as the total
training time of the model. The total training time of the models containing different
number of hidden nodes is compared and shown in Fig. 2 below.
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As can be seen from Fig. 1, with the increase of the number of hidden nodes, the
classification accuracy of the model grows roughly. When n = 14, the classification
accuracy of the model reach in 96%. From Fig. 2, we can learn that the total running
time of the model generally shows an upward trend along with the growth of the
number of hidden nodes. When n = 14, the total running time of the model is about
221 s, which is a bit higher than that of the nearby hidden nodes, but the classification
accuracy at this time is the highest. Therefore, the number of hidden layer nodes in the
DBN model is set to 14 preparing for subsequent experiments.

Determination of the Number of Hidden Layers
The number of hidden layers will directly affect the depth of the DBN model. The
researchers [7] proved that the accuracy of the classification can be further improved by
increasing the number of hidden layers of the DBN model to improve the abstraction
ability of the data features. But not the more the number of hidden layers is, the better
the classification effect [2] will be.

According to the analysis before, the number of hidden nodes of the model is set to
14. We will train the model respectively with different number of hidden layers, from 1
to 6. By having train on DBN-based models containing different number of hidden
layers, we can obtain a group of corresponding DBN-based models. Then, we use the
test datasets-Dataset4–Dataset10 to test the classification ability of those DBN models.
The experimental results of DBN models with different number of hidden layers are
shown in Table 5.

As what’s shown in Table 5, the total running time of the models increases with the
growth of the number of hidden layers, but the classification accuracy does not always
increase. When the number of hidden layers is 4, the classification accuracy of the
model reaches in 97%, and the total running time at this time is 601.2 s. Therefore, we
choose to construct a DBN-based model with 4 hidden layers.

Through the analysis of many experimental results, this paper will construct a
DBN-based model that contains 4 hidden layers and every hidden layer contains 14
hidden nodes.

Table 5. The performance of the DBN-based models with different number of hidden layers

The number of hidden layers Classification accuracy Running time (s)

1 90.2% 221.9
2 95.1% 335.1
3 95.4% 546.8
4 96.9% 601.2
5 94.7% 693.8
6 93.6% 842.5
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3.3 Training Phase of the Model

The process of training the constructed DBN-based model is as follows. The first step is
the unsupervised training with unlabeled-datasets based on the initial model. Then
Dataset3 (including tag) are used to adjust the model. That is, the weights trained in the
unsupervised phase are transferred to the BP neural network for fine-tune of the DBN-
based model. As a result, a fully trained DBN-based model is obtained preparing for
the later evaluation.

4 Performance Evaluation

4.1 Experimental Environment

The experimental platform for this paper is an Intel Core i5 processor with a 3.3 GHz,
14.0 GB memory on a HP computer running window 10 (64 bit) operating system.
This paper uses the TensorFlow framework to build the DBN-based model, in which all
DBN-based algorithms are implemented in Python language.

Specific version of the software tools used herein is Tensorflow 1.2.1, Python 3.5.1.

4.2 Performance Comparison

In this section, we will compare the classification performance of the DBN-based
model with that of the BP-based model. To make the comparison more accurately, we
utilized the same method demonstrated in Sect. 3.2 to build a BP-based model in the
same condition, including dataset and building process. Through several experiments,
we finally construct a BP-based model with two hidden layers and every hidden layer
contains 14 hidden nodes.

For the DBN-based model and BP-based model trained by public datasets, Data-
set4–Dataset10 are utilized as the test datasets to test the performance of two models
respectively. The comparison results of classification precision of the two models are
presented in Fig. 3.

It can be seen from the figure above that due to the different distribution of network
applications in each data set, the classification results of the same model are different.
For the comparison between the classification precision of P2P application in Fig. 3,
every precision value of the DBN-based model is higher than that of BP-based model,
and the precision of DBN-based model is up to 98%.
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5 Summary

In order to improve the classification accuracy of network applications and resolve the
deficiency of existing network applications classification technology, this paper pro-
poses a network applications classification model based on DBN. This model improves
the accuracy of traditional network applications classification models. To make it more
persuasive, we compare the classification results between DBN-based model and BP-
based model in the same condition. Finally, we found the network application classi-
fication model based DBN has higher classification accuracy.

Acknowledgement. This work was supported by a grant from the Key Research and Devel-
opment Program of Zhejiang (No. 2017C03058), Zhejiang Provincial Key Laboratory of New
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Abstract. The arbitrary use of drones poses great threat to public
safety and personal privacy. It is necessary to detect the intruding drones
in sensitive areas in real time. In this paper, we design a real-time drone
detector using deep learning approach. Specifically, we improve a well-
performed deep learning model, i.e., You Only Look Once, by modifying
its structure and tuning its parameters to better accommodate drone
detection. Considering that a robust detector needs to be trained using
a large amount of training images, we also propose a semi-automatically
dataset labelling method based on Kernelized Correlation Filters tracker
to speed up the pre-processing of the training images. At last, the per-
formance of our detector is verified via extensive experiments.

Keywords: Drone detection · Deep learning · Visual detection

1 Introduction

In recent years, with the continuous development of related technologies, drone
companies such as DJI, Parrot, and 3DRobotics are rapidly developing. And
because of the low price and user-friendly operation, drones have been widely
used in both military and civilian areas and meet an explosive growth of con-
sumption. According to the Federal Aviation Administration (FAA), the pur-
chases of drones were 1.9 million in 2016 and may increase to 4.3 million by
2020 [1].

However, the rapid development and widespread application of drones also
bring various hidden dangers, such as public safety, personal safety, personal
privacy, and so on. The occurrences of accidents caused by the illegal fly of
drones become more frequent. Therefore it is necessary to regulate the fly of
drones. A few companies like DJI, set up no-fly zones to ensure the safety in
some sensitive areas, such as airports, prisons. But the effect of no-fly zones is
very limited. It is therefore significant to implement real-time drone detection
to give warning accurately in time.
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Many existing techniques, e.g., radar, radio frequency, acoustic [2–4] and
optical sensing techniques can be used for drone detection [5,6]. Because of high
detection accuracy and long effective range, video-based detection has attracted
many research interests [7,8] and has great potential for drone detection. In our
work, we employ video-based detection based on deep learning approach which
is a powerful tool in the computer vision area.

Drone detection is essentially an object detection problem. In early years,
video-based object detection is by extracting discriminant features such as Local
Binary Pattern (LBP) [9], Scale Invariant Feature Transform (SIFT) [10], His-
togram of Oriented Gradient (HOG) [11] and Speeded Up Robust Features
(SURF) [12] then using these features to train the detector. In 2012, Krizhevsky
et al. [13] showed the amazing power of the convolutional neural network (CNN)
in the ImageNet grand challenge. Since then, the developments and applica-
tions of deep learning methods increase rapidly. There are several variants in
CNNs such as the R-CNN [14], SPPNet [15] and Faster-RCNN [16]. Since these
networks can generate highly discriminant features, their performances are far
beyond the traditional object detection techniques. In 2015, Redmon et al.
[17] raised up a new approach of object detection called You Only Look Once
(YOLO), which takes object detection as a regression problem with a single neu-
ral network. YOLO can achieve very fast detection, i.e., 67 frames per second
(FPS) and can realize real-time detection. Moreover, compared with many detec-
tors based on deep learning, YOLO has much lower requirement on computer
configuration, which needs normally 4 GB GPU-RAM or even 1GB GPU-RAM
for the tiny model. Therefore, we choose YOLO as the model in the detection
of drones.

In our work, we develop a drone dataset called Anti-Drone Dataset, including
49 videos. And we use Kernelized Correlation Filters (KCF) tracker [18] to label
the videos in the dataset without manually labelling which saves a lot of time
and avoids manual errors. Then we improve the traditional YOLO model by
adjusting key parameters such as the resolution of input image and the dimension
of anchor box. Afterwords, we train the detector using both Anti-Drone Dataset
and manually labelled dataset from the Internet and evaluate the detector’s
performance on these two drone datasets. Apart from that, we deploy our drone
detector in Yuquan campus of Zhejiang University and conduct experiments to
verify the feasibility of the detector in real world.

The rest of this paper is organized as follows. The drone datasets and labelling
method are introduced in Sect. 2. The detection model and its improvement are
described in Sect. 3. Experiments are shown in Sect. 4. Conclusion is given in
Sect. 5.

2 Drone Dataset and Labelling

The establish of drone detector using YOLO requires labelled drone dataset for
training. In the following we will introduce the drone datasets and the labelling
method.
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2.1 Drone Dataset

In this paper, we utilize two datasets for training: one is a public-domain drone
dataset, the other one is a dataset built by ourselves.

Public-Domain Drone Dataset. For our training and testing work, we use
a public-domain drone dataset, USC Drone Dataset [19], which consists of 30
YouTube video sequences and captures different drone models with various
appearance. And the dataset is rich in diversity with different environments
including both indoor and outdoor environments, such as grassland, courtyard,
warehouse and so on. Some samples in the dataset is shown in Fig. 1. These video
clips have a frame resolution of 1280× 720 and their duration time is about one
minute. Some video clips contain more than one drone, while not all of them are
marked out. Furthermore, some shoots are discontinuous.

Fig. 1. Some samples from USC drone dataset

Anti-drone Dataset. A wide variety dataset is one of the essential conditions
to training a robust detector based on neural-network. And as the number of
existed drone dataset is very limited, we build a dataset and label it. We shoot
49 experimental videos by HIKVISION DS-2DF7330IW Network PTZ camera,
as shown in Fig. 2(a). In these videos, there are three drone models, MAVIC
PRO, PHANTOM 2 and PHANTOM 4, as shown in Fig. 2(b), (c), (d).

(a) HIK camera (b) MAVIC PRO (c) PHANTOM 2 (d) PHANTOM 4

Fig. 2. Equipment used in the experiment

The frame resolutions are 2048 × 1536 and 1024 × 768 respectively in main
stream and sub stream. The frame rate is 24 FPS. To shoot these video clips,
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we consider comprehensively about shooting backgrounds, camera angles and
magnifications, weather conditions, day or night. The videos are designed to
capture real-world drone attributes such as fast motion, extreme illumination,
small size and occultation. Several examples are shown in Fig. 3.

Fig. 3. Anti-drone dataset

2.2 Dataset Labelling

For drone detection, labelling the drones’ locations especially in the videos is a
labor intensive and tedious task. And the accuracy is also affected by manual
errors. Motivated by the above observations, we use the KCF tracking algo-
rithm to semi-automatically label these videos. The KCF tracker is widely used
tracker and achieves very appealing tracking performance both in accuracy and
speed because of the introduction of ridge regression and circulant matrix theory,
which can efficiently enhance the discriminative ability of correlation filter-based
algorithm.

Our basic idea is labelling the drone locations in the first frame and then
obtaining next frames automatically by using KCF tracking algorithm. Our goal
is to label a large number of videos in a short time with high accuracy. Due
to the characteristics of the tracking algorithm, we have cut videos to ensure
the drones appear all the time. With this method, we have labelled 60 videos
without marking every frame manually and saved a lot of time. And in order
to balance the number of videos in different background scenes and shooting
conditions, we select the same number of frames for each scenario.

3 Real-Time Detection Model

In this section, we present a deep convolution neural network model, YOLOv2
[20], which is the state-of-the-art on standard detection tasks. Then we propose
a new model for real-time drone detection by modifying the structure and tun-
ing parameters of YOLOv2, which makes the model better adapt to the drone
detection.



26 M. Wu et al.

3.1 YOLOv2

YOLOv2 frames object detection as a regression problem to spatially separate
bounding boxes and associate class probabilities, which is different from prior
object detection repurposing classifiers to perform detection. YOLOv2 only uses
a single neural network to predict bounding boxes and class probabilities directly
from the whole image in one round evaluation. Since the whole detection pipeline
is a single network, it can be optimized end-to-end directly on detection perfor-
mance, which makes the detection extremely fast. The flowchart of YOLOv2 is
shown in Fig. 4.

Fig. 4. YOLO detection system. (1) resize the input image to 416 × 416, (2) run a
single convolutional network on the image, (3) threshold the resulting detections by
non-max suppression.

Network Design. The network in our model is based on Darknet19 [20], which
uses mostly 3 × 3 filters following with 1 × 1 filters for compressing features.
The whole network for detection is obtained by removing the last convolutional
layer of Darknet19, adding three 3 × 3 convolution layers with 1024 filters and
1 × 1 convolution layer with 30 filters at the end of network. There is also a
passthrough layer from the last 512× 3× 3 layer to the last but one convolution
layer, which enables the model to have fine grain features, as shown in Fig. 5.

Fig. 5. The passthrough layer of the network. We combined the last 512×3×3 convo-
lution layers with the last but one convolution layer to make the model have fine grain
feature.
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Final Prediction of the Network. YOLOv2 models detection as a regression
problem. Firstly, YOLOv2’s convolutional layers downsample the image. With a
416×416 input image, we get an output feature map of 13×13. Secondly, sliding
window sampling is performed on the feature map, and each center predicts k
anchor boxes with different sizes and aspect ratios. Thirdly, the anchor box
simultaneously predicts the class probability and coordinates. So the prediction
should be a 13× 13×k× (classes+ coordinates+ confidence) tensor. As drone
detector only detects one class object and predicts 5 anchor boxes for every
center, the final prediction of model is 13 × 13 × 30 as shown in Fig. 6.

Fig. 6. The final prediction of model for drone detection

As shown in Fig. 6, the network predicts 5 bounding boxes at each cell. For
each bounding box, it predicts 4 coordinates, tx, ty, tw, th, and confidence reflect-
ing how confidently the box contains an object and how accurately the box
locates.

confidence = Pr(Object) × IOU(box, object) (1)

If no object exists in certain cell, Pr(Object) = 0 and confidence = 0. Other-
wise if an object exists, Pr(Object) = 1 and confidence score equal to the IOU
between the predicted box and the corresponding cell.

3.2 Improvement

Resize Image. The purpose of our real-time drone detection is to detect drones
for early warning. For the sake of real-time and accurate detection of drones, we
resize images to higher resolution to adapt to small objects.

As objects tend to occupy the center of the image, it would be better to
have a single location right at the center to predict these objects instead of four
locations nearby. So we need an odd number of locations. In the original network
of YOLO, the convolutional layers downsample the image by a factor of 32. With
a 416 × 416 input image, we get an output feature map of 13 × 13. Therefore,
we modify the network to make the input image resized as 416× 416, 480× 480,
544× 544, 608× 608 or 672× 672, while ensuring an odd number of feature map
locations. However, the higher resolution the feature map is, the more time may
be spent to detect per image. We evaluate different resolutions with precision
and recall, shown in Fig. 7(a). The valid dataset is composed of images with small
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object which is smaller than 56 × 32 in full image of 2048 × 1536. And in order
to consider both precision and recall, we use F1 score to value the detection
performance.

F1 score =
1
2
(Precision + Recall) (2)

Processing speed is shown in Fig. 7(b). We choose 544× 544 as a good tradeoff
between time complexity and high F1 score.
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Fig. 7. Resize resolution. We resize input image in different resolution to get better
detection performance for small target and guarantee the real-time.

Anchor Box Prior Dimension. The second improvement of our model is
to adjust the pre-defined anchor box’s dimensions to make the network more
adaptive to drone detection. We use k-means++ proposed by Arthur et al. [21]
to cluster the box dimensions in our dataset. As our goal is to get better IOU
scores which is effected by box dimensions and locations, the distance function is

d(box, centroid) = 1 − IOU(box, centroid) (3)

We try different numbers of clusters with k-means++ algorithm. The
Avg IOU corresponding different numbers is shown in Fig. 8. From Fig. 8, we can
see that as the amount of clusters increases, the ascension of the curve becomes
less. And it is obvious that more anchor boxes means more complex the model is.
Therefore, in order to keep balance between model complexity and high recall,
we consider that the inflection point of the curve is the optimal number of clus-
ters. We choose k = 5 in our detection model and the anchor box dimensions are
(3.2896, 3.5241), (0.7357, 0.7050), (7.4209, 5.8418), (1.6510, 1.6501), (11.2494,
11.4231) for 544 × 544 feature map.

4 Experiments

4.1 Experimental Environment

We implement network training and evaluation on a computer server. The con-
figuration of this server is shown in the first three rows of Table 1. And the
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Fig. 8. Cluster anchor boxes. We cluster bounding boxes in dataset to get better anchor
box dimension priors. The left image shows the curve of average IOU with various
numbers for clusters. And the right image shows anchor boxes when k = 5.

configuration of our drone detection system is shown in the last three rows of
Table 1.

Table 1. Experiment platform configuration

Computer server GPU 2 × TITAN X Pascal

CPU 2 × Intel(R) Xeon(R) CPU E5-2640 v4 @ 2.40GHz

System 64-bit, Ubuntu 14.04.5

Drone detection system GPU NVIDIA GeForce GTX 1050

CPU Inter(R) Core(TM) i7-7700K CPU @ 4.20GHz

System 64-bit, Windows 10

4.2 Pre Training

The pre-training of the network is an important part of object detection. But
pre-training will cost a lot of time and have high requirements for computer
configuration. Therefore, we use the weights of Darknet19 which has been pre-
trained with the standard ImageNet 1000 class classification dataset for 160
epochs.

4.3 Training for Detection

We train the network using USC Drone Dataset from the Internet and Anti-
Drone Dataset labelled by KCF tracker. We divide datasets by 3:1 for training
and testing. And we train the network with a starting learning rate of 10−3 and
change it when the iteration step is 100, 25000 or 35000. Then we set momentum
weight decay as 0.0005 which prevents overfitting. As attitudes and conditions of
drones are varying from moment to moment, we generate new images for training
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in every iteration with angle = 5, saturation = 1.5, exposure = 1.5, hue = .1,
which is in order to gain more robust model. These weights are evaluated by
precision and recall. The results with different iterations shown in Fig. 9. As the
curve shows, we choose the weights when the iteration is 3600 with recall of
85.44% and precision of 88.35%.

4.4 Evaluation

We evaluate the detector by the precision-recall curve. Precision is the fraction
of detected region proposals which are true positive. Recall is the fraction of
true positive which are detected. The effectiveness of KCF labelled dataset is
illustrated in Fig. 9. In the figure, we compare the performances of the detector
trained by only Public-Domain drone dataset and the detector trained by the
dataset which combines the USC Drone Dataset with Anti-Drone Dataset. We
can see that when we set the threshold as 0.2, the detector trained by the com-
bined dataset is better than USC only detector. The IOU of the detector trained
by the combined dataset is 60.59%, which is however a bit lower than that of
USC only (62.44%).
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Fig. 9. Experiment results. The left figure shows the change of precision and recall as
iterations increase. The right figure shows comparison of the drone detector trained by
only USC dataset and combined with KCF labelled dataset.

Verification with Practicality of Detector. In order to verify that our detec-
tor can be used in an actual system while ensuring real-time performance and
with low system cost, we implement detector on different GPU-RAM configura-
tions. With GPU-RAM 4 GB, the processing speed is 33 FPS. With GPU-RAM
2 GB, the processing speed can achieve 19 FPS. Although it is a bit slower than
the video frame rate (24 FPS), it’s still useful as we can detect drones by frame
skip. Therefore, our detector can be applied to an actual detection system, which
can realize real-time detection with low system cost.

5 Conclusion

The video-based real-time drone detection using deep learning approach was
implemented in this work. We firstly developed a dataset, which is semi-
automatically labelled by KCF tracker instead of manually labelling. Then we
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improved the YOLOv2 model by modifying the structure with the resolutions
of input images and adjusting parameters of the dimension of anchor box. The
designed drone detector is trained using both our own Anti-Drone Dataset and
the public domain dataset from the Internet. Extensive experiments showed that
the detector can achieve real-time detection with high accuracy.
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Abstract. We consider a mobile edge computing system that every user
has multiple tasks being offloaded to edge server via wireless networks.
Our goal is to acquire a satisfactory task offloading and resource allo-
cation decision for each user so as to minimize energy consumption and
delay. In this paper, we propose a deep reinforcement learning-based
approach to solve joint task offloading and resource allocation problems.
Simulation results show that the proposed deep Q-learning-based algo-
rithm can achieve near-optimal performance.

Keywords: Mobile edge computing · Deep reinforcement learning
Task offloading · Resource allocation · Deep Q-learning

1 Introduction

Mobile edge computing (MEC) provides a distributed computing environment
for mobile users [1], such that users are able to offload their computing tasks
to MEC servers. When tasks are offloaded, users can obtain higher quality of
service (QoS) the adequate cloud resources. But when users offload their tasks
to the cloud, the quality of service will be interfered because of the existence of
communication delay.

Offloading data to the MEC system is convenient for mobile devices. [2]
investigated data offloading from mobile devices to MEC system and proposes a
coalitional game-based pricing scheme. A reformulation-linearization-technique-
based branch-and-bound (RLTBB) method is proposed in [3] to minimize the
energy consumption on mobile devices. When there are two mobile devices ener-
gized by wireless power transfer (WPT) in MEC system, [4] minimized the total
transmit energy of access point (AP) by a two-phase method. Multi-user MEC
systems with one task per user are addressed in [5] and [6]. [7] proposed an
advanced algorithm multi-user multi-task offloading (MUMTO) to solve joint
offloading decision and resource allocation in multi-user multi-tasking mobile
edge computing system.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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To minimize the weighted sum of the costs of computation and communica-
tion energies as well as transmission and processing delays, we concentrate on
searching the optimal offloading decision and resource allocation for all users.
Specifically, we propose a deep reinforcement approach, which is an enhanced
version of Q-learning. We use deep Q network on behalf of Q value-action func-
tion [8]. Deep Q network has already been also used in the cache-enabled oppor-
tunistic IA wireless networks [9]. With this advanced reinforcement learning algo-
rithm, the almost optimal binary offloading decision and resource allocation will
be found all at once. Simulation results show that the reinforcement learning-
based algorithm obtains the almost optimal offloading decision and resource
allocation under varieties of parameter settings.

The rest of this paper is organized as follows. In Sect. 2, system model and
problem formulation are presented. Deep Q network algorithm is presented in
Sect. 3. In Sect. 4, simulation results are discussed. Finally, we present conclusions
in Sect. 5.

2 System Model and Problem Formulation

2.1 Mobile Edge Offloading

We consider an ordinary cloud access network composed by one AP, one edge
server and N mobile users, where each user has M independent tasks. The AP
is wired to the edge server, and mobile users are connected to the edge server
by wireless channels. The system model is shown in Fig. 1. Every task of each
user can be processed locally or offloaded to the edge server. Let xnm denote
the offloading decision of task m of user n, where xnm = 0 denotes that task
m of user n is processed locally and xnm = 1 denotes that task m of user n is
offloaded.

2.2 Cost of Remote Processing

The input data size of task m of user n is denoted by Ld
nm while the output

data size is denoted by Lu
nm. When mobile users offload their tasks to the edge

server, the energy consumption of task m of user n is divided into two parts, data
transmission and receiving, which are denoted by Et

nm and Er
nm, respectively. For

the wireless transmission among mobile users and the edge server, we denote the
uplink and downlink bandwidths assigned to user n by Cu

n and Cd
n. The uplink

transmission time is denoted by T u
nm = Lu

nm/Cu
n, accordingly, and the downlink

transmission time is denoted by T d
nm = Ld

nm/Cd
n. The values of Cu

n and Cd
n are

limited by the abilities of the corresponding wireless links, and the total uplink
and downlink bandwidths are denoted by CU and CD, respectively.

The cloud processing time is denoted by

TC
nm =

Ld
nmNC

nm

f c
(1)
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Fig. 1. System model

The cloud processing rate f c is pre-fixed for every user. The size of TC
nm only

lies on the size of each task of mobile users. In this paper, NC
nm denotes the

number of processing cycles for every input data. When some or all tasks of user
n are offloaded to the remote cloud, the system utility cost is denoted by Cc

nm.
Because of the overlaps in the time of communication and processing, for making
it acceptable, the offloading decision is set to be the offloading delay. Thus, we
first provide the worst-case delay formulation:

TW
n �

M∑

m=1

(
T u

nm + T d
nm + TC

nm

)
xnm,∀n, (2)

which is a summation of all delays of transmission and processing.

2.3 Cost of Local Processing

When task m of user n is decided to be processed locally, the corresponding
energy consumption per data bit is denoted by el. Therefore, the energy con-
sumption of task m of user n is denoted by El

nm = Ld
nmel, where the local

processing time per data bit is denoted by tl. Thus, the processing time con-
sumption of task m of user n is denoted by T l

nm = (Ld
nm + Lu

nm)tl.

2.4 Problem Formulation

We aim to reduce the total energy cost and keep the quality of service of every
user at the same time. Our objective is to minimize the weighted sum of the
costs of computation and communication energies as well as transmission and
processing delays. The optimization problem is given as follows:
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min
xnm,Cu

n,Cd
n

N∑

n=1

[
M∑

m=1

(El
nm(1 − xnm) + Ec

nmxnm) + ωn max{TL
n , TW

n }
]

, (3)

subject to:
N∑

n=1

Cu
n ≤ CU, (4)

N∑

n=1

Cd
n ≤ CD, (5)

Cu
n, Cd

n,≥ 0,∀n, (6)
xnm ∈ {0, 1},∀n,m, (7)

where

Ec
nm � (Et

nm + Er
nm + λCc

nm), (8)

and

TL
n �

M∑

m=1

T l
nm(1 − xnm). (9)

In the formula above, Ec
nm is the weighted sum of transmission energy, receiving

energy, and system utility cost when task m of user n is offloaded to the remote
cloud. λ is the corresponding weight, TL

n is the processing delay when task m of
user n is processed locally, and ωn is the weight between energy consumption and
processing delay in the whole system cost. The uplink and downlink bandwidth
are limited by constraints (2) and (3).

It is difficult to solve the mixed-integer programming problem in (3) in a
general way. In the next section, we propose a reinforcement learning algorithm
based on deep Q network.

3 Deep Reinforcement Learning

3.1 Deep Q Network

Reinforcement learning is a machine learning algorithm, composed by an envi-
ronment and an agent. The agent is a brain, which selects the most appropriate
action from the state given by the environment. The role of the environment is
to generate the state of the next step and the reward generated after the action
is taken by the agent. Then, the agent updates its parameters according to the
reward, so as to improve its prediction accuracy. Deep Q network is an advanced
reinforcement learning algorithm, which is evolved from Q-learning, by replac-
ing the Q table of Q-learning with a deep neural network. It can solve complex
problems with lager state space. The Q-function is updated as:

Qθ(st, a) = r(st, a) + γ max Q′(st+1, a
′; θ′), (10)
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where st is the system state at time shot t, and r(st, a) is the reward after the
agent choices action a at state st. Qθ(st, a) is the Q value under selecting action
a at state st. The larger Qθ(st, a) is, the more reward to taking action a in its
current state st.

3.2 Formulation of the Network’s Optimization Problem

In our system, there are N mobile users, each with M tasks, and each task can
be offloaded to the remote server. Each user’s task size is different. When the
task is offloaded to the remote server, the corresponding speed may be different,
and there is a limit to their uplink and downlink direction. To minimize energy
consumption, we use deep Q network to find the almost optimal offloading deci-
sion xnm of task m of user n as well as resource allocation Cu

n and Cd
n of user n.

xnm, Cu
n and Cd

n are programmed into the system state as input for Q network.
The output of the Q network is the Q value of the corresponding action. Each
time the agent chooses the appropriate action with respect to the Q value. The
execution result of the action is to make corresponding adjustment to offloading
decision xnm and resource allocation Cu

n and Cd
n.

In deep Q network, there are two networks, specifically, an evaluation network
and a target network. Their inputs are the current state and the next state after
the action execution respectively. The output of the target network that has
been modified by reward will be used as a label of evaluation network. Then, a
gradient descent algorithm is applied to the error between them. By continuously
reducing the error and updating the parameters of the evaluation network, it
can predict more accurately. The structures of the evaluation network and the
target network are completely consistent but with different parameters. After
every other N cycles, all the parameters of evaluation network will be assigned
to the target network to cut off the relevance between them.

There is a replay memory structure in the deep Q network. The system
records a memory (st, at, rt, st+1) every step after performing an action. During
the network training, a small batch of memory is extracted from the memory
pool, so that the Q network can learn the previous experience. An ε-greedy
policy is used to determine the intensity of exploration and learning, i.e., how
likely it is to take advantage of existing knowledge or to try new actions. The
training process of deep Q network is described in Algorithm 1.

In order to get the optimal offloading decision and resource allocation, we
need to appropriately design the system state, action and reward mechanism,
which are described below:

System State. The current state of the system x(t) represents the location of
the agent, determined by the state of N users and their M tasks. The system
state at time slot t is defined as,

s(t) = {x11(t), x12(t) . . . xij(t) . . . xNM (t), Cu
1 (t), Cd

1 (t) . . . Cu
l (t),

Cd
l (t) . . . Cu

N (t), Cd
N (t)} (11)
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The system state is consisted of two parts, offloading decision xnm of task m
of user n and resource allocation Cu

n and Cd
n of user n. The offloading decision

xij(t) ∈ {0, 1}, where i = 1, 2, . . . N , j = 1, 2, . . . M . The subscript l stands for
the lth user, and l = 1, 2, . . . N . The number of system states is proportional
to the number of users. When the number of system states is very large, the
advantage of replacing Q-function with Q network emerges.

System Action. Each action of the system determines which of the user’s tasks
are processed in the remote server, and what are their speed assignments when
they are processed in the remote server. The selected action a(t) of the agent is
denoted by

a(t) = {a1(t), a2(t) . . . ak(t) . . . aNM (t), a1(t), a2(t) . . . ag(t) . . . a2N (t)} (12)

We first pull all the tasks in the system into one dimension. ak(t) represents the
decision of the kth task i.e., ak(t) = 1 represents processing in the remote server,
and ak(t) = 0 represents local processing. ag(t) represents the speed distribution
when processing in the remote server. Speed adjustment is achieved by stride,
they meet the condition

∑N
g=1 ag(t) ≤ CU when the action adjusts the uplink

speed. This restriction also occurs when the downlink speed is adjusted.

Reward Function. System rewards represent our optimization goals. We save
the calculation result St−1 of formula (4) with the current parameter, before
executing the action. After executing the action, we get the latest calculation
result St, if St is smaller than St−1 we give a positive reward r(t) = +1, if St

is bigger than St−1 we give a negative reward r(t) = −1, otherwise, r(t) = 0.
This allows the agent to constantly search the optimal offloading decision and
resource allocation to minimize total energy consumption.

4 Performance Evaluation

We use TensorFlow to evaluate the performance of deep reinforcement learning.
Then, Matlab is used to demonstrate greedy algorithm performance. We assume
that the number of mobile users N = 5, and the number of tasks for each user
M = 4. Detailed parameters for reinforcement learning are listed in Table 1. We
set the local computation time of the mobile device as 4.75 × 10−7 s/bit, and
processing energy consumption as 3.25 × 10−7 J/bit. We assume that the input
data size of all tasks is randomly distributed between 10MB and 30MB, and the
output data size is randomly distributed between 1MB and 3MB.

In the simulations, we set both the uplink bandwidth and the downlink band-
width limit between the user and the edge server as 150 Mbps. The receiving
energy consumptions and transmission energy consumptions of the mobile device
are both 1.42 × 10−7 J/bit. The CPU rate of remote cloud sever is 10 × 109
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Table 1. Parameter values used in the simulations

Parameter Value Description

Episode 4000 Number of main cycles

Replay memory size 2000 The size of memory pool

Frequency of learning 5 How often the training step is performed

Mini-batch size 32 How many memories are used for each training
step

Learning rate 0.0001 The learning rate of Adam optimizer

Reward decay 0.9 The degree of emphasis of previous experience

ε-greedy increment 0.005 The growth rate of ε-greedy at every training
step

Max ε-greedy 0.9 The maximum of ε-greedy

Target network update
frequency

50 How many steps the target network is updated

Pre-training steps 200 How many memories are stored before the
training begins

Fig. 2. The total cost under different λ (J/bit)

cycle/s. When a mobile user’s task is offloaded to the cloud, the system utility
cost is denoted by

Cc
n = Dd

n +
ϕ1

f c
+

ϕ2

CU
+

ϕ3

CD
(13)

where ϕ1 = 1018bit×cycle/s and ϕ2 = ϕ3 = 1016bit×bps. We further set λ =
2.5 × 10−7 J/bit, and ωn = 1 J/s refer to [7].

We compare the proposed algorithm with local processing only algorithm,
cloud processing only algorithm, and greedy algorithm. The local processing only
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Algorithm 1. Deep reinforcement learning algorithm in task offloading and
resource allocation

1: Initialization:
2: Initialize the evaluation and target Q network parameters with θ.
3: Initialize replay memory.
4: for episode k ≤ 1, 2, . . . , K do
5: if mod(k, 100) == 0 then
6: Change the initialization to the current best result.
7: end if
8: Choose a random probability number p.
9: if p < ε then

10: a∗(t) = arg maxa Q(s, a; θ).
11: else
12: Choose a(t) randomly.
13: end if
14: Calculate St according to (3)
15: if St < St+1 then
16: Set r(t) = 1
17: else if St > St+1 then
18: Set r(t) = -1
19: else
20: Set r(t) = 0
21: end if
22: Get the reward r(t) and next state s(t + 1) after execute a(t).
23: Save this memory formed as (s(t), a(t), r(t), s(t + 1)) in the replay memory.
24: Extract a min-batch of memories from the replay memory.
25: Calculate the target Q-value y(t) from the target deep-Q network,

y(t) = r(t) + γ maxa′ Q̂(s(t + 1), a′; θ−).
26: Perform gradient descent algorithm to minimize (y(t) − Q(s(t), a(t); θ))2.
27: Update the parameters θ of the evaluation network.
28: Copy the parameters of the evaluation network to the target network, every S

step.
29: end for

method means that all user tasks are processed locally. The cloud processing only
method processes all user tasks in the cloud. The greedy algorithm means that all
the offloading decision combinations are enumerated to select the optimal policy.
Greedy method is time-consuming, but the optimal solution can be found. In
our simulations, each simulation result is obtained through 100 repetitions, but
the data size of each input and output is randomly generated.

The system total cost under different weights λ is shown in Fig. 2. The deep
reinforcement learning algorithm can get the almost optimal solution, where the
gap between the deep reinforcement learning and greedy algorithm is very small.
As λ increases, all user tasks tend to be processed locally.

The performance of the system cost with different learning rate is plotted in
Fig. 3. Convergence process is faster when the learning rate is 0.001, compared
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Fig. 3. Convergence performance under different learning rate

to the case when the learning rate is 0.0001. However, when the learning rate
increases, it is more possible to find the local optimal solution instead of the
global optimal. Hence, we need to choose an appropriate learning rate with
respect to dedicated situations.

5 Conclusion

In a mobile edge computing system that every user has multiple tasks being
offloaded to edge server via wireless networks, all users occupy the common
communication resource when their tasks are offloaded. In order to minimize
the total consumption of computation and communication energies cost, and
transmission delays between mobile users and AP as well as processing delays
on local devices and could, we use deep reinforcement learning to find the near
optimal offloading decision and resource allocation. Compared with greedy algo-
rithm, reinforcement learning method can find an almost optimal solution.
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Abstract. This paper focuses on the design of radio frequency identifi-
cation (RFID) data-driven vehicle speed prediction method using adap-
tive Kalman filtering. First of all, when the vehicle moves through a RFID
tag, the reader needs to acquire the state information (i.e., current speed
and time stamp) of the last vehicle across the tag, and meanwhile trans-
mits its state information to this tag. Then, the state space model can
be formulated according to the acquired state information. Finally, the
adaptive Kalman filtering algorithm is proposed to predict and adjust
the speed of vehicles. Adaptive Kalman filtering algorithm achieves the
adaptive updating of variable forgetting factor by analyzing the error
between the expected output value and the actual output value, so as
to achieve the online updating of the prediction model. The numerical
results further show that compared with the conventional Kalman filter-
ing algorithm, the proposed algorithm can increase the speed prediction
accuracy by 20%. This implies that the proposed algorithm can provide
the better real-time effectiveness for the practical implementation.

Keywords: Speed prediction · RFID · Data acquisition · Adaptive
Kalman filter

1 Introduction

Nowadays, with the increasing popularity of vehicles, the vehicle driving is suffer-
ing serious traffic problems, such as traffic road congestion, road traffic collision
and road traffic incidents, et al. At present, drivers often rely on personal driving
experience and visual responses evaluate the driving state of the front vehicle,
but there is still visual blind area and experience error phenomenon. In order to
alleviate traffic pressure and reduce the incidence of accidents, it is of practical
importance to improve the driving safety by accurately predicting the speed of
vehicles.

Currently, the main way to get the running speed of vehicles is based on
laser velocity measurement [1], radar speed measurement [2], ultrasonic speed
measurement [3–5], visual speed measurement [6], or GPS speed measurement
[7,8]. All of the above methods are performed in the context of wireless com-
munication. They are mainly applied to traffic intensive areas, traffic accident
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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prone areas, urban central areas, parking lots, and crossroads. In these places,
the speed of vehicle is predicted in real time through wireless sensing to avoid
traffic accidents. However, when applied to complex terrain roads (e.g., U/Z
shaped roads), there will be a lot of prediction errors. In the U/Z-shaped Road,
there will be no vehicle in front of the rear vehicle to be scanned in the turn, and
thus the wrong judgment leads to the occurrence of traffic accidents. Also, in the
complex terrain roads, it is unrealistic to make the network stable communica-
tion. This implies that in some roads, vehicle communication may be delayed or
even fails. To this end, a method based on radio frequency identification (RFID)
is proposed in this paper.

As a new wireless communication technology, the RFID system consists of
three parts: the RFID tag, the reader and the antenna. When the vehicle runs in
the RFID environment, the wireless radio frequency method is used to carry out
non-contact and bidirectional data transmission between the reader and the tag,
in order to achieve target identification and data exchange. At present, RFID
technology has been applied in many fields, such as automatic train identifica-
tion management [9], automatic identification, sorting, transport management
of aviation passenger baggage [10], highway toll and intelligent transportation
system [11], taxi management, bus hub management [12] and railway locomotive
identification system etc [13]. With the rapid development of RFID technology,
the traffic management, traffic flow and vehicle safety have been guaranteed.

In different traffic scenario, different communication systems and modeling
methods will make the speed prediction results diverse. The authors in [14]
proposed a method of measuring and maintaining vehicle road distance based
on RFID system. The simulation results show that the system can achieve high
safety level while maintaining the comfort of the driver. A tracking and location
algorithm of wMPS system based on small multiplier Kalman filter was proposed
in [15], which reduced the nonlinear error and improved the accuracy of tracking
and positioning in motion. According to [16], a vehicle speed prediction method
based on Fuzzy Markovian model and autoregressive model was proposed to solve
the vehicle fuel control design problem. This method poses some advantages in
state recognition mapping, resolution elimination, dimensionality reduction, and
improvement of prediction accuracy.

This paper focuses on the design of RFID data-driven vehicle speed predic-
tion method using adaptive Kalman filter for inferior or complex roads, such as
tunnels, caves and high bridges. The method combines the known environmen-
tal characteristics and equidistant distribution of data in a certain number of
data acquisition points, that is, RFID tags. The RFID tags are placed on the
surface of the road to store vehicle status information (i.e., current speed and
times tamp). Then, the vehicle reader uses radio frequency to read the vehicle
information from the tag and feedback its state information to the tag. Finally,
the vehicle uses adaptive Kalman filter with variable forgetting factor to update
the vehicle speed estimation. Adaptive Kalman filtering algorithm achieves the
adaptive updating of variable forgetting factor by analyzing the error between
the expected output value and the actual output value, so as to achieve the
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online updating of the prediction model. Through the simulation analysis, it
can be seen that compared with the conventional Kalman filter method, the
proposed method is better to reduce the error and improve the accuracy.

The rest of this paper is organized as follows. In Sect. 2, we describe the
system framework and model establishment. Speed prediction algorithm based
on adaptive Kalman filter is presented in Sect. 3. The simulation results and
analysis are presented in Sect. 4. Finally, Sect. 5 concludes the paper.

2 System Framework and Model Establishment

2.1 System Framework

The RFID system is deployed on the pavement of tunnels, caves and bridge
roads that GPS signals cannot cover. It consists of three parts: the RFID tag,
the reader and the antenna. The corresponding RFID system model is shown in
Fig. 1.

Fig. 1. RFID system model (Color figure online)

In Fig. 1, the block on the road is the RFID tag, which identifies the vehicle
attached to it and stores the related state information of the vehicle. The vehicle
front bumper equipped with the reader (two pieces of red blocks in front of the
car), which is used to read the state information from the tag, and write the
own state information to the tag. Antenna (yellow lightning) is used to achieve
target recognition and data exchange, so that drivers can know the relevant state
information of vehicles ahead of time, and better take safety measures.

The speed prediction of vehicles based on adaptive Kalman filter in RFID
environment works as follows: 1© the vehicle uses the logo of the RFID tag as
well as the reading and writing of the reader to effectuate the data collection;
2© the speed of vehicle is predicted by adaptive Kalman filter algorithm; 3© the
velocity prediction value is corrected to make the velocity prediction close to the
true value.
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2.2 System Modeling

The RFID system consists of high-speed vehicles and a number of RFID tags
(passive tags) deployed by a large line equidistant. Considering the RFID system
set up on the roads, tunnels and bridge roads, the speed of vehicles basically the
same, so the formula for displacement and speed are denoted by:

xk = xk−1 + vk−1Δ(t) (1)
vk = vk−1 (2)

Where xk denotes the displacement of the vehicle at k time, Δ(t) denotes
sample time interval, vk denotes the vehicle speed at k time. In the static RFID
system, the high-speed vehicle as the research target. When the vehicle arriving
at the Xk of each state, each tag can establish relatively efficient data transmis-
sion with it [17]. After the completion of the data transfer, we can obtain the
vehicle speed vk and sample time tk. Then, the above calculation formula (1)
(2) are transformed into a state space model. Therefore, the equation of state
and the measurement equation in the RFID system can be expressed as:

Xk = AXk−1 + ωk−1 (3)
Zk = CXk + εk (4)

Where Xk represents the state vector of system at the k time, A and C are
state transition matrix, ωk−1 refers to the systematic error, Zk represents the
state observational values for k time systems, εk denotes the measurement error.
Note that, ωk−1 and εk refer to the white noise of Gauss distribution, which are
subject to N(0, Qk−1) and N(0, Rk), respectively.

3 Speed Prediction Algorithm Based on Adaptive
Kalman Filter

In this paper, the adaptive forgetting factor μk is introduced on the basis of the
time updating of the conventional Kalman filter algorithm. It changes the value
of the error covariance matrix P k when the time updated, thus enhancing the
influence of the current data and keeping the data in the latest state. At the
same time, according to the state equation and the measurement equation, an
improved Kalman filter algorithm, namely the adaptive Kalman filter algorithm
[18,19], is established. The improved Kalman filter algorithm:

(1) Time update (prediction stage)
1© The state value Xk of the k time is predicted by the modified state value
Xk−1 of the k − 1 time

P k = AXk−1 (5)

2© The error covariance matrix P k of the k time is predicted by the modified
error covariance matrix Pk−1 of the k − 1 time

P k = μkAPk−1A
T + Q (6)
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(2) Measurement update (correction stage)
1© Calculation of Kalman gain Kk based on the error covariance P k of the
k time prediction and the measurement noise R

Kk = P kC
T (CP kC

T + R)−1 (7)

2© Introduce the state observation value Zk of the system, then obtain the
optimal state value Xk of the current time with using the state value Xk of
the k time prediction.

Xk = Xk + Kk(Zk − CXk) (8)

3© Update the error covariance, get the Pk value, prepare for the new error
covariance at the next time.

Pk = (I + KkC)P k (9)

where the defined parameters [20] are shown in Table 1.

Table 1. Variables used by adaptive Kalman filter algorithm

Q Covariance matrix of system noise

R Covariance matrix of measurement noise

Xk The priori estimate of state at k time

Xk The posterior estimate of state at k time

P k The priori estimated error covariance matrix for k time

Pk The posterior estimated error covariance matrix for k time

Zk Observation sample value at k time

Kk Kalman gain at k time

A,C State transition matrix

I Unitary matrix

µk Adaptive forgetting factor

In the RFID environment, the dynamic requirement is very high for the
high-speed vehicles. Therefore, when the parameters change little, we use a larger
adaptive forgetting factor μk to increase the intensity of the prediction. When the
parameters vary greatly, the small adaptive forgetting factor is used to enhance
the identification accuracy. The formula for the adaptive forgetting factor is used
in this paper as follows:

μk = max{1, tr(Gk)/tr(Hk)} (10)

Gk = Mk − CQCT − R (11)
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Mk =

{
0.5eke

T
k , k = 1

µk−1eke
T
k

1+µk−1
, k > 1

(12)

ek = Zk − CXk (13)

Hk = CAPk−1A
TCT (14)

With the increase of driving distance, the new error ek becomes bigger and
bigger. While introducing the adaptive forgetting factor μk, it can reduce the
error between observation value and prediction value. At the same time, P k value
satisfies symmetry and positive definite, improving the dynamic performance of
the system. The process of speed prediction operation for high-speed mobile
vehicles based on adaptive Kalman filter in the RFID environment as follows:

Algorithm. The steps of vehicle speed prediction based on adaptive Kalman
filter

1: Initialization:
Initialize state transition matrix A and C.
Initialize covariance matrix Pk−1, Q, R.
Initialize adaptive forgetting factor µk−1.

2: Collect initial data vk−1 and tk−1

3: Update adaptive forgetting factor µk

4: Time update:
Calculate the state prediction value Xk.
Calculate the error covariance matrix P k.

5: Measurement update:
Calculate Kalman gain Kk for the first moment.
Introduce the state observation value Zk.
Calculate the optimal velocity Xk.
Update the error covariance matrix Pk.

6: Next sample:
let K = K + 1, repeat the above operation step 2.3.4, until the vehicle driven out
of the RFID system.

4 Simulation Results

In this paper, the simulation experiment is carried out by using MATLAB. The
simulation environment is set to a tunnel road with a length of 0.5 km, as well as
75 linear isometric distribution of RFID tags on the surface of the road. Accord-
ing to the national standards of highway tunnel speed and safe distance, the
safe distance is set to 100 m. At the same time, according to scientific knowl-
edge: The nerve response time of normal people is 0.3–0.5 s; The effective time
of braking is 1.2–1.5 s [21,22]. So it is set in the vehicle speed relatively constant
to 80 km/h forward, and in the course of the driving process every 0.3 s to carry
out a communication with RFID tag, to achieve data exchange. It is assumed
that the initial state of the iterative estimate is (0, 80/3.6)T .
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Speed Prediction Results Analysis: Figures 2 and 3 shows the vehicle speed
prediction results using the conventional Kalman filter and adaptive Kalman
filter, respectively. It can be seen that in comparison with conventional Kalman
filter (KF), adaptive Kalman filter (AKF) is expected to provide the better real-
time effectiveness. The “blue dotted line” denotes the actual running speed of
vehicles, and the“red real line” denotes the estimated running speed of vehicles
based on the filtering method. According to the comparison of the two lines, the
more close the “blue dotted line” and the “red line” position, it shows that the
speed of the method is better.
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Fig. 2. Speed prediction effect of
Kalman filter (Color figure online)
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Fig. 3. Speed prediction effect of adap-
tive Kalman filter (Color figure online)

Speed Error Results Analysis: In the simulation experiment, the actual
operation speed of vehicles and the estimated speed are calculated to observe
the speed error of the vehicle passing through each RFID tag. Thus, the Kalman
filtering algorithm and the adaptive Kalman filtering algorithm are compared to
analyze the error results. The vehicle speed error effect as shown in Figs. 4 and 5.

From Fig. 4, we can see that in the whole iteration process, the maximum
error between the actual speed of vehicles and the estimated speed based on KF
is ±0.6, and fluctuates on this. From Fig. 5, it can be seen clearly that during the
whole iteration process, the maximum error between measured and estimated
values of vehicle speed decreased from ±0.6 to ±0.4, and the fluctuation range is
decreased by 20%, and the convergence effect is improved. Comparison between
Figs. 4 and 5, we can know that in the RFID environment, the error based
on the AKF is lower than the error based on the KF. The reason is that it
introduces adaptive forgetting factor, reduces memory length of filter, makes
full use of “present” measurement data, improves dynamic performance of filter,
and better reflects real-time validity.
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5 Conclusion

In this paper, a speed prediction method based on adaptive Kalman filter is
proposed to predict the speed of vehicles. This method provides a possibility
to record and predict the speed of vehicles under harsh environment, bend,
downhill and other conditions. The simulation results justify that the speed
prediction result based on adaptive Kalman filter is more close to the real value
than based on conventional Kalman filter. Meanwhile the convergence effect of
the filter improved, the fluctuation range decreased, effectively overcome the
adverse effect caused by the process error and measurement error. This implies
that the proposed algorithm can provide the better real-time effectiveness for
the practical implementation.
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Abstract. The traditional speed prediction generally utilizes GPS and
video images, and thus the prediction accuracy is heavily dependent on
environmental factors. To this end, through using RFID (Radio Fre-
quency Identification) data, this paper proposes a vehicle speed predic-
tion algorithm based on Extended Kalman Filter (EKF). Specifically, the
proposed algorithm works as follows. First, the RFID reader equipped in
the vehicle acquires the state information of tags deployed on the road.
Second, The data processing module equipped in the vehicle demod-
ulation and decoding these information. At the same time, the RFID
reader sends information to the RFID label after the current informa-
tion is encoded and modulated. Third, the vehicle predicts the vehicle
speed based on the EKF through establishing the state space model
with acquired state data. The simulation results show that the proposed
algorithm can effectively predict the vehicle speed at 0.6 s.

Keywords: Radio frequency identification · Speed prediction
Extended Kalman filter

1 Introduction

With the rapid development of society and economy and the improvement of peo-
ple’s living standards, vehicles have become indispensable means of transport
for people’s daily travel. Traffic congestion and traffic accidents have become
more and more common, and meanwhile traffic environment has also gradu-
ally deteriorated. The paradigm of intelligent transportation system (ITS) has
been proposed as a promising solution to cope with the increasingly serious traf-
fic problems. The ITS can effectively integrate information, data transmission,
electronic sensing, computer and other technologies into the entire ground trans-
portation management system to achieve real-time, accurate, efficient, large-scale
and comprehensive traffic intelligence management. Among them, tracking and
predicting the speed of vehicle ahead is indispensable, and has been widely used
in the design of vehicle control plane. The speed prediction of vehicle ahead can
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make the driver acquire more informed judgments and actions, and increase the
driver’s warning time and greatly reduce the probability of a traffic accident.
Therefore, it is very important to track and predict the speed of vehicle ahead
accurately in real time.

At present, most speed prediction methods are based on the video image
speed measurement. In [1], the author proposes a new virtual loops of video speed
detection method, which has the ability to judge the type of vehicle according
to the characteristic curve and advantage of this method is the processing time
shortened. The work [2] systematically designs a novel license plate detection
method based on a texture classifier specialized, which has the ability to cap-
ture the gradient distribution characteristics of character strokes that make the
license plate letters.

In recent years, although the accuracy of video velocimetry has become
higher and higher, there are still limitations. For example, the video velocimetry
depends largely on the camera’s resolution and the corresponding image pro-
cessing algorithms. At the same time, the high cost of the camera renders it not
be widely used in roads.

As environmental factors have less impact on radio frequency identification
technology, and its convenience and low cost have also been widely used in daily
life. Some scholars do a lot of research on radio frequency identification. RFID
technology has been used in the railway industry which can track the trains
moving on the same track to prevent head on collisions as well as rear end colli-
sion [3]. In [4], the RFID tag system was proposed for bicycle deployment, and
the label installation method and label content setting are specifically described.
The authors in [5] analyzed the influence of the relative position of readers and
tags on the read error and the read rate through experiments, and proposed a
method of calculating the range of the readable area of the RFID reader on the
pavement. To reduce the cost of RFID system safety certification, the authors
in [6] propose a lightweight RFID mutual authentication protocol with cache in
the reader (LRMAPC), to store the recent visited key of tags, so that recent
visited tags can be authenticated directly in the reader.

Based on the above research, in order to improve the speed tracking accuracy
and fast effectiveness, this paper designs an algorithm based on RFID EKF to
track the speed of high-speed mobile vehicles. The simulation shows that this
method can reduce the system cost to a great extent under the RFID environ-
ment, also can predict the speed of target vehicle fast and effectively, ensures
the vehicle running safety, and reduce the probability of traffic accidents.

2 System Model Design

2.1 Model Architecture

In this paper, we propose a EKF-based vehicle speed prediction algorithm by
using RFID. The proposed algorithm works as follows. First, the RFID reader
equipped in the vehicle acquires the state information of tags deployed on the
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road. Second, the data processing module is equipped in the vehicle demodula-
tion and decode these information. At the same time, the RFID reader sends
information to the label after the current information are encoded and modu-
lated. Then, the vehicle predicts the vehicle speed based on the EKF through
establishing the state space model with acquired state data. Among them, the
model shown in Fig. 1.

Fig. 1. RFID system model

In Fig. 1, the RFID tag (white point and passive tag) is deployed on a straight
road. Part of the label memory is fixedly stored with its own information, traffic
information and road speed limit information. The other part stores the status
information of the vehicle, and the status information includes the current speed
and the current time of the vehicle. Own status information encoding Modulation
by the vehicle reader through the 24-bit EPC code to write the label. RFID
reader installed in the middle of the front bumper of the vehicle, when the
vehicle passes the label, each vehicle will first read the information in the label,
and then the vehicle will replace their status information in the label status
information. Considering the limitation of storage capacity of the RFID tag, the
tag store only the most recent vehicle status information. As shown in Fig. 1,
A car now stores the status information in the RFID tag, and the B car reads
the status information and overwrites its own status information (i.e., Vk and
Tk). In addition, Vk and Tk are the speed and time the vehicle passes the kth

label, respectively. Among them, we focus on speed prediction in this paper, so
we assumed that there will be no communication interference between vehicles
and the state demodulation and decoding will be completed in an instant.

2.2 System Modeling

The RFID system model mainly includes high-speed vehicles, RFID tags
deployed at the same road distance, and RFID readers mounted on the bumper
of the vehicle. The design criteria of our model are stated as follows [7]: (1) Each
RFID tag should be covered by no more than one RFID readers read area at
any instant of time. (2) Each RFID readers read area should cover no more than
one tag at any instant of time. (3) If a vehicle is in a lane, the vehicle should be
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able to read tags that are deployed in the lane. (4) If a vehicle can read a tag,
at least half of its body should be in the lane where the tag is deployed. (5) If
less than half of a vehicle is in a lane, the vehicle should not be able to read any
tag in the lane. (6) The label spacing is set to 3 m.

RFID systems can be set up in tunnels, overpasses and other harsh envi-
ronments. Considering that the change of historical speed determines its future
state to a great extent, we only need to collect the historical information of speed
and track the speed of vehicle A. Therefore, the state equation and observation
equation of the vehicle speed in the RFID system are as follows:{

xk = g(xk−1) + wk−1;
zk = H(xk) + vk.

(1)

In Eq. (1), xk is the state vector of the system at time k, which indicates the true
speed of the vehicle at the k time; g(xk−1) and H(xk) are non-linear functions;
wk−1 is the system noise; zk is observed value of the system at time k, which
represents the measured speed of the vehicle at time k; vk is the measurement
error. Here, wk−1 and vk are both Gaussian distributed white noise with mean
zero.

3 Vehicle Speed Estimation Algorithm Based
on Extended Kalman Filter

The core of EKF algorithm is to linearize the nonlinear system. Specifically, the
nonlinear function is expanded by Taylor and first order linearization is trun-
cated, ignoring the rest of higher-order terms, so that the nonlinear problem
is transformed to linear. Second-order truncation [8] can reduce the estimation
error caused by linearization and greatly increases the number of iterations of
the data. Therefore, this paper selects the EKF algorithm under first-order trun-
cation.

The EKF algorithm must first be linearized preprocessing, let g(xk−1) Taylor
expand at xk−1|k−1, H(xk) Taylor expand at xk|k−1:⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

g(xk−1) = g(xk−1|k−1) + Ak−1yk−1 + Δt1;
Ak−1 = g′(xk−1);
yk−1 = xk−1 − xk−1|k−1;
H(xk) = H(xk|k−1) + Ck(xk − xk−1|k−1 + Δt2;
Ck = H ′(xk|k−1).

(2)

Here, Ak−1 and Ck are Taylor coefficients at the k − 1th moment and Jacobian
matrix at the kth moment, respectively, xk−1|k−1 is the optimal estimation of
the state at the k − 1th moment, xk|k−1 is the predicted value of state at the
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kth moment, yk−1 is estimation error at the k − 1th moment, Δt1 and Δt2 are
higher-order infinitesimals, and yk is the error between the measured and a priori
values at time k.

Ignoring higher-order infinitesimals, and Take Eq. 2 into Eq. 1:⎧⎪⎨
⎪⎩

xk = g(xk−1|k−1) + Ak−1yk−1;
zk = Hk|k−1 + Ck(xk − xk−1|k−1) + vk;
Ak−1 = g′(uk−1).

(3)

The EKF algorithm will have little difference in form from Kalman filtering
(KF) after linearizing the nonlinear system. The EKF algorithm is also divided
into the forecasting process and the updating process. The EKF algorithm [9–11]
is as follows:

Calculate the prior predictive value xk|k−1 at time k:

xk|k−1 = f(xk−1|k−1) (4)

Calculate a priori error covariance matrix Pk|k−1

Pk|k−1 = AkPk−1|k−1A
T
k + Q (5)

Calculate the approximate optimal Kalman gain Kk

Kk = Pk|k−1C
T
k (CkP

T
k|k−1C

T
k + R)−1 (6)

Calculate the optimal state estimate xk|k at time k

xk|k = xk|k−1 + Kk(zk − H(xk|k−1)) (7)

Calculate the a-posteriori error covariance matrix Pk|k of the best estimate at
time k

Pk|k = (I − KkCk)Pk|k−1 (8)

Where I is the identity matrix. Theoretically, Ak−1 and Ck are Jacobian
matrices for solving g(xk−1) and H(xk) respectively. Considering the difficulty of
actual calculation, Taylor’s first-order truncation approximation, so the approx-
imate Kalman gain is obtained; Since the distance between RFID tags is set at
3 m, the time between two labels passing through a high-speed vehicle (20 m/s or
more) is relatively small, In reality, few people change acceleration many times
in a very short period of time, which is good for suppressing the divergence of
EKF linearization.

The specific algorithm of speed prediction in this paper is as follows:
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Algorithm 1. Speed prediction specific algorithm

1: Initialize variables and k = 1.
2: According to the formula 2∼3, the EKF algorithm pretreatment.
3: Read the initial status flow (Vk−1 and Tk−1) in the RFID tag.
4: if the vehicle does not travel out of the deployment of the RFID system of the

road then
5: Calculated to Ak−1, yk−1,Ck−1,Kk and other variables.
6: According to the formula 4 5,Calculate xk|k−1 and Pk|k−1.
7: According to the formula 6 8,Calculate Kkxk|k and Pk|k−1.
8: Vehicles to the next RFID label.
9: K=K+1.

10: end if

4 Simulation

4.1 Simulation Settings

In order to test the practicality and effectiveness of this tracking system, we
simulated the deceleration mode. The deceleration mode means that the vehicle
A moves with a speed at 25/m, then it decelerates with an acceleration at a =
−3m/s2. In order to more intuitively determine the effectiveness and rapidity
of the system, set the vehicle B from 20m/s to start tracking vehicle A. And
set the initial distance of vehicles A and vehicles B to 1000 m to prevent vehicle
collision.

The simulation experiment in this paper adds the real speed information plus
Gaussian random noise with mean zero and variance 1 as the velocity observa-
tion, and adds the real time information to Gaussian random noise with mean
zero and variance 0.5 as the time observation. The tool used in the simulation
experiment is MATLAB R2016a.

4.2 Simulation Results Analysis

The mean square error of speed is introduced as the evaluation index. The mean
square error is defined as follows:

MSE =
1
N

N∑
k=1

(X(k) − X(k))2 (9)

Where N is the number of simulations; k is the kth simulation; X(k) is the true
state value of the target at the kth moment; and X(k) is the state of the filtered
estimate at the kth moment.

Since the deceleration process is more important than the acceleration process
while the vehicle is traveling, we only consider the deceleration process. On
the other hand, the acceleration process can be seen as the opposite of the
deceleration process. When there is a special situation in front of the vehicle,
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Fig. 2. Speed comparison chart

Fig. 3. RFID system model

the vehicle should quickly decelerate to ensure safety. Simulation diagram shown
in Figs. 2 and 3.

From Fig. 2 it is clear that the extended Kalman filter algorithm can track the
target vehicle speed from the initial velocity of 20 m/s in about 0.6 s. Then, even if
there is a measurement error in the status information, the speed tracking target
can be corrected well. On the other hand, since the label spacing is fixed and
the vehicle speed varies, the sampling time in the simulation is not fixed, which
results in a longer sampling period during deceleration. The specific formula is
as follows. {

Dtag = vb,iti + 1
2at2i ;

a =
∑

F
m

(10)

Where Dtag is the spacing of labels; vB is the speed at which vehicle B reaches
the ith label; ti and a are respectively the sampling time and acceleration of the
vehicle B from the ith tag to the (i + 1)th tag; m is the mass of the vehicle, set
to 1.5 tons.

As shown in Fig. 3, the initial tracking speed of the vehicle is 20 m/s. With
the EKF algorithm, the mean square error of speed drops sharply in 0.6 s and
slowly decreases in 0.6 s to 2 s, which shows that the algorithm can predict the
target speed quickly and effectively.
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5 Conclusion

In this paper, For the phenomenon that the GPS signal cannot work normally
because of the environment, an RFID road system based on extended Kalman
filter for tracking and predicting high-speed moving vehicles is established in
this paper. The results show that the EKF algorithm can predict the vehicle
real-time status and parameter changes through the established vehicle driving
model. Specifically, the algorithm effectively predicts vehicle speed at 0.6 s as the
vehicle decelerates.
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Abstract. Predicting users’ mobility trajectories is significant for ser-
vice providers, such as recommendation systems for tourist routing,
emergency warning, etc. However, the former researchers predict the
next location merely by observing the past individual trajectories, which
usually performs poor in the accuracy of trace prediction. In this paper,
POIs (Points of Interest) information is used to adjust the weight param-
eters of the predicted results, and the rationality and precision would be
improved. The cellular towers are firstly classified into seven types of
functional area through POIs. Then the target user’s next possible func-
tional area could be speculated, which acts as a supervision of the ulti-
mate prediction outcome. We use the DP (Dirichlet Process) mixture
model to identify similarity between different users and predict users’
locations by leveraging these similar users. As is shown in the results,
the methods proposed above are highly adaptive and precise when being
utilized to predict users’ mobility trajectories.

Keywords: Point of interest · Clustering
Mobility trajectory prediction

1 Introduction

It has been a hot topic of study for human behaviors and locations. Some govern-
ment workers initially used census data to roughly locate the scope of citizens’
movement [1], which cost a lot of time and money. As a result, its practicability
is imprecise. Some researchers used the phone call records to obtain individual
locations [2]. This approach, disappointingly, is seldom put into practice because
of high sparsity between two neighboring phone calls, which results in low
accuracy of users’ location prediction during the time without making phone
calls. The current study mainly focuses on cellular network data [3], which
possesses the following characteristics: (1) frequent accesses within minutes;
(2) improved spatial granularity as a result of the development of cellular
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infrastructure; (3) easily available records which are saved once when interac-
tions between phones and bases occur. Therefore, analyzing cellular network
data or wireless network data facilitates the study of individual trajectories.

Many researchers have conducted researches on user trajectories based on cel-
lular network data or mobile network data. For instance, Bagrow et al. studied
the collective response to emergencies [4,5]. Shibasaki et al. predicted the col-
lective movement of people in rare crowding incidents [6]. Shimosaka et al. took
advantage of Bilinear Poisson regression model to predict population movement
in cities [7]. Some methods of trajectory prediction are roughly similar [8–11],
which merely use the target user’s personal history trajectories to predict the
user’s next most likely position. Long-time phone data from users is applied to
obtain the high accuracy. However, it is hard to collect such big amount of data
in reality, let alone users may conceal their data due to privacy protection, which
results in insufficient data quantity and low prediction accuracy. McInerney et
al. [12] mainly paid attention to resemblance in users’ temporal patterns with
the help of Bayesian mobility model. Jeong et al. [13] proposed an improved
algorithm named Cluster-Aided Mobility Predictor (CAMP), which predicts the
next most likely position of a target user using the historical trajectories of all
users within a certain range. As an advance processing, this algorithm relies on
the clustering techniques to discover the similarity between the user behavior
profiles from the training dat. The limitation of this algorithm is that the data
source is single because it only used the mobile trajectories of users drawing out
from cellular network data. Meanwhile, the method of judgment is also single
when selecting the best prediction outcome. Therefore, another dimension’s data
may be needed in order to aid the prediction.

Points of interest (POI) gathered from the map reflects certain socioeconomic
activity and functional attributes, such as restaurants, playgrounds, schools, etc.
The function type [3] of a certain cell can be obtained by dealing with the POI
information in the cell. Furthermore, human behaviors are also closely related to
these cells’ functions. Recently, researchers have conducted numerous studies on
POI information. [14] and [15] provided personal recommendations to users based
on the POIs of the places users have visited. Carmo et al. [16] solved the problem
of overlapping symbols in POI visualization. Therefore, the mobility trajectories
of the user among base stations can be interpreted as the mobility trajectories
among functional areas, which indicates that this dimension of data regarding
functional areas is suitable to assist the trajectory prediction. Combining the
prediction of the user’s next functional area with the prediction of the next base
station, the rationality and accuracy of the prediction result can be promoted.

Our contributions consist of two aspects:

– To the best of our knowledge, it is the first time to use POIs to categorize
bases and study users’ trajectories in terms of base station types. This step is
crucial in our algorithm since it resolves a challenging problem. Since different
users’ set of locations vary a lot, i.e., the range of one person’s movement have
little overlap with that of another person’s movement, discovering parallelism
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among users is difficult. However, if we map bases into 7 functional types of
bases, the similarity of human mobility pattern is easier to identify.

– In addition, it is the first time that the CAMP algorithm is applied to users’
mobility trajectories among bases as well as trajectories in terms of base
types. Judging users’ locations according the prediction of the user’s next
functional area and that of the next base station, the prediction result could
be more accurate and credible.

The rest of this paper is structured as follows. In Sect. 2, the collection of
POI data and processing methods of attaining corresponding function type of
each base station are introduced. In Sect. 3, we transform users’ trajectories by
mapping the base station into base station types and predict the next possible
base station type of a certain user through DP mixture model. The prediction
results and discussions are given in Sect. 4. After showing our prediction results
and discussing our ideas for future work in Sects. 5, the related works from three
aspects are displayed in Sect. 5. We conclude this paper in Sect. 6.

2 POI Clustering

In this section, the collection of POI data and processing methods of attaining
corresponding function type of each base station will be explained in detail.

2.1 TF-IDF Processing

TF-IDF, a statistical method, is utilized to reflect the importance of a word in
a document. The importance of a word is measured from two aspects. On one
hand, the importance of a word is in proportion to the frequency of the word
appearing in the document. On the other hand, it is inversely proportional to
the frequency of the word appearing in the corpus. TF (Term Frequency), refers
to the frequency of occurrence of a word in all words in a file; IDF (Inverse
Document Frequency) is the reverse file frequency, which means the logarithm
of ratio between the total number of files and the number of files containing the
specific word. The idea of IDF is to accentuate the significance of specific words
to categorize documents, and to reduce the importance of commonly used terms
in documents. In other words, if a word frequently appears in a document, the
term may be a commonly used word and is slight when distinguishing different
documents. If a word frequently appears only in one or a few documents, then
the word is likely to be a jargon, in other words, a “label” in a specific field.
Therefore, IDF is a measure of the universal importance of words and reflects
the effectiveness of words to distinguish documents.

The value of TF-IDF is the product of TF and IDF, which can be perceived as
the adjustment of TF by taking IDF as the weight. The purpose of this method
is to highlight important words and deemphasize the secondary words.

POI data can reflect the function of an area and can be attained from API
mapping service providers. However, an area may contain multiple types of POIs
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which makes it confusing. Therefore, preprocessing the data is highly neces-
sary. Among the POI data utilized in this study, there are mainly 21 kinds
of POIs, including: food, hotel, shopping, entertainment, sports, schools, attrac-
tions, tourism development, finance, office buildings, companies, shopping malls,
factories, industrial areas, science and technology parks, economic development
areas, high-tech development areas, residential areas, living services, townships
and villages. Then these kinds of POIs can be grouped into 7 categories based
on the classic functional area classification [17,18]: residential, recreational, com-
mercial, industrial, educational, scenic and suburban areas as showing in Table 1.

Table 1. The POI categories and taxonomies

Number Function Type

1 Residential Residential areas, living services

2 Recreational Food, hotel, shopping, entertainment, sports

3 Commercial Finance, office buildings, companies, shopping malls

4 Industrial Factories, industrial areas, science and technology parks,
economic development zones, high-tech development zones

5 Educational Schools

6 Scenic Attractions, tourism development

7 Suburban Townships and villages

In order to correctly measure the importance of a POI within a cell area, TF-
IDF is performed to process the classified POI information. In the calculation
process, for a given area unit a ∈ A, where A refers to the set of all regional units,
the number of POIs in each POI category is counted, and then we can calculate
the POI vectors: [TF − IDF a

1 , TF − IDF a
2 , . . . , TF − IDF a

i , . . . , TF − IDF a
7 ],

where TF − IDF a
i represents the TF-IDF value of the i-th POI in region a. It

can be calculated as follows:

IDF a
i = log(

A

R
), (1)

TF − IDF a
i = na

i · IDF a
i

Na
, (2)

where R represents the number of regional units that contain the i-th POI in
A; na

i is the number of POIs contained in the i-th POI category in unit a; Na

refers to the total number of POIs in unit a.
The corresponding TF-IDF Vector for each area is obtained, which contains

a total of 7 attribute values, and each value represents the importance of its
corresponding function in this area.
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2.2 K-Means Clustering

The K-Means method is one of the most widely used partition-based cluster-
ing algorithms. Its basic idea is as follows: firstly, a K value is selected, which
represents the number of clustering centroid points; secondly, the data points in
space are allocated to the same category when their nearest centroids are the
same according to Euclidean Distance; thirdly, according to the clustering result,
the position of the centroid of each cluster is updated, and the data points in
the space are redivided to generate K new clusters. The iteration continues until
the centroid position is no longer changed.

After clustering TF-IDF Vectors of all cell area units, then we map the area
units into seven functional types, we can get “base station type” of each cell
area unit. The clustering results are shown in Fig. 1. As can be observed from
the figure, the number of area units marked as “entertainment” is the largest,
accounting for 41.78% of all area units; the total proportion of area units marked
as “residential” and “entertainment” is 68.84%. This clustering result indicates
that the functions of the region we study are biased toward housing and enter-
tainment.

Next, the base stations appearing in the cellular network data can be mapped
to the 7 base station types. The track of the users based on the base station types
can be generated, which may reflect the daily mobility patterns of users. For
example, the track of a user based on the base station types might be: industrial
area - commercial area - entertainment area - residential area. For all users, their
trajectories for base station type may be analogous.
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Fig. 1. The results of clustering POI of base stations
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3 Trajectory Prediction Method Based on Dirichlet
Process Mixture Model

Our goal is to predict the next location for a certain user at a given time on
the basis of POI data as well as all users’ past trajectories. The set of users is
denoted by U. Assuming that the set of locations in all trajectories is L, and its
size is L. The trajectory of a user u is denoted by xu = (xu

1 , . . . , xu
nu), where xu

t

means the t-th location that user u visits and nu means the total length of the
track. xu

nu is where u currently locates. Since we are studying the patterns of
users’ behavior moving from one base to another, we impose xu

t �= xu
t+1. In other

words, two consecutive locations on the user’s trajectory must be different.
Next additional notations are introduced as follows,

nu
i,j =

∑nu−1

t=1
I(xu

t = i, xu
t+1 = j), (3)

where nu
i,j represents the number of transitions for user u from location i to

location j.
Similarly,

nu
i =

∑nu

t=1
I(xu

t = i). (4)

We assume that a user’s trajectory is a order-1 Markov chain. The user’s
trajectory is drawn from the transition kernel θu = (θu

i,j)i,j∈L ∈ [0, 1](L×L) where
θu

i,j means the probability that user u shift from i to j. Thus, the probability of
observing trajectory of user u is as follows,

Pθu(xu) :=
∏nu−1

t=1
θu

xu
t ,xu

t+1
. (5)

We assume that the transition kernels of different users are independently
generated from the same distribution μ. In other words, users’ trajectories are
drawn from the hierarchical model: for all u ∈ U , θu ∼ μ, Xu ∼ Pθu .

Our model is applicable to predict locations of users with rather short tra-
jectories since similarities between different users’ mobile habits are taken into
account. As we know, a few analogous kernels may generate many different users’
trajectories. That is, the distribution μ might be composed of a few clusters. Our
goal is to find these user clusters and to predict individual trajectory based on
all users’ trajectories from the same cluster. Our data includes trajectories of
1000 users, while the total number of base stations is more than 3000. The num-
ber of users is smaller than that of base stations. In order to discover existing
parallelism among users, we transform users’ trajectories by mapping the base
station into base station types. We can better characterize the similarity between
different users.

Bayesian nonparametric inference [19] is adopted in this paper since the
number of clusters is not obtainable before clustering. The number of clusters is
flexible which could increase as input data grow. Thus, the number of clusters
is a posteriori parameter which is updated in the computation procedure.
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In this model, we approximate the distribution μ of transition kernels by
computing g iteratively. When computing g, Dirichlet Process (DP) mixture
model which is applied in the CAMP algorithm proposed by Jaeseong et al. is
adopted. Refer to the work of Jeong et al. [13] for a more exhausted description of
the CAMP algorithm. The procedure of the algorithm is outlined in Algorithm1.

The algorithm of Gibbs Sampler is used to attain independent samples of the
allocation of users to clusters. The algorithm of Update DP algorithm is used to
update two parameters of DP mixture model, α and G0, according to the results
of Gibbs Sampler [20]. These two algorithms are shown as Algorithms 2 and 3
respectively.

4 Simulation Results and Discussions

Our experimental dataset is the trajectories of 1000 users during one week from
a metropolis in China provided by the Ministry of Education-China Mobile
Research Fund “DPI & Pipeline Big Data”. There are totally 3363 base sta-
tions appearing in the trjectories of these 1000 users. According to the locations
of these base stations, we first ultilize Voronoi polygons to obtain their cover-
age area as is shown in Fig. 2 (left). We refer to the base station coverage area
obtained in this way as the Voronoi area of the base station. Specifically, for
any Voronoi area, the Euclidean distance of any point in it from its base station
is always closer than that from other base stations. Then we calculate the area

Algorithm 1. CAMP
Input: xU , K, B, M
Output: θ̂u, x̂u

1: Step 1: Updates of G0 and α
2: function
3: G1

0 ← Uniform (Θ) , α1 ← 1
4: for k = 0 . . . K − 1 do
5: for b = 1 . . . B do
6: cU,b,k ← GibbsSampler

(
xU , Gk

0 , αk, M
)

7: end for
8: end for
9: end function

10: Step 2: Last sampling and prediction
11: function
12: for b = 1 . . . B do
13: cU,b,k ← GibbsSampler

(
xU , Gk

0 , αk, M
)

14: end for
15: Compute θ̂u and x̂u

16: θu = 1
B

∑B
b=1 Eg[θ

cu,b,K

|xcu,b,K

]= 1
B

∑B
b=1

∫
θ θ·Pθ(x

cu,b,K
)GK

0 (dθ)
∫
θ Pθ(x

cu,b,K
)GK

0 (dθ)

17: x̂u = argmaxj θ̂
u
xu

nu ,j

18: end function
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Algorithm 2. Gibbs Sampler
Input: xU , G0, α, M
Output: cU

1: function
2: ∀u ∈ U, cu ← c1, nc1, −u ← |U | − 1; N ← 1; cU = {c1}
3: for i = 1 . . . M do
4: for u ∈ U do
5: cu ← cu {u}
6: βnew ← z α

α+|U|−1

∫
θ
Pθ(x

u)G0(dθ)

7: βc ← z
nc,−u

α+|U|−1

∫
θ
Pθ(x

u)G0(dθ|xc), ∀c ∈ cU\{u}, G0(dθ|xc) =
∫

θi,jPθ(x
u)μ(dθ)

∫
Pθ(x

u)μ(dθ)

8: In the above expressions, z is a normalizing constant selected to satisfy:
9: βnew +

∑
c ∈ cU\{u}βc = 1;

10: With probability βnew do:
11: cN+1 ← {u} ; cU ← cU ∪ {c(N+1)}; N ← N + 1;
12: With probability βc do:
13: cu ← c; c ← c ∪ {u} ; nc, −v ← nc, −v + 1, ∀v �= u.
14: end for
15: end for
16: end function

Algorithm 3. Update DP
Input: xU , Gk

0 ,
{
cU,b,k

}
b=1,...,B

Output: Gk+1
0 , αk+1

1: Compute Gk+1
0 (.) and αk+1 as follows

2: function

3: Gk+1
0 (.) = 1

B

B∑

b=1

∑

c∈cU,b,k

nc,b,k

|U| Gk
0 (.|xc)

4:

5: αk+1 = arg min
α∈R

∣
∣
∣
∣∣

|U|∑

i=1

α
α+i−1

− 1
B

B∑

b=1

Nb

∣
∣
∣
∣∣

6:
7: end function
8: where nc,b,k is the size of cluster c ∈ c(U,b,k), and Nb is the total number of (non-

empty) clusters in cU,b,k.

covered by each base station and also get the corresponding Cumulative Distri-
bution Function (CDF)) curve as is shown in Fig. 2 (right). From Fig. 2 (right),
we can see that 50% base stations cover less than 0.78 square kilometers. By
analyzing the user trajectories, we attain the transition kernels for each user.
Then the probability distribution that all users move among different base sta-
tions is obtained as is shown in Fig. 3. As can be observed, both residential area
and entertainment area are visited most frequently when individuals shift among
base stations. In particular, both educational and scenic areas have a high degree
of relevance to entertainment area. When predicting the base station type of the
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next location of 596 users by cluster-aided mobility prediction algorithm, 310
users are predicted accurately and the accuracy rate reaches 52%. These results
are higher than previous research on mobility prediction.

Voronoi polygons of all base stations
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Fig. 2. All base stations’ coverage area obtained through Voronoi diagram (left) and
the corresponding CDF curve (right)

Issue concerning large population is one of the most challenging problems for
the society today. Recently, the accelerated urbanization has exacerbated urban
problems. Researches about urban population may bring about new insights
for urban problems. It is known that the distribution of population in cities
within 24 h may vary greatly. It is of great significance to foresee the aggregation
of the population concerned in advance since the corresponding early warning
mechanism [21]. which has been put forward will be more effective.

Xu et al. used the cellular network data to estimate Real-time population
[3]. Their idea is to use the number of users connected to base stations sampled
at given time. Then a specific model between the sampled population and the
actual population is established. In the model put forward, the source of the
sample data is exactly the number of connections detected by the base station
at that moment. However, if a user’s device is not connected to the base station
at the sampling time, but actually they are in the base station area, they are
omitted. The location of users who does not interact with base stations may
be estimated, taking advantage of the trajectory prediction method proposed in
this paper. Based on our research, historical cellular data for all users and POI
information can assist the prediction on where a particular user may appear in
the future. Therefore, for those who are leaved out at the sampling time, we
can predict their most likely position. Fusing this forecast data with the sample
data together as the observed data can increase its proximity with the actual
population in the sample data, and the accuracy of the population distribution
estimation may be promoted. Given that all of these data sources are real-time,
predicting the population’s dynamic distribution is highly practical.
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Fig. 3. The transition probability distribution of users from different types of bases

5 Related Work

With the development of the communication industry and the proliferation of
smartphones, an abundance of temporal and spatial information regarding users’
location are accessible to researches and are intensively studied by researches,
which have brought about fruitful insights on human mobility behavior. Related
work from three aspects will be introduced as followings.

5.1 Various Data Types Generated from Smartphones

A variety of data types can be generated from a smartphone, e.g. GPS traces,
connection records generated from Apps, cellular data collected by base stations,
etc. Fang et al. detected popular user mobility patterns by transforming the
GPS trajectories into POI trajectories [22]. Wirz et al. predicted crowd density
and crowd velocity before serious crowding evens occurred with a dataset of
volunteers who reported their surrounding environment periodically utilizing
smartphones [23]. Noulas et al. successfully predicted certain users’ activities by
formulating their communication patterns using their check-in data generated
from a special App [24]. Calabrese et al. proposed a new real-time system to
estimate urban traffic using a dataset of network bandwidth usage records [25].
These data above needs to be collected from certain volunteers through Apps or
GPS sensors on their smartphones, which costs a great deal of time and money,
resulting in small number of attendees and low reliability of human mobility
patterns. By contrast, the real cellular data could be collected by base stations
without installing additional hardware or software on smartphones and they can
provide almost continuous trajectories of enough users with large amounts of
information, which makes human mobility patterns exploiting credibly possible.
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5.2 Researches Based on Trajectories of Users

As more user trajectories are accessible to researches, exploration of human’s
mobility pattern and recommendation of interesting places based on their tra-
jectories are boosted. Isaacman et al. [26] manage to discover important places
of a person according to the individual trajectory. Fan et al. [6] speculate users’
collective movement when encountering unusual crowd incident. Zheng et al. [27]
built a tree-based hierarchical graph (TBHG) model to recommend interesting
locations to users. Yoon et al. [28] propose an algorithm that takes advantage of
multiple users’ trajectories in a city to provide itinerary tour routing for those
who are not familiar with the city.

5.3 Intensive Study on Human Mobility Prediction

As for the methods of trajectory prediction, Zonoozi et al. [29] developed a
mathematical formulation to track mobile movement systematically. Calabrese
et al. [30] put forward an idea that utilizing geographical features of collective
behavior such as land use, POI could be effective regarding mobility prediction.

6 Conclusion

In this paper, POI information of the cellular towers is taken into consideration
to adjust the weight parameters of the predicted results, and the rationality and
precision are improved significantly. The POIs information is utilized to divide
cellular towers into seven categories, which makes it achievable to predict the
target users’ next possible function area. The DP mixture model is applied to
identify similarity between different users, and the resemblance of the users is
used to predict the users’ locations precisely. The experimental results verify
the performance of our proposed scheme, and the proposed method is highly
adaptive and precise when being utilized to predict users’ mobility trajectories.
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Abstract. In the environment of big data, analyzing internet user behavior has
become a research hot spot. By profiling the normal online behavior data of
network users to learn their online habits and preferences, is not only helpful to
provide network users with more efficient and personalized network services,
but also to update the network security policies. Because there is no identifi-
cation of network users in network management, network administrators need to
develop and deliver relevant network services manually to user base on the
network user Internet Protocol (IP) address. Therefore, this paper proposes the
utilization of deep learning technology to identify network user automatically
after fully understand the behavior of network user. At the first, a network
identification model based on Deep Belief Network (DBN) is proposed. Then,
we apply the Tensorflow framework to construct a DBN model suitable for
network user identification. Finally, an experiment with real data set was
undertaken upon the model to verify its accuracy on identifying network users.
It is found that DBN-based identification model can achieve a high classification
accuracy of user identity by constructing deep network structure.

Keywords: Deep learning � Deep belief network � User behavior profile

1 Introduction

Today, in the environment big data, profiling network users’ behavior has attracted
many research organizations and network security researchers. By analyzing the traffic
characteristics of network users, it is possible to understand their online behavioral
habits and preferences, so as to provide the network users with more efficient and
personalized network services and bring about a better using experience. Meanwhile, it
can also provide a basis for updating network security policies.
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At present, the research on behavioral profiling of internet users mainly focuses on
two directions [13]: abnormally behavior analysis and normal behavioral preference
profile. Abnormal behavioral analysis of network users is to find the data information
that does not within “normal behavioral pattern” scale. Accordingly, we can achieve
the goal to maintain network security and prevent potential threats. Another research
direction–analysis of network user behavioral preference has been widely developed on
the internet. The purpose of this analysis is mainly to provide users with accurate
marketing service and then produce network service [2] of high quality.

Most of the research on network users’ behavior is to make required statistic or
predictive analysis upon their normal online behavioral data, except of making auto-
matic identification of network users. When developing and issuing network services
strategy, they need to do this manually according to the network user’s IP address.
However, the user’s IP address may change dynamically, which requires network
administrators to identify artificially. This obviously increases the workload of network
administrators. Besides, excessive human intervention will increase the probability of
making mistake in managing network. Therefore, this paper proposes the applying of
deep learning technique to identify network users automatically.

The remainder of the paper is structured as follows: Sect. 2 reviews the related
research on network behavioral profiling. Section 3 explains the network identification
model based on Deep Belief Network (DBN) [12], including its training phase and
classification phase. The details about how to use the Tensorflow framework [6] to
build the DBN-based model, how to construct data set and how to determine model
parameters are presented in Sect. 4, followed by an experiment in Sect. 5-examining
the classification accuracy of the model with test dataset. The last section is the con-
clusions of this article.

2 Related Research

At present, the research on behavioral profile of internet users mainly focuses on two
fields: abnormal behavior and normal behavioral preferences. The common method of
profiling network users’ behavior is using cluster to profile. Celebi [4] improved the
performance of the k-means clustering algorithm by applying windowing techniques to
the clustering process. Tan [11] introduced an implicit semi-Markov model into a
piece-wise k-means algorithm to train the algorithm. Ayeldeen [3] utilized vocabulary-
similarity based k-means algorithm to improve the accuracy of estimation of the
similarity. Ruijuan [10] proposed a user abnormal behavior profiling approach based on
neural network clustering to solve the over-fitting and flooding of feature information.
Guan [5] proposed and implemented to profile user behavioral preferences based on
Hadoop distribution platform. Researchers [9] proposed a personalized service pattern
of library that can capture readers’ characteristics accurately. This pattern can provide
readers with efficient and economical personalized service and have a high user sat-
isfaction. Ma and other researchers [1] proposed an improved BP [8] neural network
algorithm based on artificial bee colony algorithm, which can improve the efficiency
and accuracy of profiling different users’ behavior effectively.
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This paper proposes for the first time to apply deep learning technology to learn the
underlying relationships among user’s behavior characteristics, so as to achieve a high
identification precision of network user. Whilst it may provide a reference for further
study about applying deep learning technology to network users’ behavior analysis.

3 Construction of Users’ Identification Model

This section bases on the TensorFlow framework to build a DBN-based model for
network users identification. Its structure is divided into four parts: data collection, data
pre-processing, determination of the model-parameters and training of the DBN-based
model. First, construct an initialized DBN-based model with the TensorFlow. Second,
we determine the number of hidden nodes and hidden layers of the DBN-based model
through experiments. Then use the training dataset to train the DBN-based model,
including unsupervised training [7] and supervised training [8]. After training, we
obtain the DBN-based model with better weight parameters. Finally, utilize the test
dataset to evaluate the classified effect of the DBN-based model. The input of the
model is real network traffic data of a college. The output of the model are three
categories, representing teachers, postgraduates and undergraduates respectively.

3.1 Data Collection

In this experiment, the traffic data from college’s user generated over a seven-day
period was used as the dataset utilized by the network user identification model based
on deep learning. In order to profile the behavioral characteristics of network users
better, we will use sFlow art to collect network traffic data. The dataset is then divided
into seven sub-sets (i.e., the Dataset1–Dataset7); each data set contains 50000 streams.

3.2 Data Pre-processing

Since the network traffic data may present problems in format, information integrity
and so on, the raw network traffic information we obtained can’t be used directly as the
input for the research model. So firstly, this experiment processes the packet by
cleaning data noise, filling missing value and operating redundant data; These datasets
contain features and tags. Eigenvalues of high quality are the premise of model clas-
sification experiments; the quality of feature values will directly affect the classification
effect of the model. When examining the identification performance of the model, we
need to compare the output of the model with the tags of the test dataset. Therefore, we
have to normalize the feature sets and carry on one-hot encoding upon the tag sets to
make the dataset suitable for the input of the model. Then use the processed data-
Dataset1–Dataset2 as the unsupervised training data set (without labels) for model;
select a single Dataset3 set of data (including tag) for supervised fine-tune phase;
Dataset4–Dataset7 are used as the test data set (with label) for examining model
performance.

Features of the datasets are as those extracted in reference [3] of its network user
behavioral profiling. See features detail in Table 1.
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We select 3 types of identities: teachers, graduates and undergraduates as the data
label; we collect 15 IPs previously, 5 IPs of each identity-type. The specific data is as
the Table 2 below.

3.3 Determination of the Model Parameters

Before the unsupervised training of DBN-based model, we need to determine the
number of hidden nodes and hidden layers. The number of hidden layer nodes will
affect the model’s effect on the abstract expression of features; the number of hidden
layers will be directly related to the depth of the DBN-based model. And the increase in
the number of hidden layers is conducive to a more comprehensive study of the
characteristics. Since the problem of taking the number of different nodes and different
hidden layers into account together is complicated, this section will firstly study the
determination of the number of suitable hidden nodes when the model contains two
hidden layers. Then, when the number of hidden nodes is appropriate, we study the
appropriate number of hidden layers.

Determination of the Number of Hidden Nodes
At the first step, we can obtain its value in a range with reference to empirical formula
(e.g., formula 1) that conventional neural networks utilized for determining the number
of hidden nodes of each layer. Through several times of experimental comparison
about the classification effect among models which vary in the number of hidden nodes,
we can eventually acquire the number of hidden nodes corresponding to the model with
the best classification performance; put it as the numerical value for later experiment.

We select the DBN-based model only containing 2 hidden layers as initial model.
After calculating with the formula 1 we get the range of n, [1, 14]; we set numerical
values of n as consecutive integer in the range of 1 to 14. In order to perform fully
comparable experiment, we selected another 6 points-16, 20, 21, 22, 26, 30.

Table 1. Features of experimental dataset

Time stamp Source IP address Destination IP address

Agreement type Flow size

Table 2. Experimental tag

Teacher Postgraduate Undergraduate

Label IP Label IP Label IP
1 10.20.0.161 6 10.20.216.158 11 10.20.3.168
2 10.20.0.164 7 10.20.216.21 12 10.20.3.172
3 10.20.0.200 8 10.20.216.77 13 10.20.3.173
4 10.20.216.31 9 10.20.216.67 14 10.20.3.174
5 10.20.1.42 10 10.20.216.78 15 10.20.3.184
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n ¼ ffiffiffiffiffiffiffiffiffiffiffiffi

mþ p
p þ a ð1Þ

In the equation above, “m” represents the number of input feature items; “p” stands
for the number of output label items; “n” is the number of hidden layer nodes, and a
symbolizes an integer within [1, 10].

When there is difference in the number of different hidden layer nodes, the overall
classification accuracy of the model will be variant; the result is shown in Fig. 1 below.
The sum of the unsupervised and supervised training time of the model is used as the
total training time of the model. The total training time of the models containing
different number of hidden nodes is compared and shown in Fig. 2 below.

As what’s shown in Fig. 1, in the range of [1, 7], the classification accuracy rate of
the model grows rapidly, and then slows down. When n = 11, the classification
accuracy of the model reached a maximum of about 98.4%.
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On the basis of the result in Fig. 2, we may come to the conclusion that with the
growth in the number of hidden nodes, the total run-time of the models is increasing.
Especially when n > 11, its total run-time would be in a faster growing trend. Due to
this, we set the number of hidden layer nodes applied to the DBN-based model to 11
(i.e., n = 11).

Determination of the Number of Hidden Layers
The number of hidden layers will directly affect the depth of the DBN model. The
researchers [10] proved that the accuracy of the classification can be further improved
by increasing the number of hidden layers of the DBN model to improve the
abstraction ability of the data features. But not the more the number of hidden layers is,
the better the classification effect will be.

According to the analysis before, the number of hidden nodes of each layer is set to
11. We will train the model respectively with different number of hidden layers, from 1
to 6. By having train on DBN-based models containing different number of hidden
layers, we can obtain a group of corresponding DBN-based models. Then use the test
dataset-Dataset 4–Dataset7 (Including tags) to examine those DBN-based models
respectively; analyze the classification accuracy and total running time of different
models so as to select the proper number of hidden layers corresponding to the model
that achieves better classification effect as the final number of hidden layers for the
DBN-based model. Table 3 shows the details about the classification accuracy and total
running time of different numbers of hidden layers.

It can be seen from the table above that the total running time of every DBN-based
models with 11 nodes of each hidden layer increases as the number of hidden layers
grows. However, the classification accuracy of models increases first and then
decreases with the increase of the number of hidden layers. When the number of hidden
layers is n = 4, the classification accuracy of the model reaches the highest value of
about 98%. And when n = 4, the running time of model is about 502 s. The time
consumption is not big. Therefore, this chapter determines to build a DBN-based model
with 4 hidden layers.

As the demonstration above, through the analysis of many experimental results, this
paper finally determines to train the DBN-based model with 4 hidden layers and 11
hidden nodes of each hidden layer.

Table 3. Performance of the models

The number of hidden layers Classification accuracy Running time (s)

1 93.2% 201.1
2 95.1% 308.7
3 96.4% 446.5
4 98.1% 502.2
5 96.7% 593.7
6 94.6% 742.2
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3.4 Training Phase of the Model

Process training on the constructed DBN-based model. The first step is to carry on
unsupervised training with unlabeled-datasets, constructing a model initially. Then
utilize Dataset3 (including tag) to adjust the model after being processed unsupervised
training. That is, the weights trained in the unsupervised phase are transferred to the BP
neural network for reverse fine-tuning of the DBN-based model. As a result, a fully
trained DBN-based model is obtained which means we have constructed a complete
identification model based on DBN.

4 Performance Examination of the Model

4.1 Experimental Environment

The experimental platform for this paper is an Intel Core i5 processor with a 3.3 GHz,
14.0 GB memory on a HP computer running window 10 (64 bit) operating system.
This paper uses the TensorFlow framework to build the DBN-based model, in which all
DBN-based algorithms are implemented in Python language.

Specific version of the software tools used herein is Tensorflow1.2.1, Python3.5.1.

4.2 Experimental Data and Results

In this experiment, we collect the data according to the method described in Sect. 3.1,
and then pre-process the collected data according to the method in Sect. 3.2 of this
paper. Thereafter, 4 labeled datasets-Dataset4–Dataset7 are utilized as the test dataset to
process validation on previously trained DBN-based model. Figure 3 presents the
results about classification accuracy of the model we come to.

From the Fig. 3 above it may be seen, for different sets of data, the classification
precision of the same model is various. This is the result of the difference in distribution
of network user categories each dataset contained. It can be learned from the figure that
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the DBN-based model has a classification accuracy of over 95% for these four data sets
and a maximum of 98%. Experimental results show that DBN-based model has a high
accuracy for network user identification.

5 Conclusions

Aiming at the deficiencies of prior art in network users’ identification, combining with
the current prevalence of deep learning, this paper presents a study on DBN-based
network users’ identification. Deep learning technology is applied to identify network
users and to find the underlying relationships among the behavioral characteristics of
network users. Thus, improve the accuracy of network user identification. And utilizes
the real traffic data of a college as the research object. The final experimental results show
that the DBN-based model can achieve a high classification accuracy of network users.
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Abstract. The non-line-of-sight (NLOS) error is a major error source in
wireless localization. Therefore, an improved constrained least-squares (CLS)
algorithm is put forward to tackle this issue, where the positioning problem is
formulated as a mathematical programming problem. And then, the cost func-
tion of the optimization is studied and a new one is proposed. Finally, through
the presented optimization, we try to minimize the positioning influence of
NLOS errors. Moreover, the studied method does not depend on a particular
distribution of the NLOS error. Simulation results show that the positioning
accuracy is significantly improved over traditional CLS algorithms, even under
highly NLOS conditions.

Keywords: Wireless localization � Non-line-of-sight error
Constrained least squares � Time of arrival

1 Introduction

With the rapid developments of mobile Internet, smart city and intelligent home, the
wireless positioning technology had been an unprecedented strong concern. The
wireless positioning systems in cellular networks usually located a mobile station
(MS) by measuring radio signals between the MS and base stations (BS), which was
specifically necessary for the safety-aided positioning system. Generally, the local-
ization methods might concern the received signal strength (RSS) [1], time of arrival
(TOA), time difference of arrival (TDOA), angle of arrival (AOA), or hybrid of them
[2, 3]. Since the TOA method is most popular and simple [4], we focus on this kind of
method in our study.

If a line of sight (LOS) propagation exists between the MS and BSs, a high
localization accuracy can be achieved [5]. However, the wireless network (including
the cellular network) propagation may be affected by a lot of obstacles so as to cause
the signal refraction and scattering in the event of obstacles, i.e., the non-line-of-sight
(NLOS) propagation. There had been some literatures on how to mitigate NLOS errors,
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such as the two-step maximum-likelihood (ML) algorithm [6], which produced high
accuracy when the NLOS error is not significant [7, 8]. Besides, a robust NLOS error
mitigation method via second-order cone relaxation was studied in [9], where the worst
NLOS error model was chosen as the Gaussian distributions. In general, the algorithms
mitigating NLOS errors could be divided into two classes. The first one was to identify
BS with LOS or NLOS propagation, and then exploited only the LOS BS to estimate
the MS position [10]. However, this kind of algorithm usually required three more LOS
BSs. The second kind of algorithm was to employ the optimization theory to find the
optimal solution of MS position, as those done in [9, 11], where the performance
improvements was limited if the NLOS distribution was unknown [12].

In order to tackle above issues, we propose an improved constraint least-squares
(CLS) algorithm, where the geometric relations between MS and BS are employed as
the constraints and a new cost function is presented as well. The whole localization
problem is formulated as an optimization problem. Besides, a grouping operation is
proposed to further improve the localization performance. Thus our contributions lie on
two aspects, i.e., the new CLS model and the grouping improvement. The simulation
results show that the proposed algorithm is superior to the traditional methods.

2 Basic Model

2.1 NLOS Measurement Model

The TOA method measures the range between each BS and the MS which is to be
located. By incorporating the influences of NLOS propagation, we define the ranging
measurement as

ri ¼ di þNLOSi þ ni; i ¼ 1; 2; 3. . .;M ð1Þ

where M, NLOSi and ni represent the BS number, the NLOS error and the measurement
noise, respectively. (here the measured noise value is much smaller than the NLOS
error) Note that the noise is modeled as a zero-mean Gaussian process with standard
deviation r. In (1), we have

di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� xiÞ2 þðy� yiÞ2
q

; i ¼ 1; 2; 3. . .M ð2Þ

where ðxi; yiÞ and ðx; yÞ denote the coordinate of i-th BS and the targeted MS.

2.2 The Constrained Least Squares Algorithm

In order to mitigate the influence of NLOS error, the traditional algorithm based on the
optimization theory try to find an optimal solution within the feasible range (FR), i.e.,

minimize functionðXÞ
subject to constraints

ð3Þ
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where functionðXÞ represents the cost function. Generally, different cost functions lead
to different positioning accuracy.

If it is in the LOS environment, we have

ri ¼ di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� xiÞ2 þðy� yiÞ2
q

ð4Þ

It is equivalent to

r2i � Ki ¼ �2xix� 2yiyþ x2 þ y2 ð5Þ

where Ki ¼ x2i þ y2i .
Taking into account of NLOS environment, we have

di ¼ airi ð6Þ

Where ai � 1. Hence, the following expression can be derived as

r2i � Ki � � 2xix� 2yiyþ x2 þ y2 ð7Þ

It’s matrix form can be written as

h�Gz

where

h ¼
r21 � K1

r22 � K2

..

.

r2M � KM

2

6

6

6

4

3

7

7

7

5

;G ¼
�2x1;�2y1; 1
�2x2;�2y2; 1

..

.

�2xM ;�2yM ; 1

2

6

6

6

4

3

7

7

7

5

; z ¼
x

y

R

2

6

4

3

7

5

ð8Þ

where R ¼ x2 þ y2 in theory. But this equation will be broken in real-world applications
due to the influence of NLOS error and measurement noise. Accordingly, next section
we will propose a new cost function in the CLS localization.

In traditional CLS algorithm [14], the localization problem was expressed as:

min
z

ðh�GzÞTW�1ðh�GzÞ
subject to

Gz� h
ð9Þ

Where W ¼ E½wwT � ¼ 4c2BQB; B ¼ diagðd1; . . .; dMÞ

Q ¼ diagðr21; . . .; r2MÞ:
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Here Q represents the measurement error variance. As we know, in reality the
entries in the diagonal of B are unknown. Therefore, we can use measured values
instead of the true values for estimating, then using this initial solution and afterwards
get a further accurate result iterationly until it reaches convergence.

3 Improved Constrained Least-Squares Algorithm

3.1 The New Cost Function in CLS Mode

As indicated previously, if the cost function of (9) is changed, the resulted new opti-
mization problem will produce different positioning accuracy. Moreover, we have
mentioned that R equals x2 þ y2 in theory, but the non-ideal factors, such as NLOS
error and measurement noise, make the equation be broken. Besides, the higher extent
of non-ideal factor lead to the larger deviation. Hence, our study takes into consider-
ation a novel cost function as:

function ¼ zTpzþ qz ð10Þ

where

p ¼
1 0 0
0 1 0
0 0 0

2

4

3

5; q ¼ 0 0 �1½ �; z ¼ ðx; y;RÞT ð11Þ

Here z is a vector containing unknowns, then the improved CLS algorithm can be
rewritten as:

min
z

zTpzþ qz

subject to
Gz� h

ð12Þ

Figure 1 presents a preliminary performance for (12), where the standard deviation
of measurement noise is 20 m and the NLOS error is uniformly distributed in 0–300 m.
We can compare the positioning accuracy of the constrained least squares algorithm
under two different objective functions. After simulation comparison, we clearly see
that the performance of model (12) outperforms that of model (9). For example, when
the cumulative distributed probability is 0.9, the localization error of model (12) is
about 180 m, while it is 240 m for model (9).

Figure 2 further compares the performance of two CLS methods. However, we find
different observations from those of Fig. 1. From Fig. 2, we explicitly see that these
two methods produce nearly the same performance, which means that the proposed
new cost function is not suitable for three more BSs.
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3.2 The Grouping Improvement

According to the above analysis and observation, we must release the limitation of BS
number for model (12). A simple grouping method can be applied here, i.e.,

(1) Participating the BSs into N three-BS groups. In our study, N ¼ C3
5.

(2) Estimating MS positions for every BS groups through the linear line of position
(LLOP) algorithm [14].

(3) Calculating the cost function (10) for each BS group.
(4) Sorting the cost function values.
(5) Choosing five BS groups with least costs. Since each BS group produces a MS

position estimation, there are five MS estimates:
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Fig. 1. Comparisons of two CLS methods: three BSs
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Fig. 2. Comparisons of two CLS methods: four BSs
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MS1 : ðx̂1; ŷ1Þ;
MS2 : ðx̂2; ŷ2Þ;
MS3 : ðx̂3; ŷ3Þ;
MS4 : ðx̂4; ŷ4Þ;
MS5 : ðx̂5; ŷ5Þ;

ð13Þ

(6) Averaging all MS estimates to obtain the final MS estimation, i.e.,

bx ¼ bx1 þbx2 þbx3 þbx4 þbx5
5

by ¼ by1 þby2 þby3 þby4 þby5
5

ð14Þ

4 Simulation and Analysis

In the simulations, we concern the classical five BS topology [11]. Moreover, we divide
this topology into two cases to study effects of BS number:

• Case 1: three BSs at

ð0; 0Þ; ð1=2 � r;
ffiffiffi

3
p

=2 � rÞ; ðr; 0Þ

• Case 2: five BSs at

ð0; 0Þ; ð1=2 � r; ffiffiffi

3
p

=2 � rÞ; ðr; 0Þ;
ð�r; 0Þ; ð�1=2 � r; ffiffiffi

3
p

=2 � rÞ

where r denotes the cell diameter, and it is 1000 meters in our simulations. Note
that the topology of case 1 is the same as that applied for Figs. 1 and 2. Moreover, the
standard deviation of measured noise leads to r ¼ 20m, and the NLOS error is
modeled as a random variable uniformly distributed in 150– 450 m. We must point out
that the NLOS scenario employed here is much worse than that in Fig. 1. Besides, the
MS position is randomly produced in the area enclosed by the base stations.

There are four algorithms are compared, such as the TOA least squares (TOA LS)
algorithm, the TOA CLS algorithm, the range scaling algorithm (RSA) [15] and the
proposed algorithm. The simulation results are shown as follows, where each simu-
lation includes two hundred runs.

We can see from Fig. 3 that the proposed method has more than 90% probability
that the positioning error is less than 300 m, which has higher accuracy than the
original CLS method, and produces similar performance of the RSA method. However,
since the NLOS error is obviously enlarged, the CDF of Fig. 3 is much worse than that
in Fig. 1. Hence, we need more BSs to combat the serious NLOS corruption.
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Figure 4 shows the CDF performance at five-BS topology. From it, we explicitly
see that the increase of BS number significantly improve the proposed algorithm, while
the RSA method remains nearly invariable CDF. We can concluded from Fig. 1 plus
Fig. 4 that the increase of BS number can make the proposed algorithm be workable
with more NLOS corruptions.

Next we will address the influence of the maximal NLOS error in case 2, where we
denote the maximal NLOS error as the variable MAX. Then MAX takes value from
200–500, and the standard deviation of measured noise remains 20 m.
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Fig. 3. Probability performance comparisons: three BSs
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Figure 5 compares the root-mean-square-error (RMSE) of different methods, where
the proposed method performs the best among all methods. Moreover, the results
demonstrate that the CLS method is better than the RSA method for a smaller MAX.

5 Conclusion and Discussion

This paper proposes an improved CLS method to estimate the MS position in the
wireless network, where the cost function is modified compared with the conventional
CLS method. Moreover, a grouping method is proposed to further improve the CLS
method.

Through the analysis and comparison of the above simulation results, we can see
the proposed method’s positioning accuracy outperforms the other three methods,
especially for the scenarios with serious NLOS corruptions and large BS numbers.
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Abstract. The HEVC greatly improves coding efficiency. However, this
is accompanied by an increase in the complexity of the coding calculation,
which is higher than H.264. We find that there are several features that
are highly correlated with the CU’s best split decision in inter predic-
tion. As a result, we choose decision trees to solve the splitting decision
problem. We implement the decision trees on official software HM16.2
and test the algorithm on the testing set. Experiments indicate that the
fast decision algorithm improve the coding performance more efficiently
than some existing algorithms.

Keywords: HEVC · Inter prediction · Data mining · Decision trees

1 Introduction

The performance of HEVC in many aspects is better than previous standards
with more flexible data structures and other new technologies [1]. The improved
intra prediction and inter prediction technology has greatly improved accuracy
in sample prediction and so on. Nevertheless, these improvements result in a
significant increase in coding computational complexity [2].

For each frame of the input encoder, it is divided into some block CTUs
(Coding Tree Units). The coding trees are used to divide CTUs into multiple
CUs (coding units). CU is the leaf node of a coding tree, and a CU can contain
one or more PUs(prediction unit). There are nine division modes in the inter
mode, including three square shapes (MSM, 2Nx2N, NN), two rectangular shapes
(2NN, N2N), and four asymmetrical shapes (2NnU, 2N nD, nL2N, nR2N) which
are presented in Fig. 1.
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Fig. 1. PU partition modes

In this paper, we make use of a few new features and Correa’s original features
to establish four decision trees which are aimed to determine whether CU is seg-
mented into smaller PUs in inter prediction. The reminder is arranged as follows:
Sect. 2 introduces our motivation and overview of related work. Section 3 presents
the fast decision algorithm with decision trees. Section 4 shows the experimental
results. Finally, we do a summary of the full text in Sect. 5.

2 Motivation and Related Work

Numerous papers have studied the algorithms on reduction of computation com-
plexity of HEVC encoders. By using top omitting and bottom pruning, Guo [3]
present an algorithm based on subtree distribution. Xiong [4] proposed an algo-
rithm based on SAD estimation. Zhong [5] proposed an algorithm about CU
segmentation between adjacent frames. However, all these works bring about
losses related to R-D efficiency, and the losses can not be ignored.

All prediction modes are performed in the encoder, and eventually the divi-
sion between the modes is not equal. Figure 2 is a graph of the probability
distribution of each mode of the CU. The figure indicates that most of 8× 8 and
16× 16 CUs are encoded as MSM. All modes are tested, which wastes a lot of
time. Nevertheless, the increase of R-D costs is great, when we directly delete
other modes from Table 3 in Sect. 4. If we can precisely predict the split situation
of CU, once the prediction results that the current CU has to be encoded as only
one PU, the remaining partition modes can be directly ignored without being
tested. This will effectively reduce the coding time for inter prediction without
significantly affecting coding efficiency.

Related research was proposed by Correa [8,9] and Li [10], which used
machine learning to reduce the computational the coding complexity. They con-
ducted some data analysis and selected some of the features associated with CU
splitting. Finally, they used machine learning as a tool to leverage these features
to build decision trees which could predict whether each CU would be split into
smaller PUs. This algorithm selects some more comprehensive features, reducing
the computational complexity while maintaining a low loss of R-D efficiency.
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Fig. 2. Partition modes in inter prediction

3 Fast Algorithm Based on Data Mining

3.1 Data Analysis and Optimization

Data Mining is a procedure of analyzing multiple data, and gathering it into
valuable information and modes. Supervised learning is one class of data mining
[11], which is in connection with the involving algorithm in this paper. Decision
trees [12] are models built through predictive Supervised Learning.Decision trees
are built by using C4.5 algorithm [13] to obtain encoding optimization.

The encoding features are revealed in this subsection by presenting a series
of statistics, and we optimized these features to obtain four accurate decision
trees.

In order to obtain features that contribute to CU splitting decisions, many
attributes are listed below. In [8,9], Correa thinks that some features (2Nx2N
and MSM mode RD cost, 2Nx2N and MSM mode residue cost, the RD cost ratio
between 2Nx2N and MSM mode, and splitting decision in CU of previous tree
depth) are highly correlated with the split situation. Besides those mentioned by
Correa, we found that the lower of MSM mode RD-cost and the lower of 2Nx2N
mode RD-cost, the MV of 2Nx2N PU mode and the MV of MSM PU mode are
highly correlated with the best PU partition decision.

We use the relevant features in 1616 CU of the FourPeople sequence as an
example for analysis. As shown in Fig. 3, whether it is the MSM mode or the
2Nx2N mode, the RD cost of CU that is not divided into multiple PUs is much
smaller than which is divided into multiple PUs. It is undeniable that the range
of the rate distortion value is closely related to the features of test sequences such
as resolution, texture information, motion information and so on. Therefore, we
need to normalize these features. We can find that when the ratio is smaller, the
likelihood of no-splitting is higher in Fig. 4 which is similar to other size CUs.

We found MV plays an important role in the PU mode selection. To simplify
the calculation of the absolute MV, we only use the absolute values of the x and y
MV directions, as shown in (1). MVx means the horizontal value of MV, and MVy
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Fig. 3. The lower of RD cost Fig. 4. Normal ratio

means the vertical value of MV, and we need to normalize these features. From
Figs. 5 and 6, it is noticed to the normalized MVabs present a high correlation
with CU-splitting. At last, we decide to combine the features of MV and the
lower of normalized MSM mode and normalized 2Nx2N mode RD-cost in our
algorithm.

MVabs = |MVx| + |MVy| (1)

Fig. 5. CU not splitting and MV of
normal MSM

Fig. 6. CU not splitting and MV of
normal 2Nx2N

3.2 Implementation of Decision Trees

The features chosen by previous analysis are as follows abs 2Nx2N var (absolute
2Nx2N residue variance), nor 2Nx2N var (normalized 2Nx2N residue variance),
abs mv MSM (absolute MSM MVabs), nor mv MSM (normalized MSM MVabs),
abs mv 2Nx2N (absolute 2Nx2N MVabs), nor mv 2Nx2N (normalized 2Nx2N
MVabs) and Nei Depth (the CU depth).
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Fig. 7. 32× 32 decision tree

Four different decision trees are built from four kinds of different sizes CUs
in inter prediction. For fairness [14], we randomly select a data set, half of which
consists of splitting CU and the other consists of no-splitting CU from the train-
ing sequence data set in Table 2. We use WEKA [15] to build decision trees.
Figure 7 displays the obtained 32× 32 decision tree. We have a test on the accu-
racy of the decision trees to evaluate these trees. From Table 1, we find they
have high accuracy, but the decision tree of 64× 64 is relatively less accurate
than other trees because 64× 64 decision tree has no Usplit attribute. The deci-
sion trees are within six layers with low complexity, so computational complexity
can be hardly increased when we apply the decision trees into HM encoder.

Table 1. The accuracy of my decision trees

CU size Accuracy Node num Leave num Layer

64× 64 76.96% 15 8 5

32× 32 81.33% 17 9 6

16× 16 85.47% 19 10 6

8× 8 89.35% 11 6 5

4 Experimental Results and Analysis

4.1 Experimental Environment

On the latest version of the official reference software HM16.2, we applied this
decision algorithm. In the following, we list computer parameters: CPU of i7-
7700, frequency of 3.6 GHz and system of win10.

The video coding standard gives us a series of standard video sequences.
These video test sequences are divided into two parts: train set (BlowingBubbles,
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RaceHorses, BQMall, SlideShow, Johnny, BasketballDrive, ParkScene, Traffic)
and test set (BQSquare, BasketballPass, BasketballDrill, fourpeople, SlideEdit-
ing, Catus, BQTerrace, PeopleOnStreet). In experiments, we use low delay con-
figuration. Each test sequence selected four QPs (22, 27, 32 and 37) to encode
them respectively, so that we can get average data among the four conditions
for every test sequence.

In order to evaluate this algorithm proposed, we compare three encoder ver-
sions: the original HM16.2, the simple HM16.2 and the modified HM16.2 with
only MSM and 2Nx2N modes enabled. Finally we used CCR and BD-rate to
make a comparison among these algorithms.

4.2 Experimental Results

The results of 8 sequences encoded with the simple encoders are shown in Table 2.
The results of 8 sequences encoded with our proposed encoders are presented in
Table 3.

From Table 2, the simple encoder increases average BD-rate by 4.08%, and
reduces encoding time by 55.94% in contrast to the original HM 16.2 software
model. From Table 3, our proposed algorithm increases average BD-rate by 0.25%
and reduces encoding time by 30.18% compared to the original HM 16.2 software
model. Average BD-rate of our proposed is 16.32 times smaller than simple
algorithm. The BD-rate/CCR of the proposed encoder is 7.3 times smaller than
the simple. The BD-PSNR/CCR is 10 times smaller than the simple, which
means that our proposed algorithm reduces complexity efficiently with negligible
loss.

Table 2. The simple method

Sequence CCR(%) BD-rate(%) BD-PSNR(%) BD-rate/CCR(%) BD-PSNR/CCR(%)

BasketballPass 56.35 7.64 −0.33 13.56 −0.59

BQSqure 55.615 5.99 −0.22 10.77 −0.40

BasketballDrill 52.3 2.16 −0.081 1.132 −0.15

FourPeople 56.85 2.699 −0.081 4.132 −0.15

SlideEditing 57.065 2.18 −0.31 3.82 −0.68

Cactus 56.6 2.96 −0.06 5.23 −0.11

BQTerrace 57.02 3.33 −0.056 5.84 −0.1

PeopleOnstreet 57.34 3.23 −0.14 5.63 −0.24

Average 55.94 4.08 −0.18 7.3 −0.33
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Table 3. Our proposed method

Sequence CCR(%) BD-rate(%) BD-PSNR(%) BD-rate/CCR(%) BD-PSNR/CCR(%)

BasketballPass 31.50 0.40 −0.016 1.3 −0.051

BQSqure 20.45 0.21 −0.0090 1.0 −0.044

BasketballDrill 28.15 0.22 −0.0081 0.76 −0.029

FourPeople 38.13 0.22 −0.0063 0.57 −0.017

SlideEditing 45.02 −0.053 0.0060 −0.12 0.013

Cactus 28.05 0.29 −0.0057 1.0 −0.020

BQTerrace 26.55 0.23 −0.0043 0.85 −0.016

PeopleOnstreet 23.61 0.53 −0.024 2.2 −0.10

Average 30.18 0.25 −0.0084 1.0 −0.033

5 Conclusion

In this paper, we introduce Data Mining briefly and regard CU-splitting prob-
lem as classification problem. Then we decide to use decision trees to solve the
classification problem. Finally, the algorithm is proposed in HM16.2 and we
perform experiments related to the test sequences. Based on the above experi-
mental results, we find that this fast decision algorithm can effectively shorten
the encoding time and has little effect on the encoding performance.
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Abstract. Mobile traffic has received much attention within the field
of network security and management due to the rapid development of
mobile networks. Unlike fixed wired workstation traffic, mobile traffic is
mostly carried over HTTP/HTTPS, which brings new challenges to tra-
ditional traffic identification methods. Although there have been some
attempts to address this problem with side-channel traffic information
and machine learning, the effectiveness of these methods majorly depends
on predefined statistics features. In this paper, we presented an approach
based on convolutional neural network without explicit feature extraction
process. And owing to no payload inspection requirement, this method
also works well even encrypted traffic appears. Six instant message appli-
cations are used to verify our approach. The evaluation shows the pro-
posed approach can achieve more than 96% accuracy. Additionally, we
also discussed how this approach performed under real-world conditions.

Keywords: Application identification
Convolutional neural network · Mobile traffic · Encrypted traffic
Network management

1 Introduction

With the proliferation of mobile devices and applications, the composition and
diversity of network traffic changes tremendously. SmartInsights [1] points out
that mobile devices dominate total minutes spent online and Apps drive dom-
inant share of mobile time in all markets. China Statistical Report on Internet
Development [2] reports that mobile internet users account for 96.3% of internet
users in China. Consequently, mobile traffic has overtaken traditional worksta-
tion traffic and occupied a major portion of network traffic. Therefore, mobile
traffic monitoring becomes a real concern for individuals, business and related
organizations.

For instance, with the aid of mobile traffic identification technology, ISP could
figure out which application is using the most bandwidth. Intrusion detection
system could identify malicious traffic, and enterprises could identify and limit
the use of related apps during office hours. It is worth mentioning that only
passive traffic monitor is required during the analysis process.
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There are some problems when handling mobile traffic by traditional identi-
fication methods. Unlike traditional workstation traffic, mobile traffic has some
special characteristics: (1) Mobile traffic is mostly carried over HTTP/HTTPS
which indicates that port-based identification method nearly useless. (2) The
effectiveness of DPI-based methods is diminishing because of encrypted HTTPS
traffic. (3) Traditional workstation traffic has too coarse-grained identification
targets such as protocols or services, while mobile traffic is required to match
with Apps or even particular activities. (4) Technologies include clouding host,
CDN (content distribution network), and third libraries also make server domain
less reliable and the generated traffic more similar. (5) Mobile App markets grow
fast, and Apps update frequently, so the identification method must be scalable.
These features reveal that it is necessary to propose new identification methods
for dealing with mobile traffic.

In recent years, some notable work has used machine learning and traffic
patterns leaked through side-channel information such as packet sizes or time-
related features to identify traffic [3–5]. These methods only employ traffic statis-
tics features and do not involve payload, thus overcoming the problems raised
by random ports and encryption techniques. However, the effectiveness of these
methods depends on the handcrafted features heavily. On the one hand, it’s
difficult to extract abstract traffic features manually. On the other hand, the
classifier’s ability is limited by distinguishing all applications with the same set
of features, given that different application has different distinguishable features.
In addition, most features are complete flow related making real-time identifica-
tion impossible.

To solve the mentioned problems, in this paper, we propose a real-time
mobile traffic identification approach based on two-dimensional convolutional
neural network (2D-CNN). This method only needs raw data as input without
decrypting traffic. And 2D-CNN could extracts features automatically. The main
process is as follows. The raw traffic is first separated into flows according to 5-
tuple (SrcIp, DstIp, SrcPort, DstPort, protocol), and then only the application
layer data of the first five packets with at least a byte of TCP data payload
is reserved. Next, the data is transformed into a two-dimensional image as the
2D-CNN model’ input. In the end, 2D-CNN model gives the prediction.

The main contributions of our work are as follows. Firstly, we present a real-
time mobile traffic identification method based on 2D-CNN, which omits the
feature extraction process and regardless of whether traffic is encrypted. Sec-
ondly, the experimental results show that the proposed method performs better
than the state-of-the-art method Random Forest. Afterwards we also propose
validation threshold to reduce the false positive rate. Finally, we discuss the
influence of background traffic on model accuracy.

The rest of this paper is organized as follows. Section 2 reviews related work.
Section 3 describes the proposed approach including data collection and model
architecture. Section 4 presents results of the experiments and outlines the post-
validation method. The influence of background traffic is discussed in Sect. 4.3.
Section 5 concludes the paper.
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2 Related Work

Current mainstream research of mobile traffic identification could be categorized
into two categories. First one is to generate unique App signatures by tokens
such as User-Agent field in HTTP requests. The Other one focuses on machine
learning.

Xu et al. [6] used User-Agent field in HTTP requests to differentiate apps and
analyze the resource usage. Dai et al. [7] automatically generated apps’ finger-
prints by domain name and HTTP request tokens. AppPrint [8] also discovered
apps’ signatures by parameters in URL or cookies. The limitation of these meth-
ods is that it only works for HTTP traffic which provides these specific tokens.
Additionally, they also cannot distinguish between the traffic generated by the
same third-party effectively.

Thanks to not needing to inspect the payload of traffic, machine learning-
based identification method doesn’t have the problems of the above work. Wang
et al. [9] identified 13 apps by Random Forest with packets size and interval time
features were used. Taylor et al. [10] applied Random Forest to identify 110 apps.
They proposed burst modeling traffic and employed packet sizes as features. This
work also attempted to identify ambiguous traffic that shared among apps. Hasan
et al. [11] extracted the packet sizes patterns of the traffic produced by the first
20s when apps launched and identified thousands of apps. However, the features
used in the above work have obvious concrete sense, whereas the more abstract
features are overlooked.

As a kind of machine learning algorithm, the neural network has the advan-
tage of extracting features automatically. A few impressive studies have applied
CNN to classify mobile traffic. Chen et al. [12] encoded HTTP requests plain text
and trained a 2D-CNN model to identify 20 apps. Deep Packet [13] employed
stacked autoencoder and 1D-CNN to identify and characterize mobile traffic.
Wang et al. [14] considered mobile traffic as a sequential data and therefore uti-
lized 1D-CNN as the classification model. Work [15] comes closer to the work
in this paper, which uses 2D-CNN to classify malware traffic. But we design a
different processing method to generate the input data.

3 Methodology

3.1 Data Collection

To validate the proposed approach, a local dataset is collected by our lab mem-
bers during one month. We selected 6 popular Android instant messaging appli-
cations, and captured these Apps’ traffic by Tpacketcapture [16]. Then Network-
Log [17] is used to label the traffic accurately. Figure 1 depicts the procedure of
data preprocessing.

Firstly, packets are split into flows according to the 5-tuple with the timeout
set to 90s according to experience. Considering apps could use long connection,
so a long connection would be separated into several flows due to the time-
out limitation. We would retain flows which without SYN handshake, but flows
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which have less than two packets with payload are removed. Secondly, flow is
converted into an image which can be easily calculated in the 2D-CNN model.
To identify a flow rapidly, we only employ first five payload carried packets’
application layer data. The reason for retaining only the application layer data
is that the link header does not have App-related information, and IP address
and ports are also not reliable. Then, given that the MTU is mostly set to 1500
bytes, so each packet’s payload can be represented as a 1 * 1500 bytes vector.
Zero padding and Truncation are used if needed. To preserve packet’s direction
information, the bytes from client to server are normalized to [128, 255] and
bytes in the other direction are normalized to [0, 127]. Finally, five packets are
sequentially combined to a 5 * 1500 2D-vector, and converted to an 87 * 87 image
with normalized to range [0, 1]. The details of this dataset after preprocessing
are shown in Table 1.

capture device

....192.168.43.202.111.23.5.164.......

....10.8.0.1.111.23.5.164.......

..192.168.43.202...........50 4f 53 54...
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.111.23.5.164................................
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1500 bytes

87*87

.111.23.5.164........ ....48 54 54 50

Packets

Fig. 1. The procedure of converting raw traffic to CNN input data

Table 1. The processed results of local dataset

Application Flow size

ChaoXin 7185

DingTalk 5936

MoMo 8000

TanTan 7962

WeChat 7991

YiXin 7779

3.2 2D-CNN Architecture

2D-CNN has been successfully applied in the field of image processing. It mainly
includes convolution and sampling layer, which can extract the abstract features
within structured data and then identify the targets. After sufficient experiments
and careful parameters tuning, the 2D-CNN model proposed in this paper is illus-
trated in Fig. 2, which contains two convolution layers and three full connection
layers. Table 2 gives the detailed parameters of each layer.
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Fig. 2. The procedure of converting raw traffic to 2D-CNN input data

Table 2. Parameters of 2D-CNN model

a) Convolution layer parameters 

Layer Activation Function Filter Max-pooling Dropout

1 ReLU 32(3*3) 2*2 /

2 ReLU 64(3*3) 2*2 0.25

b) Full connection layer parameters

Layer Node Activation Function Dropout

3 Flatten ReLU /

4 128 ReLU 0.25

5 6 Softmax /

4 Experiments and Evaluations

We use the mentioned local dataset to evaluate our approach and compare with
the results of the stat-of-the-art method Random Forest. 80% of the dataset are
randomly sampled as training set and the rest is test set.

2D-CNN model is implemented using Keras library [18] with TensorFlow as
backend. Training batch size is set to 64, loss function and optimizer use cross
entropy and Adadelta optimizer built in Keras. The final model is obtained after
100 epochs.

Random Forest is implemented by data mining tool Weka [19]. Like the
input data preprocessing of 2D-CNN, at most first five payload carried packets
are used to extract 37 statistical features for each flow, as listed in Table 3. Since
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Random Forest itself has the function of feature selection, no feature selection
is performed. The final model contains 100 trees and the rest of the parameters
remain the default of Weka.

Table 3. Features used in random forest

Feature type Description Number

Port Port number in unidirection 2

Packet size First three payload carried packets size in
unidirection. Min, Max, Mean, Std Dev of payload
carried packets size in unidirection and flow

18

Inter-packet Time Max, Min, Mean, Std Dev of inter packet time in
unidirection and flow

12

Packets Packets number transferred in unidirection. The ratio
of the payload carried packets transferred in
unidirection

4

Bytes The ratio of volume bytes transferred in two directions 1

4.1 Local Dataset Evaluation

Four evaluation metrics including recall, precision, F-measure and overall accu-
racy are used. The results show that the overall accuracy of 2D-CNN model is
96.94%, and Random Forest is 96.08%. Tables 4 and 5 display the experimen-
tal results of 2D-CNN model and Random Forest. Table 6 shows the confusion
matrix of two models.

From the above Tables, we can observe that the performance of 2D-CNN in
each class higher than that of Random Forest, which indicates 2D-CNN could
extract more abstract and effective features.

Table 4. Results of 2D-CNN model

Apps Precision Recall F-measure

ChaoXin 97.22% 95.21% 96.20%

DingTalk 91.79% 97.10% 94.37%

MoMo 98.67% 97.56% 98.11%

TanTan 97.69% 98.55% 98.11%

WeChat 98.27% 96.61% 97.43%

YiXin 96.94% 96.44% 96.69%

Mean 96.76% 96.91% 96.83%
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Table 5. Results of random forest model

Apps Precision Recall F-measure

ChaoXin 95.9% 94.4% 95.1%

DingTalk 92.5% 95.1% 93.8%

MoMo 97.2% 96.8% 97.0%

TanTan 96.8% 97.7% 97.2%

WeChat 97.5% 96.4% 96.9%

YiXin 95.7% 95.7% 95.7%

Mean 95.93% 96.02% 95.95%

Table 6. Confusion matrix of 2D-CNN model/random forest model

True Pred

ChaoXin DingTalk MoMo TanTan WeChat YiXin

ChaoXin 1331/1320 42/37 3/9 11/16 3/3 8/13

DingTalk 10/25 1140/1117 3/7 3/5 7/5 11/15

MoMo 5/6 10/14 1561/1548 11/14 3/9 10/9

TanTan 3/8 6/5 6/7 1566/1552 6/8 2/9

WeChat 5/3 19/14 7/11 7/10 1537/1533 16/20

YiXin 15/15 25/20 2/10 5/7 8/15 1490/1478

4.2 Post-validation

It’s worth noting that the last layer in the CNN model uses softmax as the
activation function, i.e., softmax function is used to output the probability of
each class. Therefore, the output of the last layer could represent the confidence
of the prediction.

From this perspective, we calculate the probability distribution of the pre-
dictions on the local data set as shown in Fig. 3. We can see that above 90% of
true positive instances have a confidence value higher than 0.9. On the contrary,
most false predictions have lower confidence value. Thus, we could use confi-
dence threshold to further confirm the prediction. If confidence is lower than the
threshold, CNN model could refuse to give a prediction.

We set the confidence threshold to 0.85, and retest the test set on the 2D-
CNN model. The experiment shows that the average precision is 99.15%, average
recall is 99.11%, and average F-measure is 99.13%. Due to the rejection of the
sample with low confidence, flow coverage decreases to 93.67%. However, this
trade-off is desirable for the scenarios where concentrate on accuracy or app
coverage rather than flow coverage.



112 S. Zhao and S. Chen

(a) Distribution of true positive (b) Distribution of false prediction

Fig. 3. Confidence probability distribution

4.3 Influence of Background Traffic

In real world, network traffic is dominated by the background traffic rather than
the target traffic. We examine the impact of background traffic on classifier
performance in this section. Based on the original output classes, we add a class
Other, and all non-target traffic belongs to Other. Therefore, the classifier can
handle background traffic.

Then we add 52853 background flows to the mentioned local dataset and
retrained the 2D-CNN model. The confidence threshold is configured to 0.85.
The results show that the average precision, recall and F-measure are 97.69%,
97.71%, 97.7% respectively. And the flow coverage is 93.64%. The confusion
matrix is shown in Fig. 4.

From the above experimental results, it can be concluded that under the
influence of background traffic, the performance of the classifier will decrease.
Furthermore, it can be speculated that the accuracy of the classifier will become
lower as time goes on because the background traffic set used in the training
phrase is incomplete. Therefore, it is necessary to continuously monitor the clas-
sifier’s performance and update the model with new traffic samples.

Fig. 4. Confusion matrix of 2D-CNN with identifying other class
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5 Conclusion

Traditional traffic identification methods have been unable to handle mobile
traffic effectively. In this paper, we have studied the efficiency of 2D-CNN model
to address the mobile traffic identification. Our results proved that 2D-CNN is an
effective approach and superior to the state-of-the-art method Random Forest.
In addition, we found that the 2D-CNN model can satisfy the requirement of
the scenario where focus on accuracy simply by setting a confidence threshold.
At the end of the paper, we also discussed the impact of background traffic on
classifier performance. As future work we will continue to further study how to
handle background traffic and automatically identify new traffic classes.
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Abstract. D2D communications are emerging technologies to improve spec-
trum efficiency, energy efficiency as well as physical layer security of cellular
networks. In most research, D2D users, considered as friendly jammers, can
improve the information security of cellular networks. D2D users can also work
as cooperative relays between the eNB and the cellular user (CU) to increase the
transmission rate and improve the security capacity simultaneously. Considering
there exists an active eavesdropper in the cellular network, which can attack as a
passive eavesdropper or an active jammer, joint D2D cooperative relaying and
friendly jamming selection can enhance the secrecy achievable rate or the
transmission rate of CU. We formulate a Stackelberg game between different
intelligent agents, and derive the mixed-strategy equilibrium (MSE) via a
hierarchical learning algorithm based on Q-learning. Simulation results show
that the strategic selections of D2D users and the active eavesdropper are
convergent, and the proposed algorithm has a better performance than the
random selection method.

Keywords: D2D communications � Cooperative relaying � Friendly jamming
Active eavesdropper � Stackelberg game � Q-learning

1 Introduction

D2D communications, owning to its potential ability to realize low-latency and high-
data-rate communications and bring higher spectrum and energy efficiency, are con-
sidered as a disruptive technology direction of 5G mobile communication systems [1,
2]. Most of researches of D2D communications focus on resource allocation and
interference avoidance [3, 4]. While introducing D2D communications to cellular
networks, security problem becomes more and more important. In [5], secrecy energy
efficiency of the cellular user and the D2D user was improved by the proposed power
control algorithm based on Stackelberg game. In [6, 7], considering power control,
access control and D2D pair selection, a joint mechanism was proposed to enhance
secrecy performance. Furthermore, the cooperation among cellular users and D2D
users was formulated as a coalitional game, and both social welfare and system secrecy
rate were improved via proposed algorithms. In these works, D2D users were always
considered to be friendly jammers to enhance system achievable secrecy rate by
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deteriorating the wiretap channel. There were also some works considering D2D users
to be cooperative relays in cellular networks, while not in the physical layer security
aspect. In [8], cooperation schemes in the form of relaying or jamming between cellular
and D2D users was discussed, and three cooperative frameworks were proposed and
compared. Considering the channel estimation error and the interference between
different D2D users, a joint beamforming design of base station and D2D relay user
was proposed in [9]. In [10], joint mode selection, resource assignment and power
allocation scheme of D2D users were studied and the joint relay and jamming scheme
outperformed conventional D2D directly or relay communication schemes.

In fact, cooperative relaying can enhance achievable secrecy rate by improving the
transmission rate of legitimate users. Joint cooperative relaying and friendly jamming
selection is widely applied to improve physical layer secrecy performance in all kinds
of wireless networks [11–14]. In [11], the reliable-and-secure connection probability
(RSCP) and the reliability-security ratio (RSR) were introduced and analyzed in dif-
ferent relaying and jamming cooperation schemes with channel state information
(CSI) feedback delays. In [12], the ergodic secrecy rate (ESR) was maximized and joint
power allocation and relay selection scheme was presented. In [13], considering
intermediate nodes working as relays or jammers, two relay and jammer selection
approaches were proposed to minimize secrecy outage. In [14], the scheme that source
node communicating with destination node securely via cooperative relay and coop-
erative jammer selection was considered, and a particle swarm optimization approach
was proposed to enhance overall secrecy achievable rate. Whereas few works on D2D
relay-assisted secrecy cellular communications is under studied. So we consider
introducing joint cooperative relaying and friendly jamming selection strategies to D2D
communications for physical layer security improvement. In our former work [15], we
consider single D2D user to work as a cooperative relay or a friendly jammer to
enhance secrecy achievable rate of the cellular user, a non-cooperative game between
the D2D user and the active eavesdropper was formulated and the mixed-strategy Nash
equilibrium (MSNE) was derived via the fictitious play-based algorithm [16].

In this paper, we go further to consider multiple D2D users underlaying cellular
networks where there exists an intelligent attacker (active eavesdropper), who has the
dual ability of either passively eavesdropping or actively jamming cellular links. Due to
the mutually opposite interest of the legitimate user and the attacker, a Stackelberg
game is formulated between them. To be specific, the legitimate user is modeled as the
leader and the active eavesdropper is the follower. The legitimate user firstly selects a
“best” D2D user to work as a cooperative relay and leaving other D2D users to work as
friendly jammers. Then the active eavesdropper selects passively eavesdropping or
actively jamming as follows. We analyze the existence of MSE of the Stackelberg
secrecy game and achieve a MSE using a hierarchical Q-learning algorithm with which
the legitimate user and the attacker can update their strategies. The contributions of the
paper are as follows: (1) compared with our former work, we consider multiple D2D
users cooperation rather than single D2D user access, (2) we propose a joint friendly
jammer and cooperative relay selection scheme to retain the diversity gain, enhance
physical layer security and increase transmission opportunity of D2D users to the
utmost, (3) The proposed hierarchical learning algorithm based on Q-learning signif-
icantly outperforms the random selection method.

116 Y. Luo et al.



The rest of this paper is organized as follows. In Sect. 2, the system model is
described and the secrecy rate under different schemes is analyzed. In Sect. 3, utility
functions of cellular networks and the active eavesdropper are designed and a Stack-
elberg game between them is formulated. Then the Q-learning based algorithm is
proposed to find the MSE and simulation results are analyzed and discussed in Sect. 4.
And conclusions are drawn in Sect. 5 finally.

2 System Model and Problem Formation

We consider a single cell scenario, where there is an evolved Node B (eNB), a cellular
user, N D2D users and an active eavesdropper, which are equipped with a single
antenna and operate in a half-duplex mode, as shown in Fig. 1. The eNB, the cellular
user and the active eavesdropper are denoted as B, C and A respectively. All the N D2D
users form the set of N , one of D2D users is denoted as ni 2 N . Furthermore, we
assume that the eNB can establish the direct cellular link to the cellular user, and select
only one D2D transmitter to relay confidential data to the destination cellular user,
while other N � 1 D2D users transmit their own data through direct D2D channels in
the underlay way, respectively. And assumed that the attacker can work in two modes:
(1) passively overhearing the confidential information transmitted from the eNB and
the relay D2D transmitter; (2) actively jamming signals received by cellular user.

Suppose that the transmission power of the eNB, the jamming power of the active
eavesdropper and the transmission (or relaying) power of the ith D2D transmitter are
denoted by PB, PJ and Pi, respectively. The channel gain between the eNB and the
cellular user, between the eNB and the active eavesdropper, and between the cellular
user and the active eavesdropper, are denoted by hBC, hBA and hAC, respectively. The
channel gain between the eNB and the ith D2D transmitter, between the active

Fig. 1. System model
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eavesdropper and the ith D2D transmitter, between the ith D2D transmitter and the
cellular user, between the ith D2D transmitter and the jth D2D receiver are denoted by
hBi, hAi, hiC and hij, respectively. And the background additive white Gaussian noise is
denoted by N0.

2.1 Secrecy Achievable Rate of Cellular User When Passively
Eavesdropped

Because the active eavesdropper works in a half-duplex mode, it can’t eavesdrop and
jam simultaneously. Therefore, we first consider it works as a passively eavesdropper.
It is assumed that the eNB can transmit the confidential information not only through
the direct cellular link to the cellular user, but also through the selected D2D transmitter
to relay. In the first phase, the confidential information is transmitted from the eNB to
the D2D transmitter (suppose that it is the ith D2D transmitter); while in the second
phase, the selected ith transmitter relays the received information to the cellular user.
Meanwhile the confidential information transmission is performed through the direct
cellular link during the two phases. Hence the signal-to-interference-plus-noise-power-
ratio (SINR) for the direct cellular link and the direct eavesdropping link are expressed
as

n1 ¼
PB hBCj j2

P

N�1

j¼1;j6¼i
Pj hjC
�

�

�

�

2 þN0

ð1Þ

and

/1 ¼
PB hBAj j2

P

N�1

j¼1;j6¼i
Pj hjA
�

�

�

�

2 þN0

ð2Þ

respectively.
If the eNB selects the ith D2D transmitter to be the relay node, and the relay node

employs Amplify and Forward (AF) protocol to forward the message. It is also
assumed that the eavesdropper is mainly interested in the confidential information, so it
wiretaps the cellular link and relaying link where the confidential information going
through. Then the SINR for the relay cellular link and the relay eavesdropping link are

n2 ¼
c1E � c2E

c1E þ c2E þ 1
ð3Þ

where c1E ¼ PB hBij j2
P

N�1

j¼1;j6¼i

Pj hijj j2 þN0

; c2E ¼ Pi hiCj j2
P

N�1

j¼1;j 6¼i

Pj hjCj j2 þN0

;

and
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/2 ¼
w1 � w2

w1 þw2 þ 1
ð4Þ

where

w1 ¼ PB hBij j2
P

N�1

j¼1;j 6¼i

Pj hijj j2 þN0

;w2 ¼ Pi hiAj j2
P

N�1

j¼1;j6¼i

Pj hjAj j2 þN0

respectively. Therefore the achievable rate of CU and the wiretap rate of the eaves-
dropper are expressed as

RRði;EÞ ¼ 1
2
log2ð1þ n1 þ n2Þ ð5Þ

and

REði;EÞ ¼ 1
2
log2ð1þ/1 þ/2Þ ð6Þ

respectively. Then the achievable secrecy rate of CU is expressed as

Rði;EÞ ¼ ½RRði;EÞ � REði;EÞ�þ ð7Þ

where ½�� þ ¼ maxf�; 0g.

2.2 Transmission Rate of Cellular User When Actively Jammed

If the attacker chooses the active jamming mode, the transmission signals of D2D users
are not friendly at all but harmful to the cellular user for introducing more extra
interference. While compared with working as cooperative relays, D2D users prefer to
work as friendly jammers to transmit their own data. Therefore, we consider the
scheme that the eNB selects a “best” D2D transmitter to relay data to the cellular user,
and other D2D pairs transmit their own data. It can retain the diversity gain, eliminate
the interference to the cellular link and increase transmission opportunity of D2D users
to the utmost.

Under this scheme, the SINR of CU for the direct cellular link when jammed by the
active eavesdropper is

x1 ¼ PB hBCj j2

PJ hACj j2 þ P

N�1

j¼1;j 6¼i
Pj hjC
�

�

�

�

2 þN0

ð8Þ

The SINR for the relaying cellular link when jammed by the active eavesdropper is

x2 ¼ c1J � c2J
c1J þ c2J þ 1

ð9Þ
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where

c1J ¼ PBi hBij j2

PJ hAij j2 þ
P

N�1

j¼1;j 6¼i

Pj hijj j2 þN0

; c2J ¼ Pi hiCj j2

PJ hACj j2 þ
P

N�1

j¼1;j 6¼i

Pj hjCj j2 þN0

:

Hence when the active eavesdropper selects actively jamming, the achievable rate
of the CU is expressed as

Rði; JÞ ¼ 1
2
log2ð1þx1 þx2Þ ð10Þ

Let a ¼ E; J, then the utility function of the legitimate user is

Uði; aÞ ¼ Rði; aÞ ð11Þ

While the utility function of the active eavesdropper is

UAði; aÞ ¼ f �Rði;EÞ; a ¼ E
�Rði; JÞ � cJPJ ; a ¼ J

ð12Þ

where cJ represents a cost factor on the power level used by the active eavesdropper
when it chooses actively jamming.

3 Stackelberg Game Formulation

In this section, a Stackelberg game is formulated to characterize the interaction between
legitimate users and the active eavesdropper. Specifically, the legitimate user first
selects the “best” D2D transmitter to maximize its utility function, which acts as the
leader, whereas the active eavesdropper selects attacking modes subsequently to
minimize its jamming cost, which is the follower. The strategy of the legitimate user is
the probability of selecting which D2D user to relay its message to the cellular user and
leaving other D2D users to transmit their own data to be friendly jammers. The
probability of selecting the ith D2D user is denoted by pni , and let Pn ¼
½pn1 ; pn2 ; . . .; pnN � be a mixed strategy of the legitimate user in the set of all feasible
strategies Pn :¼ fpni 2 Rþ :

P

ni2N pni ¼ 1g.While the active eavesdropper’s strategy
is the probability of selecting passively eavesdropping or actively jamming. Let pE and
pJ be the eavesdropping probability and jamming probability respectively, PA ¼
½pE ; pJ � is an admissible mixed strategy of the active eavesdropper and PA is the set of
admissible mixed strategies, defined by PA :¼ fpE ; pJ 2 ½0; 1�2 : pE þ pJ ¼ 1g. Then
average utilities of the legitimate user and the active eavesdropper are expressed as:

UðPn;PAÞ ¼ EPn;PAðUði; aÞÞ ð13Þ

UAðpn;PAÞ ¼ EPn;PAðUAði; aÞÞ ð14Þ
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Proposition 1. Let G ¼ ffB;Ag;N ; fag;U;UAg be the game described in Sect. 3, the
Stackelberg game admits a MSE ðP�

n;P
�
AÞ, which satisfies the following set of

inequalities:

UðP�
n;P

�
AÞ�UðP�

n;PAÞ; 8PA 2 PA ð15Þ

UAðP�
n;P

�
AÞ�UAðPn;P�

AÞ; 8Pn 2 Pn; ni 2 N ð16Þ

Proof. Since every finite strategy game has a MSE [17], we can achieve the above
outcome on existence of the MSE of the Stackerlberg game. ■

The MSE of the game defines a state in which no player, including the legitimate
user and the active eavesdropper, has an incentive to change its strategies.

4 Algorithm Description

In this section, we will study the MSE of the proposed secrecy game. Based on Q-
learning algorithm [18, 19], we propose a hierarchical algorithm to find an MSE of the
game G. Firstly, the legitimate user makes its strategic decisions according to its policy
PnðkÞ, which is the mixed strategy of D2D users in the kth epoch. And then the active
eavesdropper updates its Q value in the tth iteration as follows:

QA;mðtþ 1Þ ¼ ð1� jtAÞQA;mðtÞþ jtAUAðtÞ; ð17Þ

where jtA 2 ½0; 1Þ is the learning rate of the active eavesdropper, and
P

1

t¼0
jtA ¼ 1,

P

1

t¼0
ðjtAÞ2\1. The attacker’s strategy is updated according to:

pA;mðtþ 1Þ ¼ exp½QA;mðtÞ=s0�
P

r2A
exp½QA;rðtÞ=s0� ; ð18Þ

where s0 controls the tradeoff of exploration-exploitation.
Then the Q value of the legitimate user is updated as:

QB;nðkþ 1Þ ¼ ð1� jkBÞQB;nðkÞþ jkBUðkÞ; ð19Þ

where jkB 2 ½0; 1Þ is the learning rate of the legitimate user, and
P

1

k¼0
jkB ¼ 1,

P

1

k¼0
ðjkBÞ2\1. Then the probability of selecting the relay is updated according to

pB;nðkþ 1Þ ¼ exp½QB;nðkÞ=s0�
P

w2N
exp½QB;wðkÞ=s0� ð20Þ
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Theorem 1. The proposed hierarchical learning algorithm can discover a MSE strat-
egy of the secrecy game.

Proof. For brevity, the convergence of the proposed hierarchical algorithm can be
found in [20] and it is a MSE of the secrecy game. ■

Then this algorithm is summarized in Table 1.

5 Simulation and Numerical Analysis

For our simulations, we consider a D2D underlay cellular network composed of a
square area of 1 km * 1 km with the eNB located at the center and the cellular user and
all the D2D users are randomly located on the square area of 0.5 km * 0.5 km centered

Table 1 .

TABLE I. ALGORITHM 1: PROPOSED HIERARCHICAL LEARNING ALGORITHM BASED ON Q-LEARNING

1: initialization:
2: set 0t = , 0k =  ,Q values of the eNB and the attacker
3: set initial selecting probabilities  1 ,

in ip n N
N

= ∈

4: set initial attacking probabilities  1
2E J

p p= =

5: end initialization
6: According to the policy ( )n kP of the legitimate users in the thk epoch, the eNB 

selects a D2D transmitter from the D2D users’ set . 
7: The active eavesdropper’s learning process.
8: innerloop

(1) According to the policy ( )A tP in the tht slot, the active eavesdropper se-
lects its attacking strategy from the set . 

(2) The active eavesdropper calculates its utility function ( )AU t in the tht
slot. 

(3) According to (17) , the active eavesdropper updates its Q values and  ac-
cording to (18), it updates its attacking policy. 

9: set t=t+1, and until the stopping criterion hold.
10: end inner loop
11: The legitimate user calculates its utility function ( )U k in the thk epoch. 
12: According to (19), the legitimate user updates its Q values and according to 

(20), it updates its relay selection probability.
13: Go to 6, and until the stopping criterion hold.
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by the eNB, while the active eavesdropper is randomly located between the square area
of 0.5 km * 0.5 km and 1 km * 1 km. In these simulations, a path loss model is
adopted, and the path loss exponent is set as a ¼ 3. The transmit power of the eNB and
D2D users are set as PB ¼ 1W,Pi ¼ 100mW, and the jamming power of the active
eavesdropper is set as PJ ¼ 100mW, respectively. The jamming cost is set as cJ ¼ 1,
and the noise level is set as N0 ¼ 10�10 W.

In Fig. 2, the update of the active eavesdropper’s attacking mode selection prob-
ability in the first epoch is presented, while in Fig. 3, the convergent process of the
D2D relay selection over epoch numbers is showed. From these figures, we have found
that the selection probability of the legitimate user (or the active eavesdropper) con-
verges to a stationary mixed strategy very soon. In Fig. 4, it is compared with the
random selection algorithm (RSA) to evaluate the proposed hierarchical learning
algorithm based on Q-learning (HLA). In RSA, the legitimate user and the active
eavesdropper randomly select their actions from their strategy sets at each time. It
clearly shows that the proposed HLA presents a significant better performance gain
than RSA at all sizes of D2D users. And it also shows that the average expected utility
of CU decreases as the number of D2D users increases, and the gaps between different
algorithms will be narrowed. That is because the more D2D users, the larger inter-
ference they induce to the CU, and they lower the transmission rate of the CU
dramatically.
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Fig. 2. The convergent process of the active eavesdropper’s attacking mode selection.
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6 Conclusions

In this paper, we have formulated a Stackelberg game between the legitimate user and
the active eavesdropper. Firstly, the eNB works as the leader, select a “best” D2D user
to work as the cooperative relay and others as friendly jammers to improve physical
layer security of cellular networks, then the active eavesdropper, working as the fol-
lower, selects the passive eavesdropping or the active jamming mode to lower the
overall secrecy rate or transmission rate of cellular networks. To solve this problem, we
have employed a hierarchical learning algorithm based on Q-learning using which the

Fig. 3. The convergent process of D2D relay selection.

Fig. 4. Average utility function of the cellular network vs. number of D2D users
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legitimate user and the active eavesdropper can reach a MSE through a small number of
iterations. The results have shown that the proposed algorithm enables the legitimate
user to significantly improve its average expected utility either the achievable secrecy
rate of the cellular link when eavesdropped or the transmission rate when jammed.
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Abstract. In view of the characteristics of underwater acoustic channel, a blind
equalization algorithm for underwater acoustic communication based on vari-
able tap length is proposed. On the basis of the normalized modified constant
modulus algorithm (MCMA), the algorithm adjusts the length of the tap through
the update algorithm to realize the blind equalization of the underwater acoustic
channel. The simulation shows that the algorithm adaptively adjusts the length
of the taps to the optimal. Compared with the traditional blind equalization
algorithm, the performance of the system is improved.

Keywords: Underwater acoustic communication � Equalizers
Modified constant modulus algorithm (MCMA) � Variable tap-length

1 Introduction

In the underwater acoustic communication system, the communication quality of the
underwater acoustic channel is greatly affected due to the existence of poor inter
symbol interference (ISI). In order to overcome this weakness, channel equalization is
commonly used in underwater acoustic communication systems to reduce ISI [1–5].
The traditional linear equalizer works by sending known training sequences. However,
in the complex and time-varying underwater acoustic channels, the training sequence
extraction fails due to the serious distortion of the receiving waveform, and the training
sequence is sent periodically to cause the channel bandwidth waste and reduce
equalizer performance. Therefore, the channel is equalized using a blind equalization
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technique that only needs to the received signal and statistical characteristics of
transmitted signal.

Godard proposed a constant modulus algorithm (CMA) [6], which is simple and
easy to implement, but the convergence rate is slow. In this connection, scholars have
proposed a number of corresponding improved algorithms. The author in [7], proposed
orthogonal constant modulus algorithm. Because the orthogonalization matrix is nee-
ded in the iterative process, the computation is heavy, when the signal dimension is
large. In [8], the squared norm of the input signal is used as the normalization factor to
improve the convergence speed. Due to the phase error of the equalized output signal
constellation, MCMA proposed in [9] can achieve blind equalization and carrier
recovery simultaneously. All of the above researches are based on fixed tap blind
equalization. Due to the time-varying of underwater acoustic channels, the traditional
fixed tap-length blind equalization cannot determine the optimal tap length, and is not
suitable for complex and variable underwater acoustic channels.

In this paper, to solve the above problems, combined with the normalized MCMA,
a blind equalization algorithm based on variable tap length is proposed, which adap-
tively adjusts to the optimal tap length and improves the performance of the system.

2 System Model

In Fig. 1, aðnÞ is transmission sequence, hðnÞ is the underwater acoustic channel
impulse response, which is obtained from the BELLHOP model, nðnÞ is the additive
white Gaussian noise, and received signal can be seen in the following equations:

xðnÞ ¼
XN�1

i¼0

hðiÞaðn� iÞþ nðnÞ ð1Þ

And the output of the equalizer is expressed as the following formula

yðnÞ ¼ XTðnÞWðnÞ ð2Þ

Fig. 1. The equivalent baseband model of a blind equalization system
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where WðnÞ ¼ ½w0ðnÞ;w1ðnÞ; . . .;wN�1ðnÞ�T is the weight vector and XðnÞ ¼
½xðnÞ; xðn� 1Þ; . . .; xðn� N þ 1Þ�T represents the input signal vector. In addition, N
indicates the length of the equalizer.

This paper, we use normalized MCMA, the cost function of it is as follows:

JðnÞ ¼ JR þ jJI ¼ E ðy2RðnÞ � R2RÞ2
n o

þ jE ðy2I ðnÞ � R2IÞ2
n o

ð3Þ

where yRðnÞ and yIðnÞ represent the real and imaginary parts of the equalizer output,
respectively. R2R and R2I are the real and imaginary parts of the input signal statistics.
The transmitted signal constant modulus:

R2R¼
E a4RðnÞ
� �

E a2RðnÞf g ð4Þ

R2I¼
E a4I ðnÞ
� �

E a2I ðnÞf g ð5Þ

We use the random gradient descent method for the derivation of the cost function
and seek the minimum, thus we get the error signal of MCMA and divide it into the real
part and the imaginary part.

eRðnÞ ¼ yRðnÞðy2RðnÞ � R2RÞ ð6Þ

eIðnÞ ¼ yIðnÞðy2I ðnÞ � R2IÞ ð7Þ

The normalized iterative recursive formula of the tap weight vector is

Wðnþ 1Þ ¼ WðnÞþ l
dþXTðnÞXðnÞ eðnÞX

�ðnÞ ð8Þ

where l is step-size, d is some small constant. eðnÞ is an error signal, the formula is as
follows:

eðnÞ ¼ eRðnÞþ jeIðnÞ ð9Þ

The MCMA algorithm equalizes the real and imaginary parts of the output signal
separately. Since the MCMA algorithm utilizes the amplitude and phase information of
the received signal, it can well solve the problem of phase deflection or offset after
equalization (Fig. 2).
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3 Variable Tap Length-Based MCMA (VT-MCMA)

The received signal is equalized by the VT-MCMA, finally recover the signal. The idea
of VT-MCMA is to use a piecewise filter, that is, to divide a FIR filter with M taps into
K segments, each of which contains P taps ðM ¼ PKÞ. Each segment produces an
estimate of the transmitted signal ymðnÞ ð1�m�KÞ:

ymðnÞ ¼ XTðnÞWmðnÞ ð10Þ

where WmðnÞ is the weight vector in segment m. The Eq. (11) is a normalized weight
vector equation:

Wmðnþ 1Þ ¼ WmðnÞþ l
dþXTðnÞXðnÞ emðnÞX

�ðnÞ ð11Þ

where l is step-size, d is some small constant to avoid diverging the algorithm when
the XðnÞ is zero. * represents conjugate transpose operation. The real and imaginary
part of the error signal for each segment can be expressed as:

emRðnÞ ¼ ymRðnÞ � ymRðnÞ2 � R2R

�� �� ð12Þ

emIðnÞ ¼ ymIðnÞ � ymIðnÞ2 � R2I
�� �� ð13Þ

We let ymIðnÞ and ymRðnÞ denote the real and imaginary parts of the output ymðnÞ
signal respectively. In addition, we denote the real and imaginary parts of the input
signal statistics using R2R and R2I respectively. Then the error signal formula of each
segment is as follows:

emðnÞ ¼ emRðnÞþ jemIðnÞ ð14Þ

The mean square error (MSE) can be calculated by error signal of each segment.

Fig. 2. Segmented equalizer with K segments of P taps
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MSEmðnÞ ¼ Ef emðnÞj j2g ¼
Pn
i¼1

emðiÞ2

n
ð15Þ

We define the accumulated squared error (ASE) for each segment as:

AmðnÞ ¼
Xn
i¼1

emðiÞ2 ð16Þ

The tap-length of equalizer can be adjusted with the following length update
algorithm.

ALðnÞ ¼
Xn
i¼1

bn�i eLðnÞ2
�� �� ð17Þ

AL�1ðnÞ ¼
Xn
i¼1

bn�i eL�1ðnÞ2
�� �� ð18Þ

If:

ALðnÞ� a upAL�1ðnÞ ð19Þ

then increase one segment.
Else if:

ALðnÞ� adownAL�1ðnÞ ð20Þ

remove one segment.
Form the tap-length algorithm, we can see that if ALðnÞ is much smaller than

AL�1ðnÞ, then adding taps can obviously improve the system performance. If ALðnÞ is
close to or even greater than AL�1ðnÞ, then the increase of taps has no effect on system
performance or even deteriorates the performance of the system. Where bðb� 1Þ is
forgetting factor, its roles is to weight the importance of the previous segment and the
current segment. a up and adown are parameters that change the frequency of the tap
update. L indicates the current active segment.

4 Simulation Results

Simulation build underwater acoustic channel from BELLHOP model. The carrier
frequency is 12 kHz. The distance between transmitter and receiver is 100 m, they all
located at a depth of 10 m. Wave height is 0.2 m. The transmitted sequences are 1000
bits. The variable tap length method has an initial tap length of 1 and a tap length
increment of 4, the transmitted signal is modulated by 4QAM.
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First, we simulate the tap length of the system performance, and determine the
optimal tap length. Set the number of packets transmitted in the simulation to 300.
Signal to noise ratio (SNR) is set to 15 dB. Herein, we define optimal tap length is the
minimum tap length which close to the minimum steady mean square error (SMSE).
The tap length is an important parameter affecting the SMSE. It can be seen from Fig. 3
that the system can achieve the minimum SMSE when the tap length is 16, but when
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the tap length is 13, it can not only achieve the near minimum SMSE, but also reduce
the tap length, which reduces the arithmetic operation, so the optimal tap length is 14.

Next, we evaluated the tap length adjustment capability of the improved method.
Set the channel conditions as in Fig. 3. Figure 4 shows the equalizer tap length
adjustment curve. It can be seen from the Fig. 4 that the tap length can converge to 14.
Therefore, the proposed method can converge to the optimal tap length.

To evaluate the performance of the proposed blind equalization algorithm, we
compared its bit error rate (BER) performance and convergence performance with the
fixed tap length-based MCMA (FT-MCMA). Simulation using Monte-Carlo method,
the number of packets transmitted 400.

The BER performance of the proposed VT-MCMA and existing FT-MCMA is
shown in Fig. 5. It can be seen from the figure that the proposed method can achieve
better BER performance. This is because the FT-MCMA can not predict the optimal
tap length, resulting in the new system performance is limited. However, the proposed
method can converge to the optimal tap length through adaptive algorithm, so as to
improve BER performance.

Finally, we compare the convergence performance, the simulation results shown in
Fig. 6. It can be seen from the figure that VT-MCMA approaches the convergence
speed of the traditional FT-MCMA. When reaching steady state, VT-MCMA achieves
a smaller SMSE.
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5 Conclusion

The traditional FT-MCMA affected by the tap length, there will be a waste of com-
puting and system performance constraints. Based on this improvement, this paper
proposes VT-MCMA. It adopts the length updating algorithm, which can adaptively
adjust to the optimal tap length according to the underwater acoustic channel envi-
ronment. The feasibility of this method is proved through simulation, and its perfor-
mance is compared with the existing FT-MCMA to verify the system performance is
improved.
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Abstract. The characteristics of chaotic signals, such as pseudorandom and
non long term predictability, make it suitable for application to information
encryption, digital watermarking and so on. Nevertheless, since the chaotic
system is often characterized by its characteristics, attackers can take advantage
of these known features to reduce the difficulty of attacks. In contrast, the
characteristics of multi-chaotic systems are not uniform, and the complexity of
generating sequences is higher than that of single-chaos systems. Hence, the
multi-chaotic system increases the security of the sequence to some extent.
Therefore, we design a random sequence generation algorithm consisting of
multiple chaotic systems that is a chaotic sequence generation algorithm com-
bining Logistic map and Cubic map. And we analyze the sequence of new
generation whose the performance, so we can conclude that the new algorithm
has better randomness.

Keywords: Multi-chaos system � Logistic map � Cubic map
Chaotic sequence � Randomness

1 Introduction

The ideal chaotic sequence is not periodic, but in the actual application, as the com-
puter or digital signal processor is through finite word length adder, multiplying unit to
realize chaotic iteration [1], and all the data are stored in a finite word length unit,
resulting in error. And it triggers the simulated chaotic orbit to deviate from the real
chaotic orbit, thus resulting in the short-period phenomenon of chaotic sequence. This
short-period phenomenon is more than apparent in the system using rarely single chaos
mapping [2]. Therefore, we use double-precision floating-point arithmetic and com-
pound chaotic system to improve the dynamic characteristics of chaotic system caused
by finite precision. That is to say that we use a chaotic sequence generation algorithm
which combines logistic map and cubic map. This paper first analyzes the character-
istics of cubic mapping and logistic mapping through the comparison of histogram,
correlation and balance, and subsequently analyzing whether the improved algorithm is
more cyclical than that of logistic sequence from theoretical and experimental
standpoints.
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2 Performance Analysis of Chaotic System

The classical one dimensional chaotic logistic mapping which is widely studied and
applied for its simple form and the ability to produce the complex structure of the
random sequence. Cubic mapping has the same advantages as logistic mapping, but
little attention which has been paid. The following comparison of the logistic mapping
and the cubic mapping which reveals that the cubic mapping can be widely used in the
domain of encryption.

The logistic mapping is defined as xk+1 = lxk(1 − xk), the range of xk is 0 to 1, and
the range of the bifurcation parameter l is 3.56994 to 4 [3].

The definition of the cubic mapping is that xk+1 = axk
3−bxk, the range of b is 2.3 to

3, and when a is 4, the range of xk is −1 to 1 [4].
The parameter range of logistic mapping is about 0.43, and the parameter of cubic

mapping whose the range is about 0.7. In contrast, we can see that the parameter range
of cubic mapping is larger. The maximum Lyapunov exponent of the logistic mapping
is 0.6920, while the cubic mapping whose the maximum Lyapunov exponent is 1.0980
[5], and there is a stronger chaotic characteristic compared with the logistic mapping.
The logistic mapping parameter l is 4, and the cubic mapping parameter a is 4 and b is
3, and the initial values of the two mappings are all 0.1. After the comparison of
histogram, correlation and balance, so the cubic mapping and logistic mapping whose
the characteristics are analyzed.

2.1 Histogram Characteristics

Figure 1 is the state diagrams of logistic mapping and cubic mapping. As can be seen
from the figure, the state values of cubic mapping which are approximately random and
have no apparent periodicity. In Fig. 1(a) and (b), the horizontal axis which represents
the frequency and the vertical axis which represents the sequence value.
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Fig. 1. The state diagrams of logistic sequence and cubic sequence.
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2.2 Sequence Correlation Analysis

The autocorrelation of sequences reflects the degree of correlation between the
sequences generated by the same function at different moments and which is defined as
[6]:

RXXðmÞ ¼ 1
N

lim
N!1

XN�1

i¼0

xixiþm � �x2: ð1Þ

The mean value of the ideal cubic mapping sequences which is 0, so 0 is taken as the
threshold, and the cubic real value sequences which are digitized into the 0/1 sequences
according to the binary decision method [7]:

dk ¼ 0 xk � 0
1 xk [ 0

�
: ð2Þ

Similarly, the mean 1/2 of the logistic mapping sequences which is used as threshold,
and subsequently the logistic real value sequences are digitized into 0/1 sequences:

dk ¼ 0 xk � 1=2
1 xk [ 1=2

�
: ð3Þ

According to the formula (1), the autocorrelation coefficients of the logistic mapping
and the cubic mapping are calculated respectively, and the results of MATLAB sim-
ulation are shown in Fig. 2. It can be seen that the cubic mapping has the same good
autocorrelation with the logistic mapping. The transverse axis of the (a) and (b) of
Fig. 2 is the correlation interval, and the longitudinal axis is the correlation coefficient
value.
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Fig. 2. Autocorrelation function figures of logistic sequence and cubic sequence.
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2.3 Analysis of Balancing Characteristics

Another criterion for the randomness of the testing sequence which is the balance test,
that is whether the number of 0 in the statistical series is balanced by the number of 1
[8]. The statistical results show Table 1.

From the analysis of the table, it can be seen that the numbers of 0 and 1 of the
cubic chaotic sequence are nearly equivalent to the numbers of 0 and 1 of the logistic
chaotic sequence. Although both sequences which are well balanced, the cubic map-
ping that is slightly more balanced.

Based on the above analysis, it can be found that cubic mapping has the same
characteristics as logistic mapping, and which is superior to logistic mapping relating to
balance. Consequently, it is of research value to apply cubic mapping to the field of
information encryption.

3 Design of Chaotic Sequence Algorithm

From the above analysis, we know that due to the limitation of computer accuracy,
accordingly the randomness of chaotic system can not achieve ideal conditions, and
there will be the minor-cycle phenomenon. Consequently, we propose a hypothesis that
multiple chaotic systems are combined and the parameters of the system are mutually
restricted to form a compound chaotic system with variable parameters. Thus, the
complexity of the sequence which is increased and the minor-cycle phenomenon is
improved. Since cubic mapping which has the same good features as logistic mapping,
so we can select cubic mapping and logistic mapping to generate random sequences. At
the same time, it provides theoretical support for the improved composite chaotic
system due to the superposition of chaotic system [9].

(1) The initial values and parameters of the logistic mapping are given, and the first
layer of chaotic sequences which is generated by the iteration of the logistic
mapping: {xk0| k = 0, 1, 2, …, M}.

Table 1. Comparison of balancing characteristics.

The name of the sequence The statistics of balance Sequence length N
2000 5000 10000

Logistic chaotic sequence The number of 0 1007 2527 5102
Ratio 0.5035 0.5054 0.5102
The number of 1 993 2473 4898
Ratio 0.4965 0.4946 0.4898

Cubic chaotic sequence The number of 0 1002 2528 5011
Ratio 0.5010 0.5056 0.5011
The number of 1 998 2472 4989
Ratio 0.4990 0.4944 0.4999
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(2) Each xk0 which is used as the initial value of the cubic mapping to iterate out a
sequence of length N. A total of M xk0 generated M chaotic sequences, and which
were connected in series to get the sequence of the second layer:{xki| k = 0, 1, 2,
…, M; i = 0, 1, 2, …, N}.

(3) In accordance with the value of xk0 and the value of xkN which is iterated out as
initial value, the parameter l of logistic mapping and the parameter a of cubic
mapping which are dynamically transformed according to the following method
to form a mutual control chaotic system.

l ¼ 3:9 xkN � 0
4 xkN\0

�
: ð4Þ

a ¼ 1 xk0 � 0:5
4 xk0\0:5

�
: ð5Þ

(4) Discard the antecedent sequence of each subsystem iteration to ensure that the
system enters chaos state.

(5) Give the system a different initial value y00 and repeat the above steps to generate
a compound sequence {yki}.

(6) Select 0 as the threshold, according to the binary decision method to chaotic
sequence {xki}, {yki} to obtain a binary sequence {Xki} and {Yki}.

(7) Exclusive-OR of {Xki} and {Yki} which yields a random sequence for encryption
{Zki}.

4 Performance Analysis and Comparison of Algorithms

4.1 Periodicity Analysis

From the theoretical and experimental point of view, we will analyze whether the
hybrid sequence generated by the improved algorithm is more periodic than the logistic
sequence.

(1) Theoretical analysis

The improved algorithm is compounded by two chaotic systems with different initial
values by XOR generated mixed sequence, and each of the composite chaotic system is
composed of several different initial cubic subsystems, the period of the chaotic
sequence produced by each compound system must be larger than the period of each
subsystem generation sequence, and two composite systems by XOR the operation
once again expand the cycle, due to the XOR operation is to add operation, the two
systems are independent of each other, the number of states experienced from a certain
state to recovering this state can only be the least common multiple of two composite
system periods [10].
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(2) Experimental analysis

Provided that a sequence is periodic, so its autocorrelation function which is also
cyclical and has the same period as the sequence, so we can use the autocorrelation
function to test the periodicity of the improved sequence. When the accuracy is 10−8,
logistic sequence and mixed chaotic sequence with length of 104 are respectively
calculated whose the autocorrelation according to formula (1), and Fig. 3 is the relation
graph between correlation interval and autocorrelation function. The horizontal axis of
(a) and (b) of Fig. 3 is related interval, and whose the vertical axis is all autocorrelation
function value. Logistic sequences have apparent short-period phenomena under low-
precision conditions. Nevertheless, the autocorrelation function of the sequence gen-
erated by the improved algorithm in this paper is closer to the d function, which avoids
the short-period phenomenon and the randomness of the sequences is better [11].

4.2 Key Space Analysis

In this algorithm, the key is the initial value x00 and y00 of two systems, and the value
range of x00 and y00 is 1 to 2, and the key space is 1032 when the computing precision
is 10−16. As a result log210

32 � 106, a 106 bits key is sufficient to resist the exhaustive
attack.

4.3 Randomness Test

There are many relevant theories and methods for testing the randomness of sequences,
such as the Menezes test [12], the NIST test, the Helsinki test [13] and so on. Among
the test methods, the NIST test is universally accepted [14]. NIST test by the United
States National Institute of Standards and Technology research and development of
randomness test system, due to the perfect function, it has been widely used. It includes
approximate entropy, block frequency, cumulative sums, spectrum test (FFT), fre-
quency test, linear complexity, longest run, nonoverlapping template, overlapping
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template, random excursions, random excursions variant, binary matrix rank test rank,
run, serial, universal, and a total of 15 tests. Test results return P-value, the value range
of the significant level of a is 0.001 to 0.01, if so P-value � a, through the test, and
conversely, if P-value < a, subsequently did not pass the test, generally take a = 0.01
[15].

NIST tests which are carried out on the single logistic chaotic sequence and the
chaotic sequence generated by the improved algorithm, and the results show Table 2.

5 Summary

In this paper, we study that the digital chaotic system, compare the performance of
cubic mapping with logistic mapping, and point out that its superior performance in
quite a few aspects is also suitable for the application in the field of encryption. A new
improved combinatorial chaotic system is proposed, in which the output of the first
level chaotic system is taken as the initial input of the next level chaotic system and the
chaotic system parameters which are controlled according to the output iteration value
of each stage. Combining with the theory and experiment, the performance of the new
algorithm is analyzed. It can be seen that the new algorithm can improve the short-
period phenomenon effectively, resist the exhaustive attack and have good stochastic
behavior.

Table 2. NIST test results of logistic sequences and complex sequences.

Test item Logistic
sequences
P-value

Whether to
pass the test

Complex
sequences
P-value

Whether to
pass the test

Frequency 0.173900 Yes 0.726265 Yes
Block frequency 0.547993 Yes 0.649631 Yes
Runs 0.855063 Yes 0.924797 Yes
Approximate entropy 0.552590 Yes 0.691964 Yes
Cumulative sums 0.132336 Yes 0.831463 Yes
Longest run 0.103811 Yes 0.808232 Yes
Rank 0.239974 Yes 0.696357 Yes
FFT 0.036674 Yes 0.353091 Yes
Nonoverlapping
template

0.029912 Yes 0.906058 Yes

Overlapping template 0.616504 Yes 0.184802 Yes
Universal - No 0.825677 Yes
Linear complexity 0.842133 Yes 0.789689 Yes
Random excursions - No 0.184802 Yes
Random excursions
Variant

- No 0.759490 Yes

Serial 0.624629 Yes 0.293907 Yes
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Abstract. Due to the delay of threat warning and vulnerability fixing,
the critical servers in cyberspace are under potential threat. With the
help of vulnerability detection system, we can reduce risk and manage
servers efficiently. To date, substantial related works have been done,
combined with unenjoyable performance. To address these issues, we
present VulAware, which is a distributed framework for detecting vulner-
abilities. It is able to detect remote vulnerabilities automatically. Finally,
empirical results show that VulAware significantly outperforms the state-
of-the-art methods in both speed and robustness.

Keywords: Cyber security · Vulnerability detection
Network attack · Security vulnerability

1 Introduction

With the widely-using of Internet technology, cyber security is now of great sig-
nificance to state security and social stability. Hence, the confidentiality, avail-
ability, and integrity of information system are faced with more and more threats
and challenges. CNVD1 had disclosed 10,822 vulnerabilities in 2016 at the 33.9%
year-on-year growth. According to the report by CNCERT/CC2 in 2016, about
40,000 IP address have attacked and created backdoor over 82,000 sites at the
9.3% year-on-year growth.

As cyber security situation becomes rigorous, the existing methods deal ineffi-
ciently with massive hosts in cyberspace. As a result, there is a great requirement
of high-performance framework for detecting vulnerabilities. Hence, we proposed
a distributed framework for detecting vulnerabilities, where load-balancing and
efficient scheduling are realized to enhance vulnerability detector’s performance
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2 National Internet Emergency Centre.
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and efficiency. And ablation studies show our framework outperforms other base-
lines. Cyber security situation can be further enhanced, and thus the process of
discovering vulnerability can be accelerated, which makes active defence come
true.

The sections of this paper is as follows: In Sect. 2, We review and analyze
some related works and their problems. In Sect. 3, we introduce the proposed
distributed vulnerability detection framework. In Sect. 4, we evaluate the per-
formance and accuracy of the developed prototype system. At last, we discuss
our work in Sect. 5.

2 Related Works

As is mentioned in Ref. [7], researchers have proposed several approaches, includ-
ing front-end detection [4,6], remote detection [3,8]. However, as cyberspace
becomes more and more complicated, these approaches suffer from several limi-
tations, such as poor adaptability, scalability and performance.

Reference [6] developed a generic web vulnerability scanner called “SecuBat”
that analyses websites aimed at finding SQL injection and XSS vulnerabilities
automatically. However, the module can only be used to identify individual vul-
nerability and can’t deal with various web applications.

References [4,5] proposed a new way to infer web applications’ internal state
machine, which drives a black-box web application vulnerability scanner. The
scanner, according to the awareness of state, generates fuzzing test cases toward
a web page and automatically discover vulnerabilities. But their approach suffers
from a severe problem: they don’t fully support the web applications based on
Ajax and the number of these web applications is sharply increasing.

In addition, Ref. [6] as well as Refs. [4,5] only supportted front-end vulnera-
bility discovery. Server-end vulnerabilities are not considered in their approaches.

Reference [8] proposed a distributed module aimed at vulnerability scanning,
which improves the efficiency of vulnerability discovery. Using PoC to provide an
in-depth detection to remote hosts, the module extends standard vulnerability
databases and registers the vulnerabilities’ description, classification and test.
The module overcomes the limitation of single machine deployment. Still Ref.
[8] highly relies on the central server and can’t resist any accident. Thus, hardly
can high availability be ensured when deployed in a large scale, according to the
disadvantaged architecture.

Reference [3] proposed a security scanning system based on C/S architecture.
It works at server side and designs a unified interface to describe vulnerability.
The system realized expansion of external vulnerabilities. However, similar to
Refs. [3,8] didn’t realize a distributed system.

While great progress has made in the existing works, many problems
remain to be solved, including unpractical deployment modes and poor scal-
ability. Directed at the problems mentioned above, we carried out our research
which will be described in the following sections.
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3 Architecture

Typical conventional tools for detecting vulnerabilities run with other security
tools, such as firewalls, IDS and authentication devices. (See Fig. 1) Due to poor
performance and lack of scalability, conventional tools are disadvantaged when
encountered in high-loading situation.

Firewall

IDS

etc...

Security 
Device

Security Management Center

Vulnerability Control Center

Vulnerability Detection Node

CVE
CNVD

Fig. 1. Conventional architecture

Host Detection Module

Task Scheduling Module

Vulnerability Discovering 
Module

Log Database & Visualization

EDBF

Redis

Fig. 2. The Architecture of VulAware

To address these challenges, we design a distributed framework called
“VulAware”, which decouples every components. VulAware is based on
Producer-Consumer model and connected by a distributed queue. The advan-
tage is that accident of any individual node wouldn’t directly impact on run-
time systems. VulAware includes host detection module, task scheduling module,
vulnerability discovering module, log database and visualization module. (See
Fig. 2) Similar to web crawler, the host detection module generates detection
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tasks. Task scheduling module is a task queue based on Redis3, which serves
as a bridge between vulnerability and host detection module. Vulnerability dis-
covering module simulates attack behaviours with an objected-oriented method.
The log database will save the test results as a log, and visualization module
will show the results in a chart.

3.1 Host Detection Module

As a fundamental component of VulAware, host detection module generates the
initial data in order to create further tasks. Firstly, the module renders remote
pages by chrome-headless4 and parses the elements of the pages in the Dom-tree.
Secondly, it matches the URLs with the same origin. Thirdly, with distributed
Bloom Filter, it removes the duplicated URLs. Finally, it adds available URLs
into the task queue.

According to Refs. [1,2], Bloom Filter is an algorithm proposed by Burton
H. Bloom in 1970, used to test a series of messages one-by-one for member-
ship in a given set of messages. Compared to conventional algorithms, such as
HashMap, it is of excellent time-space performance at the time complexity of
O(1). However, the length of binary vector must be fixed before using it. As a
result, with the growth of data set, the accuracy would sharply decrease, and
the existing algorithms can’t handle dynamic data set. Meanwhile, the single
machine deployment can’t handle retrieval in a massive scale.

To address the inability of existing algorithms, we designed EDBF (Extend-
able Distributed Bloom Filter) which is formed by several sub-filters (the number
of sub-filters is based on the error rate and initial capacity). Each sub-filter is a
distributed Bloom Filter of fixed capacity, and the distributed filter contains an
improved Bloom Filter and remote storage module. EDBF can add sub-filters
automatically to meet the requirements of data set and error rate. Additionally,
the data in each sub-filter will be saved on more than one machine and automat-
ically synchronize among every node. Furthermore, atomic operation contributes
to data persistence and load balancing. Faced with massive data, EDBL realizes
both steady performance and high availability. EDBF transforms URL into a
value of 256 Bits with HASH256 and thus check the vector from sub-filter to
remove the duplicated URLs.

3.2 Task Scheduling Module

The task scheduling module is a bridge in the framework, which passes through
the total process of VulAware. The module is a task queue based on Redis which
is an open-source in-memory database project. After collected by host detection
module, tasks are added to the task queue, and the vulnerability detection mod-
ule will pull from the queue and detect the specific hosts.

3 https://redis.io.
4 https://developers.google.com/web/updates/2017/04/headless-chrome.

https://redis.io
https://developers.google.com/web/updates/2017/04/headless-chrome


148 Z. Wang et al.

3.3 Vulnerability Discovering Module

Vulnerability discovering module is the core module of VulAware. After getting
a task from the task scheduling module, it will verify remote hosts, recognize
their service, retrieve services in the database, run PoC, and finally analyze the
response of hosts.

The existing methods tend to simulate an attack to remote hosts by sending
a specific packet and assess whether remote hosts have security vulnerabilities
based on the response of hosts. For the sake of compliance with penetration
test, we delete the sensitive codes and test remote hosts with the guarantee of
availability.

4 Evaluation and Empirical Result

4.1 Result

The framework runs on a virtual machine platform based on five vSphere ESXi
servers (32 Cores, 128 GB Memory). We deploy several virtual machines (Ubuntu
16.02), and each machine is connected with 1 GB local area network. To evaluate
the performance of our framework, we implement the prototype system based
on Docker. We build the vulnerable testing environments in different scales.

Struts 2 is an open-source web application framework for developing Java EE
web applications and has a history of critical security bugs. Hence, we deployed a
schedule app and a management platform based on Struts2 and tested these two
web applications. According to the results, VulAware has found 6 vulnerabilities
in schedule app within 4 s and 73 vulnerabilities in management platform within
114 s.

4.2 Evaluation

In the ideal network environment, we compare VulAware to Refs. [3,4,6,8]. In
terms of distribution, Refs. [3,8] and VulAware realize distributed deployment.
And in the view of robustness, VulAware is of high robustness and able to meet
any accident of individual node due to Docker5 which performs virtualization also
known as containerization. In term of scalability, we simulate attack behaviours
by objected-oriented methods and resolve the problem, and Ref. [8] can detect
external vulnerabilities by developing plugins of their detecting module. Last
but not least, when it comes to data processing ability, due to EDBF, we break
through the bottleneck of massive data. Reference [3,4,8] consider little of wide-
scale deployment and can’t handle this situation. (See Table 1).

Overall, VulAware can detect web applications’ vulnerabilities in a brief time
and is advantaged in availability and reliability.

5 https://www.docker.com.

https://www.docker.com
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Table 1. Evaluation.

Research Distributed Robustness Scalability Speed

This paper Y High High High

Reference [6] N Low Low Low

Reference [4] N Low Low Low

Reference [8] Y Low High Low

Reference [3] Y Low Low Low

5 Conclusion

We design and implement a distributed framework for detecting vulnerabilities
and enhance the disadvantages of conventional tools, and can scan massive cyber
hosts quickly. Due to the distributed deployment, it can handle any accident of
individual node. Thus, high robustness and stability are achieved. Generally,
VulAware mitigates the security risk in cyberspace, speeds up the process of
vulnerability response, and finally the security of information system is improved
from the perspective of attackers.

Despite the enormous performance, VulAware still has some limitations. It
can only detect known vulnerabilities which are in the database. In the future,
we would research on discovering web application vulnerabilities automatically.
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Abstract. Energy-constrained relay networks are normally powered by a fixed
energy, which limits the runtime of networks. Energy harvesting (EH) with
simultaneous wireless information and power transfer (SWIPT) is hopeful to
increase the life of energy-limited relay networks. We investigate the opti-
mization problem about power splitting ratio for SWIPT-based decode-and-
forward (DF) relay in cognitive radio networks (CRNs). Secondary relaying
node (SRN) harvests energy from secondary source node (SSN) then use the
energy to assist forwarding SSN information to the secondary destination node
(SDN). We maximize throughput of secondary users (SUs) if the interference
caused by SU to the primary users (PUs) is under the threshold. Some opinions
are provided through theory analysis and simulation results.

Keywords: Energy harvesting � SWIPT � Decode-and-forward
Power splitting � Cognitive radio networks

1 Introduction

With the increasing popularity of wireless system, radio spectrum becomes more rare.
However, FCC reports that the spectrum is not utilized validly [1]. Considering the
challenges of low efficiency of spectrum utilization, the wireless networks should have
Intelligent network information perception, flexible spectrum management and
dynamic network reconfiguration abilities.

Cognitive Radio (CR), as an intelligent wireless system, enables the wireless devices
can not only perceive the information rapidly but also to adjust the dynamic parameters.
Ordinarily, CR allows SUs linking to the bands to improves the utilization efficiency if
only they do not have large impact on the performance of PUs. In a CR network, the
transmit power, power splitting ratio and energy harvesting are important factor which
need to be optimized to obtain the maximum throughput. Therefore, many studies have
focused on these aspects underlay CRNs [2–4]. In [2], the authors analyzed the interrupt
probability and spatial throughput. Also, they derived the optimal transmission power
and density of SN nodes. In [3], a harvested energy-throughput trade-off optimization

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
L. Meng and Y. Zhang (Eds.): MLICOM 2018, LNICST 251, pp. 153–161, 2018.
https://doi.org/10.1007/978-3-030-00557-3_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00557-3_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00557-3_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00557-3_16&amp;domain=pdf


problem was formulated and a closed-form solution was obtained. The SU’s transmit
power allocation was optimized to maximize the throughput [4].

Radio-frequency (RF) energy harvesting is an increasingly popular research due to
the fact that it’s a practical way to increase energy-limited wireless networks life. The
common energy harvesting depends on ambient energy sources like wind and
geothermal, which are not always available. RF attracts considerable research interests
since it owns several favorable properties including availability and controllability.
Meanwhile, RF signal is able to transfer information and energy simultaneously. Thus,
interest has risen greatly in regard to powering mobile networks by EH from electro-
magnetic waves propagation in radio-frequency (RF) signals.

A lot methods have been studied recently [5–7], the authors in [5] devised receiver
architectures for simultaneous wireless information and power transfer (SWIPT) sys-
tems. In [6], the receiver operates switch between energy harvesting (EH) and infor-
mation decoding (ID) as time-switching (TS) mode, or share the input signal into ID
and EH as power-splitting (PS). Power-splitting SWIPT is applied in traditional net-
works like MISO systems in [7] where optimizes efficiency of transmission energy.

The applications of RF in the acquisition of harvesting energy and transferring data
were summed by Mohjazi et al. at [8]. And there are many researches studied SWIPT
in CRNs, [9] propose that collaboration between primary and secondary systems can
increase the spectrum efficiency in CRNs. In [10], authors consider a novel cooperative
cognitive radio network,which is made up of full-duplex-enabled energy access points
which receive primary signal in first slot, and perform decode-and-forward relaying in
second slot. But CRNs with power-splitting SWIPT under multi-user condition have
not been studied well. The research on SWIPT has enough possible uses, like wireless
powered cognitive cellular networks, where are supposed to get information and energy
simultaneously in [11].

In the article, we derive the maximum throughput expression in SWIPT-Based DF
with energy harvesting by taking into account relay node interference. The closed-form
expressions of power splitting ratio about the optimal value is derived. The structure of
this article is as follows:

• First, we consider the interference at PUs to derive the maximum throughput
expression of SWIPT-Based DF with energy harvesting.

• Second, an algorithm is given to obtain the closed-form optimal value of power
splitting ratio in same transmit power.

• Third, we show that there our proposed algorithm slightly superior than the
exhaustive search method.

The other of article is that Sect. 2 describes the system model in CRNs with energy
harvesting relay node and the formulation for the optimization problem. Section 3
presents the algorithm to solve the optimization problem. Simulation results are given
in Sect. 4. In Sect. 5, we summarize this article.
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2 System Model and Problem Formulation

2.1 System Model

In Figure we describe a distributed cognitive relay radio network. The primary network
has a pair of PUs, include a transmitter (PT) and a receiver (PR). The secondary
network consists of a source node (SSN), a DF relay node (SRN), and a destination
node (SDN). All nodes have single-antenna. Because the direct connection between
SSN and SDN is assumed not to exist due to poor fading conditions or obstacles, we
suppose that SSN can only communication with SDN through SRN. We consider that
the secondary nodes can transmit data in the same spectrum licensed to the primary
network subject to interference constraint at the primary receiver (Fig. 1).

The PT’s transmission will interfere the secondary network. The channel coefficient

between any terminal a and b are expressed as ha;b ¼ ga;bd
�m=2
a;b , where da;b is the

distance between a and b, m is the path loss exponent, ga;b �CN 0;lð Þ is rayleigh
fading coefficient where l ¼ 1.

The relaying communication has two equal slots. SSN sends the signal to SRN in
first slot, so the signal at SRN is represented as

y ¼ ffiffiffiffiffi
Ps

p
xshSSN;SRN þ ffiffiffiffiffi

Pp
p

xphPT;SRN þ na ð1Þ

where Ps and Pp are the transmission power of SSN and PT. xs and xp are the signals
from SSN and PT, na �CN 0; r2a

� �
is additive white Gaussian noise (AWGN) at SRN.

Fig. 1. System model
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In the article, we fix Ps with Pmax which limits maximum transmit power for SSN
and the interference from SSN to PR is less than Ith. Thus, Ps is given by

ps ¼ minðpmax;
Ith

jhSSN;PRj2
Þ ð2Þ

The received signal has two parts at SRN. One part kð0 � k � 1Þ uses for energy
harvesting, the other ð1� kÞ is used for information decoding. The harvested energy
can be expressed as

E ¼ 1
2
gkðPsjhSSN;SRN j2 þPpjhPT ;SRN j2 þ r2aÞ ð3Þ

where gð0\ g\ 1Þ is the conversion efficiency. We suppose all the harvesting energy
forwarding SSN’s information. So, SRNs power can be expressed as

Psr ¼ E
1
2

¼ gkðPsjhSSN;SRN j2 þPpjhPT ;SRN j2 þ r2aÞ ð4Þ

The baseband signal of the information receiver is represented as

ysr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� kÞ

p
yþ nb ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� kÞ

p
ð ffiffiffiffiffi

Ps
p

xshSSN;SRN þ ffiffiffiffiffi
Pp

p
xphPT ;SRN þ naÞþ nb ð5Þ

where nb �CN 0; r2b
� �

is the noise from RF band to baseband [12].
From (5), we deduce the SINR at SRN as followed

SINRSRN ¼ ð1� kÞPsjhSSN;SRN j2
ð1� kÞðPpjhPT ;SRN j2 þ r2aÞþ r2b

¼ �AkþA
�BkþC

Ps ð6Þ

where A ¼ hSSN;SRN
�� ��2, B ¼ Ps hPT;SRN

�� ��2 þ r2a, C ¼ PP hPT ;SRN
�� ��2 þ r2a þ r2b.

In the second slot, SRN send the signal from SSN through the DF relaying pro-
tocol, and the received signal at SDN is indicated as

ysd ¼
ffiffiffiffiffiffi
Psr

p
xshSRN;SDN þ ffiffiffiffiffi

Pp
p

xphPT ;SDN þ nc ð7Þ

where nc �CN 0; r2c
� �

is AWGN at SDN.
Substituting (4) to (7), we can get

ysd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gkðPs hSSN;SRN

�� ��2 þPp hPT ;SRN
�� ��2 þ r2aÞ

q
xshSRN;SDN þ ffiffiffiffiffi

Pp
p

xphPT ;SDN þ nc ð8Þ

From (8), we can deduced the SINR at SDN as following

SINRSDN ¼ gkðPsjhSSN;SRN j2 þPpjhPT ;SRN j2 þ r2aÞjhSRN;SDN j2
PpjhPT ;SDN j2 þ r2c

¼ ðDPs þEÞk
F

ð9Þ

156 J. Zhang et al.



where D ¼ g hSSN;SRN
�� ��2 hSRN;SDN

�� ��2, E ¼ gðPpjhPT ;SRN j2 þ r2aÞjhSRN;SDN j2,
F ¼ PpjhPT ;SDN j2 þ r2c .

So the SDNs throughput is given by

Rd ¼ minð1
2
log2ð1þ SINRSRNÞ; 12 log2ð1þ SINRSDNÞÞ ð10Þ

2.2 Problem Formulation

During two time slots, the interference from SRN to PR is represented as

Isr ¼ PrjhSRN;PRj2 ¼ gkðPsjhSSN;SRN j2 þPpjhPT ;SRN j2 þ r2aÞjhSRN;PRj2 ð11Þ

The optimization problem is formulated as

OP1 : max
k

Rd ð12Þ

s:t: C1 : Isr � Ith ð13Þ

C2 : k 2 ½0; 1� ð14Þ

where C1 denote that the interference from the secondary network to primary network
should not be larger than Ith. C2 denotes the limit of k. Because log(x) is an increasing
function of x, OP1 could turn to OP2.

OP2 : max
k

SINR ð15Þ

s:t: C1� C2 ð16Þ

where SINR ¼ min SINRSRN ; SINRSDNð Þ

3 Optimization for Problem with Fixed Transmission Power

We can know the first derivative of (6) with k

dSINRSRN

dk
¼ AðB� CÞ

ð�BkþCÞ2 Ps ð17Þ

From (6) and (14), we can easily know that B\C and k 2 ½0; 1�, so dSINRSRN
dk \ 0

and SINRSRN is monotone decreasing function with k. From (9), we know SINRSDN is
monotone increasing function with k.
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SINRSRN 1ð Þ ¼ APs
C

[ 0 ð18Þ

SINRSRN 1ð Þ ¼ 0 ð19Þ

SINRSDN 0ð Þ ¼ 0 ð20Þ

SINRSDN 1ð Þ ¼ DPsþE
F

[ 0 ð21Þ

From (20) to (23), we know that there is only one point of intersection when C4

satisfies, and the throughput reach the maximum when �AkþA
�BkþC Ps ¼ ðDPs þEÞk

F . So we can
obtain

k� ¼ ðCDPs þCEþAFPsÞ �
ffiffiffiffiffiffiffiffiffiffiffi
xðPsÞ

p

2ðBDPs þBEÞ ð22Þ

where xðPsÞ ¼ ðCDPs þCEþAFPsÞ2 � 4ðBDPs þBEÞAFPs. From C2, we have

k � kth ¼ Ith
GPs þH

ð23Þ

where G ¼ gjhSSN;SRN j2jhSRN;PRj2, H ¼ gðr2a þPpjhPT ;SRN j2ÞjhSRN;PRj2.
The optimal value of k is given by

k ¼ k� ¼ ðCDPs þCEþAFPsÞ�
ffiffiffiffiffiffiffiffi
xðPsÞ

p
2ðBDPs þBEÞ if kth [ k�

kth ¼ Ith
GPs þH if kth � k�

8
<

: ð24Þ

4 Simulation Result and Discussion

Unless noted, we postulate that the path loss exponent m ¼ 3, the distance
dSSN;SRN þ dSRN;SDN ¼ 2, dPT;SRN ¼ dPT ;SDN ¼ dSSN;PR ¼ dSRN;PR ¼ 2, the efficiency
of energy harvesting g ¼ 0:8, PT’s transmission power Pp ¼ 2W, the maximum
transmission power of SSN Pmax ¼ 2W. Noise variances r2a ¼ r2b ¼ r2c ¼ 0:01.
There are averaged over 50,000 channel for all simulations.

In Fig. 2, we get the relationship between the throughput and dSSN;SRN . We can
easily find that the throughput of secondary network decreases with the farther distance
from SRN to SSN. The reason is that the power received at SRN will be reduced cause
of the path loss, which means the harvested energy reduce. And we can know that with
Ith getting larger, the throughput of SUs gets larger. With Ith larger, the transmission
power becomes larger. It will show in Fig. 3.
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Figure 3 proves the algorithm proposed, where the distance from SSN to SRN is set
to be 1 as well as SRN and SDN. Figure 3 proves that SUs reaches the maximum
throughput with optimal k than other ratio.

Fig. 2. Throughput for different Ith versus dSSN;SRN

Fig. 3. Throughput with different k versus Ith
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Figure 4 shows the throughput versus transmission power. In Fig. 4, we can know
that the throughput increases along with the growth of Ps. Under the same premise, the
proposed algorithm is slightly better than exhaustive algorithm.

Fig. 4. Throughput with different Ith and algorithm versus Ps

Fig. 5. Throughput for different Ith and Ps versus g
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Figure 5 shows the throughput for different Ith and Ps versus g. We find that the
throughput increases when g increases which means the harvested energy for for-
warding information become more.

5 Conclusion

In the article, we study the maximum throughput for the DF in CRNs with SWIPT-
enable relaying node. SRN harvests energy from SSNs and utilizes it to forward SSNs
information. Considering the constraints of interference at PU as well as SU, we give
an algorithm to solve the optimization problem with fixed transmission power. It is
supposed to get the max throughput ensuring that interference is less than threshold.
The simulation results verify the effectiveness of the optimized program.
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Abstract. Multiple-input multiple-output filterbank multicarrier com-
munication (MIMO-FBMC) is a promising technique to achieve very
tight spectrum confinement (thus, higher spectral efficiency) as well as
strong robustness against dispersive channels. In this paper, we present
a novel training design for MIMO-FBMC system which enables efficient
estimate of frequency-selective channels (associated to multiple trans-
mit antennas) with only one non-zero FBMC symbol. Our key idea is
to design real-valued orthogonal training sequences (in the frequency
domain) which displaying zero-correlation zone properties in the time-
domain. Compared to our earlier proposed training scheme requiring
at least two non-zero FBMC symbols (separated by several zero guard
symbols), the proposed scheme features ultra-low training overhead yet
achieves channel estimation performance comparable to our earlier pro-
posed complex training sequence decomposition (CTSD). Our simula-
tions validate that the proposed method is an efficient channel estimation
approach for practical preamble-based MIMO-FBMC systems.

Keywords: Filterbank multicarrier · MIMO-FBMC
Channel estimation · Preamble · Real-valued orthogonality
Zero-correlation zone sequences

1 Introduction

Future wireless communications must be highly spectral efficient. For multi-
carrier communications, we require waveform pulses with ultra-tight spectrum
confinement as well as efficient channel estimation scheme having ultra-low
training overhead. As an enhanced modulation scheme to orthogonal frequency-
division multiplexing (OFDM), filterbank multicarrier (FBMC) systems employ-
ing offset quadrature amplitude modulation (OQAM), called OFDM/OQAM
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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or FBMC/OQAM, achieves very high spectrum efficiency and have attracted
increased research attention in recent years [1].

Aiming to eliminate the intrinsic imaginary interference incurred from adja-
cent symbols, a number of training schemes and associated estimation methods
for preamble-based FBMC systems have been proposed [2–6]. These methods,
however, generally suffer from heavy training overhead, especially when the num-
ber of transmit antennas becomes large. For improved channel estimation per-
formance, there are three obstacles to be attacked: (1), inter-carrier interference
(ICI) and inter-symbol interference (ISI); (2), correlation properties of orthog-
onal sequences could be damaged by the intrinsic imaginary interference; (3),
the “real-field orthogonality” (which is pertinent to FBMC) generally prevents
the use of any channel estimation methods which require the “complex-field
orthogonality”.

Recently, a training method called complex training sequence decomposi-
tion(CTSD) [7], which requires two non-zero FBMC symbols for channel esti-
mation in MIMO-FBMC has been proposed. CTSD is specifically designed to
facilitate the reconstruction of the complex-field orthogonality of MIMO-FBMC
signals by superimposing different training sequences over the air (based on code-
division multiplexing, CDM). This paper aims to improve our earlier proposed
CTSD by designing real-valued orthogonal sequences for novel training scheme
with one FBMC symbol only.

The paper is organized as follows: Sect. 2 presents the system model of
FBMC systems and introduces the constraint conditions for channel estimation
in MIMO-FBMC systems. In Sect. 3, we present a design of training symbols
having real-valued orthogonality and capability of interference self-cancellation,
followed by detailed description of corresponding training scheme. Numerical
simulations are presented in Sect. 4. In the end, this paper is summarized in
Sect. 5.

2 System Model and Constraint Conditions

2.1 System Model

In this paper, we consider an equivalent FBMC baseband model with M subcar-
riers, where the subcarrier spacing is 1/T with T being complex symbol interval.
The equivalent discrete-time FBMC signal is expressed as [8]

s(l) =
∑

n∈Z

M−1∑

m=0

am,n jm+nej2πml/Mg

(
l − n

M

2

)

︸ ︷︷ ︸
gm,n(l)

, (1)

where j =
√−1, am,n is the real-valued offset QAM symbol transmitted over

the mth subcarrier and the nth time-slot, and T/2 is the interval of real-valued
symbols. Meanwhile, g (l) is the employed symmetrical real-valued prototype
filter impulse response with length of Lg = KM and K is the overlapping factor.
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gm,n (l) represents the synthesis basis which is obtained by the time-frequency
translated version of g (l).

Let h = [h (0) , h (1) , · · · , h (Lh − 1)]T be the discrete impulse response of
a multipath fading channel, where Lh denotes the maximum channel delay.
According to (1), the baseband received signal therefore can be written as

r (l) =
Lh−1∑

τ=0

h (τ) s (l − τ) + η (l) , (2)

where η (l) denotes the complex additive white gaussian noise with zero mean
and variance of σ2. The demodulation of received signal at the (m,n) th time-
frequency lattice provides a complex symbol given as

ym,n =
∞∑

l=−∞
r (l) g

(
l − nM

2

)
e−j2πml/M jm+n. (3)

We assume the symbol interval is much longer than the maximum channel
delay spread, i.e., Lh � Lg. Therefore, the channel may be viewed as frequency
flat at each subcarrier over the prototype filter over any time interval [l, l + Lh],
i.e., g (l) ≈ g (l + τ), for τ ∈ [0, Lh]. Hence, ym,n in (3) can be simplified to

ym,n = Hm,nam,n +
∑

(p,q) �=(m,n)

Hp,qap,qζ
p,q
m,n

︸ ︷︷ ︸
Im,n

+ηm,n, (4)

where Hm,n denotes the channel frequency response at the (m,n) th lattice, and
Im,n and ηm,n are the intrinsic interference and noise terms, respectively.

The above FBMC formulation in SISO scenario may be easily extended
to MIMO-FBMC systems. Consider an NT × NR MIMO-FBMC system, the
received signal in each receive antenna k = 1, 2, · · · , NR can be expressed as

yk
m,n =

NT∑

i=1

⎧
⎨

⎩Hk,i
m,nai

m,n +
∑

(m,n) �=(p,q)

Hk,i
p,qa

i
p,qζ

p,q
m,n

⎫
⎬

⎭ + ηk
m,n, (5)

where Hk,i
m,n denotes the channel frequency response from the ith transmit

antenna to the kth receive antenna, and ηk
m,n denotes the corresponding noise

component in the kth receive antenna.

2.2 Constraint Conditions

Preamble design in MIMO-FBMC system needs to satisfy several constraint
conditions presented below.
(1): Compared with CP-OFDM system with complex-field orthogonality, the
orthogonality of FBMC system only maintains in real-field. Recalling from PHY-
DYAS European project [9], one needs to deal with intrinsic imaginary interfer-
ence from any lattice point (m,n) �= (p, q), even passing through a distortion-free
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channel. Hence, it is ideal to have zero (or close to zero) Im,n in Eq. (3) by proper
training design.
(2): To separate the transmission data from different antennas properly, the
training set S = {S1, S2, · · · , SK}, each sequence having length L, is required to
be a zero-correlation-zone (K,L,Z) sequence set [7], which is defined as follows.

(1) , RSμ,Sμ
(τ) = 0, 1 ≤ μ ≤ K and 1 ≤ |τ | < Z;

(2) , RSμ,Sν
(τ) = 0, μ �= ν and 0 ≤ |τ | < Z; (6)

where RSμ,Sν
(τ) denotes the periodic cross-correlation function between

sequences Sμ and Sν at time-shift τ (see [7] for detailed definition).
(3): To overcome the drawback of CTSD which requires two non-zero FBMC
symbols for efficient training, it is ideal to design a ZCZ training set each
sequence consists of purely real-valued elements in the frequency domain.

3 Efficient Preamble-Based Channel Estimation
for MIMO-FBMC System

Motivated by the inefficient channel estimation approach above-mentioned and
special attributes of the MIMO-FBMC system, our idea is to form orthogonal
sequences set which has real-field orthogonality and interference self-cancellation
capability.

3.1 Preamble Design of Real-Valued Orthogonal Sequences

Based on the constraint conditions stated in the above, we present below a ZCZ
sequence set each sequence having purely real-valued elements in the frequency-
domain:
STEP 1: Let M = [M(0),M(1), · · · ,M(N − 1)] which is a real-valued unimod-
ular sequence satisfying certain correlation properties. Consider the following
sequence in the frequency-domain.

A1 = [A1(0), A1(1), · · · , A1(2N − 1)]1×2N

= [M(0), 0,M(1), 0, · · · ,M(N − 1), 0]1×2N .
(7)

STEP 2: Apply IDFT to A1. Since A1 is obtained by inserting zeros into M
in the frequency-domain, the time-domain sequence can be expressed as α1 =
[α1(0), α1(1), · · · , α1(2N − 1)]1×2N = [β;β], where β = [α1(0), · · · , α1(N −
1)]1×N . Then, we have

α1(t) =
1√
2N

2N−1∑

K=0

A1(k) exp(
j2πkt

2N
)

=
1√
2N

N−1∑

K=0

M(k) exp(
j2πkt

N
) =

1√
2
IDFT(M).

(8)
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It can be easily proved that the periodic autocorrelation function (PACF) of α1

is zero except at the time-shift of N (i.e., the middle time-shift position).
Consider the following time-shifted version of α1 which is defined as

α2 = TN/2(α1) = [α1(3N/2), α1(3N/2 + 1), · · · , α1(3N/2 − 1)]1×2N , (9)

where T τ (·) denotes the right-cyclically shifted version of (·) for τ positions.
Note that a time domain shift corresponds to a phase rotation in the fre-
quency domain. It can be easily proved that the corresponding frequency domain
sequence is A2 = [A2(0), A2(1), · · · , A2(2N − 1)]1×2N , where

A2(k) = exp(−jπk

2
)A1(k) =

{
(−1)k/2

A1(k), k is even;
0, otherwise

(10)

In this way, two columns of real-valued training sequences have been obtained.
STEP 3: Choose another seed sequence M′ satisfying certain correlation prop-
erties as that of M. By STEP 1, we obtain the third real-valued training sequence
A3 whose time-domain dual is expressed as α3.
STEP 4: Following STEP 2, α4 is obtained by applying right-cyclic shift of
N/2) to A3. Therefore, four ZCZ training sequences can be obtained. Next, we
verify the orthogonality of these sequences.

Let us recall the original sequence M and the newly designed sequence A1.
Since the frequency-domain preamble sequences are obtained by inserting zeros,
the time-domain sequence α1 is formed by cascading two identical sequences β,
i.e. α1 = [β;β].

Rα1,α1(τ) =
2L−1∑

n=0

α1(n)(α1(n + τ))∗ = 2
L−1∑

n=0

β(n)(β(n + τ))∗ = 2Rβ,β(τ) (11)

So, if M is a ZCZ sequence of length N , α1 will be a ZCZ sequence of length
2N . By calculating their related properties, we assert that {α1, α2, α3, α4} is a
(4, 2N,N/2) ZCZ sequences set.

(1) Rαi,αi
(τ) = 0, 1 ≤ i ≤ 4 and 1 ≤ |τ | < N

(2) Rαi,αj
(τ) = 0, i �= j and 0 ≤ |τ | < N/2 (12)

In this paper, we select the first two columns of a Hadamard matrix as “seed”
sequences M and M′ to generate our training sequences.

3.2 Efficient Channel Estimation

Once NT sequences are generated, they will be simultaneously transmitted over
NT transmit antennas. Our proposed method suppresses the ISI by inserting
G zero symbols as shown in Fig. 1. Because of zero insertion in the training
sequences, ICI can be substantially suppressed. In addition, the proposed method
takes up only one non-zero FBMC symbol (in contrast to two non-zero FBMC
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Fig. 1. Proposed preamble structure in MIMO-FBMC system with NT transmit
antenna.

training symbols in CTSD [7]) and therefore, about half training overhead can
be saved.

For an NT × NR MIMO-FBMC system, there are NT NR independent chan-
nels to be measured, in which every channel is modelled as a finite impulse
response filter with Lh taps. For ease of analysis, we assume that NT = NR

and the channel is quasi-static. The key idea is to use the real-valued orthogonal
sequences to estimate the time-domain channel coefficients. The channel impulse
response can be expressed as

hi,k = [hi,k(0), hi,k(1), · · · , hi,k(L − 1)]T , (13)

hi,k represents the channel impulse response vector from the i-th (i =
1, 2, · · · , NT ) transmit antenna to the k-th (k = 1, 2, · · · , NR) receive antenna.
Similar to SISO-FBMC system, the demodulation of the received signal at the
(m,n)th time-frequency lattice in the kth receive antenna associated to Ai can
be written as

yk(m) ≈
NT∑

i=1

Lh−1∑

τ=0

Ai(m)e−j2πmτ/Mhi,k(τ) + ηk(m). (14)

For the ease of expression, let WM = e−j2π/M . Note that Ai(m) =
M−1∑
n=0

αi(n)Wm,n
M , and let n′ = n + τ . Then (14) can be rewritten as (15), where

(·)M represents the modulo M operation.

yk(m) =
Lh−1∑

τ=0

(
NT∑

i=1

(
M−1∑

n′=0

αi(n′ − τ)MWmn′
M

)
hi,k(τ)

)
+ ηk(m). (15)
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The above formula can be written in matrix form as yk = WShk +ηk, where
S = [S1,S2, · · · ,SNT

]T , hk = [h1,k, h2,k, · · · , hNT ,k]T ,

Si =

⎡

⎢⎢⎢⎣

αi(0) αi(M − 1) · · · αi(M − Lh + 1)
αi(1) αi(0) · · · αi(M − Lh + 2)

...
...

. . .
...

αi(M − 1) αi(M − 2) · · · αi(M − Lh)

⎤

⎥⎥⎥⎦ . (16)

Here, Si, i = 1, 2, · · · , NT are M × Lh matrices shown as (16), where the matrix
W is an FFT matrix. Applying IFFT to yk, we obtain

rk =
1
M

WHyk = Shk + wk, (17)

where

wk = [ωk(0), ωk(1), · · · , ωk(M − 1)]T , ωk(n) = 1
M

M−1∑
m=0

ηk(m)ej2πmn/M . (18)

Since in general the rank of S is equal to the number of columns for M > Lh,
the linear least square channel estimator for the kth receive antenna is shown as

h̃k = [h̃1,k, h̃2,k, · · · , h̃NT ,k]T = (SHS)SHrk. (19)

If the noise terms satisfy zero-mean white normal distribution, one can see
that the channel estimator is unbiased, which means E[h̃k] = hk. And thus the
channel estimation MSE can be defined as

MSE = E
[
(hk − h̃k)

H
(hk − h̃k)

]
= 2σ2Tr((SHS)−1), (20)

where E(·) denotes the expectation and Tr(·) denotes the matrix trace operation.

4 Simulation Result

In this section, we calculate the spectrum efficiency of different systems and
evaluate the performance of our proposed channel estimation method in terms
of mean square error (MSE) of channel estimation.

4.1 Comparison of Spectrum Efficiency

The normalized spectrum efficiency γ of MIMO-FBMC system compared with
ideal MIMO-OFDM system with no overhead (i.e., no guard time interval and
no frequency-domain training symbols) are

γFBMC = ND

ND+NP
× 100% γOFDM = M

NCP +M × 100% , (21)

where ND and NP denote the number of data and training symbols, and NCP

denotes the length of the cyclic prefix, respectively.
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For a MIMO-OFDM system, every distinct ZCZ sequence is sent in a different
transmit antenna and superimposed within the same time-frequency resource,
leading to NP = 1 complex-valued symbols. The main wasting of spectrum lies
in CP (1/4 or 1/8 of a symbol). In contrast, a non-CP MIMO-FBMC system
relies on well-localized time-frequency pulse shaping filter to suppress the effect
of dispersive channel. Both the IAM and ICM require NT (G + 1) real-valued
symbols. Obviously, an increasing NT will lower the system spectrum efficiency.

Our earlier proposed CTSD is a code–division multiplexing based channel
estimation whose training overhead has nothing to do with the number of NT .
But its preamble data has complex-value in the frequency domain and this means
it requires at least two FBMC symbols as well as 3G columns of zeros. In this
paper, our proposed method only requires one FBMC training symbol and G
zero symbols. Because of this, our proposed channel estimation scheme owns
higher spectrum efficiency, as shown in Table 1.

Table 1. Spectrum efficiency comparison (ND = 50)

MIMO-OFDM MIMO-FBMC (G = 3)

CP= 1/8 CP= 1/4 IAM & ICM CTSD Proposed

NT = 2 88.9% 80% 92.6% 90.1% 96.2%

NT = 4 88.9% 80% 86.2% 90.1% 96.2%

NT = 8 88.9% 80% 75.8% 90.1% 96.2%

4.2 Numerical Simulations

MIMO-FBMC systems employing the pulse shaping filter in the PHYDYAS
project with 256 subcarriers are considered. Moreover, multipath channels are
adopted, each having Lh sample-paced fading coefficients, in which the channel
tap coefficients are assumed to be independent complex Gaussian random vari-
ables with uniformly distributed phases and Rayleigh distributed envelopes. The
transmitted power from each transmit antenna is assumed to be same.

Figure 2 shows the MSE performance of the proposed channel estimation
method with different guard interval G, antenna number NT and multipath
channels number Lh. It is shown that increasing NT and Lh will lower the esti-
mation performance. The MSE floors at high SNR region for G = 1, 2 appearing
in our proposed method are mainly caused by the residual ISI from neighbor-
ing training- or data- symbols and interference from quasi-orthogonal sequences.
But when G = 3 increases, the MSE floor at high SNR region disappears.

Figure 3(a) compares our proposed method with IAM and ICM. Note that
training symbols in IAM or ICM are sent in turn over different transmit antennas
and thus the MSE for each method is equivalent to that in SISO scenario. One
can see that, the performance of our proposed method is better than ICM. IAM
shows a better performance because of the interference approximation and more
preamble resourse.
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Fig. 2. MSE performance comparison of the proposed method in different situations.

Figure 3(b) compares our proposed channel estimation with CTSD. For both
methods, the average power of the training sequences (preamble symbol and the
guard interval) is one. According to the simulation result, the MSE performance
of our proposed method is better than CTSD. That’s because there are two real-
valued symbols in CTSD to be calculated and thus larger amount of interference
incurred, but the proposed method has only one.
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Fig. 3. MSE performance comparison between our proposed method and the former
methods.
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5 Conclusion

In this paper, we have presented an efficient channel estimation scheme in
MIMO-FBMC systems. Our proposed training scheme is based on “real-valued
orthogonal sequences” and allows simultaneous transmission of preambles over
one FBMC symbol, regardless of the number of transmit antennas. Compared
to our previously proposed CTSD training scheme in [7], the overall training
overhead is reduced by half. Numerical simulation results have shown that our
proposed training scheme strikes a good tradeoff between channel estimation
performance and training overhead.
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Abstract. In this paper, we propose a novel spectrum allocation scheme by
using graph coloring and taking QoS thresholds into account. The goal of our
proposed method is to reduce interference among femtocells deployed densely
and improve spectral efficiency after reaching user’s QoS threshold. We design
an interference-based graph model by detecting terminals’ transmit power
between femtocell stations and classifying the interference levels according to
the coloring algorithm. Spectrum resource is allocated based on the QoS
requirement of each user in a centralized way. The simulation results show that
when the scheme is deployed in femtocells with high density, it can effectively
reduce the interference within same layer and improve system capacity along
with spectrum efficiency.

Keywords: Femtocell � Spectrum allocation � Graph theory

1 Introduction

Research shows that in recent years, the worldwide mobile data traffic has surged 13
times [1]. Other outcomes present that about two-thirds of mobile phone communi-
cations and over 70% of data traffic occur indoors [2]. Therefore, the indoor coverage
quality of wireless signal becomes critical for user’s experience. However, the macro
base station usually cannot satisfy users’ requirements for indoor traffic. Besides,
mobile operators need to meet the requirement of customer service quality at a lower
cost. Femtocell, as a low-power base station, becomes an ideal solution to enhance
user’s service experience indoor. In general, users can install the femtocell station in
their rooms according to various needs. It is a mobile base station with high service
quality, low power consumption, high stability and small coverage. It can provide
consumers with good network services and transmission quality in given region. On the
other hand, the application of femtocells also requires to solve many challenges [3]. As
the distance between each household is always very close, the interference between
them becomes very heavy especially when the density of the femtocells increases.
Hence, it is worth to study how to mitigate the interference between femtocells within
the same layer while ensuring the QoS requirements of all the users involved.

The same-layer interference between adjacent femtocells can be restrained by
rational spectrum allocation scheme. In [4], the author adopted a spectrum allocation
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scheme which clusters the base stations. The control center of the femtocell networks
uses the weighted interference map to allocate the base stations to the user groups and
then authorizes the sub-bands to the base stations in dynamic way. The key point of this
method is SINR-based clustering. In [5], the control center of the femtocell networks
used the vertex coloring algorithm of graph theory, allocating sub-bands to each base
station, and its sub-bands were not used by neighboring base stations. However, neither
[4] nor [5] take into account the load of each base station. The spectrum allocation
scheme proposed in [6] had deficiencies in sub-band allocation, although it can
overcome the above disadvantages.

In this paper, we propose a spectrum resource allocation scheme that combines
graph theory and QoS. The scheme is based on the coloring algorithm in the graph
theory to realize the grouping of the base station, and then allocates spectrum re-
sources according to the user’s QoS requirements. Specifically, each base station
classifies the base stations with large interference as interference neighbors and reports
them to the center base station. And the center base station establishes the interference
graph according to these interference relations, uses a specific algorithm to color. Base
stations with the same color are grouped in the same group and reuse the same fre-
quency. Different groups of base stations use mutually orthogonal sub-bands, thus
greatly reducing the interference in the same layer and also improving the spectrum
utilization and the femtocell network capacity.

The remainder of this article is organized as follows. In Sect. 2, we introduce the
system model. Section 3 describes the spectrum resource allocation scheme that
combines graph theory and QoS. In Sect. 4, the simulation results and analyses are
introduced. Finally, we conclude this paper in Sect. 5.

2 System Model

In this paper, we consider downlink transmission based on orthogonal frequency
division multiple access (OFDM), as shown in Fig. 1. Femtocell and macrocell use
different spectrum resources so that the cross-layer interference in the femtocell net-
work can be ignored. The femtocell system controller (FSC) is a central controller that

Fig. 1. System model of femtocell networks
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controls the configuration and status of femtocell base stations (FBSs) in the network.
Throughout the femtocell network, the FSC controls numbers of FBSs,
N ¼ 1; 2; . . .;Nf g, which are randomly placed in each building and have a maximum
coverage radius of Rc. Each activated FBS i i 2 Nð Þ service has a set of FUEs within its
coverage, Ki ¼ 1; 2; . . .; kif g, all of which are random locations. In the femtocell
networks, the user number can be expressed as

K ¼
Xi¼N

i¼1

Ki ð1Þ

Femtocell base stations are densely deployed, so there exists a heavy interference
between them. We must identify each FBS interference neighbors. For example, for
user FUE k in FBS i, if the interference of FBS j. user FUE k exceeds the threshold cth,
the FBS j and FBS i are mutually interference neighbors.

Pk¼ki
k¼1 Pigi;kPk¼ki
k¼1 Pjgj;k

\cth i 6¼ j 2 N ð2Þ

where Pi is the transmit power of FBS i, gi;k is the channel gain between FBS i and
FUE k. Then, the signal-to-interference and noise ratio (SINR) of user FUE k in FBS i
can be expressed as

cik ¼
Pigi;kP

i 6¼j Pjgj;k þ r2k
ð3Þ

where r2k is white noise power. We assume that the total spectral bandwidth of the
system in the femtocell network is B. FSC divides B into a group of same sub-bands of
bandwidth, S ¼ 1; 2; . . .; Sf g, and their bandwidth is BS. Then, given a specific cik, the
spectral efficiency (in bps=Hz) of FBS i to FUE k in the unit bandwidth can be given as

Rik ¼
0

a log2 1þ cikð Þ
Rmax

for cik \ cmin
for cmin \ cik \ cmax
for cmax \ cik

8<
: ð4Þ

where cmin is minimal SINR. We set cmin ¼ �1 dB, cmax ¼ 19:5 dB as maximal SINR.
a ¼ 0:6 denotes the attenuation factor.

In order to meet the QoS needs of each user, the base station serving the user must
provide sufficient bandwidth. In this article, FBS i must provide enough subbands for
the FUE k it serves. The demand sub-band for each FBS i is given by the following
formula

rik ¼ RikBS ð5Þ

Bik ¼ Qr

rik
ð6Þ
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Bi ¼
Xk¼ki

k¼1

Bik

& ’
; 8i 2 N ð7Þ

where rik is the reachable rate of FBS i to FUE k in a sub-band under a specific cik. Qr

is the QoS requirement of user FUE k, Bik is the required bandwidth of FUE k for each
user served by FBS i. Bi denotes the desired bandwidth for FBS i.

3 Combining Graph Theory and QoS Spectrum Resource
Allocation Scheme

In this section, we propose a spectrum allocation scheme (CGQR) that combines graph
theory and QoS. The scheme is composed of three steps: Interference graph formation
and coloring; base station grouping based on the coloring result; the allocation of
spectrum resources.

• Step 1: Interference graph formation and coloring

In this step, we first obtain the interference graph of the base station according to
the formula (2), establish the adjacency matrix, and utilize the graph theory algorithm
for the vertex shading.

(1) When the FSC detects FBS activation, the active base station reports its neighbor
list to the FSC. FSC constructs the interference graph G ¼ V ;Eð Þ, V represents the
set of vertices of FBS, and E represents the set of edges of the interference between
two FBSs. We represent the relationship between base stations as a binary matrix,
i.e. the adjacency matrix W . This matrix can be expressed as W ¼ xij

� �
N�N .

xij ¼ 1 FBS i and FBS j are neighbors
0 Otherwise

�
ð8Þ

Where xij ¼ 1 indicates that the base station FBS i and FBS j are mutually
interference neighbors. Otherwise, interference can be tolerated.

(2) After the interference graph is established, we will use the DSATUR algorithm [7]
to color the vertices in the graph. The algorithm has two important parameters:
vertex saturation C and vertex degree h. hf represents the number of adjacent
vertices of different colors, and h represents the number of adjacent vertices. Note
that the colors of adjacent vertices are different.

• Step 2: Group base stations based on the coloring result

In this step, we group the base station based on the coloring result in the previous
step. Base stations with the same color are grouped in the same group, otherwise,
grouped in different groups. After grouping, there are k groups, G ¼ 1; 2; . . .; kf g.
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• Step 3: Allocation of spectrum resources

After all the base station have been grouped, find the desired bandwidth for each
group:

Bk ¼
X
i2Gk

Bi ð9Þ

where Gk is the set of base stations in the k th group. Since the number of users in each
base station may be different and the QoS of each user may be different, the average
required bandwidth for each group is

Bak ¼ Bk

nk
ð10Þ

where nk is the number of FBS in the kth group. Then, the actual bandwidth allocated
to each team is

Bcak ¼ S � BakP
k2G Bak

� BS ð11Þ

Although the bandwidth allocated to each base station may be less than its required
bandwidth, it minimizes interference and meets its QoS needs, as well as increasing
spectrum efficiency. Of course, the above spectrum resource allocation scheme needs to
satisfy the condition of Cj j\ S.

4 Numerical Results

In this section, we simulate the scheme proposed in the third part and analyze the
numerical results. Regarding the simulation environment, we use the downlink trans-
mission in the femtocell network. The femtocell network model used in this paper is a
5 � 5 grid. Use a non-interference single story apartment building, this floor a total of
25 apartments, an area of 10 m � 10 m. One FBS is deployed randomly in each
apartment. FSC can control all FBS in this layer and coordinate resource sharing
between FBS. The activation probability of FBS is Pa. For example when Pa ¼ 0:2, 5
of 25 FBS are activated and their positions are randomly distributed. We assume that
there is only the same layer of interference between these FBS, so the impact from the
macro base station can be ignored. The SINR threshold cth we use to construct the
interference graph is set to 4.4 dB. The simulation parameters are given in Table 1.
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Compare our proposed spectrum resource allocation plan (CGQR) with two
scenarios:

• ASR: All FBS reuse all sub-bands, all spectrum reuse;
• SEDR: After FBS is grouped, the number of sub-bands allocated to each group is

the ratio of the total number of sub-bands to the number of groups, that is, spectrum
evenly distributed reuse;

Average spectral efficiency: We compare the spectral efficiency between the three
schemes. Since both CGQR and SEDR use the coloring algorithm in Sect. 3, the
grouping results are the same. Therefore, only the average spectral efficiency between

Table 1. Simulation parameters

System bandwidth 10 MHz
Carrier frequency 2 GHz
Number of available sub-bands 50
Sub-band bandwidth 180 kHz
FBS coverage radius 20 m
Coverage of the building 50 m * 50 m
Minimum distance between FBSs 2 m
FBS transmission power 20 dBm
Path loss 127 + 30log10(r/1000) r/m
Noise power density −174 dBm/Hz
Minimum distance between FBS and FUE 0.2 m

Fig. 2. Average spectral efficiency with activation probability
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CGQR and ASR is compared. We assume that all FBSs in the femtocell network use
closed access mode and only serve FUE within their apartment. For the sake of sim-
plicity, let’s assume that the number of fuels in each apartment is 1 and the QoS needs
are all 384 kbps. As shown in Fig. 2, the spectral efficiency of the three schemes shows
a decreasing trend due to the increase of femtocell base station density, but the CGQR
curve will drop slowly, especially when Pa increases. Femtocell base station density
increases, the interference between them also increases, our scheme has obvious
advantages in anti-interference aspect. Therefore, our proposed scheme can signifi-
cantly improve the average spectral efficiency of the femtocell network when the
femtocell network density is high.

Average Throughput: We still assume that the number of FUEs in each apartment is
1, which all require 384 kbps for QoS. As shown in Fig. 3, when Pa is small, since the
femtocell base station has a small density, and the ASR can use all the sub-bands, the
interference at the same layer is light, so the throughput is better than the solution we
propose. As Pa increases, the femtocell base station density increases, and the average
throughput of CGQR and SEDR begins to be greater than the ASR. Because our
solution is based on QoS allocated on demand, and SEDR is evenly distributed, do not
have the flexibility. So our scheme is slightly better than SEDR in the case of strong
interference. Therefore, our proposed scheme is superior to the other two schemes
when the femtocell base station density is high.

Femtocell Network Capacity: We continue to set the number of FUEs in each
apartment to 1, which all require 384 kbps for QoS. As shown in Fig. 4, as the number
of activated base stations in the femtocell network increases, the network capacity in
the ASR scheme becomes larger, reaching a peak when Pa ¼ 0:4. After that, as the

Fig. 3. Average throughput with activation probability
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femtocell base station density increases, and the interference in the same layer becomes
larger, the capacity of the network begins to drop drastically. The network capacity of
CGQR and SEDR has been on a steady upward trend. In particular, the solution
proposed by us has almost no fluctuation in the upward trend of network capacity,
indicating that CGQR has obvious advantages over the other two schemes in terms of
anti-interference. When the base station density becomes larger and the number of
users increases, the total capacity of the proposed scheme in the network is obviously
better than the other two schemes.

5 Conclusions

In this paper, we propose a spectrum resource allocation scheme which adopts graph
theory and takes QoS requirement into account. The base stations in femtocell net-
works are first analogized to the vertices in the graph theory and then colored. The base
stations with the same color are grouped, and then sub-bands are allocated to each
group of base stations according to the QoS requirement of each FUE. The simulation
results show that when the system load becomes larger, the anti-interference ability,
system throughput and spectrum efficiency of our proposed scheme are better than the
other traditional methods. Besides, there are still many shortcomings in our algorithm
which need to be solved in future work.

Fig. 4. Femtocell network capacity with activation probability
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Abstract. Wireless mesh networks (WMNs) are widely used to expand
the current wireless network coverage. In this paper, we present a
hypergraph-based channel selection method to allocate channels, which
can be used to alleviate the accumulative interference from multiple weak
interfering links in WMNs. Firstly, we build the ternary interference
hypergraph model for all links in a WMN. Then we present a interfer-
ence mitigating hypergraph game to solve the distributed channel selec-
tion problem. It is proved that the proposed game is an exact potential
game with at least one Nash equilibrium (NE). Finally, a best reply (BR)
based channel selection algorithm for the interference mitigating hyper-
graph game is presented to obtain NEs. Simulation results show that the
presented channel selection method with hypergraph model has a lower
global accumulate protocol interference than the existing method with
binary graph model.

Keywords: Wireless mesh networks
Channel allocation · Hypergraph · Potential game

1 Introduction

Wireless mesh networks (WMNs) are widely used to expand the current wireless
network coverage, which consist of mesh routers and mesh clients [1]. The inter-
ference caused by multiple links simultaneous transmitting is one of the major
reasons of the capacity reduction in WMNs [2]. When multiple neighboring wire-
less links occupy a same channel to transmit, they would cause serious mutual
interference and cannot transmit data simultaneously. The link-layer binary con-
flict graph is often utilized to model the interference between the logical links in
WMNs [3,4]. In a link-layer binary conflict graph, vertices are the logical links.
And the edge between two vertices reflects the interfere relationship between
these two corresponding links who cannot transmit information at the same
time.
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However, it is clear that several weak interfering links of a certain link may
cause strong interference together to that link [5]. When the cumulative inter-
ference power exceeds a threshold, it can produce bad influence on quality of
service (QoS) of that certain link. The binary edge of the traditional conflict
graph ignores the accumulative effect of multiple weak interfering links in above
case. Hence, there is need to consider the influence of cumulative interference
from multiple sources to the links. Hypergraph model is an appropriate math-
ematics tool to analyze the effect of accumulative interference. Some existing
works studied the resource allocation of wireless networks based on hypergraph
model [5–8]. The same problem also exists in WMNs. However, there is no exist-
ing work studying the hypergraph based multi-channel selection in WMNs.

In this paper, we present a hypergraph-based channel selection method to
mitigate interference in WMNs. Firstly, we construct the ternary interference
hypergraph according the interferer identification of each link in the mesh net-
work. Then a interference mitigating hypergraph game is proposed to allocate
channel distributedly. The proposed game is proved to be an exact potential
game with at least one pure strategy Nash equilibrium (NE). Finally, a best
reply (BR) algorithm for the interference mitigating hypergraph game is pre-
sented to achieve NEs. It can be found from simulation results that the presented
hypergraph-based channel selection method has a lower global interference in
contrast with the traditional binary conflict graph method.

2 System Model and Problem Formulation

The model of a multi-channel wireless mesh network is considered with N sta-
tionary mesh routers. These mesh routers are denoted by N = {1, 2, . . . , N}. In
this paper the expression of nodes and mesh routers are utilized interchange-
ably. It is assumed that C orthogonal frequency channels, C = {1, 2, . . . , C}, are
dedicated to the information transmission of the mesh network.

It is assumed that all node transmit information with a same transmission
power Ptr. For an available link (m,n), the received power at the receiver of link
(m,n) should exceed a certain power threshold γtr, thus we have Ptrd(n,m)α >
γtr. Here d(n,m) is the range of node n and node m, α is the fade loss factor.

The maximal communication range can be denoted as Dtr = α

√
γtrP

−1
tr . Then

the networks logical topology can be predetermined. We assume that each link
is symmetric and the set of all mesh links is denoted by L (There are L links in
L). In this work, we focus on the problem of channel allocation and interference
mitigation without considering the interface constraints.

2.1 Binary Conflict Graph

The interference threshold of the received power of each node is denoted by γint,

and the interference range is Dint = α

√
γintP

−1
tr , Dtr < Dint. Then a binary
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Fig. 1. Illustration of hypergraph interference model.

variable I(ρ, �) can be used to represent the interference relationship of two
links ρ = (m,n) and � = (m′, n′) (ρ, � ∈ L, ρ �= �),

I(ρ, �) =
{

1, Ptrď(ρ, �)α ≥ γint

0, Ptrď(ρ, �)α < γint,
(1)

where ď(ρ, �) = min(d(m,m′), d(n,m′), d(m,n′), d(n, n′)) is the distance
between links ρ and �. It is clear that I(ρ, �) = I(�, ρ). The set of binary mutual
interfering links of ρ is Φρ = {� : I(ρ, �) = 1}.

A binary conflict graph G(L, I) can be used to model interference in the mesh
network, where each vertex l ∈ L corresponds to link l and each edge I(l, l′) ∈ I
corresponds to the binary interference link relationship of links l and l′. Because
the binary interference link relationship is symmetric, the binary conflict graph
G(L, I) is also symmetric.

2.2 Hypergraph Interference Model

The binary conflict graph can only models the strong interference relationship
between two links and does not consider the accumulative effect of the power
from multiple weak interfering sources which may constitute a strong interferer.
To capture the influence of accumulative interference, the definition of hyper-
graph is given as follows.

Definition 1. Hypergraph Γ = (L, E = (ei)i∈Λ), which is on a finite set L (Λ
is a finite set of indexes), is a group (e)i∈Λ of subsets of L. Here (e)i∈Λ is a
hyperedge of hypergraph Γ .

According to above the definition, it can be found that hyperedge can com-
prise a subset of vertex set L with multiple vertices. As shown in the Fig. 1, in
the given hypergraph there are 6 vertices, 4 two-verticed edge and 2 hyperedges,
i.e., (3, 1, 6) and (3, 5, 6). Similar to [5], random hypergraph is constructed with
the maximum cardinality of hyperedges Q = 3 in this work. It can be found
from existing works [6–8] that Q = 3 can reach a tradeoff between computation
complexity and network performance in most wireless networks.
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In the mesh network, when the cumulative interferences from multiple weak
interfering links (ρ, �) to a certain link τ = (m,n) is above a threshold, it can
cause a conflict to the link τ = (m,n), i.e., (τ, ρ, �) form a hyperedge (τ �= ρ �= �).

Then a ternary variable H(τ, ρ, �) can be used to represent the interference
relationship of two links the hyperedge (τ, ρ, �),

H(τ, ρ, �) =

⎧
⎨
⎩

1, Ptrd̄(m, ρ)α + Ptrd̄(m, �)α ≥ γ′
int or

Ptrd̄(n, ρ)α + Ptrd̄(n, �)α ≥ γ′
int

0, else,
(2)

where d̄(m, ρ) is the minimum range between node m and the nodes in link ρ
and γ′

int is the cumulative interference threshold. It is clear that the hyperedge
interference link relationships and the hypergraph are asymmetric, i.e., there
may be H(τ, ρ, �) �= H(ρ, τ, �). The set of interfering hyperedges of τ is Ψτ =
{(τ, ρ, �) : H(τ, ρ, �) = 1}. The set of hyperedge interfered links of ρ is Ωρ = {τ :
H(τ, ρ, �) = 1}.

2.3 Problem Formulation

For the link τ , its channel strategy is denoted as aτ ∈ C. Then the accumulate
protocol interference of link τ is expressed as:

Tτ (aτ , a−τ ) =
∑

ρ∈Φτ

δ(τ, ρ) +
∑

(τ,ρ,�)∈Ψτ

δ(τ, ρ)δ(τ, �), (3)

where δ(τ, ρ) is the indicator function as follows:

δ(τ, �) =
{

1, aτ = a�

0, aτ �= a�,
(4)

The global accumulate protocol interference level of the mesh network can
be written as :

Y (a) =
∑
τ∈L

Tτ (aτ , a−τ ), (5)

where a = {aτ}τ∈L the channel selection profile of the network. The multi-
channel allocation in the mesh network is formulated as the following optimiza-
tion problem

min
a

Y (a). (6)

It is clear that the above non-linear programming problem is NP-hard [9].
It cannot achieve the optimal solution by the traditional convex optimization
algorithms, like gradient descent algorithm.
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3 Interference Mitigating Hypergraph Game

3.1 Game Model

To solve (6), any direct search method would incur super high complexities.
Considering the distributive and autonomous decision making of the router pairs
of links, we propose an interference mitigating hypergraph game approach for
wireless mesh network multi-channel allocation.

The game is denoted as G = {L,A, Γ, {uτ}τ∈L}, where L is link player set,
A is the nodes strategy space, Γ is the hypergraph topology of the network, uτ

is the utility of link τ . The utility function is defined as follows:

uτ (aτ , a−τ ) = −{Tτ (aτ , a−τ ) +
∑

ρ∈Φτ ∪Ωτ

Tρ(aρ, a−ρ)}. (7)

Each player’s objective is to maximize its utility as follows:

max
aτ ∈Aτ

uτ (aτ , a−τ ), τ ∈ L. (8)

3.2 Analysis of NE

Nash equilibrium (NE) is a kind of stable solution being widely used in game
models.

Definition 2. An action selection profile a∗ is a pure strategy NE if and only
if no player can improve its utility by deviating unilaterally, i.e.,

uτ (aτ∗, a−τ∗) ≥ uτ (aτ , a−τ∗),∀τ ∈ L,∀aτ ∈ Aaτ
, aτ∗ �= aτ . (9)

Theorem 1. The presented interference mitigating hypergraph game G is an
exact potential game [10]. The optimal channel allocation strategy, which can
achieve the global network hypergraph interference minimization, is a pure strat-
egy NE of the game at least.

Proof. The potential function can be constructed as follows:

ϕ(a) = −Y (a) = − ∑
τ∈L

Tτ (aτ , a−τ ). (10)

It is shown that the potential function is equal to the negative value of the global
interference level. Then we analyze the changes of the potential function after an
arbitrary player τ unilaterally changes its action selection from aτ to āτ , which
is given by

ϕ(ā) − ϕ(a)
= − ∑

l∈L
Tl(ā) − (− ∑

l∈L
Tl(a))

= {uτ (āτ , a−τ ) − uτ (aτ , a−τ )}
+

∑
l∈L/{τ∪Φτ ∪Ωτ }

{−Tl(ā) + Tl(a))}.

(11)
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where ā is obtained from a by replacing τ ’s action from aτ to āτ . It can be
concluded that the action of link τ cannot influence the accumulate protocol
interference of each link l ∈ L/{τ ∪ Φτ ∪ Ωτ}, i.e.,

Tl(ā) = Tl(a)),∀l ∈ L/{τ ∪ Φτ ∪ Ωτ}. (12)

Thus, when link τ takes an action unilaterally, the varying value of the poten-
tial function is the same as the varying value of the utility function given in (7),
i.e.,

ϕ(ā) − ϕ(a) = uτ (āτ , a−τ ) − uτ (aτ , a−τ ). (13)

Therefore, based on the definition of the potential game, it is obvious that G
is a potential game. Theorem 1 to prove based on these properties.

Algorithm 1. Best reply (BR) based channel selection algorithm

Step 1: Initially, each link randomly selects a channel. The initial channel selec-
tion profile is a [0], al[0] ∈ C, ∀l ∈ L.
Step 2: At iteration t, randomly select a link l, and find the best reply of link
l and update the channel selection profile:

al[t + 1] = arg max{ul(al, a−l[t])}, al ⊂ C,
al′ [t + 1] = al′ [t], l′ �= l.

(14)

Step 3: If t exceeds the predetermined maximum iteration number, stop; oth-
erwise go to Step 2.

3.3 Best Reply Based Channel Selection Algorithm

According to Theorem 1, it is cleat that when a link improves it utility (7)
unilaterally, the value of the potential function will also be improved and the
global interference level will be decreased. Thus, best reply (BR) algorithm can
be applied to achieve NE of the interference mitigating hypergraph game G
as shown in Algorithm 1, which is a very effective negotiation mechanism in
the distributed selection problem. The proposed BR based channel selection
algorithm converges to a pure strategy NE of the game G in finite steps [11].

4 Simulation Result

In the following simulation study, the size of the network field is 40 m× 80 m
and there are 19 routers randomly located in the area, as shown in Fig. 2. The
communication range is uniformly set as Dtr = 10 m, and the interference range
is uniformly set as Dint = 20 m. The path fade loss is α = −2 and the transmis-
sion power is Ptr = 40 mW. We set a same interference threshold for both the
direct strong interference and the cumulative interference, i.e., γint = γ′

int.
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The convergence curve of Algorithm 1 is shown in Fig. 3 (with 5 available
channels C = 5). It can be found that Algorithm 1 need about 60 iterations to
achieve the convergence.

We analyze the performance of the global accumulate protocol interference
level with proposed hypergraph-based channel selection method and traditional
binary conflict graph-based method. Here, we change the number of available
channels, i.e., C = 3, 4, 5, 6, 7. It is shown from Fig. 4 that the global accumu-
late protocol interference achieved by the proposed hypergraph-based method
is much smaller than the traditional graph-based method. From the figure, we
can also find that the global accumulate protocol interference decreases with the
increase of the number of available channels.
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Fig. 4. The global accumulate protocol interference when varying the number of
channels.

5 Conclusion

In this paper, we focused on the problem of distributed multichannel allocation in
WMNs. We presented a hypergraph-based channel selection method to allocate
channels in WMNs. Firstly, we constructed the ternary interference hypergraph
for each link. Then we presented a interference mitigating hypergraph game to
solve the channel selection problem distributedly. It was proved that the pro-
posed game is an exact potential game with one NE at least. Finally, a best
reply (BR) based channel selection algorithm for the interference mitigating
hypergraph game was presented to achieve NEs. It could be found from sim-
ulation results that the presented hypergraph-based channel selection method
could achieve lower global accumulate protocol interference performance than
the method with traditional graph. Next, we will study channel and interface
joint allocation problems with the interference hypergraph model in WMNs.
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Abstract. With the development of movement sensors, activity recognition
becomes more and more popular. Compared with daily-life activity recognition,
physical violence detection is more meaningful and valuable. This paper pro-
poses a physical violence detecting method. Movement data of acceleration and
gyro are gathered by role playing of physical violence and daily-life activities.
Time domain features and frequency domain ones are extracted and filtered to
discribe the differences between physical violence and daily-life activities.
A specific BPNN trained with the L-M method works as the classifier. Alto-
gether 9 kinds of activities are involved. For 9-class classification, the average
recognition accuracy is 67.0%, whereas for 2-class classification, i.e. activities
are classified as violence or daily-life activity, the average recognition accuracy
reaches 83.7%.

Keywords: Physical violence detection � Activity recognition
Movement sensor

1 Introduction

In recent years, movement sensor techniques have developed very rapidly. Benefit from
this, activity recognition based on movement data becomes more and more popular.
Commonly used movement sensors are accelerometers and gyroscopes, and the cor-
responding data are acceleration and gyro, respectively.

Existing activity recognition research work mainly focuses on the recognition of
daily-life activities. For example, Cheng et al. [1] recognized daily-life activities of
standing, sitting, walking, turning left, turning right, going upstairs, going downstairs,
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jogging, and jumping. Nakano et al. [2] recognized daily-life activities of walking,
walking upstairs, walking downstairs, sitting, standing, and lying. Hegde et al. [3]
recognized daily-life activities of lying down, sitting, standing, walking driving, des-
cend stairs, ascend stairs, and cycling.

In 2014, Alasaarela [4] argued that activity recognition with movement sensors can
also be used for school violence detection, i.e. with wearable movement sensors such as
smartphones embedded with accelerometers and gyroscopes, one can detect school
violence events. As members of his research group, Ye et al. [5] designed their first
experimental classifier FMT (Fuzzy Multi-Threshold) with some simple activities.
Later they [6] involved more kinds of activities and different ages of actors and
actresses, and designed a more compatible Instance-Based classifier. Besides move-
ment features, physiological features such as ECG (electrocardiogram) [7, 8] and HRV
(heart rate variability) [9] were also used for school violence detection, but they are not
considered in this paper.

As a continuation, this paper improves the authors’ previous work by involving
more features and designing a more proper classifier. Besides, more kinds of activities
are tested compared with the authors’ previous work. The remainder of this paper is
organized as follows: Sect. 2 describes the extracted movement features; Sect. 3
describes the classifier and the training method; Sect. 4 shows the simulation results;
Sect. 5 draws a conclusion.

2 Movement Features Extraction

Movement data of physical violence and daily-life activities are gathered by role
playing. Nine kinds of activities are acted, namely beating, pushing, pushing down,
walking, running, jumping, falling down, playing, and standing. The first three kinds of
activities are physical violence events, and the remaining six are daily-life activities.
A Butterworth filter is used before feature extraction to remove high frequency jitters.

The authors’ previous work [5, 6] only extracted time domain features of the
activities, but this paper extract both time domain features and frequency domain ones.
The extracted time domain features are given in Table 1, whereas the extracted fre-
quency domain features are shown in Table 2.

In this experiment, the y-axis is the vertical direction, so the horizontal combined
vector means the combination of the x-axis and the z-axis. The combined vector means
the combination of all the three axes. MAD is the Median Absolute Deviation, and
MAD ¼ median jxi �median Xð Þjð Þ; where X ¼ x1; x2; . . .; xnf g. VarDir describes the
change of horizontal movement direction, and Areay is the accumulation of movement
jitter in the vertical direction [6].

The frequency domain features are extracted by FFT (Fast Fourier Transform). The
maximum or minimum of the frequency means the frequency with the maximum or
minimum amplitude. The horizontal combined vector and the combined vector have
the same meanings with those of the time domain feature vectors.

There are altogether 41 features (23 time domain features and 18 frequency domain
features) extracted for classification. However, since the authors’ purpose is to apply
the physical violence detecting algorithm on a smartphone for pratical use, the
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Table 1. Extracted time domain features

Feature Meaning From

Meany Mean of the y-axis Acceleration
MeanHori Mean of the horizontal combined vector Acceleration

MeanGyro Mean of the combined gyro Gyro
MADy MAD of the y-axis Acceleration
MADHori MAD of the horizontal combined vector Acceleration

MADGyro MAD of the combined gyro Gyro
Maxy Maximum of the y-axis Acceleration

MaxHori Maximum of the horizontal combined vector Acceleration
MaxGyro Maximum of the combined gyro Gyro
Miny Minimum of the y-axis Acceleration

MinHori Minimum of the horizontal combined vector Acceleration
MinGyro Minimum of the combined gyro Gyro

Maxdiff(y) Maximum of the differential of the y-axis Acceleration
Maxdiff(Hori) Maximum of the differential of the horizontal combined vector Acceleration
Meandiff(y) Mean of the differential of the y-axis Acceleration

Meandiff(Hori) Mean of the differential of the horizontal combined vector Acceleration
Maxdiff(Gyro) Maximum of the differential of the combined gyro Gyro

Meandiff(Gyro) Mean of the differential of the combined gyro Gyro
ZCRx Zero cross rate of the x-axis Acceleration
ZCRy Zero cross rate of the y-axis Acceleration

ZCRz Zero cross rate of the z-axis Acceleration
VarDir Variation of the horizontal movement direction Acceleration

Areay Accumulation of movement jitter of the y-axis Acceleration

Table 2. Frequency domain features

Feature Meaning From

Maxfy Maximum of the y-axis Acceleration
MaxfHori Maximum of the horizontal combined vector Acceleration

MaxfGyro Maximum of the combined gyro Gyro
Minfy Minimum of the y-axis Acceleration
MinfHori Minimum of the horizontal combined vector Acceleration

MinfGyro Minimum of the combined gyro Gyro
MADfy MAD of the y-axis Acceleration

MADfHori MAD of the horizontal combined vector Acceleration
MADfGyro MAD of the combined gyro Gyro
Meanfy Mean of the y-axis Acceleration

MeanfHori Mean of the horizontal combined vector Acceleration
MeanfGyro Mean of the combined gyro Gyro

Energyfy Energy of the y-axis Acceleration
EnergyfHori Energy of the horizontal combined vector Acceleration
EnergyfGyro Energy of the combined gyro Gyro

CenterfHori Main lob center frequency of the horizontal combined vector Acceleration
Centerfy Main lob center frequency of the y-axis Acceleration

CenterfGyro Main lob center frequency of the combined gyro Gyro
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dimension of the feature vector should be as low as possible. In this paper, the authors
choose the Wrapper method [10] for feature selection.

The authors firstly designed the entire classification system, including data gath-
ering, data pre-processing, feature extraction, and the classifier. A specific BPNN (Back
Propagation Neural Network) [11] works as the classifier. Then the authors use this
system to find out the best feature combination with the Wrapper method. In each
iteration, Wrapper adds or removes features, and compares the classification results.
Finally, Wrapper selects 11 features, including 7 time domain features, namely
MeanGyro, MaxGyro, Maxdiff(y), Maxdiff(Gyro), ZCRx, ZCRy, and VarDir, and 4 frequency
domain features, namely MADfHori, MADfGyro, MeanfHori, and Energyfy.

3 Classifier Design

In the authors’ previous work, the first classifier FMT was discarded in the second
experiment because it was difficult to find unified thresholds for the actors and actresses
of different ages due to strength difference. However, the second Instance-Based
classifier could not distinguish the activities of pushing down and falling down very
well. Therefore, the authors decide to find a more proper classifier. By comparing the
advantages and disadvantages of some commonly used classifiers, e.g. Bayesian, SVM,
KNN and KNN-based, the authors finally choose BPNN for this work. BPNN is
particularly suitable for solving complex problems with non-linear relationship
between the extracted features and classification results. Figure 1 shows the architec-
ture of a classical BPNN, where p is the input, w is the weight, b is the bias, f is the
transfer function, and a is the output.

The parameter setting of BPNN is a key factor which affects the classification
performance. Normally, the number of inputs of the network equals to the dimension of
the input feature vector. In this paper, it is 11. The number of neurons of the output
layer equals to the number of target classes, i.e. 9 in this paper. The number of neurons
of the hidden layer should be set larger than the square of the sum of the input and the
output dimensions empirically. Other parameters, e.g. the number of hidden layers, the
transfer functions of the hidden layers and the output layer, will be set experimentally
according to the simulations.

For training BPNN, this paper chooses the Lenvenberg-Marquardt (L-M) method
[12]. Compared with other training methods such as the Newton method and the
Gradient Descent method, the L-M method can avoid calculating a Hessian matrix
which will cause large computational cost. Instead, the Hessian matrix is approximated
by H ¼ JTJ with the gradient g ¼ JTe where J is a Jacobian matrix containing the first

order derivative of the training error e. In each iteration, xkþ 1 ¼ xk � JTJþ lI
� ��1

JTe.
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4 Simulations

The authors recorded altogether 1160 fragments of the 9 kinds of activities, and the
amount of each kind was similar. The movement sensors (accelerometers and gyro-
scopes) were fixed on the actors’ and actresses’ waists. Ten-fold cross validation was
used for the simulations, i.e. the authors split each kind of activity into 10 groups, 9 of
which were used as the training set whereas the remaining 1 as the testing set. Repeat
this procedure 10 times and change the testing set each time. The final result was the
average of the 10 results.

Then the authors set the parameters of BPNN experimentally: there are 6 neurons in
the hidden layer; the transfer function of the hidden layer is logsig, whereas that of the
output layer is purelin. Figure 2 shows the architecture of this specific BPNN.

Fig. 1. Architecture of a classical BPNN

Fig. 2. Architecture of the employed BPNN
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Firstly, the 9 kinds of activities were classified into 9 classes. The confusion matrix
is given in Table 3.

Then, considering the theme of this paper, i.e. physical violence detection, the 9
kinds of activities are classified into 2 classes, namely physical violence and daily-life
activities, respectively. Table 4 shows the 2-class classification confusion matrix.

Table 4 shows an intuitional result of the proposed violence detecting method, and
Table 3 may tell some details of it. Violent activities of beating and pushing down are
likely to be misclassified as the daily-life activity of playing, and daily-life activities of
falling down and playing are likely to be misclassified as violenct activities of pushing
and pushing down, respectively, because these kinds of activities have similar strenghth
and suddenness especially when playing contains confrontational actions.

The average accuracy of the proposed method is about 83.7%, which outperforms
the authors’ previous Instance-Based method by 3.7%. The first method FMT is
uncomparable because it is hardly possible to find unified thresholds for actors and
actresses of different ages due to strength difference.

Table 3. Confusion matrix of 9-class classification (%)

Classified as Beat Push Push down Walk Run Jump Fall down Play Stand

Beat 50.0 10.0 13.3 0.0 3.3 0.0 3.3 20.0 0.0
Push 8.3 68.3 8.3 0.0 1.7 6.7 6.7 0.0 0.0
Push down 0.0 3.3 40.0 10.0 0.0 3.3 10.0 23.3 10.0
Walk 2.5 1.3 7.5 43.8 0.0 0.0 0.0 42.5 2.5
Run 0.0 1.4 0.0 0.0 91.4 5.7 0.0 0.0 1.4
Jump 0.0 0.0 0.0 0.0 12.5 87.5 0.0 0.0 0.0
Fall down 0.0 20.0 6.7 0.0 0.0 0.0 66.7 6.7 0.0
Play 4.2 5.0 15.0 5.8 0.0 2.5 4.2 60.8 2.5
Stand 0.0 0.0 1.1 1.1 0.0 0.0 0.0 3.3 94.4

Table 4. Confusion matrix of 2-class classification (%)

Classified as Physical violence Daily-life activity

Physical violence 71.7 28.3
Daily-life activity 11.2 88.8
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5 Conclusion

This paper proposed a physical violence detecting method. The movement data were
gathered by movement sensors by means of role playing. Both time domain features
and frequency domain features were extracted and filtered to describe the differences
between physical violence and daily-life activities. A specific BPNN trained with the L-
M method worked as the classifier. Ten-fold cross validation was performed for sim-
ulation. The average classification accuracy was 83.7%, which showed an improve-
ment compared with the authors’ previous work.
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Abstract. In this paper, a spectrum sharing protocol of cognitive radio
(CR) based on joint resource allocation is proposed. The problem of spectrum
access for one-way relaying CR networks using decode-and-forward (DF) re-
laying protocols is investigated. Specifically, in the first phase, the primary
transmitter (PT) sends its own signal to primary receiver (PR) and cognitive
transmitter (CT). Then, CT divides the received signal into two portions, which
are used to decode information and harvest energy, respectively. In the second
phase, the accessed bandwidth of CT is divided into two parts. One of the
bandwidth is used to forward PT

0
s signal to PR with the harvested energy. CT

can use the other of bandwidth to send CT
0
s signal to the cognitive receiver (CR)

by using its own energy. The main object is to maximize cognitive system
transmission rate by jointly optimizing the power splitting ratio and bandwidth
allocation while satisfying the constraint of primary transmission rate.

Keywords: Energy harvesting � Power splitting � Bandwidth allocation
Spectrum access

1 Introduction

Since wireless communication facilitates people’s communication, they want to have
higher transmission rate of wireless communication. In order to meet people’s needs,
we need higher transmission rates, that is, we need more spectrum resources. However,
the spectrum resource in nature is limited, and existing fixed spectrum allocation has
more or less wastes in time and space, which restricts the development of wireless
communications. Cognitive radio CRð Þ can advance the efficiency of spectrum utilizing
by admitting cognitive system to access the licensed spectrum of the primary system
while persevering in the interference restriction of the primary systems [1].

With the advantages of expanding coverage of the system and improving reliability
of the link, cooperative diversity technology has wide applications in the spectrum
access of cognitive radio [2–4]. In distributed spectrum sharing protocols with coop-
erative relay, the cognitive transmitter uses a part of its power to transmit the primary
signal. As a reward, it can transmit its own signal to cognitive receiver by using the
remainder [5–7]. In the spectrum access protocol, the cognitive transmitter plays the
role of relay, to help reach the target rate of primary system with a part of sub-carriers
to transmit the primary signal, while the rest are used for transmitting its signal [8–10].
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Simultaneous wireless information and power transfer (SWIPT) [11] is the product
of wireless energy transmission combined with wireless information transmission,
which can realize the parallel transmission of information and energy. A relay can
harvest energy from the received signal,and forward the received signal to the desti-
nation [12, 13]. By optimizing some practical parameters in [14], SWIPT proposes a
general framework to maximize network performance. A cooperative SWIPT scheme
based on time switching (TS) protocol was presented to maximize the energy-delivery
efficiency in wireless sensor networks (WSNs) with multiple nodes [15]. However,
there are some flaws in the articles above. Such as, the cognitive user utilizes the same
bandwidth to send signal of the primary and cognitive users, which will result in grave
interference between the primary and cognitive system.

A spectrum sharing protocol of cognitive radio based on DF relaying is proposed in
this paper. Specifically, the accessed bandwidth of cognitive system is divided into two
parts. One part is used to send primary signal with the harvested energy, and the other
part is used to transmit its own signal by using its own energy. Therefore, independent
bandwidth is used to send primary and cognitive signal without interference. We study
the joint power splitting ratio and bandwidth allocation optimization to obtain the
maximum value of cognitive system transmission rate under the constraint of primary
target rate RT . The simulation results show that the primary and cognitive performance
is improved.

The remaining part of this paper is arranged as follows. In Sect. 2, we introduce the
components of the system model and the definition of various parameters. In Sect. 3,
we propose the formulation and solution of the problem. In Sect. 4, Simulation results
explain the performance of the proposed spectrum sharing protocol and power allo-
cation algorithm. Finally, in Sect. 5, we give the conclusion of this paper.

2 System Model

We consider a cognitive radio system make up a primary system and a cognitive
system, which is shown in Fig. 1. The primary system is composed of a primary
transmitter (PT) and a primary receiver (PR) which supports the relaying functionality
and operates on a licensed spectrum W . The cognitive system is made up of a cognitive
transmitter (CT) and a cognitive receiver (CR), which transmits signal by looking for
the chance to get the licensed spectrum. CT has the function of energy harvesting,
which will acquire and store the energy from the received signal.

We assume that the channel in this system is Rayleigh flat fading channel, h1, h2, h3
and h4 denote the channel coefficients of the links PT ! PR, PT ! CT , CT ! PR and
CT ! CR, respectively. d1, d2, d3 and d4 denote the distance of the links PT ! PR,
PT ! CT , CT ! PR and CT ! CR, respectively. We have hi � CNð0; d�v

i Þ,
i ¼ 1; 2; 3; 4, where v is the path loss exponent. ci ¼ hi;k

�� ��2 denotes the instantaneous
channel gain of hi. We also assume that all the channel coefficients are constant
throughout the whole process. Generally, we assume that all the noise terms are
additive white Gaussian noise with a mean of zero and a variance of r2.
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We separate the transport process of the system into two phases. firstly, PT sends
signal to PR and CR by using its power Pp. CT uses one of the received signal to
decode information and the other to harvest energy. Secondly, CT forward the receives
signal to PR. As a reward, CT can send its own signal to CR with the remaining
bandwidth by using its transmit power Pc.

3 The Problem Formulation and Solution

Firstly, we consider that there is no cognitive system access, PT sends its signal to PR
directly. The achievable rate of PR can be written as

RD ¼ W log2 1þ c1PP

r2

� �
ð1Þ

When the primary rate RD falls below the target rate RT , PR will seek cooperation
with surrounding cognitive users to help transmit the primary signal.

In the first phase, PT transmits its signal to PR and CT . CT uses a 0\ a\ 1ð Þ
fraction of the primary power for decoding information and utilizes the remainder for
harvesting energy. Therefore, the rates of PT ! PR and PT ! CT links can be
expressed as

Rd ¼ 1
2
W log2ð1þ

c1PP

r2
Þ ð2Þ

R1
p ¼

1
2
W log2ð1þ

ac2PP

r2
Þ ð3Þ

PT PR

CT

CR

{h1,PP}

{h2,PP} {h3,Q}

{h4,PS}

First transmission slot
Second transmission slot

Fig. 1. System model.
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The energy collected by CT can be expressed as

Q ¼ eð1� aÞc2PP ð4Þ

where e is a constant representing the loss factor for converting energy into electricity.
In the second phase, CT utilizes a part of the bandwidth bWð0\ b\ 1Þ to transmit

PT
0
s signal with the collected energy Q. If CT decodes successfully, the primary rate

can be expressed as

R2
p ¼

1
2
bW log2 1þ e 1� að Þc2c3PP

r2
þ PPc1

r2

� �
þ 1

2
ð1� bÞW log2 1þ PPc1

r2

� �
ð5Þ

After two phases, the achievable rate of PR can be expressed as

RP ¼ minfR1
p;R

2
pg ð6Þ

Meanwhile, CT sends its own signal to CR with the remained bandwidth ð1� bÞW
and cognitive power. Therefore, the rate of CR can be expressed as

Rc ¼ 1
2
ð1� bÞW log2 1þ c4Pc

r2

� �
ð7Þ

3.1 Problem Formulation

With the objective of maximize the cognitive rate Rc by joint optimization of power a
and bandwidth b while ensuring the primary rate RP can achieve the target rate RT . The
optimization problem can be written as:

max
a;b

Rc ¼ 1
2
ð1� bÞW log2 1þ c4Pc

r2

� �
ð8Þ

s:t:
Rp �RT

0\a\1
0\b\1

8<
: ð9Þ

3.2 Problem Solution

Substituting (3), (5), (6) into the first condition of (9), we can obtain

1
2
W log2ð1þ

ac2PP

r2
Þ�RT ð10Þ

1
2
bW log2 1þ e 1� að Þc2c3PP

r2
þ PPc1

r2

� �
þ 1

2
ð1� bÞW log2 1þ PPc1

r2

� �
�RT ð11Þ
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Convert the format (10) and (11), we can obtain

a� r2M
c2PP

b� 2RT�W log2ð1þ PPc1
r2

Þ
W log2ð1þ eð1�aÞc2c3PP

r2 þPPc1
Þ

8><
>: ð12Þ

where M ¼ 22RT=W � 1.
We have the constraint of 0\ b\ 1, and can obtain

a� 1� r2M � c1PP

ec2c3PP
ð13Þ

1
2
W log2 1þ c1Pp

r2

� �
\RT ð14Þ

In (12) and (7), we can know that b monotonically increases with a and Rc

monotonically decreases of b, respectively. Therefore, the joint optimization problem
of power a and bandwidth b can be expressed as

b�¼
2RT �W log2ð1þ PPc1

r2 Þ
W log2ð1þ eð1�aÞc2c3PP

r2 þPPc1
Þ

ð15Þ

a� ¼ r2M
c2PP

ð16Þ

Substituting a� into (15), the optimal b� can be expressed as

b� ¼
2RT �W log2ð1þ PPc1

r2 Þ
W log2ð1þ c3eðPPc2�r2MÞ

r2 þPPc1
Þ

ð17Þ

4 Simulation Results

We consider PT , PR, CT and CR are in a two-dimensional X � Y plane, where PT and
PR are located at points 0; 0ð Þ and 1; 0ð Þ, respectively, thus d1 ¼ 1. CT moves on the
positive X axis from, its coordinate is d2; 0ð Þ. CR is located at point 1;�0:5ð Þ. Thus,
d3 ¼ 1� d2, and d4 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d22 þ 0:25

p
. The path loss exponent denotes

v ¼ 4; r2¼1;RT ¼ 2:5 bps=Hz;PP ¼ 6 dB;Pc ¼ 10 dB;W ¼ 1:
Figure 2 presents the value of Rp and RC versus d2 in a transmission process. In

Fig. 2, we can find that Rp ¼ RT ;RC [ 0 when CT moves in the access domain of
0; 0:595½ �. We can also find that when CT moves in the access domain of 0:596; 1½ �,
Rp ¼ RD;RC ¼ 0, which indicates that CT can’t operate on the primary spectrum. This
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is because that when CT 0s location is aloof from PT , the SNR of PT ! CT link is
worse and then the harvested energy Q at CT will be less and less. It will lead to CT
can’t help the value of Rp to reach the target rate RT . Hence, the cognitive system will
not be admitted to operate on the spectrum of primary system.

Figure 3 presents the value of RC versus Pc with different RT when CT in the access
domain. From Fig. 3, we can observe that the rate of the cognitive system increases
with the increase of the cognitive transmit power Pc, which is because CT only uses Pc

to send cognitive signal in the access domain. Figure 4 presents the value of RC versus
d2 with different RT . From Fig. 4, we can observe that when CT is not in access
domain, the rate of the cognitive system increases first, and then decreases as d2
increase. When CT is not in access domain, the rate of the cognitive system would
become zero. It is because that the SNR of PT ! CT link is worse when CT 0s location
is too close or too far away from PT . We can also discover from the following figures
that the cognitive rate RC will decrease as the target rate RT increase. It is because that
when RT gets larger, CT will use more bandwidth to transmit PT

0
s signal to reach the

target rate RT , which leads to less bandwidth being left to send its own signal.
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5 Conclusion

A spectrum sharing protocol of cognitive radio based on DF relaying is proposed in this
paper. Specifically, CT decodes information and harvests energy with the received
signal. Then, the accessed bandwidth of CT is divided into two parts. One part is used
to forward PT

0
s signal to PR with the energy Q, and the other part is used to transmit
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CT
0
s signal to CR by using its own energy. There will be no interference between

primary and cognitive systems. Joint power splitting ratio and bandwidth allocation is
studied to maximize the value of RC while satisfying the constraint of primary trans-
mission rate. Simulation results show that the proposed joint optimization strategy is
beneficial to both the cognitive and primary system.
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Abstract. Cognitive radio (CR), as an intelligent spectrum sharing technology,
can improve utilization of spectrum by sharing the licensed spectrum bands with
secondary users (SUs) as long as do not have harmful effect on primary users
(PUs). Simultaneous wireless information and power transfer (SWIPT) combi-
nes wireless information transmission (WIT) technology and wireless power
transfer (WPT) technology, which harvesting energy from ambient RF signals.
In this paper, we consider amplify-and-forward (AF) cognitive radio networks
(CRNs) with SWIPT-enabled secondary relay node. We aim to maximize the
throughput of secondary network in considering the interference caused by the
transmitted signal of secondary relay node to PUs, and derived the closed-form
expression of the optimal power splitting ratio. Simulation results demonstrate
the performance of the optimal power splitting ratio.

Keywords: Simultaneous wireless information and power transfer
Cognitive networks � Amplify-and-forward � Throughput

1 Introduction

In recent years, with the rapid increase of the wireless devices, spectrum scarcity
becomes the bottleneck for the development of wireless communication. However,
most licensed spectrum bands are usually under-utilized while the unlicensed spectrum
bands are becoming increasingly crowded [1]. Cognitive radio (CR), as an intelligent
spectrum sharing technology, can improve utilization of spectrum by sharing the
licensed spectrum bands with secondary users (SUs) as long as do not have harmful
effect on primary users (PUs) [2, 3].

Energy harvesting (EH), as an economical and feasible technology to prolong the
lifetime of energy-constraint networks has drawn significantly attention. In addition to
the traditional energy resources, such as solar [4], radio-frequency (RF) signal as a new
resource which can carry energy and information at the same time. Simultaneous
wireless information and power transfer (SWIPT) combines wireless information
transmission (WIT) technology and wireless power transfer (WPT) technology, which
harvesting energy from ambient RF signals [5]. Compare with the traditional EH
technology, SWIPT does not affected by weather and geographical location. Moreover,
the node that utilizes the SWIPT can receive information while harvesting energy to
sustain itself. Due to these advantages, SWIPT has attracted great attention [6–10].
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Varshney firstly proposed the idea of SWIPT assuming that the receiver can decode the
carried information from the signal that used for EH in [6]. However, this assumption is
unachievable in practice due to the limitation of circuit [7]. Two practical receiver
architectures named time switching (TS) and power splitting (PS) respectively was
proposed in [8]. Recently, SWIPT also has been proposed in cooperative relaying
networks [9, 10]. [9] considered introducing SWIPT to amplify-and-forward (AF) co-
operative relaying networks, in which two relaying protocols for SWIPT were studied.
In [10], three power transfer policies were proposed for two-way relaying networks,
where the performances of throughput for different policies were analyzed.

Recently, to combine the merits of two technology, SWIPT has been introduced
into cognitive radio networks (CRNs) [11–13]. [11] studied the policy of channel
selection to maximize SU’s throughput, in which the RF-powered CRN contains
multiple PUs allocated with different channels. [12] analyzed the performance of
outage probability for CRNs with SWIPT-enabled relay, while did not obtain the
closed-form expression of the optimal TS ratio. [13] derived the approximate expres-
sions of ergodic sum-rate and throughput for AF underlay CRNs, in which relay uses
PS receiver architecture to harvest energy. However, the interference caused by the
transmitted signal of secondary relay node to PUs.

In this paper, we derived the closed-form expression of the optimal power splitting
ratio for AF CRNs with SWIPT-enabled secondary relay node. The main contributions
of this paper can be summarized as follows: First, unlike the aforementioned work [13],
we maximize the throughput of secondary network in considering the interference
caused by the transmitted signal of secondary relay node to PUs as well as PU to
secondary network. Second, we derived the closed-form expression of optimal power
splitting ratio rather than the simulation like [12]. Finally, the simulation result
demonstrates that the optimal power splitting ratio we obtained can maximize the
throughput of secondary network.

The remainder of the paper is organized as follows. Section 2 describes the
underlay AF CRN with SWIPT-enabled secondary relay node and formulate the
optimization problem. Section 3 solves the optimization problem and obtains the
closed-form expression of the optimal power splitting ratio. The simulation results are
presented and discussed in Sect. 4. Finally, we conclude the paper in Sect. 5.

2 System Model and Problem Formulation

2.1 System Model

As illustrated in Fig. 1, we consider an underlay AF CRNs with SWIPT-enabled
secondary relay node, where consists of a primary network and a secondary network.
The primary network consists of a pair of PUs, i.e., a primary transmitter (PT) and a
primary receiver (PR), respectively. There are three node which are respectively source
node (SN), SWIPT-enabled relay node (RN) and destination node (DN) in the sec-
ondary network. We assume that SN can transmit the signal to DN only with the help
of RN due to there is no direct link between SN and DN. The channel coefficient from
any terminal i to j is denoted as hi;j � CNð0; d�m

i;j Þ, where di;j is the distance between i
and j, m is the path loss exponent.
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The cooperative communication takes place in two equal phases. In the first phase,
PT uses transmission power pp to transmit the signal xp to PR and will cause the
interference to RN. For the underlay mode, the interference from SN to PR should not
excessed the threshold Ith. Moreover, we denote the maximal transmission power at SN
as Pmax. Then, the transmission power of SN can be written as

ps ¼ min
Ith

hSN;PR
�� ��2 ;Pmax

 !
ð1Þ

SN uses the transmission power ps to transmit the signal xs to RN, and the received
signal at the RN is expressed as

y ¼ ffiffiffiffi
ps

p
xs hSN;RN þ na þ ffiffiffiffiffi

pp
p

xp hPT;RN ð2Þ

where na � Nð0; r2aÞ is the additive white Gaussian noise (AWGN) at RN.
The RN splits the received signal into two parts with the power allocation ratio

kð0� k� 1Þ, one part is used for the energy harvesting and the other part ð1� kÞ for
information processing. The energy harvested at RN can be expressed as

E ¼ 1
2
gkðPs hSN;RN

�� ��2 þ r2a þPp hPT;RN
�� ��2Þ ð3Þ

where 0\g\1 is the energy conversion efficiency. RN utilize all of the energy har-
vested in the first phase to help forward SN’s information, then the transmission power
of RN is

pr ¼ E=ð1=2Þ ¼ gkðps hSN;RN
�� ��2 þ r2a þ pp hPT;RN

�� ��2Þ ð4Þ

SN
RN

DN

Transmission signal in the first time slot Interference in the first time slot

PT PR

Transmission signal in the second time slot Interference in the second time slot

Fig. 1. System model.
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In the second phase, PT uses transmission power pp to transmit the signal xp to PR
and will cause the interference to DN. RN utilizes the AF relaying protocol to forward
SN’s information, and the transmission signal is given by

yr ¼ /ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� kð Þ

p
yþ nbÞ ð5Þ

where nb � Nð0; r2bÞ is the noise caused by the signal conversion from RF band to
baseband [9], / is the amplification coefficient and can be written as

/ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

pr

ð1� kÞ ps hSN;RN
�� ��2 þ r2a þ pp hPT;RN

�� ��2� �
þ r2b

s
�

ffiffiffiffiffiffiffiffiffiffiffi
gk

1� k

r
ð6Þ

The received signal at DN is written as

yd ¼ yrhRN;DN þ nc þ ffiffiffiffiffi
pp

p
xp hPT;DN ð7Þ

where nc � Nð0; r2cÞ is AWGN at DN.
Substituting (2), (5) and (6) into (7), we have

yd ¼
ffiffiffiffiffiffiffiffiffi
gkps

p
hSN;RNhRN;DNxs

þð ffiffiffiffiffiffiffiffiffiffi
gkpp

p
hPT;RNhRN;DN þ ffiffiffiffiffi

pp
p

hPT;DNÞxp

þ
ffiffiffiffiffiffiffiffiffiffiffi
gk

1� k

r
hRN;DN

ffiffiffiffiffiffiffiffiffiffiffi
1� k

p
na þ nb

� �
þ nc

ð8Þ

From (8), we can obtain the SINR at DN as following

c ¼ �Ak2 þAk

�Bk2 þ BþC � Dð ÞkþD
ð9Þ

where A ¼ gps hSN;RN
�� ��2 hRN;DN

�� ��2, B ¼ gpp hRN;DN
�� ��2 hPT;RN

�� ��2 þ g hRN;DN
�� ��2r2a,

C ¼ g hRN;DN
�� ��2r2b, D ¼ pp hPT;DN

�� ��2 þ r2c .
Thus, the throughput at DN is given by

Rd ¼ 1
2
log2 1þ cð Þ ð10Þ

2.2 Problem Formulation

In the second phase, the interference from RN to PR is written as

Ir ¼ pr hRN;PR
�� ��2¼ gk ps hSN;RN

�� ��2 þ r2a þ pp hPT;RN
�� ��2� �

hRN;PR
�� ��2 ð11Þ
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Thus, the optimization problem can be formulated as

OP1 : max
k

Rd ð12aÞ

s:t:C1 : Ir � Ith ð12bÞ

C2 : k 2 ½0; 1� ð12cÞ

where C1 denotes that the interference from RN to PR should not excessed the
threshold Ith. C2 shows the practical constraint of k.

Since logðxÞ is monotonically increasing with x, the object function can omit log.
Then, we can transform the optimization problem above into the following problem

OP2 : max
k

c ð13Þ

s:t: C1;C2

3 Optimal Solution

Take the first derivation of (5) with k, we have

dc
dk

¼ A D� Cð Þk2 � 2ADkþAD

�Bk2 þ BþC � Dð ÞkþD
� �2 ð14Þ

Since the denominator of dc
dk

is always positive, dc
dk

is positive or negative just

depends on f kð Þ ¼ A D� Cð Þk2 � 2ADkþAD. Furthermore, we can find that for the
different relative values of C and D, f kð Þ has different forms with k. Thus, we should
analyze the constraint of k as well as the relative values of C and D to obtain the
optimal value of k.

Condition 1. When D\C
Obviously, f kð Þ is a quadratic function of k, and solve the equation f kð Þ ¼ 0 we

can obtain two different roots which respectively written as

k1 ¼ 2AD� 2A
ffiffiffiffiffiffiffi
CD

p

2AðD� CÞ ¼ D� ffiffiffiffiffiffiffi
CD

p

D� C
ð15Þ

k2 ¼ 2ADþ 2A
ffiffiffiffiffiffiffi
CD

p

2AðD� CÞ ¼ Dþ ffiffiffiffiffiffiffi
CD

p

D� C
ð16Þ

Moreover, we have
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f 1ð Þ ¼ A D� Cð Þ � 2ADþAD ¼ �AC\0 ð17Þ
f 0ð Þ ¼ AD[ 0 ð18Þ

It is obvious that 0\k1\1 and k2\0. Moreover, combine (17), (18) and the
constraint C2 we can know that c reaches the maximum when k ¼ k1 and for k\k1, c
is monotonically increasing with k; for k� k1, c is monotonically decreasing with k.
Moreover, we also should consider the constraint C1, and we have

k� kth ¼ Ith
EþF

ð19Þ

Where E ¼ gps hSN;RN
�� ��2 hRN;PR

�� ��2, F ¼ gðr2a þ pp hPT;RN
�� ��2Þ hRN;PR�� ��2. Thus, the

optimal k is given by

k	 ¼ k1 ¼ D� ffiffiffiffiffi
CD

p
D�C if kth [ k1

kth ¼ Ith
EþF if kth � k1

(
ð20Þ

Condition 2. When D[C
With the similar analysis as above, we can obtain the optimal k as

k	 ¼ k1 ¼ D� ffiffiffiffiffi
CD

p
D�C if kth [ k1

kth ¼ Ith
EþF if kth � k1

(
ð21Þ

Condition 3. When D ¼ C
Obviously, f kð Þ is a linear function of k, and we have

f 1ð Þ ¼ �2ADþAD ¼ �AD\0 ð22Þ

f
1
2

� 	
¼ �2AD 	 1

2
þAD ¼ 0 ð23Þ

f 0ð Þ ¼ AD[ 0 ð24Þ

Combining (22), (23), (24) and the constraint C2 we can know that c reaches the
maximum when k ¼ 1

2 and for k\ 1
2, c is monotonically increasing with k; for k� 1

2, c
is monotonically decreasing with k. Moreover, we also should consider the constraint
C1 as above. Thus, the optimal k is given by

k	 ¼
1
2 if kth [ 1

2
kth ¼ Ith

EþF if kth � 1
2



ð25Þ
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From the analyses in Condition 1 to Condition 3, we can know that when D 6¼ C,
the optimal k is given by

k	 ¼ k1 ¼ D� ffiffiffiffiffi
CD

p
D�C if kth [ k1

kth ¼ Ith
EþF if kth � k1

(
ð26Þ

When D ¼ C, the optimal k is given by

k	 ¼
1
2 if kth [ 1

2
kth ¼ Ith

EþF if kth � 1
2



ð27Þ

4 Simulation Results and Discussion

We assume that the path loss exponent m ¼ 3, the distance dSN;RN þ dRN;DN ¼ 2,
dPT;RN ¼ dPT;DN ¼ dSN;PR ¼ dRN;PR ¼ 2, the energy harvesting efficiency g ¼ 0:8, the
transmission power of PT pp ¼ 2W the maximum transmission power of SN is set to
Pmax ¼ 2W. For simplicity, the power of noise is set to r2a ¼ r2b ¼ r2c ¼ 0:01. Simu-
lation results are generated by averaging 10,000 channel realizations.

Figure 2 shows the throughput of secondary network versus dSN;RN with different
Ith. In Fig. 2, we can observe that there is no performance gap when compared with
exhaustive search method. Figure 2 also shows that when RN moves far away to SN,
less energy that utilized to help SN forward the information can be harvested at RN, so
that the throughput of the secondary network decreases. From Fig. 2, we can observe

Fig. 2. Throughput versus dSN;RN.
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that secondary network obtains larger throughput with larger Ith due to PR can allow
more interference form the secondary network with larger Ith, which is also showed in
Fig. 3. Figure 3 presents the throughput versus Ith with different k. The distance dSN;RN
is set to be 1. Figure 3 also demonstrates the performance of the optimization, we can
find that the throughput of secondary network obtains maximum value with k	.

Fig. 3. Throughput for different k versus Ith.
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Fig. 4. The optimal value of k versus Ith.
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k	 versus Ith with different dSN;RN is presented in Fig. 4. First, Ith is too small to

makes ps ¼ min Ith
hSN;PRj j2 ;Pmax

� 	
¼ Ith

hSN;PRj j2, at this point, k	 ¼ kth and k	 increases

nonlinearly with Ith. Then, Ith increase and makes ps ¼ min Ith
hSN;PRj j2 ;Pmax

� 	
¼ Pmax, at

this point, k	 ¼ kth and k	 increases linearly with Ith. Finally, k
	 will equal to k1 and

will no longer change.

5 Conclusion

We consider an underlay AF CRNs with SWIPT-enabled secondary relay node and aim
to maximize the throughput of the secondary network in considering the interference
caused by the transmitted signal of the secondary relay node to PUs as well as PU to
secondary network. We derived the closed-form expression of k	 which can obtain the
maximum throughput more effectively than the simulation. Moreover, the results show
that when RN moves far away to SN, less energy that utilized to help SN forward the
information can be harvested at RN, so that the throughput of the secondary network
decreases. Our results also demonstrate the performance of the optimization.
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Abstract. Differential capacitance detection, a common high resolution proof
mass displacement detection scheme, is adopted in the gyroscope to measure the
rotor deflection angle by installing an electrode with four poles under the rotor
disk, which forms four detection capacitors and opposite ones form a differential
capacitance detection pair. Theoretical inference explains the approximately
proportional relationship between the capacitance difference and the rotor
deflection angle. Simulation in Ansys Maxwell verifies the inference and con-
firms the differential capacitance detection range of the rotor deflection angle to
0–1°, limited by linearity. A signal processing system is constructed, obtaining a
DC output voltage proportional to the measured input angular speed. Experi-
ment shows the fabricated gyroscope with the designed differential capacitance
detection pairs exhibits excellent performance with the resolution and the bias
stability of 0.1 °/s and 0.5 °/h, respectively.

Keywords: Rotational gyroscope � Differential capacitance detection pair

1 Introduction

Gyroscope, angular speed sensor, has found applications in areas such as navigation,
attitude control of aircraft, stability control systems in cameras, game controllers,
automotive electronics, for instance, electronic stability program (ESP) [1]. Vibratory
gyroscope and rotational gyroscope are the two main categories, based on Coriolis
principle and precessional principle, respectively [2, 3]. The former has inherent
problem of cross-talk between drive-mode vibration and sense-mode vibration, which
restricts the performance [4, 5]. Small volume rotational gyroscope, mainly including
magnetically suspended gyroscopes (MSG) and electrostatically suspended gyroscopes
(ESG), with a rotor processing a large moment of inertia, exhibits higher performance
than vibratory gyroscope. Researches on rotor suspension structures [3, 6], driving
schemes [7, 8], pick up circuits [9, 10] and control electronics [11–14] to MSGs and
ESGs have been conducted to improve measurement accuracy. Stability of rotor sus-
pension has become a major constraint for further performance improvement of MSGs
and ESGs.
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To obtain stable rotor support, a contacting low-friction rotor support structure with
a water-film bearing is designed in the proposed gyroscope [15]. When sensing an
input angular speed, rotor will deflect a certain angle proportional to the angular speed
under the act of Coriolis torque, magnetic self-restoring torque and damping torque
[16]. Thus, the measurement accuracy of rotor deflection angle is the critical point that
determines performance of the gyroscope. Differential capacitance detection is a classic
scheme for proof mass displacement measurement and for the proposed gyroscope,
rotor deflection angle is detected by four capacitors formed by the rotor disk and four
sectorial poles on a detection electrode. Opposite capacitors form a differential
capacitance pair and two pairs can measure the rotor deflection angle at any direction of
the stator plane (which is also the rotor plane when no input angular speed acts on the
gyroscope). The gyroscope structure is illustrated and the operational principle of the
proposed gyroscope is explained in Sect. 2. From analysis in Sect. 2, it is known that
when sensing an input angular speed, rotor deflects an angle proportional to the angular
speed with small amplitude harmonic vibration. Section 3 explains the principle of
differential capacitance detection and defines the measurement angle range limited by
the linearity of differential capacitance detection through simulation in Ansys Maxwell.
Section 4 introduces the signal processing system and in Sect. 5, performance
parameters of the gyroscope are tested. Section 6 summarizes the paper.

2 Operational Principle of the Gyroscope

2.1 Structure Design

The structure of the fabricated gyroscope is illustrated in Fig. 1. Figure 1(a) is a cross-
section view by SolidWorks with a top-view of the detection electrode with four poles
and Fig. 1(b) is a photograph of the fabricated gyroscope with the upper bronze shell
open. Rotor is composed of a ball by stainless steel at the center and a ring-shaped disk
by 2J85 grade permanent magnet, magnetized at the parallel direction, glued to the
great circle. The diameter of the rotor ball, which is equal with the inner diameter of the
rotor disk is 3 mm. The outer diameter and the thickness of the rotor disk are 10.8 mm
and 0.5 mm, respectively. The stator, with 12 ring-distributed poles, is of the same
thickness with rotor disk. A stable rotating magnetic field is produced by the stator to
drive the rotor to a rated spinning speed of 10000 rpm. With no input angular speed
acting on (zero state), the rotor disk and the stator are parallel. A detection electrode
with four poles is installed to the lower supporting pillar (Fig. 1(a)), parallel to the rotor
disk at zero state (with a distance of 100 lm). Each pole and the rotor disk construct a
capacitor, and opposite ones compose a differential capacitor pair. Conducting oil is
filled in the cavity of the upper supporting pillar and modulation signal Vmod (2 V,
15 kHz) is added through the upper supporting pillar, conducting oil, rotor ball to
differential capacitor pairs. Two differential capacitor pairs detect the rotor deflection
angle at the rotor plane which is perpendicular to the measurand of the input angular
speed. For gyroscope, a higher angular momentum (H), which is proportional to rotor
spinning speed, will produce a larger Coriolis torque under the same input angular
speed, thus leading to a larger sensitivity. To obtain a high H, a superhydrophobic
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surface is fabricated on the rotor ball and deionized water is filled in the cavity of the
lower supporting pillar to form a water-film bearing under centrifugal force when rotor
is actuated. With the rated driving current, steady-state spinning speed of the rotor with
a superhydrophobic surface increases 12.4% [15].

2.2 Sensing of Input Angular Speed

Schematic diagram for dynamics analysis of the gyroscope is as Fig. 2. Stator and rotor
are fixed at the coordinates of X0Y0Z0 and XYZ (without spinning motion), respec-
tively. When the gyroscope senses an input angular speed at the X0Y0Z0 plane, a
proportional Coriolis torque MG will act on the rotor, deflecting the rotor disk off the
X0Y0Z0 plane. For high relative magnetic permeability of the rotor disk and the stator
(silicon steel sheets) compared with air, most of the magnetic energy is within the air
gap. Tendency to keep total magnetic energy of the system as lowest produces a
magnetic self-restoring torque (Mc) proportional to rotor deflection angle (u), as
inferred in [16]. Damping torque (Md) at the X0Y0 plane exerted by the water-film
bearing to the rotor ball is proportional to rotor precessional angular speed [16]. For
high amplitude of H, nutation, which is low in amplitude and will attenuate fast, is
neglected and dynamic equations for the rotor in the X0Y0 plane are as below:

MGy þMcy þMdy ¼ Hxx � H _b
� �

� Cya� Dy _a ¼ 0; ð1Þ

MGx þMcx þMdx ¼ �Hxy � H _a
� �þCxbþDx

_b ¼ 0; ð2Þ

where for the symmetrical structure of the gyroscope, letting self-restoring coefficient
C = Cx= Cy= Mc/u, damping coefficient D = Dx= Dy= Md/x. Under step inputs of xx,
xy with amplitudes of Ax, Ay, solutions of (1) (2) give:

(a)                                                             (b) 

Fig. 1. (a) Cross-section view of the gyroscope; (b) Photograph of the gyroscope.
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a tð Þ ¼ H
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in which u = arctan(Ax/Ay). (3) (4) reflect dynamic response of the rotor responding to
a step angular speed input (xx, xy) at the X0Y0 plane. Self-restoring torque (Mc) is a
periodic restoring torque with the expression of Mc ¼ C1 þC2 sin 4pftþwð Þð Þu
(C1 = 0.0219, C2 = 0.0083) [16]. Through inference, taking periodic self-restoring
effect into account, expressions (3) (4) can be modified as [16]:
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e�

C1D

H2 þD2
t cos

C1H
H2 þD2 tþ/þ p

� �	 
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ð6Þ

in which C2/C1= 0.0083/0.0219 = 0.379, f (167 Hz) is the driving frequency.
Expressions (5) (6) indicate that the rotor will spiral at the angular speed of C1H/
(H2 + D2) with the radius attenuation rate of C1D/(H

2 + D2), to a dynamic equilibrium
position of (a = HAx/C1, b = HAy/C1) with harmonic angular vibration at the fre-
quency of 2f within the range of C2H=C2

1. Thus, it can be concluded that dynamic
equilibrium deflection angles a, b are proportional to measurands of input angular
speeds xx, xy.

Fig. 2. Schematic diagram for dynamics analysis of the gyroscope.
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3 Deflection Angle Detection by Differential Capacitance
Pairs

Capacitive detection is adopted in the design and four poles on the electrode under the
rotor disk form four capacitors with the disk. Two capacitors in X0 or Y0 direction form
a detection pair. The detection schematic diagram is shown in Fig. 3. The inner radius
Ri, outer radius Ro of the sector pole are the inner and outer radii of the rotor disk. The
central angle of one pole, the distance between the pole and the rotor are set as 2h0 and
h. When the rotor deflect an angle of small value ~u ¼ a~Yþ b~X; letting g(h) =
acosh + bsinh, the expression of CX þ and CX� are:

CXþ ¼ e
Z h0
�h0

Z Ro

Ri

rdhdr
h0 � rg hð Þ ¼ e

Z h0
�h0

Ro � Ri

�g hð Þ � h0
g2 hð Þ ln

h0 � Rog hð Þ
h0 � Rig hð Þ

	 

dh; ð7Þ

CX� ¼ e
Z h0
�h0

Z Ro

Ri

rdhdr
h0 þ rg hð Þ ¼ e

Z h0
�h0

Ro � Ri

g hð Þ � h0
g2 hð Þ ln

h0 þRog hð Þ
h0 þRig hð Þ

	 

dh: ð8Þ

Expanding expressions (7) (8) with Taloy’s series gives:
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i

nhn�1
0
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i
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o � R3
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Fig. 3. Capacitive detection schematic diagram.
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For a, b are of small values and g(h) = acosh + bsinh, items with integration of
high orders of g(h) are omitted. Then, Eqs. (9), (10) become:

CXþ ¼ eh0 R2
o � R2

i

� �
h0

þ e R3
o � R3

i

� �
3h20

Z h0
�h0

g hð Þdh ¼ CXþ
0
þ 2ae R3

o � R3
i

� �
sinh0

3h20
;

ð11Þ
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� �
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� e R3
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i

� �
3h20

Z h0
�h0

g hð Þdh ¼ CX�
0
� 2ae R3

o � R3
i

� �
sinh

3h20
; ð12Þ

where CXþ
0
, CX�

0
are the initial capacitance of CXþ , CX� at zero state. Though the

expressions of the two initial capacitance are the same, fabrication and assembling
errors will cause inequality between them and the right expression in (11) and (12) are
more accurate. Therefore, the changed capacitance caused by rotation angles of a and b
are:

DCXþ ¼ CXþ � CXþ
0
¼ 2e R3

o � R3
i

� �
sinh0

3h20
a ¼ Gda ð13Þ

DCX� ¼ CX� � CX�
0
¼ � 2e R3

o � R3
i

� �
sinh0

3h20
a ¼ �Gda ð14Þ

The coefficient of Gd is the amplification factor of differential capacitance. From
expressions (13) and (14), it can be pointed out that the changed capacitance DCXþ and
DCX� are proportional to angle a and irrespective to b. The conclusion is based on the
precondition that a, b are of small values and high order items in (9) and (10) are
omitted. To identify the rotor deflection angle range, within which errors of linear
approximation in (11) (12) are acceptable, capacitance differences between CXþ and
CX� under rotate_Y_angle (a) range of 0°–2° are simulated in ANSYS Maxwell
(Fig. 4). It can be seen that the linearity of differential capacitance deteriorates with the
increase of rotor deflection angle and the range of rotor deflection angle is limited to
0°–1°.

Fig. 4. Capacitance difference between CXþ and CX� under rotate_Y_angle (a) from 0° to 2°.
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4 Differential Signal Processing

To detect the capacitive change, a high frequency sinusoidal modulation signal Vmod

(2 V, 15 kHz) is added to four capacitors through the rotor ball. Circuit through CX

pair (CXþ and CX� ) or CY pair (CYþ and CY� ) is induced to differential amplifier
circuit. Proportional amplifier circuit is applied to amplify the signal to an appropriate
amplitude. The signal detection block diagram is shown in Fig. 5. The processing
system for CX pair and CY pair are the same and the following derivation takes CX pair,
which senses X axis input angular speed, for example. In the circuit, resisters R1, R2,
R3, R4 satisfy:

R2

R1
¼ R4

R3
¼ Gop3: ð15Þ

Cf þ and Cf� are adjusted to satisfy:

CXþ
0

Cf þ
¼ CX�

0

Cf�
; ð16Þ

so that the zero state output voltage is zero. Then the output signal before HPF is:

Vo1 ¼ Gop3Vmod
CX þ

Cf þ
� CX�

Cf�

� �
¼ Gop3Vmod

CX þ
0
þDCX þ

Cf þ
� CX�

0
þDCX�

Cf�

� �
ð17Þ

Taking (13), (14), (16) into (17), the following equation can be derived:

Vo1 ¼ Gop3VmodGda
1

Cf þ
þ 1

Cf�

� �
ð18Þ

Fig. 5. Signal detection and processing system.
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Equation (18) reveals that an AC output voltage of, proportional to rotational angle
a, is obtained. High pass filter (HPF) after Vo1 filters out low frequency offset drift and
1/f noise first. Then low pass filter 1 (LPF1) filters out modulated signal of high
frequency mechanical vibration (indicated in (5) and (6)) and nutation, obtaining Vo2.
Afterwards, Vo2 is demodulated by multiplier. Set the expression of Vo2 as:

Vo2 ¼ GVmoda ¼ GaVmcos xctþu0ð Þ; ð19Þ

where G ¼ Gop3Gd
1

Cf þ
þ 1

Cf�

� �
; Vm is the amplitude of Vmod and xc is the angular

frequency of Vmod. Demodulation signal Vdem after phase shifter is expressed as
Vmcos(xct + u1). Then, Vo3 is:

Vo3 ¼ Vo2 � Vdem ¼ GaVm cos xctþu0ð Þ � Vm cos xctþu1ð Þ
¼ 0:5GV2

ma cos 2xctþu0 þu1ð Þþ cos u0 � u1ð Þ½ � ð20Þ

It reveals that Vo3 is composed of a DC signal, amplitude of which is sensitive to
phase difference between Vo2 and Vdem, and an AC signal with the frequency of xc/p.
In the experiment, phase shifter is adjusted until maximum DC offset signal in Vo3 is
obtained. Finally, AC component in Vo3 is filtered by LPF2, and Vout is a DC signal
proportional to rotor deflection angle a in amplitude.

5 Measurement and Discussion

To observe the spectral characteristic of Vout, cut-off frequency of LPF2 is set as 50 Hz
initially. Spectral analysis result is as Fig. 6, in which, 12 Hz, 167 Hz (f), 334 Hz
(2f) components are observed. Parameters C1, D have been identified through curve
fitting in [16] to be 0.02017, 2.971 � 10−5, respectively, and H (under rated driving
speed of 10000 rpm) is calculated to be 2.784 � 10−4. Then, rotor spiraling rate (C1H/
(2p(H2 + D2))) indicated in expressions (5) (6) is calculated to be 11.4 Hz, which
accounts for the first peak of spectral density in Fig. 6. It is analyzed in Sect. 2.2 that
the rotor will vibrate at frequency 2f during precessional motion, which accounts for
the third peak of spectral density in Fig. 6. Spectral component of the second peak
(f) derives from asymmetrical fabrication error, which brings mechanical vibration at
the driving frequency (f). To filter out these noises (12 Hz, 167 Hz, 334 Hz), cut-off
frequency of LPF2 is set as 10 Hz finally. For LPF, a lower cut-off frequency will cause
a longer response delay, thus increasing response time of the gyroscope.

Performance parameter test is conducted by putting the proposed gyroscope on a
rate table. Input angular speeds within the measurement range of −30 °/s to 30 °/s
(limited by the non-linearity of differential capacitance detection) with 5° intervals are
given and output voltages are linear fitted in Matlab (Fig. 7(a)). Sensitivity and non-
linearity within the measurement range are identified as 0.0985 V/(°/s) and 0.43%,
respectively. Responses to exponentially-distributed input angular speeds from
−0.00625 °/s to −1.6 °/s are tested and marked in Fig. 7(a). Analysis to these data
reveals that the resolution of the gyroscope is 0.1 °/s. Bias stability test is done to the
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gyroscope (testing outputs of the gyroscope under 0 input angular speed) for half an
hour. Allan derivation curve is plotted as Fig. 7(b), which identifies the bias stability to
be 0.5 °/h.

6 Conclusions

Differential capacitance detection is adopted in the proposed rotational gyroscope with
a specially designed ball-disk shaped rotor. A detection electrode with four sectorial
poles is installed under the rotor disk to form 2 differential capacitance detection pairs,
measuring the rotor deflection angle at the direction of the stator plane. Through
theoretical inference, it is known that, firstly, capacitance difference of opposite
detection capacitors (a differential capacitance detection pair) is approximately pro-
portional to the rotor deflection angle at the perpendicular direction; and secondly,
linear relationship of differential capacitance to rotor deflection angle deteriorates with
the increase of the angle. Through simulation in Ansys Maxwell, non-linearity is
acceptable when rotor deflection angle is within 1°, which restricts gyroscope mea-
surement range to −30 °/s–30 °/s. A modulation signal (2 V, 15 kHz) is added to

Fig. 6. Spectral density of Vout.

(a)                                      (b)

Fig. 7. (a) Input-out characteristic of the proposed gyroscope; (b) Allan deviation curve.

224 D. Chen and Z. Zhang



differential capacitors to obtain an AC signal, proportional to the rotor deflection angle
in amplitude. By multiplying the modulation signal after a phase shifter, AC signal is
demodulated and a proportional output DC signal (Vout) is obtained, finally. Through
spectral analysis, cut-off frequency of LPF before Vout is confirmed as 10 Hz. Gyro-
scope performance parameters of sensitivity, non-linearity, resolution, and bias stability
are tested to be 0.0985 V/(°/s), 0.43%, 0.1 °/s, 0.5 °/h, respectively.
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Abstract. This paper studies a novel user cooperation method in a
wireless powered communication network (WPCN), where a pair of
closely located devices first harvest wireless energy from an energy node
(EN) and then use the harvested energy to transmit information to an
access point (AP). In particular, we consider the two energy-harvesting
users exchanging their messages and then transmitting cooperatively
to the AP using space-time block codes. Interestingly, we exploit the
short distance between the two users and allow the information exchange
to be achieved by energy-conserving backscatter technique. Meanwhile
the considered backscatter-assisted method can effectively reuse wire-
less power transfer for simultaneous information exchange during the
energy harvesting phase. Specifically, we maximize the common through-
put through optimizing the time allocation on energy and information
transmission. Simulation results show that the proposed user coopera-
tion scheme can effectively improve the throughput fairness compared to
some representative benchmark methods.

1 Introduction

Wireless device battery life has always been a key problem in modern wire-
less communication. Frequent battery replacement/recharging may bring lots
of inconvenience and cause high probability of communication interruption. To
overcome the above difficulties, RF-enabled wireless energy transfer (WET)
technique has recently drawn greater attention [1–3], which can charge wireless
devices with continuous and stable energy through the air.

One useful application of WET is wireless powered communication network
(WPCN) [4–10], where wireless devices (WDs) transmit information using the
energy harvested from energy node. Specifically, [4] proposed a harvest-then-
transmit protocol in WPCN where one hybrid access point (HAP) with single-
antenna first broadcasts energy to all users, then allows users to take turns
to perform wireless information transmission (WIT). [5] studied the placement
optimization when each pair of EN and AP is colocated and integrated as a
hybrid access point. However, all the above works consider using a HAP for

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

L. Meng and Y. Zhang (Eds.): MLICOM 2018, LNICST 251, pp. 229–239, 2018.

https://doi.org/10.1007/978-3-030-00557-3_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00557-3_24&domain=pdf


230 W. Xu et al.

performing both WET and WIT. This WPCN model will inevitable suffered
from a so-called “doubly near-far” problem, such that the far user can receive
less wireless power than the near user, but needs to consume more energy to
transmit information for achieving the same communication performance.

To enhance user fairness, [11] proposed a two-user cooperation scheme where
the near user helps relay the far user’s information to the HAP. [12] considered a
cluster-based user cooperation in a WPCN with a multi-antenna HAP. However,
using a single HAP is the essential cause of the user unfairness problem. To
further enhance system performance, [13] considered using separate EN and
information AP. Specifically, the WDs first harvest energy from the EN and
then use distributed Alamouti code to jointly transmit their information to the
AP. Thanks to the achieved cooperative diversity gain, the cooperation scheme
can effectively improve the throughput performance. However, the two WDs
may need to consume considerable amount of energy and time on information
exchange, which may constrain the overall communication performance of the
energy-constrained devices.

Besides, a newly emerged low-cost ambient backscatter (AB) communication
technique provides an alternative method to reduce such cooperation system’s
overhead [14–16]. Specifically, AB allows WDs to transmit information by pas-
sively backscatter environment RF signals, e.g., WiFi and cellular signals, in
the neighbouring area. Several recent works have focused on improving the data
rates of AB, such as applying new signal detection methods and more advanced
backscattering circuit designs [15,16]. However, due to the dependency on time-
varying environment RF signals, backscatter technology suffers many problems,
e.g., sensitive to transmission distance and uncontrollable transmissions.

In this paper, we present a novel user cooperation method assisted by
backscatter in WPCN. As shown in Fig. 1, we consider a similar setup in [13],
where two devices first harvest WET from the HAP and then transmit jointly
to the AP by forming a virtual antenna array. However, unlike the conven-
tional information exchange in [13], we allow the two closely-located WDs to
use backscatter communication to exchange their messages in a passive manner
during the WET stage. The key contributions of this passage are summarized
as follows:

1. We propose a novel user cooperation method assisted by backscatter commu-
nication during the information exchange stage. By reusing the WET signal,
the proposed method can achieve simultaneous energy harvesting and infor-
mation exchange, and thus potentially improves the throughput performance
of the energy-constrained system.

2. We derive the individual throughput of the two WDs for the proposed
backscatter-assisted cooperation method, and formulate an optimization
problem that maximizes the minimum data rates (common throughput)
between the two users. By optimizing the time allocation on WET and WIT,
we can effectively enhance the throughput fairness of the system.

3. We show that the throughput maximization problem can be cast as a convex
optimization, such that its optimum can be efficiently obtained. By comparing
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with some representative benchmark methods, we show that the proposed
backscatter-assisted cooperation can effectively improve the throughput per-
formance under various practical network setups.

Fig. 1. The proposed user cooperation method and operating protocol.

2 System Model

2.1 Channel Model

As shown in Fig. 1, we consider a WPCN consisting of an EN, two WDs, and
an information AP, where all the devices have single antenna each. The EN is
assumed to have stable energy supply and able to broadcast RF energy at con-
stant power P0. Besides, it has a time-division-duplexing (TDD) circuit structure
to switch between energy transfer and communication, e.g., for performing chan-
nel estimation. The two WDs have no other embedded energy source thus need
to harvest RF energy for performing information transmission to the AP.

The circuit block diagram of a WD is shown in Fig. 2. With the two switches
S1 and S2, a WD can switch flexibly among three operating modes as follows.

1. RF (active) communication mode (S1 = 0): the antenna is connected to the
RF communication circuit and WD is able to transmit or receive informa-
tion using conventional RF wireless communication techniques, e.g., QAM
modulation and coherent detection.

2. energy harvesting mode (S1 = 1 and S2 is open): the antenna is connected
to the energy harvesting circuit, which can convert the received RF signal to
DC energy and store in a rechargeable battery. The energy is used to power
the operations of all the other circuits.

3. backscatter (passive) communication mode (S1=1 and S2 is closed): the
antenna is connected to backscatter communication and energy harvesting
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Fig. 2. Circuit block diagram of the RF-powered backscatter wireless device.

circuits. In this case, the WD transmits information passively by backscat-
tering the received signal. Specifically, by setting the switch S3 = 0, the
impedance-matching circuit absorbs most of the received signal such that a
“0” is transmitted; otherwise when S3 = 1, due to the imbalance of trans-
mission line impedance, the received signal is reflected and broadcasted by
the antenna such that a “1” is transmitted. Meanwhile, non-coherent detec-
tion techniques, e.g., energy detector [17], can be used to decode backscatter
transmissions from other devices.

Notice that a WD can harvest RF energy simultaneously when the backscat-
ter circuit transmits or receives information. Specifically, as shown in Fig. 3, a
power splitter is used to split the received RF signal into two parts. We denote
the portion of signal power for backscatter communication by (1 − β), where
β ∈ [0, 1], and the rest β for energy harvesting (EH). The received signal is
corrupted by an additive noise N0 ∼ CN (0, σ2

0) at the receiver antenna. Besides,
the power splitting circuit and the information decoding circuit are also intro-
duced by an additional noise Ns ∼ CN (0, σ2

s), which is assumed independent of
the antenna noise N0. As a result, the equivalent noise power for information
decoding is (1−β)σ2

0 +σ2
s . The value of β can be adjusted according to different

receive signal power and is assumed constant for the time being.

Fig. 3. The power splitter structure used during backscatter communication
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Evidently, backscatter communication does not need to generate RF carrier
signals locally and insteads using simple energy encoding/decoding circuits, thus
is more energy-efficient than conventional active wireless communication. How-
ever, its application is often limited by the strength of the ambient RF signal
and its short communication range (within a couple of meters) due to the weak
signal strength after reflection. In the following, we propose a method to reuse
WET to achieve controllable backscatter communication in WPCN.

2.2 Protocol Description

We consider a block fading channel model where all the channels are reciprocal
and the channel gains remain constant during each transmission block of dura-
tion T . At the beginning of a transmission block channel estimation (CE) is
performed within a fixed duration t0. Then, a three-stage operating protocol is
used in the remainder of a tagged transmission block, as shown in Fig. 1. Specif-
ically, in the second stage, the EN continuous to broadcast energy for t2 amount
of time, during which the WD1 and WD2 take turns to backscatter their local
information for t21 and t22 amount of time, respectively, where t2 = t21 + t22.
With the power splitter structure in Fig. 3, each of the two WDs can decode
information from the other’s transmission and harvest RF energy simultane-
ously. Notice that we neglect the backscatter signal received by the AP due to
the much larger distance separation between a WD and the AP in practice. In
the third stage of length t3, the two users transmit jointly their information to
the AP. Specially, t31 amount of time is allocated to transmit user WD1’s infor-
mation, and the rest of t32 is for transmitting WD2’s information. Accordingly,
we have a total time constraint

t0 + t1 + t21 + t22 + t31 + t32 = T. (1)

For convenience, we normalize T = 1 in the sequel without loss of generality.
We denote the complex channel coefficient between WD1 and WD2 as α12.

Similarly, the other channel coefficients are denoted as αE1, αE2, α1A, α2A,
α21. In the CE stage, user WD1 and WD2 broadcast their pilot signals, so that
EN has the knowledge of αE1 and αE2, the AP knows α1A and α2A, and user
WD1 (WD2) knows α12 (α21) respectively. Then, each node feeds back their
known CSI to a control point, which calculates and broadcasts the optimal time
allocation (t∗1,t

∗
21,t

∗
22,t

∗
31,t

∗
32) to all the nodes in the network.

3 System Performance Analysis

3.1 Derivation of Individual Data Rate

During the WET phase, we denote the baseband equivalent pseudo-random
energy signal transmitted by the EN as x(t) with E[|x(t)|2] = 1. The received
signal at WDi, i = 1, 2, is then expressed as

y
(1)
i (t) =

√
P0αEix(t) + ni(t), (2)
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where ni(t) denotes the receiver noise at WDi with ni(t) ∼ CN (0, N0). It is
assumed that P0 is sufficiently large such that the energy harvested due to the
receiver noise is negligible. Hence, the amount of energy harvested by WD1 and
WD2 can be expressed as

E
(1)
1 = P0ηhE1t1, E

(1)
2 = P0ηhE2t1, (3)

where 0 < η < 1 denotes the energy harvesting efficiency coefficient.
In the backscattering stage, WD1 first transmits its information to WD2 for

t21 amount of time. We assume a fixed data transmission rate Rb bit/s, thus the
duration of transmitting a bit is 1/Rb s. In particular, when WD1 transmits a
bit 0, the switch 3 is open, and WD2 receives only the energy signal from the
HAP and WD1. Otherwise, when WD1 transmits a bit 1, the received signal at
WD2 is a combination of both the HAP’s energy and the reflected signal from
WD1. Those signals can be jointly expressed as

y
(2)
2 (t) = αE2

√
P0x(t) + Bμ1αE1α12

√
P0x(t) + n

(2)
2 (t), (4)

where μ1 denotes the backscatter reflection coefficient of WD1, and B denotes
the information bit transmitted by WD1 through backscattering. Due to the use
of the power splitter at each user, the energy and information signals received
by WD2 can be respectively expressed as

y
(2)
2,E(t) =

√
βy

(2)
2 (t), y

(2)
2,I (t) =

√
(1 − β)y(2)

2 (t). (5)

It is assumed that the probabilities of transmitting 0 and 1 are equal. Therefore
the harvested energy by WD2 can be expressed as

E
(2)
2 =

1
2
ηβt21(E[|y(2)

2,0(t)|2] + E[|y(2)
2,1(t)|2])

= ηβt21P0[hE2 + μ1αE1αE2α12 +
1
2
μ2
1hE1h12]. (6)

Notice in (4), we assume that the signals received directly from the HAP
and that reflected from WD1 are uncorrelated due to the random phase change
during backscatter. We denote the sampling rate of WD2’s backscatter receiver
as S, such that it sampled N = S

Rb
samples during the transmission of a bit

information, where Rb denotes the fixed backscatter rate in bits per second. In
the following lemma, we derive the bit error rate (BER) of a backscatter receiver
using an optimal energy detector.

Lemma 3.1 : The BER of WD2 for the considered backscatter communication
with an optimal energy detector is

Pe2 =
1
2
erfc

[
(1 − β)P0

√
N

4(1 − β)σ2
0 + 4σ2

s

(μ2
1hE1h12)

]

. (7)
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Proof : The proof is omitted here due to the space limitation.
As the backscatter communication can be modeled as a binary symmetric

channel, the channel capacity (in bit per channel use) of the transmission from
WD1 to WD2 can be expressed as

C2 = 1 + (1 − Pe2) log2 (1 − Pe2) + Pe2 log2 (Pe2). (8)

By symmetry, we can get the BER and channel capacity from WD2 to WD1 as
Pe1 and C1, where

Pe1 =
1
2
erfc

[
(1 − β)P0

√
N

4(1 − β)σ2
0 + 4σ2

s

(μ2
2hE2h21)

]

, (9)

C1 = 1 + (1 − Pe1) log2 (1 − Pe1) + Pe1 log2 (Pe1). (10)

As a result, the communication rates of WD1 and WD2 in this stage can be
expressed as function of time allocation t = [t0, t1, t21, t22, t31, t32]

R
(2)
1 (t) = Rbt21C2, R

(2)
2 (t) = Rbt22C1. (11)

In the last WIT stage, we assume that both user WD1 and WD2 exhaust the
harvested energy, and each transmits with a constant power. Then, the transmit
powers of WD1 and WD2 is

P1 =
E

(1)
1 + E

(2)
1

t3
, P2 =

E
(1)
2 + E

(2)
2

t3
, (12)

where t3 = t31 + t32. In this stage, the two users use Alamouti STBC transmit
diversity scheme [13] for joint information transmission with t31 = t32, where
the achievable data rates from user WD1 to AP is

R
(3)
1 (t) =

t3
2

log2(1 +
P1h1A

σ2
0

+
P2h2A

σ2
0

). (13)

Likewise, we have R
(3)
1 (t) = R

(3)
2 (t) for user WD2.

3.2 Common Throughput Maximization

With the considered cooperation scheme, the overall achievable date rates of
user WD1 and WD2 are

R1(t) = min
{

R
(2)
1 (t), R(3)

1 (t)
}

, R2(t) = min
{

R
(2)
2 (t), R(3)

2 (t)
}

. (14)

In this paper, we focus on maximizing the common throughput (max-min
throughput) of two users by jointly optimizing the time allocated to the HAP,
WD1 and WD2.

(P1) : max
t

min (R1(t), R2(t))

s. t. t0 + t1 + t21 + t22 + t31 + t32 = 1,
t1, t21, t22, t31, t32 ≥ 0.

(15)
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By introducing an auxiliary variable Z, (P1) can be equivalently written as

(P2) : max
t,Z

Z

s. t. t0 + t1 + t21 + t22 + t31 + t32 = 1,
t1, t21, t22, t31, t32 ≥ 0,

Z ≤ R
(2)
1 (t), Z ≤ R

(2)
2 (t),

Z ≤ R
(3)
1 (t), Z ≤ R

(3)
2 (t).

(16)

Notice that R
(3)
1 (t), R(3)

2 (t) are both concave functions, therefore (P2) is a convex
problem whose optimum can be efficiently solved using off-the-shelf algorithms,
e.g., interior point method.

4 Simulation Results

In this section, we evaluate the performance of the proposed backscatter-assisted
cooperation with that without backscatter in [11] (the No B.S. scheme). Unless
otherwise stated, it is assumed that users are separated by 4 meters. The noise
power N0 is set 10−10W for all receivers, and the additional noise power for
ID circuit is Ns = 10−10W. The transmit power of EN is P0 = 1W, and the
wireless channel gain hij = GA( 3 ∗ 108

4πdfd
)λ, where ij ⊂ {E1;E2; 1A; 2A; 12; 21}, fd

denotes 915 MHz carrier frequency, λ = 2.5 denotes the path loss exponent, and
we fix the antenna power gain GA = 2, the signal bandwidth is 105 Hz, and
the sampling rate S = 6 × 105. Without loss of generality, we assume the power
splitting factor β = 0.7, energy harvesting efficiency η = 0.8, and backscatter
reflection coefficient μ1 = μ2 = 0.8.

Fig. 4. The impact of user-to-AP channel disparity to the common throughput perfor-
mance
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Figure 4 shows the impact of user-to-AP channel disparity to the optimal
common throughput performance. Here we set hE1 = hE2 = 8.5 × 10−5, fix
h1A = 8.5 × 10−6 as a constant and show the performance when h2A becomes
smaller. Notice that when h1A/h2A changes from 1 to 10, all the schemes show a
decreasing trend in system performance, which is due to the weaker user-to-AP
channel. In particular, the backscatter communication rate Rb has a significantly
effect on system performance. As we can see in Fig. 4, when Rb = 50 kbps the
performance of backscatter system is similar to the case without backscattering.
However, the former decrease faster than the latter, which is because the worse
channel h2A will affect both two user’s communication rate. When Rb increases
to 100 kbps, the system performance increases and outperforms the one without
backscattering in all cases. This is because the higher backscatter communication
rate can effectively reduce the time spent on cooperation, thus leaving more time
on energy harvesting and information transmission to the AP.

Fig. 5. The impact of inter-user channel to the common throughput performance

Figure 5 further studies the impact of inter-user channel strength to the
throughput performance. Here we set hE1 = hE2 = 8.5 × 10−5, and h1A =
h2A = 8.5× 10−6. We consider the distance between WD1 and WD2 varies form
1 to 5 m. It is observed that the max-min throughput of all schemes decreases
with D12, due to the worse inter-user channel h12. We can see that cooperation
without backscatter performs relatively well when d12 is small. However, as the
distance between users increases, its performance quickly degrades due to the
larger time and energy consumed on information exchange, and in general is
worse than the proposed backscatter-assisted method, e.g., when 2 < d < 4.4
for Rb = 100 kbps. When the inter-user distance becomes very large, e.g., larger
than 4.4 m, the common throughputs of the backscatter-assisted cases decrease
faster than the case without backscatter because of the extremely sensitivity
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of backscatter technique to distances. We can therefore conclude that proposed
backscatter-assisted cooperation has advantage over that without backscattering
when the inter-user channel is relatively weak.

5 Conclusion

This paper studied a novel user cooperation method in a two-user
WPCN assisted by backscatter communication. In particular, the considered
backscatter-assisted method reuses wireless power transfer for simultaneous
information exchange during the energy harvesting phase, which can effectively
save the energy and time consumed by conventional active transmission schemes.
We derived the maximum common throughput of the proposed method through
optimizing the time allocation on WET and WIT. By comparing with exist-
ing benchmark method, we showed that the proposed method can effectively
improve the throughput fairness performance under various practical network
setups.
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Abstract. Low earth orbit (LEO) satellite communication systems are
the key parts of Space-Air-Ground networks. In order to deal with the
scarcity of spectrum source, generalized frequency division multiplexing
(GFDM) becomes a candidate for next generation LEO satellite sys-
tems. In LEO satellite communication systems, channel estimation is
an indispensable technique to adapt to complex satellite channel envi-
ronment. Because of the non-orthogonality between GFDM subcarriers,
conventional channel estimation techniques can’t achieve the desired per-
formance. We propose a Turbo receiver channel estimation method with
threshold control to improve the channel estimation performance by uti-
lizing the feedback information from Turbo decoder. The numerical and
analytical results show that the proposed method can achieve better
performance over LEO satellite channel.

Keywords: LEO · Satellite communication · GFDM
Channel estimation · Turbo coding · Threshold control

1 Introduction

Recently, satellite communication systems are used in almost every area all over
the world. The global satellite industry revenues have doubled in last decade.
According to the height of satellite orbit, the satellites can be divided into three
categories: geostationary earth orbit (GEO), medium earth orbit (MEO) and
low earth orbit (LEO). Compared with GEO and MEO, LEO satellites have
the advantages of lower delay, lower Doppler frequency shift and lower cost of
launch and manufacture. SpaceX and OneWeb both propose the projects of
worldwide LEO satellite constellations, they determine to launch thousands of
LEO satellites to build Space-Air-Ground networks [1–3].

Since more and more LEO satellites are launched for satellite communication,
the scarcity of spectrum source has become one of the most important problems.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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In order to improve spectrum utilization, orthogonal frequency division multi-
plexing (OFDM) is used to supersede code division multiple access (CDMA)
in many satellite systems [4,5]. As a key physical layer technology in 4th gen-
eration (4G) mobile communications, there are still many shortcomings need
to be solved. With the development of mobile communications, some improved
candidate waveforms for 5th generation (5G) are proposed [6–8]. Among these
waveforms, the generalized frequency division multiplexing (GFDM) is consid-
ered as one of the optimal technique for LEO satellite communication systems.
In GFDM systems, adjacent subcarriers are non-orthogonal. The modulation is
based on data blocks, which contain several subsymbols and subcarriers. The
non-orthogonality makes GFDM can achieve better spectrum efficiency than
OFDM [9,10]. The structure of GFDM data blocks can be adjusted flexibly to
adapt to different application scenarios. For the application of GFDM in satel-
lite communication systems, the complicated satellite channel is one of the most
serious obstacles. Channel estimation is the indispensable technique in satellite
communication systems. In OFDM based satellite systems, channel estimation
techniques have been well studied [11,12]. In [13], a general idea of separating
pilot symbols from data symbols has been proposed. However, both of the pilot
and data are known as the prior knowledge at the transmitter. Moreover, their
channel estimation method is only suitable for nearly flat fading channels. In
[14,15], an interference free pilot insertion is proposed to handle the interference
from data to pilot symbols. In our prior works [16], a Turbo receiver channel
estimation method is proposed in GFDM based cognitive radio networks. But
as far as we know, there is no exact channel estimation technique in GFDM
based LEO satellite systems. Our main contribution in this paper is to modify
the Turbo receiver and calculate the threshold for channel estimation. Based
on the LEO satellite channel, the performance of the least square (LS) channel
estimation and the Turbo receiver channel estimation (TRCE) with threshold
control (TC) is theoretically analyzed and verified by simulation.

The rest of this paper is arranged as follows: Sect. 2 describes the basic GFDM
system model and the frequency domain signal processing. The TRCE with TC
is proposed in Sect. 3. The orthogonal pilot insertion and LS channel estimation
are also introduced in this section. Section 4 demonstrates and discusses the
simulation results of the proposed channel estimation method. Section 5 is the
conclusion of the paper.

2 System Model

The block diagram of GFDM-based satellite communication system is shown in
Fig. 1. The binary source is coded by Turbo encoder to get the encoded binary
source bc. Then bc is mapped to 2μ-valued complex constellation symbols by a
mapper, e.g. quadrature amplitude keying (QAM) or phase shift keying (PSK).
A GFDM block contains K subcarriers and M subsymbols, the N = K × M
mapped symbols in vector s are given as

s = (s0,0, s1,0, · · · , sK−1,0, s0,1, s1,1, · · · , sK−1,M−1)T . (1)
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Fig. 1. Block diagram of GFDM-based satellite communication system.

The individual symbols sk,m are the transmission data symbols in mth subsym-
bol and on kth subcarrier. Each data symbol sk,m is pulse shaped by a filter
impulse response

gk,m[n] = g[(n,mK)modN ]e−j2π k
K n, (2)

where n = 0, · · · , N − 1 denotes the sampling index. The filter impulse response
gk,m[n] is the time and frequency shifted version of prototype filter g[n]. The
transmission sample of GFDM signal is given as

x[n] =
K−1∑

k=0

M−1∑

m=0

gk,m[n]sk,m. (3)

The time and frequency shifting of prototype filter can be integrated into a
KM × KM transmission matrix as

A = (g0,0,g1,0, · · · ,gK−1,0,g0,1, · · · ,gK−1,M−1), (4)

where gk,m = (gk,m[0], gk,m[1], · · · , gk,m[N − 1])T . Based on the transmission
matrix A, all the GFDM modulation operations can be rewritten into

x = As. (5)

Fig. 2. Block diagram of GFDM modulation in frequency domain.

Based on the time and frequency 2-dimensional structure of GFDM blocks,
the modulation process can be implemented in frequency domain or time domain.
In this paper, we focus on the frequency domain modulation mainly because
the channel estimation is applied in frequency domain. As shown in Fig. 2, the
modulation process is given by

x = WH
N

K−1∑

k=0

C(k)Γ (L)R(L)WMsk, (6)
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where sk are the data symbols on the kth subcarrier. The fast Fourier trans-
formation (FFT) and inverse fast Fourier transformation (IFFT) processes are
realized by FFT matrix WM and IFFT matrix WH

N . Then the frequency domain
data is upsampling by the repetition matrix R(L). R(L) = (IM IM · · · IM )T con-
sists of L identity matrices with the size of M ×M . Each upsampled subcarrier is
filtered by the filter matrix Γ (L) = diag(WLMg(L)). Subsequently, each subcar-
rier is upconverted to its respective frequency with the cyclic matrix C(k). The
higher and the lower spectrum components of the baseband subcarrier are con-
verted into the passband components by the matrix C(k). Similar to OFDM, CP
is inserted to GFDM block before transmission to combat the inter block inter-
ference and multipath fading. Transmission over the satellite channel is modelled
as ỹ = H̃x̃ + w̃, where ỹ is the received signal, H̃ is a N + NCP + Nch − 1
by N + NCP satellite channel convolution matrix. NCP is the length of CP and
Nch is the length of channel impulse response h = (h0, · · · , hNch−1)T . Finally, w̃
is the additive white Gaussian noise (AWGN). At the receiver side, we assume
that the time and frequency synchronization is perfectly performed. Based on
the cyclic prefix, the transmission model of the satellite channel can be simplified
to

y = Hx + w, (7)

where H is the circular convolution channel matrix with the size of N × N .
This circular convolution matrix allows GFDM to employ zero forcing (ZF)
equalization as in OFDM. The ZF channel equalization can be performed as

z = IFFT

(
FFT (y)
FFT (ĥ)

)
, (8)

where ĥ is the channel impulse response obtained by channel estimation. Based
on the prior knowledge of noise variance σ2

w, the linear minimum mean square
error (MMSE) makes a trade-off between noise enhancement and compute com-
plexity. The MMSE frequency channel equalization is performed as

z = IFFT [(ĤHĤ + σ2
wIN )−1)ĤH ], (9)

where Ĥ is the estimated channel frequency response. Derived from (6), the
GFDM demodulation process can be written as

d̂k = WH
M (R(L))T Γ

(L)
R (C(k))TWNz, (10)

where Γ
(L)
R is the receiver filter matrix. At last, d̂ is demapped and decoded to

get the binary data stream.

3 Channel Estimation

3.1 Least Square Channel Estimation

Pilot based channel estimation is to insert known pilot sequence into transmis-
sion block. Based on the received signal and known pilot sequence, the channel
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frequency response at pilot location can be estimated. In GFDM based LEO
satellite communication system, the pilots are inserted into the first subsymbol
with a specific interval Δk. In this paper, we use an orthogonal pilot insertion
method. By moving the pilots to the pilot subcarriers which are orthogonal to
data subcarriers, the pilots can avoid the interference from data subcarriers. The
orthogonal pilot modulation is shown as follows:

xp = WH
N

K−1∑

k=0

C(k)Γ (L)R(L) Λ ŝk (11)

Λ = blkdiag(In,WM−n), (12)

s = ŝ + š and ŝ ◦ š = 0N is the Hadamard product of ŝ and š. The permutation
matrix Λ can allocate the first n pilot subsymbols to the subcarriers orthogonal
to data subcarriers. Because of (11) and (12), the pilot can totally kept away from
the inter carrier interference (ICI). The transmission signal x can be defined as
x = xp +xd based on (6) and (11), where xd denotes the modulated subsymbols
on data subcarriers. The transmission model (7) can be written into frequency
domain as

Y = H(Xd + Xp) + W, (13)

where Y is the received signal in frequency domain. Xd and Xp are the frequency
domain transmission symbols on data and pilot subcarriers. The received pilot
symbols Ypilot can be segregated from the received symbols without ICI. The
LS channel estimation is used to minimize the cost function ||Y − HX||2. The
LS channel estimation can be expressed as:

Ȟpilot =
Ypilot

Xpilot
= Hpilot + WLS , (14)

where WLS = Wpilot

Xpilot
is the enhanced AWGN on pilot subcarriers. In order to

get the whole channel frequency response (CFR) of the satellite channel, Ȟpilot

will be interpolation filtered at last.

3.2 Turbo Receiver Channel Estimation with Threshold Control

Turbo code is widely used in LEO satellite communication systems. In normal
Turbo decoder, the feedback soft information is only used for iterative decoding,
so the soft information is not fully utilized. We propose a TRCE with TC to
make full use of the feedback soft information. The block diagram of the TRCE
with TC is shown in Fig. 3. The TRCE with TC can be divided into a three-stage
process.

The first stage is initial channel estimation. The CFR is initially estimated
by pilot-aided channel estimation based on (14). After the equalization, the
equalized symbols will enter into next stage.

The second stage is iterative channel estimation. In Turbo decoder, the exter-
nal soft information is fed back in each iteration. The output log-likelihood ratio
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Fig. 3. Block diagram of Turbo receiver channel estimation with threshold control in
GFDM based LEO satellite communication system.

from maximum a posteriori (MAP) decoder is encoded again for iterative chan-
nel estimation. In this stage, the rebuilt GFDM data symbols X̂data are treated
as known training symbols. By applying data-aided channel estimation, the CFR
at data position can be expressed as:

Ȟdata =
Ydata

X̂data

. (15)

Although the data-aided channel estimation in iteration can utilize the external
soft information, the imperfect decoded data will lead the estimation to a bias. If
the estimated CFR is used for next iteration directly without any judgement, the
accuracy of the channel estimation will deteriorate evidently. Thus, the threshold
control is necessary to judge the reliability of the estimated CFR. The mean
square error (MSE) of the data-aided channel estimation is given as:

MSEdata = E
[|H − Ȟdata|2] =

σ2
w

|X̂|2 (16)

where E[·] means the expectation. And the MSE of the pilot-aided channel esti-
mation can be expressed as:

MSEpilot = E
[|H − Ȟpilot|2

]

=
1
N

Tr

{
Rhh + Fin(Rpp +

σ2
w

σ2
x

INp
FH

in ) − 2Re[FinRH
hp]

}
, (17)

where Tr[·] denotes the trace of matrix. Rhh, Rpp and Rhp represent the channel
correlation matrices. Fin is the interpolation filter matrix with the size of N by
Np.
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Based on the compare between MSEpilot and MSEdata, the reliability of
data-aided channel estimation can be judged and the threshold λ can be defined.

MSEpilot ≷ MSEdata

λ �
√√√√

σ2
w

1
N Tr

{
Rhh + Fin(Rpp + σ2

w

σ2
x
INp

FH
in ) − 2Re[FinRH

hp]
} . (18)

By means of this judgement, (14) and (15) can be integrated into:

Ȟi(n) =

⎧
⎪⎨

⎪⎩

Ydata(n)

X̂(i)
data(n)

|X̂(i)
data(n)| > λ

Ȟ(i−1)(n) |X̂(i)
data(n)| < λ

, n = 0, 1, · · · , N − 1, (19)

where i means the ith iteration. Ȟ(i−1) denotes the estimated CFR of the previ-
ous iteration. Based on (19), the data-aided channel estimation is judged by TC
strategy. Subsequently, the estimated CFR is fed back to equalizer for the next
iteration. With the increase of the iteration number, the veracity of the channel
estimation will be improved obviously.

4 Simulation Results

This section provides simulation results to demonstrate the validity of the TRCE
with TC in the GFDM based LEO satellite communication systems. The simu-
lation parameters are listed in Table 1. According to [17], we select the L-band
LEO satellite channel in urban environment as the simulation environment. The
bit error rate (BER) and MSE performances are evaluated through Monte-Carlo
simulations.

Table 1. Simulation parameters

Parameter Value

Modulation mode QPSK

Structure of GFDM block K = 96, M = 7

Pilot spacing 3

Pilot sequence Zadoff-Chu

Channel coding Turbo coding

Generating matrix (1,1,1,1;1,1,0,1)

Coding rate 1/3

Number of decoder iteration 8
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Fig. 4. BER performance of TRCE with TC in GFDM based LEO satellite systems.

The BER performance of the proposed TRCE with TC is shown in Fig. 4.
Without channel estimation, the BER performance of GFDM based LEO satel-
lite systems is terrible. When performing the basic LS channel estimation, the
BER performance becomes better. But even when the SNR is 12 dB, the BER is
still nearly 10−1. The proposed TRCE with TC has better performances within
any iteration number. When only one iteration is utilized for TRCE, the BER
performance only has tiny improvement than LS channel estimation. The BER
performance is improved gradually as more iteration is used for TRCE.
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M
SE
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3 iteration TRCE with TC
5 iteration TRCE with TC
7 iteration TRCE with TC
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Fig. 5. MSE performance of TRCE with TC in GFDM based LEO satellite systems.

In Fig. 5, the MSE performances of LS channel estimation and the proposed
method are evaluated. The proposed TRCE with TC significantly improves the
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MSE performance compared with basic LS channel estimation. The increase
of iteration number leads to better MSE performance of TRCE. When SNR
is above 15 dB, the reliability of rebuilt symbols is high. Therefore, the MSE
performances of TRCE with different iteration number are nearly the same.

5 Conclusion

We have proposed a TRCE method with TC in GFDM based LEO satellite com-
munication systems. The LS channel estimation is used to cope with the LEO
satellite channel. The GFDM receiver is modified for data-aided iterative channel
estimation. A TC strategy is added to verify the credibility of rebuilt data sym-
bols before equalization. From the simulation results we observed that TRCE
with TC outperforms the basic LS channel estimation in LEO satellite channel.
The BER and MSE analysis have shown that, the performance can be improved
significantly by increasing the iteration number. The number of iteration which
is used for TRCE can be selected flexibly to meet different demands.
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Abstract. Shortwave regional mobile communication relies on regional
ionospheric vertical detector for frequency forecast. The inherent proper-
ties of full band, high power and fixed detection result in the difficulty of
real-time deployment in complex terrains. In this case, from the perspec-
tive of communication fusion detection, with comprehensive utilization
of broadband passive monitoring and low SNR detection technology, we
propose a semi-blind frequency selection mechanism for regional mobile
shortwave communication. First, we acquire the optimal scanning fre-
quency in the working frequency band based on the full range of passive
monitoring, which abandons the electromagnetic pollution made by the
full band scanning. This mechanism can act as the basis for the use of
existing narrow band shortwave radio bidirectional detection. Then, we
get the active optimal frequency perception based on the portable short-
wave radio and the optimal frequency selection. Finally, we work out
the problem of low efficiency and poor concealment in the high-power
independent detection, which is of great significance to the promotion
of the regional emergency mobile shortwave communication in complex
environments.

Keywords: Cognitive radio · Active detection system
Passive frequency selection · Real-time spectrum monitoring

1 Introduction

China has been suffering from frequent and various natural disasters such as
earthquakes and floods, resulting in great economy loss and casualties. The emer-
gency communication is an important guarantee for punctual, efficient, safe and
reliable operations in all aspects of emergency management, such as preventing
preparation, monitoring, early warning, disposal rescue, rehabilitation and recon-
struction. The near vertical incidence skywave (NVIS), an important regional
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emergency communication mode, could cover 300 Km in complex terrains with-
out blind spots or the terrains limits. In some areas like alpine canyon or jungle
gully, since the satellite communication, VHF communication and other means
alike are affected by the wave distance transmission, bad weather environment
and many other factors, the unique characteristic of ultra-horizon transmission
and mobile capabilities of shortwave NVIS communication becomes the only
way of emergency mobile communication, which meets the high, middle and low
altitude blindfold coverage of complex terrains reaching 300 Km.

The short wave communication [1] band ranges from 3 MHz to 30 MHz. The
short wave NVIS sky wave is a propagation mode with a high elevation angle
(near 90◦) antenna, which needs to work below the critical layer of the iono-
sphere F2 (f0F2), otherwise it will be penetrated by the ionosphere and the
system could hardly work. The ionosphere f0F2 is directly related to the mag-
netic storm, absorption, solar activity, latitude, climate and so on, and changes
dynamically with seasons, months and days. Therefore, in order to adapt to
the time-varying dispersion characteristics of NVIS channel, shortwave NVIS
communication must work out the dynamic selection problem of communication
frequency. The reliability, timeliness and maneuverability of frequency selection
have been the bottlenecks in the development of shortwave NVIS mobile com-
munication.

However, long-term short-wave frequency detection system and communica-
tion system [2–4] are different from each other, whether it is an active detection
method or a passive detection method, different signal waveform, transceiver and
antenna equipment should be used in the communication system. On one hand,
that leads to the poor applicability and feasibility of the communication fre-
quency predicted by the detection system in the existing communication system.
In addition, the active detection method has also been haunted by problems such
as high power, poor mobility and electromagnetic environment pollution. On the
other hand, passive detection method also has the problem of low reliability and
blind coverage of the link. Based on the combination of active detection and pas-
sive detection, this paper proposes a new portable low-power semi-blind selec-
tion method suitable for shortwave NVIS sky-wave maneuvered communication.
Based on real-time estimation of broadband spectrum and passive monitoring
Ionospheric critical frequency, the critical frequency is used as a priori knowl-
edge to design a narrow-band ionospheric detection window. A new low-power
mobile short-wave channel detection technique suitable for existing shortwave
communication equipment is proposed, which detects the narrow-band window
channel characteristics in real time, and select the current optimal frequency for
communication.

2 The Current Situation of Frequency Selection in
Shortwave NVIS Communication

For a long time, the frequency planning of shortwave NVIS communication [5–7]
has been mainly adopting the ionospheric vertical detector to obtain the critical
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frequency, realizing the shortwave communication frequency forecast on the basis
of this frequency. The ionospheric vertical detector emits the radio pulses as the
frequency changes with time, receiving the ionospheric reflection signals of these
pulses at the same location, measuring the transmission delay of the radio and
the round trip, and obtains the relationship between the reflection height and the
frequency called Ionospheric high frequency chart. The ionospheric characteristic
parameters of each layer such as the critical frequency and minimum frequency
of E, F1, F2 and Es layers are obtained. The distribution of electron density
with height can also be obtained by frequency conversion.

China Institute of Radio Propagation is the main development organization
of the ionospheric vertical detector, which deployed 19 fixed detection sites in
the territory, continuously detecting in the entire shortwave band (3–30 MHz) for
24 h. Detected sites transmission power is usually greater than 400 W, and some
even up to 1000 W to obtain a reliable ionospheric critical frequency and other
parameters. After obtaining the current ionospheric critical frequency, the avail-
able frequency forecasts are usually given at equal intervals within the range of
2 MHz below the critical frequency. Since the detection system and the communi-
cation system are independent from each other, the predicted frequency obtained
by this equal interval division has not been subjected to the actual ionospheric
channel test, and the availability of the prediction frequency is insufficient.

In addition, because the existing detecting sites are mostly built in the more
developed large and middle-sized cities, the performance of ionospheric detection
and forecasting is poor in remote areas. In order to meet the needs of the con-
struction of emergency shortwave communication in remote mountainous areas,
in recent years, many organizations such as the Institute of Radio Propagation
have developed the vehicle-mounted short-wave ionospheric vertical detection
equipment. However, the transmission power of this equipment is mostly above
400 W. In case of limiting energy supply in complex terrain environments such
as remote mountainous areas, the application of such active detection equipment
is severely limited.

Due to this situation, the Institute of Radio Propagation has recently further
developed a passive and source-free detection equipment, which is used to detect
ionospheric frequencies in complex terrains. The main idea of passive detections
is that dozens of detecting sites are built as a beacon station, and portable iono-
spheric detection equipment only needs to receive the signals sent by beacon
stations. The ionospheric propagation characteristic parameters away from the
beacon station could be obtained by the interpolation fit. It can be seen that
this passive detection method puts aside the launch part of the equipment, with
the result that volume power consumption is greatly reduced, while mobility and
concealment are greatly enhanced. However, the frequency of NVIS estimation,
which is estimated by numerical fitting, is limited by the accuracy of the algo-
rithm itself, and the performance of the area where the beacon information is
difficult to cover (land border, ocean island reef) is obviously degraded.

In conclusion, the existing short-wave NVIS frequency detection and pre-
diction methods [8,9] suffer from large power consumption and poor mobility
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(difficult to expand in complex terrains) in active detection modes, or low pre-
cision and poor practicability (cannot meet the need of remote NVIS frequency
forecast) in passive detection modes.

3 Semi-blind Selection Methods for HF NVIS
Communication

In this paper, an information processing terminal is added to the existing short-
wave communication system to realize the integration of probing communication,
which avoids the additional radiation interference caused by the independent
detection system, reduces the system costs and enhances the applicability of the
frequency selection. Because the frequency detection system has wider scanning
bandwidth and higher peak power than the shortwave communication system,
it is necessary to work out the problem of narrowband and low power frequency
detection by frequency detection and forecasting based on the communication
system. Therefore, this paper presents a short-wave NVIS semi-blind frequency
detection method, using narrowband and low power to achieve short-wave NVIS
communication frequency selection, which includes two steps: obtaining a priori
scanning frequency based on broadband spectrum monitoring, and activating
sensing channel characteristics based on low power bidirectional detection.

3.1 Obtain a Priori Scanning Frequency Based on Broadband
Spectrum Monitoring

As the national short-wave detection station is conducted by Institute of Radio
Propagation and the launch signal waveform is not open to public, other orga-
nizations cannot develop the ionospheric passive detection system. This paper
uses the local short-wave signal in whole spectrum band to calculate the fre-
quency of the energy center of the ionospheric reflection signal in local areas,
which is called reflection center frequency [10] (RCF) in this paper and is based
on the short-wave broadband spectrum monitoring. RCF directly reflects the
best frequency of the current ionospheric NVIS propagation, and can determine
the best frequency band for the current work. However, the shortwave commu-
nication is also closely related to channel interference noise, and the ionosphere
has a dynamic time-varying characteristic in the short term. To achieve reliable
communication, it is necessary to analyze and capture the spectrum holes in the
best working frequency band for obtaining the priori scanning frequency and
achieving the frequency optimization through selecting to resting channel.

With the progress of software radio technology [11], the current shortwave
communication field has developed a practical full-band software receiver to
record the entire shortwave 30 MHz band in real-time, hence it provides a possi-
bility for real-time calculation of short-wave NVIS reflection center frequencies.
For the widely used G31DDC broadband shortwave receiver, the A/D sampler
digitally processes the signal directly at the RF end with a sampling frequency
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of 100 MHz. According to the Nyquist sampling theorem, the A/D sampler can
achieve the real-time monitoring to the occupancy situation of full- frequency
band (up to 50 MHz), which in the realization is also absolutely feasible. In
order to obtain a more detailed spectrum in a band occupancy situation, the
sampled signals could be digitally down-converted and further processed by the
IF digital signal filtering process, which helps get 20 KHz–2 MHz different band-
width range of detailed spectrum after getting windowed and FFT processed
once again. When the observation window bandwidth is 20 KHz, the maximum
resolution could get up to 1 Hz.

After a large number of experiments, we have demonstrated that the fre-
quency of the ionospheric reflection center RCF (some documents call it the
interference center frequency) obtained by the short-wave full-band monitoring
can effectively characterize the short-wave NVIS propagation characteristics, and
it seems that the available frequency of the current period has good operability
and high predicted accuracy [12]. The implementation method is as follows:

(1) Use the broadband receiver to scan the full range of shortwave, and record
the interference energy value at each scanning frequency point;

(2) According to the CCIR258− 2 report, the relationship between the median
and the frequency of the anthropogenic noise figure is provided [13]. The
interference energy value is corrected to minimize the effect of artifacts,
since the noise is not ionized Layer reflection, if included in the calculation
of RCF, will cause a greater deviation;

(3) Set the threshold based on the MUF and LUF provided by the ITS prop-
agation model, and eliminate the effects of sudden interference and strong
signal interference at the adjacent station;

(4) Calculate the reflection center frequency (RCF) value using the following
formula:

ICF =

n∑

i=1

Fi ×D(Fi)

N∑

i=1

D(Fi)

where Fi is the i-th frequency, D(Fi) is the spectral energy value of Fi.
(5) Make(RCF − 1.5, RCF + 1.5)the best working window for NVIS
(6) Frequency monitoring modules rapidly output the quiet frequency point

within(RCF−1.5, RCF+1.5) as a priori scanning frequency setting. Figure 1
shows the ICF measured data of the Chongqing area obtained by this
method, which has a high degree of coincidence with the measured communi-
cation frequency of the Chongqing area. Through the line test of Chongqing
- Beijing, Chongqing - Wuhan and other places, it is shown that the opti-
mal frequency obtained by this method could improve the communication
capability obviously when applied to the special route.
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Fig. 1. ICF based on broadband spectrum monitoring.

3.2 Active Sensing Channel Characteristics Based on Low Power
Bidirectional Detection

In order to utilize the existing portable shortwave communication equipment
for spectrum sensing to obtain the actual propagation characteristics (including
bidirectional SNR, frequency offset, delay spread, etc.) of the above mentioned
NVIS channel, it is necessary to make the system operate in narrowband channel
and low power mode. In this paper, adaptive multi-carrier differential frequency
shift keying (ADMFSK) is used as the detection waveform, conducting forward
error correction through RS code. The low signal-to-noise ratio (−20 db) and
the harsh working conditions of the strong multipath interference (8 ms) are
exchanged at lower symbol rate in exchange for low-power NVIS communication.

Fig. 2. Schematic diagram of frequency detection waveform structure.
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This multi-carrier serial differential technology is particularly suitable for heli-
copters, unmanned aerial vehicles and other high mobility targets. The concrete
implementation is shown in Fig. 2.

Due to the low signal-to-noise ratio of the application environment and the
fast fading of the mobile NVIS channel, the synchronous carrier (as shown by f0
in Fig. 3) is specifically set for ADMFSK modulation.

Fig. 3. Schematic diagram of ADMFSK modulation scheme.

On one hand, the carrier sends the preset PN code repeatedly by keying, and
then performs the detection of the auto correlation peak through the receiving
port to realize the group synchronization of the data. On the other hand, the
received carrier frequency is used as the reference of other carriers frequency,
thereby reducing the transmission frequency of the overall frequency error. The
black and bold line in Fig. 3 indicates that there is a tone signal transmission over
the corresponding frequency band of the time period, assuming that there are N
frequency points for the transmission of the signal, where the smallest frequency
point f0 is used to transmit the carrier and synchronization signal, f1–fN−1 is
used to transmit data, it is worth noticing that only the data on the carrier wave
is 0, that can transmit data on f1–fN−1, although the design sacrifices the trans-
mission rate, the inter-carrier interference is avoided at the same time, while
the use of a separate frequency of the fundamental and synchronous PN code
transmission can ensure the synchronization of the signal access on maximum
priority. In addition, it can also transmit a different preset PN code to achieve
a certain degree of the information encryption, while the use of PN code auto-
correlation characteristics, it can use a simple autocorrelation peak to achieve
rapid access and use short-term good channel environment or interference gap
to operate payload transmission.

The detection waveform has a single frequency at any time and the signal
phase is continuous and the amplitude remains constant, which is to say that
in the entire transmission process peak-to-average ratio is kept at a relatively
constant state and can improve the efficiency of transmitted signal as much as
possible while ensuring that the waveform is not distorted (extended), that have
a significant practical significance for the single-soldier, bicycle and other mobile
users whose power and antenna efficiency are limited in bad environments.
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3.3 HF NVIS Communication Semi-blind Selection Frequency
System Program

On one hand, the semi-blind selection system in this paper mainly includes a
portable computer terminal, broadband receiver and portable shortwave radio,
and the system structure is shown in Fig. 4, which actively detect the frequency
selection completely relying on the existing short-wave radio transceiver to the
antenna, and baseband signal modulation and demodulation completely in the
form of software. On the other hand, as the existing shortwave radio has no
broadband receiver function, to configure a miniature shortwave broadband
receiver through the USB port access to computer terminals, it is necessary
to achieve a priori scanning frequency calculation.

Due to the fact that the portable radio’s transmit power is 20 dB less than the
ionospheric vertical detector transmitter, the detecting waveforms, used by semi-
blind selection method, can reliably work in the background of −20 dB noise. In
addition, due to the strong multi-path delay existing in the NVIS propagation,
the long symbol width, which means low-speed communication, is exchanged

Fig. 4. Block diagram of short-wave NVIS communication semi-blind selection system.
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for the low signal-to-noise ratio in this paper. Meanwhile, the radio channel
conversion time, antenna tuning time, radio continuous transmission capacity
and other factors taken into account and referring to that ionospheric vertical
detector’s scanning cycle usually is half an hour, the semi-blind selection method
proposed in this paper actively senses to the 30 transcendental frequency of
3 MHz best working frequency band in 1 h, which means every 2 min a channel of
two-way detection is completed. When 24 h of continuous detection is completed,
30 channels are obtained at each time period, and a total of 720 channels are
actually transmitted.

Although the channel sensing and passive monitoring of the two modules
share a pair of antennas, the hardware channel devices are independent from each
other, which provide the probability for channel sensing and passive selection
frequency working at the same time [14]. So the central station can use the
radio station for a priori frequency active detection, and at the same time, it
can also achieve a priori frequency-set real-time calculation by optimizing the
timing design, the system can achieve a long term and uninterrupted exploration,
as long as the prior scanning frequency informed to mobile users in real time
through other means (such as Beidou SMS), and the system timing is shown in
Fig. 5.

Fig. 5. Semi-blind selection system timing chart.

4 Summary

With the rapid development of cognitive radio technology, the idea of dynamic
frequency optimization and distribution in the field of shortwave communication
has been widely discussed and recognized. Based on the idea of cognitive soft-
ware radio and the analysis of combing the main problems of current shortwave
NVIS communication frequency selection, this paper proposes a portable short-
wave NVIS communication semi-blind selection taking advantage of wide-band
passive monitoring technology and low SNR detection technology, the composi-
tion of the system structure, waveform characteristics, working process, timing
and others alike are described in detail. This semi-blind selection method, which
utilizes broadband passive monitoring and radio active cognition, will be more
suitable for maneuver detection of ionosphere in complex terrain environments
by the deep fusion of detecting communication, and at the same time, it is help-
ful to avoid the problem of low communication efficiency caused by independent
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frequency selection system and have great significance to enhance the emergency
mobile communication capability of shortwave areas in complex terrain environ-
ments.
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Abstract. Network coding can effectively improve the transmission efficiency
of the network, but compared with the traditional forwarding nodes, the par-
ticipation of network encoding nodes will bring resource consumption. In this
paper, we propose an improved algorithm of the max-flow based on the shortest
path, which combines the concept of path capacity summation to achieve the
maximum flow of the network, and the shortest path guarantees the minimal
number of encoding nodes. The simulation results based on random network
show that this algorithm can effectively reduce the encoding nodes and the
consumption of network resources on the basis of realizing the maximum flow
of the network.

Keywords: Network coding � Encoding nodes � The shortest path
Max-flow � Capacity summation

1 Introduction

The traditional network intermediate node has long played a role of routing forwarding
until 2000 Ahlswede et al. [1] proposed the concept of network coding to break the
limitations of the understanding of intermediate nodes. Intermediate nodes not only
play the role of storage and forwarding, but also can encoded the information, so that
the multicast network can achieve the maximum transmission traffic thus increasing the
transmission rate.

But the encoding nodes are brought to the resource consumption, affecting the
transmission efficiency. So, in case of maximum throughput (maximum flow), the
fewer encoding are, the less resource consumption is. In the traditional network coding
algorithm, encoding nodes are the intermediate nodes whose number of input links is
larger than the number of output links in the work, however, in the guarantee of the
maximum flow is not all such intermediate nodes need to be encoded, so there is a lot
of unnecessary resource consumption. Therefore, how to ensure that maximum flow on
the basis of the minimal coding node become a hot issue.

In graph theory, there are many algorithms for calculating the maximum flow of the
network, which can be applied to the network coding to achieve maximum throughput.
In recent years, more and more scholars have studied this aspect in more depth. Liu
et al. [2] combined Dijkstra routing [3] and generic linear network coding [4] to reduce
the complexity of network coding algorithm, and explained the possibility of applying
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the knowledge of graph theory to network coding. Tao et al. [5] proposed a minimal
cost network coding algorithm based on critical link, and the Dinic algorithm [6] in
graph theory is applied to search of the augmented path. In [7], the Floyd algorithm [8]
is applied to the path cluster search process of the polynomial time algorithm [9]. And
Zhu et al. [10] proposed an algorithm to reduce the number of coding nodes on the
basis of Ford-Fulkerson algorithm [11]—the maximum flow algorithm of graph theory
with the new understanding of reused links and super critical nodes.

In this paper, we proposed a shortest path maximum flow network coding algorithm
based on the capacity summation. When the max-flow is achieved, the number of
encoding nodes can be minimized because the shortest path makes the minimal passing
intermediate nodes and the selection principle of coding nodes is improved.

The rest of this paper is organized as follows. We will review some related
knowledge in Sect. 2 and give our algorithm steps in Sect. 3. In Sect. 4, we will
present an example to compare this improved algorithm with the Ford-Fulkerson
algorithm. In Sect. 5, simulation results will be given and we can know the advantage
of the improved algorithm in reducing encoding nodes. At last, Sect. 6 serves as
conclusions.

2 Related Works

In a network N ¼ ðV ; L;CÞ [12], V represents the set of nodes, including the source
node set S, the sink node set T , and the intermediate node set W ; L represents the set of
links between nodes and C represents the capacity set. For link l 2 L, f ðlÞ is called the
flow on the link l. If l ¼ ðvi; vjÞ, f lð Þ can also be recorded as fij. And for v 2 V ,
f þ vð Þ ¼ P

vi¼v fij is the output flow of node V , f� vð Þ ¼ P
vj¼v fij is the input flow of

node V :

2.1 The Shortest Path

The shortest path in the graph theory is the shortest path between two mutually distinct
nodes,where each link has a corresponding length. In this paper, in order to simplify the
calculation, the length of each link will be united, so the shortest path from source to
sink is to find a path with the minimal links in all possible cases, and thus the number
of passing node is the minimal.

2.2 Capacity Summation

For a network, the links between each node have the corresponding capacity. If there is
no link between two nodes, then there is no capacity and the capacity value is 0: The
sum of all links’ capacity on a path is added to obtain capacity summation.
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2.3 Feasible Flow

If flow f satisfies:

0� f lð Þ�C lð Þ; 8l 2 L ð1Þ
f þ vð Þ ¼ f� vð Þ; 8v 2 Vfs; tg ð2Þ

such a f is called a feasible flow and f always exists.

2.4 Encoding Node

The encoding node will only appear in the intermediate nodes, and the encoding node
of previous algorithm judges that such a node may be an encoding node when the
number of input links is greater than the number of output links– num�ðvÞ[ numþ ðvÞ.
But in this paper, in addition to this encoding node conditions, we also consider that
transmission information on the input link is different from that on the output link; and
for each v 2 V ;

Pn
i¼1 fi [

Pn
i¼1 ci,

Pn
i¼1 fi represents the total flow of all input links,

and
Pn

i¼1 ci represents the total capacity of output links.

3 Algorithm Process

We propose an improved algorithm based on some of the above concepts to achieve the
maximum flow of the network, and the following are the implementation steps of the
algorithm:

(1) Generate a more regular network structure (single source network) by making
some changes to the random network topology [13], where the source node is
denoted as S, the sink node is denoted as Tnðn ¼ 1; 2; 3. . .Þ, and the intermediate
node is denoted as Viði ¼ 1; 2; 3. . .Þ.

(2) Initialization: Suppose that the capacity of each link in the network is Cij [ 0 (if
there is no link between two nodes, then Cij ¼ 0), and the value of the feasible
flow fij is initialized to be 0.

(3) Augmented process: The source node S is sent to the adjacent node information,
and then find the shortest path for augmentation from the source node S to the sink
nodes Tn.If there are multiple paths of the same length, then find the path of the
maximum capacity summation for augmentation (If all the capacity summation is
the same, then choose one to augment arbitrarily). If there is such an augmenting
path, then go to (4), otherwise re-enter (3) until finding such an augmenting path.

(4) Adjustment Process: The augmenting flow e ¼ min vi;vj2Vð Þ Cij
� �

. If the link is the

forward link, then the residual flow value of the link minus e. If the link is the
backward link, then the residual flow value of the link plus e. If a link has reached
saturation after the flow adjustment, the link is not considered in the following
augmenting path search.

(5) After the end of the flow adjustment, and then re-enter (3) to search for the next
augmenting path.
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(6) The above process is iterated until all the augmenting paths in the network are
found to reach the maximum flow, and the information of the input edge and the
output edge of each intermediate nodes is recorded, and then the encoding node is
judged according to the definition of the encoding node.

The complexity of the algorithm is analyzed as follows:
Assume that the number of vertices is m and the number of links is k in the network

graph. When searching for an augmenting path, since the number of vertices of the
network is m, the number of links included in the augmented path found by the
algorithm is at most m. So from the source node to the sink node, it takes at most m
steps. And because the number of links is k, searching for an augmentation path takes
at most k times, so the complexity of finding an augmenting path is Oðk � mÞ. Then in
the process of modifying the flow for the augmenting link that is sought, the traffic on
each edge needs to be modified and this complexity is OðmÞ. So the complexity of this
algorithm is Oðk � m2Þ.

4 Example Analysis

Suppose there is such a network, the source node is denoted as S and the sink node is
denoted as T , and the intermediate node is denoted as 1; 2; 3; 4; 5; 6. The connection
between nodes represents a link, and the number on the link represents capacity. The
network topology is shown in Fig. 1.

Fig. 1. Network topology
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The implemental of the shortest path maximum flow algorithm based on the
capacity summation in the network is as follows:

Find the shortest path from source node to the sink node, respectively
S ! 1 ! 4 ! T , S ! 2 ! 4 ! T , S ! 2 ! 5 ! T , S ! 2 ! 6 ! T ,
S ! 3 ! 6 ! T , where the path of the maximum capacity summation is
S ! 3 ! 6 ! T , so this path is augmenting path and the augmenting flow e1 ¼ 2. For
the saturated link, will not be considered in the next augmenting path search. So, we
can get all of the following augmentation processes, as shown in the Table 1.

Finally, all the maximum flow paths from the source node to the sink node are
obtained. The maximum flow fmax ¼ e1 þ e2 þ e3 þ e4 þ e5 þ e6 ¼ 2þ 4þ 2þ
2þ 1þ 2 ¼ 13.

So, for a multi sink multicast network, we can extend to find out all the maximum
flow paths from the source node S to the sink nodes Tnðn ¼ 1; 2; 3. . .Þ. And the
encoding nodes in all the maximum flow paths can be found according to the definition
of the encoding node.

If we do not use the improved shortest path maximum flow algorithm but use the
traditional maximum flow algorithm—Ford-Fulkerson. Ford-Fulkerson algorithm is an
important max-flow algorithm in the graph theory and achieves the max-flow of the
network through the residual network. And then we can know the augmenting process
of this network is shown in Table 2.

Table 1. Augmengting process of the improved algorithm

Serial number Augmenting path Augmenting flow

2 S ! 1 ! 4 ! T e2 ¼ 4
3 S ! 2 ! 6 ! T e3 ¼ 2
4 S ! 2 ! 5 ! T e4 ¼ 2
5 S ! 1 ! 2 ! 5 ! T e5 ¼ 1
6 S ! 3 ! 2 ! 4 ! 5 ! 6 ! T e6 ¼ 2

Table 2. Augmengting process of Ford-Fulkerson algorithm

Serial number Augmenting path Augmenting flow

1 S ! 1 ! 2 ! 4 ! 5 ! 6 ! T r1 ¼ 1
2 S ! 1 ! 4 ! 5 ! 6 ! T r2 ¼ 1
3 S ! 1 ! 4 ! T r3 ¼ 3
4 S ! 2 ! 4 ! T r4 ¼ 1
5 S ! 2 ! 6 ! 5 ! T r5 ¼ 2
6 S ! 2 ! 5 ! T r6 ¼ 1
7 S ! 3 ! 2 ! 5 ! 6 ! T r7 ¼ 2
8 S ! 3 ! 6 ! T r8 ¼ 1
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The max-flow fmax ¼ r1 þ r2 þ r3 þ r4 þ r5 þ r6 þ r7 þ r8 ¼ 1þ 1þ 3þ 1þ
2þ 1þ 2þ 2 ¼ 13.

Although the Ford-Fulkerson algorithm can achieve the maximum flow, the
number of augmenting path is larger than the number of augmenting path of the
shortest path maximum flow algorithm based on the capacity summation. And with the
increase of nodes, the advantages of improved algorithm are more obvious. This is
because the Ford-Fulkerson algorithm is not targeted to find nodes when looking for
augmenting path and needs to continue to contiguous nodes labeled, so there is
redundancy and blindness. The improved algorithm is based on the principle of the
shortest path—passing the least nodes—and the maximum capacity summation to
select the augmenting path, so that redundancy can be reduced, and because the number
of passing intermediate nodes is minimal, then the corresponding number of inter-
mediate nodes that can become the encoding node will be reduced.

5 Simulation Results

In this paper, the adopted simulation tool is MATLAB 2015a, the first set of experi-
ments is to verify the relationship between the number of augmenting paths and the
number of nodes of the improved algorithm and the Ford-Fulkerson algorithm in the
same case, as shown in Fig. 2. We can see that in the case of fewer nodes, the path
exists in the network is limited, so the difference between the two algorithms is not

Fig. 2. The relation between the number of nodes and the number of augmenting paths
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significant. However, as the number of nodes increases, the number of augmenting path
of two algorithms is increased. But the curve of the improved algorithm is slower than
that of the Ford-Fulkerson algorithm, which indicates that the larger the network size is,
the more available paths are. The improved algorithm reduces redundancy so that
maximum flow can be achieved with fewer augmenting paths.

In the second experiment, the relationship between the number of encoding nodes
and the number of nodes is simulated, as shown in Fig. 3. Though the re-definition of
encoding nodes, it can be seen that under the same conditions (the same network
topology and the same capacity value on the link), the number of encoding nodes of the
improved algorithm is smaller than the traditional network encoding nodes. And with
the increase of the network size (the number of network nodes), this advantage is more
prominent. Firstly, this is because that the shortest path means the minimal number of
passing nodes, and then the definition of encoding nodes is stricter so that some
unnecessary encoding nodes can be reduced.

6 Conclusion

This paper aims to solve the problem of reducing the number of unnecessary encoding
nodes in the network coding process, so we propose the shortest path maximum flow
algorithm based on the capacity summation. Not only can achieve the maximum
network flow makes the maximum throughput, but also reduces the amount of

Fig. 3. The relationship between the number of nodes and the number of coded nodes
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computation for encoding nodes of the network. Compared with the traditional algo-
rithm, it has more advantages in reducing the encoding nodes, reducing the overhead of
nodes, and making network coding more practical.
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Abstract. This paper studies a novel cooperation method in a two-user
wireless powered communication network (WPCN), in which one hybrid
access point (HAP) broadcasts wireless energy to two distributed wire-
less devices (WDs), while the WDs use the harvested energy to transmit
their independent information to the HAP. To tackle the user unfairness
problem caused by the near-far effect in WPCN, we allow the WD with
the stronger WD-to-HAP channel to use part of its harvested energy to
help relay the other weaker user’s information to the HAP. In particu-
lar, we exploit the use of backscatter communication during the wire-
less energy transfer phase such that the helping relay user can harvest
energy and receive the information from the weaker user simultaneously.
We derive the maximum common throughput performance by jointly
optimizing the time duration and power allocations on wireless energy
and information transmissions. Our simulation results demonstrate that
the backscatter-assisted cooperation scheme can effectively improve the
throughput fairness performance in WPCNs.

1 Introduction

Wireless communication is fundamentally constrained by the limited battery life
of wireless devices. Frequent battery replacement/recharging will interrupt wire-
less communication and degrade the quality of communication service. Alterna-
tively, radio frequency (RF) enabled wireless energy transfer (WET) technology
can supply continuous and sustainable energy to remote WDs. Its application
in wireless communication introduces a new networking paradigm, named wire-
less powered communication network (WPCN). Recent studies have shown that
its deployment can largely reduce the network operational cost, and effectively
improve the communication performance, e.g., achieving longer operating time
and more stable throughput [1–7]. For example, [3] proposed a harvest-then-
transmit protocol in WPCN, where one hybrid access point (HAP) with single
antenna first transfer RF energy to all WDs in the downlink (DL), and then the
WDs transmit information to the HAP in the uplink (UL) using their received
energy in a time-division-multiple-access (TDMA) manner. It is observed in [3]
that the WPCN suffers from a doubly near-far problem among WDs in different
locations, where a far user from the HAP achieves low throughput because they
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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receive less energy and need more power to transmit information. To solve the
doubly near-far problem and improve user fairness, several different user cooper-
ation schemes have been proposed [8–11]. For instance, [8] proposed a two-user
cooperation, where the near user helps relay the far user’s information to the
HAP. [9] allows two cooperating users to from a distributed virtual antenna
array. [10] considered a cluster-based user cooperation, where a multi-antenna
HAP applies WET to power a cluster of remote WDs and receives their data
transmissions.

A major design issue of the existing user cooperation schemes is that the over-
head (both energy and time) consumed on information exchange between the
collaborating users. Alternatively, the recent development of ambient backscatter
(AB) communication provides an alternative to reduce such collaborating over-
head. Specifically, AB enables a WD to transmit information passively to another
device in the vicinity by backscattering the RF signal in the environment, e.g.,
WiFi and cellular signals, thus achieving device battery conservation. Several
recent studies have devoted to improve the data rate of AB, such as propos-
ing new signal detection method and AB communication circuit designs [12,13].
However, the performance of conventional ambient backscatter communication
greatly depends on the conditions of time-varying ambient RF signal, which is
not controllable in either its strength or time availability.

Fig. 1. A two-user WPCN and transmission protocol for user cooperation.

In this paper, we consider a novel user cooperation method in WPCN which
uses backscatter communication. As shown in Fig. 1, we consider two wirelessly
powered WDs that harvest RF energy in the DL and transmit cooperatively their
information to the HAP in the UL. Unlike in conventional cooperation in WPCN
where one WD transmits its information actively to the helping WD, we reuse
the WET signal for achieving simultaneous information transmission in a pas-
sive manner. This largely saves the collaborating overhead. Besides, compared to
conventional AB communication, the use of WET is fully controllable in the RF
signal strength and transmission time. With the proposed backscatter-assisted
cooperation method, we formulate a rate optimization problem that maximizes
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the minimum throughput between the two WDs, by jointly optimizing the sys-
tem transmit time allocation and the power allocations of energy-constrained
WDs. Efficient algorithm is proposed to solve the optimization optimally. Simu-
lation results show that, compared to conventional cooperation based on active
communication, the proposed passive cooperation can effectively enhance the
throughput performance of energy-constrained devices in WPCN.

2 System Model

2.1 Channel Model

As show in Fig. 1, we consider a WPCN consisting of one HAP and two users
denoted by WD1 and WD2, where the WDs harvest RF energy in the DL
and transmit wireless information in the UL. It is assumed that each device
is equipped with one antenna and both WET and WIT operate over the same
frequency band. We assume that the channel reciprocity holds between the DL
and UL, the channel coefficient between the HAP and WDi is denoted as αi and
the channel power gain is denoted as hi = |αi|2, i = 1, 2. Besides, the channel
coefficient between WD1 and WD2 is denoted as α12 with the channel power
gain h12 = |α12|2. We assume without loss of generality that WD2 has a better
WD-to-HAP channel than WD1, so which acts as a relay to forward the message
of WD1 to the HAP.

Fig. 2. Circuit block diagram of backscatter wireless user.

In this paper, we consider that the two WDs can transmit information in both
active (RF communication) and passive modes (backscatter communication).
The circuit block diagram of two users is shown in Fig. 2. With the two switches
S1 and S2, the two WDs can switch flexibly among three operating mode as
follows.



276 Y. Zheng et al.

1. Backscatter Mode (S1 = 1 and S2 is closed): in this case, the antenna is
connected to backscatter communication and energy harvesting circuits. A
WD transmits information passively by backscattering the received RF sig-
nal. Specifically, a WD transmits “1” or“0” by switching S3 between reflect-
ing or absorbing state, respectively. Accordingly, a backscatter receiver uses
non-coherent detection techniques, e.g., energy detector [14], to decode the
transmitted bit. Notice that the energy consumption on the operation of
backscatter transmitter can be well neglected due to the harvested energy
during the absorbing state [16].

2. RF Communication Mode (S1 = 0): the antenna is connected to the RF
communication circuit and the user can transmit or receive information using
conventional RF wireless communication techniques. Here, the transmission
energy consumption is supplied by the RF energy harvested from the HAP.

3. Energy-harvesting Mode (S1 = 1 and S2 is open): the antenna is connected
to the energy harvesting circuit, which can convert the received RF signal to
DC energy and store in a rechargeable battery. The energy is used to power
the operations of all the other circuits.

2.2 Protocol Description

As shown in Fig. 1, channel estimation (CE) is first performed with a fixed
duration t0, such that a central control point (such as the HAP) is aware of the
channel coefficients {α1, α2, α12}. After CE, the system operates in four phases.
In the first phase of duration t1 the HAP broadcasts wireless energy in the DL
with fixed transmit power P1, while both the WDs harvest RF energy. In the
second phase of duration t2, the HAP continues to broadcast energy while WD1

uses its backscatter communication circuit to transmit its information to the
WD2. Here, we assume the HAP neglects the backscattered signal due to the
hardware constraint. Then, in the third phase, WD1 operates in the conventional
RF communication mode to transmit its information, using the harvested energy
to WD2. Notice that the HAP can overhear the RF transmission of WD1 during
this phase. In the last phase of length t4, WD2 first relays the user WD1’s
information to the HAP with average power P41 over t41 amount of time, and
then transmits its own information to the HAP using its harvested energy with
average power P42 over t42 amount of time, respectively, where t4 = t41 + t42.
Notice that we have a total time constraint

t0 + t1 + t2 + t3 + t41 + t42 ≤ T. (1)

For convenience, we assume T = 1 in the sequel without loss of generality.

3 Throughput Performance Analysis

During the DL phase, the HAP transmits energy signal with the fixed power P1

in t1 amount of time. It is assumed that the energy harvested from the receiver
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noise is negligible. Hence, the amount of energy harvested by WD1 and WD2

can be expressed as [15]

E
(1)
1 = ηt1P1h1, E

(1)
2 = ηt1P1h2, (2)

where 0 < η < 1 denotes the energy harvesting efficiency assumed fixed and
equal for each user.

In the second stage of duration t2, WD1 uses backscatter communication
to transmit its information to WD2. Let x2(t) denote the transmitted energy
signal by the HAP with E[|x2(t)|2] = 1. We assume a fixed backscattering data
rate Rb bits/second, thus the duration of transmitting a bit is 1/Rb second. In
particular, when WD1 transmits a bit “0”, WD2 receives only the energy signal
from the HAP

y
(2)
2,0(t) = α2

√
P1x2(t) + n

(2)
2 (t). (3)

Otherwise, when WD1 transmits a bit “1”, the received signal at WD2 is a
combination of both the HAP’s energy signal and the reflected signal from WD1,
where

y
(2)
2,1(t) = α2

√
P1x2(t) + μα1α12

√
P1x2(t) + n

(2)
2 (t), (4)

where μ denotes the signal attenuation coefficient due to the reflection at WD1,
n
(2)
2 (t) denotes the receiver noise at WD2.

Fig. 3. Power splitting scheme in backscattering stage.

Specifically, as shown in Fig. 3, we apply a power splitting scheme, where the
received RF signal is split into two parts. We denote β ∈ [0, 1] as the splitting
factor, such that β part of the signal power is harvested by the device, while
the rest (1 − β) of the signal power is used for information decoding (ID). For
simplicity, β is assumed a constant in this paper. The information decoding
circuit introduces an additional noise ns(t), which is assumed independent of
the antenna noise n2(t). Thus, the signal at energy decoder and information
decoder can be expressed as

y
(2)
2,E(t) =

√
βy

(2)
2 (t), y(2)

2,I (t) =
√

1 − βy
(2)
2 (t) + ns(t), (5)

where y
(2)
2 (t) = y

(2)
2,0(t) when sending “0” and y

(2)
2 (t) = y

(2)
2,1(t) when sending“1”.

Without loss of generality, we assume that “0” and“1” are transmitted with
equal probability. The harvested energy by WD2 can be expressed as
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E
(2)
2 = ηt2β

1
2
((E[|y(2)

2,0(t)|2] + E[|y(2)
2,1(t)|2])) =

1
2
ηt2βP1(h2 + |α2 + μα1α12|2).

(6)
Here, we assume that the signals received directly from the HAP and that
reflected from WD1 are uncorrelated due the random phase change dur-
ing backscatter. Meanwhile, we assume that WD1 maintains its battery level
unchanged during the backscatter stage, where the small amount of energy har-
vested is consumed on the on-off operations of the backscatter switches.

We denote the sampling rate of WD2’s backscatter receiver as NRb, such
that it takes N samples during the transmission of a bit, either “0” or“1”. The
following lemma derives the bit error probability (BER) of using an optimal
energy detector to decode the received one-bit information.

Lemma 1. The BER ε using an optimal energy detector for the backscatter
communication is

ε =
1
2
erfc[

(1 − β)P1μ
2h1h12

√
N

4((1 − β)N0 + Ns)
]. (7)

Proof. Due to the page limitation, the derivation is omitted here.

Then, the communication can be modeled as a binary symmetric channel,
whose capacity (in bit per channel use) can be expressed as

C = 1 + εlogε + (1 − ε)log(1 − ε). (8)

Accordingly, the effective data rate from WD1 to WD2 is

R
(1)
1 (t) = CRbt2. (9)

Within the sequel t3 amount of time, WD1 uses the harvested energy to
actively transmit its information. By exhausting its harvested energy on WIT,
the average transmit power of WD1 is given by

P3 = E
(1)
1 /t3 = ηP1h1t1/t3. (10)

We denote x3(t) as the complex base-band signal transmitted by WD1 with
E[|x3(t)|2] = 1. The received signals at WD2 and the HAP in this time slot are
expressed as

y
(3)
2 (t) = α12

√
P3x3(t) + n

(3)
2 (t), y(3)

0 (t) = α1

√
P3x3(t) + n

(3)
0 (t), (11)

where n3
2(t) and n

(3)
0 (t) denote the receiver noises.

During the last time slot of duration t4, the WD2 first relays WD1’s message
to the HAP and then transmits its own message. Specifically, we denote the
transmit power and time for relaying WD1’s message as P41 and t41, and those
for transmitting its own message as P42 and t42. Then, the total energy consumed
by WD2 is constrained as

t41P41 + t42P42 ≤ E
(1)
2 + E

(2)
2 . (12)
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Denote the time allocations as t = [t1, t2, t3, t41, t42], and the transmit power
values P = [P1, P2, P3, P41, P42]. For simplicity of illustration, we assume that
the receiver noise power is N0 at all receiver antennas except for the additional
noise ns(t) introduced in the power splitter, whose power equals to Ns. Then, let
R

(2)
1 (t,P), R(3)

1 (t,P) and R
(4)
1 (t,P) denote the achievable rates of transmitting

WD1’s message from WD1 to WD2, from WD1 to the HAP, and to the HAP
relayed by WD2, respectively, which are given by

R
(2)
1 (t,P) = t3 log2

(
1 +

P3h12

N0

)
, R

(3)
1 (t,P) = t3 log2

(
1 +

P3h1

N0

)
, (13)

R
(4)
1 (t,P) = t41 log2

(
1 +

P41h2

N0

)
. (14)

Thus, the achievable rate of WD1 within the time slot of length T = 1 can
be expressed as [8]

R1(t,P) = min[R(1)
1 (t) + R

(2)
1 (t,P), R(3)

1 (t,P) + R
(4)
1 (t,P)], (15)

and the achievable rate of WD2 is

R2(t,P) = t42 log2

(
1 +

P42h2

N0

)
. (16)

4 Common Throughput Maximization

In this paper, we focus on maximizing the minimum (max-min) throughput of
the two users by jointly optimizing the time allocated to the HAP, WD1 and
WD2 (t), and power allocation P, i.e.,

(P1) : max
t,P

min(R1(t,P), R2(t,P))

s. t. (1), (10), and(12),
t1, t2, t3, t41, t42 ≥ 0,

P2, P3, P41, P42 ≥ 0.

(17)

Noticed that if we set t2 = 0, t41 = 0 and P2 = 0, P41 = 0. Then (P1) reduces
to the special case of WPCN without cooperation, i.e., the near user WD2 does
not help the far user WD1 with relaying its information to the HAP.

(P1) is non-convex in the above form due to the multiplicative terms in
(12). To transform (P1) into a convex problem, we introduce auxiliary variables
τ41 = t41P41 and τ42 = t42P42. With P3 in (10), R

(2)
1 (t,P), R(3)

1 (t,P), R(4)
1 (t,P)

in (13)–(14) can be re-expressed as function of t, and R2(t,P) in (16) can be
re-expressed as function of t and τ = [τ41, τ42], i.e.,

R
(2)
1 (t) = t3 log2

(
1 + ρ

(2)
1

t1
t3

)
, R

(3)
1 (t) = t3 log2

(
1 + ρ

(3)
1

t1
t3

)
, (18)
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R
(4)
1 (t, τ ) = t41 log2

(
1 + ρ2

τ41
t41

)
, R2(t, τ ) = t42 log2

(
1 + ρ2

τ42
t42

)
, (19)

where ρ
(2)
1 = h1h12

ηP1
N0

, ρ
(3)
1 = h2

1
ηP1
N0

, ρ2 = h2
N0

are constant parameters.
Accordingly, by introducing another auxiliary variable R̄, (P1) can be equiv-

alently transformed into the following epigraph form:

(P2) : max
R,t,τ

R

s. t. t0 + t1 + t2 + t3 + t41 + t42 ≤ 1,

τ41 + τ42 ≤ E
(1)
2 + E

(2)
2 ,

R ≤ R
(1)
1 (t) + R

(2)
1 (t),

R ≤ R
(3)
1 (t) + R

(4)
1 (t, τ ),

R ≤ R2(t, τ ).

(20)

Notice that R
(2)
1 (t), R(3)

1 (t), R(4)
1 (t, τ ) and R2(t, τ ) are all concave functions (see

the proof in [8]), therefore (P2) is a convex optimization problem, which can be
easily solved by off-the-shelf convex optimization algorithms, e.g., interior point
method. Then, after obtaining the optimal τ ∗ and t∗ in (P2), the optimal P∗ in
(P1) can be easily retrieved by setting P ∗

41 = τ∗
41/t∗41 and P ∗

42 = τ∗
42/t∗42.

5 Simulation Results

In this section, we use simulations to evaluate the performance of the proposed
cooperation method. In all simulations, we use the parameters of Powercast
TX91501-1W transmitter as the energy transmitter at the HAP and those of
P2110 Power harvester as the energy receiver at each WD with η = 0.6 energy
harvesting efficiency. Without loss of generality, it is assumed that the noise
power is set N0 = 10−10 W for all receivers, the introduced additional noise power
for ID circuit in Fig. 3 is Ns = 10−10 W. The channel gain hi = GA( 3×108

4πdifc
)λ,

where d denotes the distance separation between two devices, e.g., HAP-to-WD
distance or the distance between the two WDs. GA = 2 denotes the antenna
power gain, λ = 2 denotes the path-loss factor, β = 0.8 denotes the power
splitting factor, μ = 0.8 is set as a fixed backscatter reflection coefficient and
fc = 915 MHz denotes the carrier frequency.

Figure 4 compares the achievable max-min throughput of different schemes
when the inter-user channel h12 varies. In this case, the HAP and the two users
are assumed to lie on a straight line in which the near user WD2 is in the middle
with d12 = d1−d2. Here, we fix d2 = 3 m and vary d1 from 6 to 10 m. Besides, we
consider two different AB communication rates Rb = 5 kbps, 50 kbps. Evidently,
the throughput performance decreases with d1 for all the methods due to the
worse inter-user channel h12. Besides, both user cooperation methods, either
with or without AB communication, outperforms the independent transmission
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scheme. For the two cooperation methods, when Rb = 50 kbps, the proposed AB-
assisted cooperation outperforms the one without AB communication when d1 >
6.8, but produces worse performance otherwise. Similar result is also observed
when Rb = 5 kbps, where the proposed method has better performance when
the inter-user channel is relatively weak. This is because when the far user WD1

moves more away from the HAP, it suffers from more severe attenuation in both
energy harvesting and information transmission to WD2. Therefore, the optimal
solution allocates more time to both WET and information exchange from WD1

to WD2 if AB communication is not used. The application of AB communication
can effectively reduce the energy and time consumed on information exchange,
thus can improve the overall throughput performance.
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Fig. 4. The impact of inter-user channel (h12) to the optimal throughput performance

Figure 5 shows the impact of the HAP-to-WD2 (relaying) channel to the
optimal throughput performance. Here, We set d1 = 9 m, and vary d2 from 3 to
5 m. Noticed that the performance of non-cooperation scheme hardly changes as
d2 increases, this is because its throughput is mainly constrained by the weak
channel between the far user WD1 to HAP. It is observed that the proposed user
cooperation has better performance than the one without AB communication
when the helping relay is close to the HAP (d2 is small). Again, this is because
when d2 is small, the separation between the two WDs is large thus the inter-user
channel is weak. Therefore, WD1 needs to consume significant amount of energy
if transmitting actively to the helping WD. The use of AB-assisted cooperation
can effectively reduce the energy consumptions and thus improve the throughput
performance. The simulation results in Figs. 4 and 5 demonstrate the advantage
of applying AB communication to improve the throughput performance of user
cooperation in WPCN under various practical setups, especially when the inter-
user channel is relatively weak.
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Fig. 5. The impact of relaying channel (h2) to the optimal throughput performance

6 Conclusions

In this paper, we proposed a novel user cooperation method using AB commu-
nication in a two-user WPCN. In particular, we studied the maximum common
throughput optimization problem of the proposed model, and proposed efficient
method to obtain the optimal solution. By comparing with representative bench-
mark methods, we showed that the proposed AB-assisted cooperation can effec-
tively improve the throughput fairness performance in WPCN.
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Abstract. In this paper, the energy efficiency (EE) for a distributed
antenna system (DAS) with discrete-rate adaptive modulation (AM) is
investigated, and an optimal adaptive power allocation (PA) scheme for
maximizing EE is developed. First of all, the system model of DAS based
on discrete-rate AM is presented. Then, subject to transmit power per
antenna and target bit error rate (BER), a constrained optimized prob-
lem is formulated to maximize EE of DAS. By solving KKT conditions,
we derive the optimal solution as a closed form. The obtained closed-
form expression is applicable to DAS with an arbitrary number of dis-
tributed antennas (DA) ports and general per-DA port power and target
BER constraints. To illustrate the validity of the developed scheme, the
exhaustive search method is used in the simulation to compare with the
developed scheme. As a result, the proposed power allocation method
produces the EE and spectrum efficiency (SE) identical to the exhaus-
tive search method with remarkably reduced computational complexity.
Moreover, the EE and SE of the DAS with AM increase as the target
BER increases.

Keywords: Energy efficiency · Optimal power allocation
Discrete-rate adaptive modulation · Distributed antenna system
Spectrum efficiency

1 Introduction

Green communication, which pursues lower energy consumption and higher
energy efficiency in wireless communication systems, has drawn increasing atten-
tion nowadays. In order to provide massive connections from various termi-
nals, including not only smartphones but also machine-type communication
devices with diverse quality of service (QoS) requirements, the 5G mobile net-
work is required to have tremendous EE improvement. Energy efficiency (EE) is
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defined as the ratio of the sum-rate to the total power consumption measured in
bit/Hz/Joule. Various energy efficient methods have been proposed to improve
the EE [1–4].

A key technology for green communication is a distributed antenna system
(DAS). Compared with a conventional antenna system (CAS), which has central-
ized antennas at the central location, higher energy efficiency can be obtained in
DAS. The reason why the distributed antenna system can achieve higher energy
efficiency is that its structure makes the user closer to the antenna. Actually, the
distributed antenna (DA) ports in DAS are distributed in different locations of
the cell. As the locations of DA are different, the distances between the users and
antennas are different, which brings different pass losses. In DAS, the large scale
fading like pass loss needs to be taken into account. Consequently, compared
with the CAS, where the average access distance between the user and antennas
is longer, the transmit power and co-channel interference can be substantially
reduced in DAS due to smaller access distance.

Adaptive modulation can select the most appropriate modulation, based on
the current channel state information (CSI) [5]. It was shown that adaptive
modulation can effectively improve the capacity, spectral efficiency (SE) and bit
error rate (BER) performance of the system. Reference [6] demonstrated that
adaptive modulation can improve the transmission rate and energy efficiency in
fading channels. In [7], the performance of adaptive modulation was systemati-
cally observed in MIMO systems. The closed-form expressions of average SE and
BER are given, respectively. Considering the incomplete CSI, [8] investigated the
performance of adaptive modulation in a DAS, and the closed-form of the SE
and average BER were presented.

However, the works above basically address the SE and BER study of DAS
with AM, and the EE performance is studied less. Moreover, the superiority of
power allocation (PA) is not considered, and the resultant system performance
is limited. For this, we give the energy-efficient power allocation scheme with
adaptive modulation in [9], but the modulation mode is based on continuous
rate, that is, the modulation method continuously changes. Whereas in practice,
the modulation mode need to work in discrete rate.

Motivated by the reason above, in this paper, we will study the power alloca-
tion of DAS with AM for obtaining more practical application and superior EE
performance, where discrete-rate adaptive modulation and power allocation are
both considered. We firstly present the system model of DAS with discrete-rate
modulation. In constraint of the maximum transmit power and target BER, a
constrained optimized problem is then formulated to maximize the EE of DAS.
By using the KKT conditions, a general expression of optimal PA is derived.
With this result, the optimal solution having closed form is further derived, and
an effective algorithm is presented to achieve the optimal power allocation.
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2 System model

We consider a downlink single cell DAS with N DA ports, denoted as DAi, i =
1, 2, . . . N , and all DA ports are connected to central processing unit (CPU)
via dedicated channels, such as optical fibers. Considering the implementation
of mobile station (MS) as well as its limitation of volume and size, only single
receive antenna is available at the MS. The location of the mobile station (MS) is
random. The adaptive modulation and transmit power adjustment are performed
by the CPU based on the channel information feedback. When the CSI changes,
the current modulation mode and transmit power will be changed accordingly
(Fig. 1).

Fig. 1. Structure of DAS.

Assuming that both the transceiver and the receiver know the channel
state information, the effective signal-to-noise ratio (SNR) at the MS can be
expressed as

ρ =
N∑

i=1

γiPi (1)

where Pi is the transmit power of the i-th DA port DAi, γi denotes the ratio
of power gain to noise power between the i-th DA and MS. We take path loss,
shadow fading and Rayleigh fading into account.

γi =
d−αi

i Si|hi|2
σ2

z

(2)

where di denotes the distance between the i-th DA and MS, αi is the path loss
exponent, shadowing fading Si is a log-normal shadow fading variable with the



Energy-Efficient Power Allocation Scheme 287

standard deviation σi, hi indicates the independent and identically distributed
circularly symmetric complex Gaussian channel coefficient between the i-th dis-
tributed antenna and MS with zero mean and unit variance, σ2

z represents the
noise power.

Considering high efficiency, MQAM is used for the AM scheme. For the two-
dimensional Gray coded MQAM modulation, the instantaneous bit error rate
of the n-th modulation scheme under additive white Gaussian noise (AWGN)
channel can be tightly approximated as [10].

BERn(ρ) � an erfc(
√

bnρ) (3)

where an and bn are parameters of the n-th MQAM modulation,n =
1, 2, . . . ,M, erfc(·) is a complementary error function. By setting the instanta-
neous bit error rate of the system equal to the target BER(BER0), the switching
threshold of the n-th modulation can be given by

φn = [erfc−1(BER0/an)]2/bn (4)

where erfc−1(·) denotes the inverse complementary error function. When the
effective SNR falls into the n-th region, i.e., φn ≤ ∑N

i=1 γiPi ≤ φn+1, the n-th
MQAM modulation is employed for the current modulation mode.

3 Optimal Power Allocation Scheme

In this section, we will develop an optimal power allocation scheme for DAS with
discrete-rate adaptive modulation by maximizing the EE, and the corresponding
algorithm for calculating the PA is also presented.

The EE for DAS is defined as

ηEE =
R

∑N
i=1 Pi + Pc

(5)

where Pc denotes the circuit power, which is a constant value, R represents the
transmission rate. Considering the discrete-rate adaptive modulation, the EE
under different SNR conditions can be given by

ηEE =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

0
∑N

n=1 γiPi < φ1

R1
∑N

i=1 Pi + Pc

φ1 ≤ ∑N
i=1 γiPi < φ2

...
...

RM
∑N

i=1 Pn + Pc

∑N
i=1 γiPi ≥ φM

(6)

where Rn = log2Qn(n = 1, 2, . . . M) denotes the transmission rate of the n-th
MQAM with size Qn, and it is constant.
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By maximizing the (6) subject to maximum power constraint, we can get the
optimal power allocation scheme. However, we find that it is difficult to optimize
the piecewise function (6) directly. For this, we firstly optimize each segment of
(6) separately, and the respective results are then compared to obtain an optimal
solution which corresponding to the maximum EE.

According to (6), and considering maximum power constraint, the energy
efficiency optimization problem for the n-th modulation can be written as

max
P (n)

ηEE,n =
Rn

∑N
i=1 Pi + Pc

s.t. φn ≤
N∑

i=1

γiPi < φn+1 (7)

0 ≤ Pi ≤ Pmax,i

where Pmax,i indicates the maximum power of the i-th RA. Without loss of
generality, we assume that all γi are different due to the structure of DAS, and
they are sorted in descending order as

γ1 > γ2 > · · · > γN (8)

By means of the KKT conditions, we can analytically solve the optimization
problem of the DAS with general per DA port power constraint. According to the
KKT conditions, the optimal values ρ∗

i , κ, λ, μi, vi should satisfy the following
equations:

− Rn

(
∑N

i=1 P ∗
i + Pc)2

− κγi + λγi + μi − vi = 0 (9)

κ(φn+1 −
N∑

i=1

γiP
∗
i ) = λ(

N∑

i=1

γiP
∗
i − φn) = μiP

∗
i = vi(Pmax,i − P ∗

i ) = 0 (10)

κ, λ, μi, vi ≥ 0 (11)

where κ, λ, μi, vi are the Lagrangian multipliers.
According to (9–11), by means of mathematical derivation, we can obtain∑N

i=1 γiP
∗
i = φn, and the corresponding general expression of the optimal power

allocation for the n-th modulation, i.e., it is expressed as

P ∗(n) = [Pmax,1, . . . , Pmax,N0−1, P
∗
N0

, 0, . . . , 0]T (12)

and

N0 = max
1≤k≤N

{j :
j−1∑

i=1

γiPmax,i < ξ}

P ∗
i = Pmax,i, 1 ≤ i ≤ N0 (13)

P ∗
N0

= (ρ −
N0−1∑

i=1

γiPmax,i)/N0
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The detailed derivation on Eqs. (12) and (13) is not provided because of
the paper length limitation. With (12) and (13), we can calculate the EE
of the system with n-th modulation, i.e., ηEE,n, n = 1, 2, . . . ,M . By com-
paring the obtained {ηEE,n}, the optimal PA and modulation mode can be
attained, which corresponds to maximum ηEE,n. In other words, if n∗ =
arg maxn=1,2,...M{ηEE,n}, then the n∗-th modulation mode is selected for data
transmission, and the corresponding PA is the optimal one.

Besides, considering that
∑N

i=1 γiPmax,i is the achievable maximum SNR of
the system under current channel conditions, we can determine which modu-
lation mode can be used in the current channel by comparing this maximum
SNR and the switching threshold. Namely, When φn ≤ ∑N

i=1 γiPmax,i ≤ φn+1,
the n-th method of modulation will be used, and when φn >

∑N
i=1 γiPmax,i,

the n-th method of modulation will not be employed. Furthermore, when∑N
i=1 γiPmax,i < φ1, even the lowest modulation will not be used, and thus

the communication will be interrupted.
According to the analysis above, the algorithm of optimal power allocation

for EE maximization with adaptive modulation in DAS can be summarized in
Table 1.

Table 1. Power allocation method.
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Moreover, it is worth mentioning that not only our proposed optimal scheme
is applicable to MQAM, but also can be applied to MPSK. And what varies
is only the instantaneous BER and further the switching thresholds need to be
recalculated.

4 Simulation Results and Analysis

In this section, we evaluate the performance of the proposed scheme through
computer simulations. To illustrate the validity of the scheme, an exhaustive
search method, which examines all possible power allocation combinations with a
resolution 0.01 in the range of 0 to Pmax,i, is used to compare with the algorithm
presented in Sect. 3. We choose six modulation modes for adaptive modulation
in simulations, i.e., BPSK, 4QAM, 8QAM, 16QAM, 32QAM and 64QAM. For
simplicity, we assume that Pmax,i = Pmax, αi = α = 3, and σi = σ = 8dB
for ∀i throughout the simulations. For DAS with N DA ports, one DA port
is set in the center of the cell located at (0,0), and the others are located at
(
√

3/7R, 2πi/(N−1)), i = 1, 2, . . . , N−1. The radius of the cell R = 1000 m. We
set Pmax = 1W and the circuit power Pc = 5W in simulation. The computer we
used for simulation is an AMD 2.2-GHz dual core with 3.25 GB of RAM, and
the simulation software is MATLAB 2012b.

Fig. 2. SE of DAS with AM for different BER0.

In Fig. 2, we plot the system SE as a function of the reciprocal of the
maximal transmit power 1/σ2

z for different BER0 and three DA ports, where
BER0 = 10−2, 10−3. As shown in Fig. 2, the performance of the proposed scheme
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is identical to that of exhaustive search method, but our scheme has lower com-
plexity than the latter. Explicitly, the running time of the proposed scheme is
0.21 s only, while the exhaustive search method needs 326 s. Hence, our scheme
obviously reduces the complexity and has much less running time. Moreover,
with the increase of the target BER, the SE also increases. This is due to the
fact that the larger the BER0 is, the lower is the BER performance require-
ment of the system. Thus higher order modulation mode will be selected and
the resultant SE increases as well.

Fig. 3. EE of DAS with AM for different BER0.

Figure 3 illustrates the EE of the DAS with AM and three DA ports for
different tar-get BER, where BER0 = 10−2, 10−3. From Fig. 3, it is found that
the EE performance of the proposed scheme is same as that of exhaustive search
method with substantially reduced complexity. Specifically, the running time of
the proposed scheme is 0.136 s only, but the exhaustive search method needs
the time of 173 s. Thus, our scheme need less time. Moreover, the system with
BER0 = 10−3 has lower EE than that with BER0 = 10−2. This is because for
stricter BER requirement, the lower order modulation will be adopted, which
will decrease the SE and corresponding EE. Besides, the EEs of the system
using the proposed scheme and the exhaustive search method both gradually
improve as 1/σ2

z increases, as expected. The reason for this result is that as
1/σ2

z increases, the noise power decreases, the corresponding SNR increases. As
a result, the system can choose a better power allocation and higher modulation
scheme, which brings about larger energy efficiency.
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5 Conclusions

In this paper, we formulated the system model of DAS based on discrete-rate
adaptive modulation. We have studied the EE performance of DAS with discrete-
rate AM over composite fading channels including path loss, shad-owing and
Rayleigh fading. The optimal power allocation is derived by maximizing the
EE in constraint of transmit power antenna and target BER of the system.
By using the KKT conditions and mathematical derivation, the constrained
optimized problem is solved well, and the closedform solution of PA is attained.
With these results, the optimal PA can be obtained by comparing the EEs of the
system with all possible modulation modes, and it corresponds to the largest EE.
Based on this, a computationally efficient algorithm is presented to calculate the
PA. Simulation results show that the proposed scheme produces the optimal EE
performance with remarkably reduced complexity compared to the exhaustive
search method. Also, the EE and SE of the DAS with AM increase as the target
BER increases.
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Abstract. Energy harvesting from its environmental sources becomes an
integral part of green cities. This paper considers a low-energy consumption
Wireless Sensor Networks to improve energy utilization in green cities. By this
approach, a wireless node can directly harvest energy from its ambient by
introducing an energy-harvesting layer on the top of traditional WSN layer. The
energy harvesting layer composed of charging points (CPs) that it can harvest
energy from ambient renewable energy sources (solar, vibration, light, and
electromagnetic wave, etc.) transfer the harvested energy to the underlying WSN
layer by wireless energy transfer. Furthermore, in order to conserve battery
power in very dense sensor networks, some sensor nodes may be put into the
sleep state while other sensor nodes remain active for the sensing and com-
munication tasks. The proposed scheme applies energy informatics to increase
the energy efficiency by optimizing energy harvesting time interval and energy
consumption of the node for uniform data gathering over the network.

Keywords: Green cities � Energy informatics � Energy harvesting �
Duty cycles

1 Introduction

With the rapid development in ultra-low-power computing and communication devices
equipped with the capability of Energy Harvesting (EH), current networking and
communication systems are evolving towards green cities concept [1–4]. Green cities
play a significant role by enabling connected devices to gather data in an energy-
efficient way. Recently, energy informatics technologies, which become an integral part
of green smart cities, aim to increase the energy efficiency by analyzing and optimizing
energy distribution and energy consumption units.

In energy constrained wireless sensor networks, it is very important to conserve
energy and prolong active network lifetime while ensuring proper operations of the
network. Energy Harvesting WSNs (EH-WSNs) [5–9] become an emerging approach
to prolong network lifetime with harvested energy. This article considers a green WSN,
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which has two layers as follows: energy harvesting layer and traditional WSN layer
equipped with the capability of energy-harvesting. In this green WSNs, the method of
energy supply is extended by introducing energy harvesting layer. This energy har-
vesting layer consists of Charging Points (CPs) that harvest energy from multiple
sources. It is assumed that these CPs will have continuous support to obtain energy.
However, due to their dynamic nature, the remaining energy in energy storage may
vary according to underlying system requirements. In bottom layer, wireless sensor
nodes recharge their storage devices by either energy harvesting or direct connection to
these CPs. By this way, the upper layer acts as energy distribution layer with CPs,
whereas, the lower layer is responsible for sensing and data gathering to support the
required Quality-of-Service (QoS) for End Users (EUs) in the green city paradigm.

Although ambient energy sources are infinite, dynamic nature of energy sources
restricts the wide application of harvested energy towards sustainable network demand.
Thus, it is an equally important issue to efficiently use the harvested energy for energy-
balanced network and prolonged underlying sensor networks in green cities. The
contributions of our work are summarized as follows:

A renewable WSN is considered for green cities. Furthermore, this article presents a
sleep scheduling algorithm that considers the energy utilization and network
throughput using energy informatics in the green cities.

The rest of this paper is organized as follows. The system model of green WSN is
discussed in Sect. 2. Section 3 presents the problem formulation and proposed algo-
rithm. The performance results and discussed are presented in Sect. 4. Finally, con-
clusions are drawn in Sect. 5.

2 System Model

2.1 Practical Network Model

As shown in Fig. 1, the system model of the green WSNs consist of following layers:

Sink node

Wireless Charging Point

Ac ve node Sleep node

Wireless Energy Flow

Date Flow

Fig. 1. System model of a green WSN
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(1) Energy Harvesting Layer

Let N be the number of Charging Points (CPs) in the energy harvesting layer. It is
assumed that the power supply of these CPs is sufficient and stable. These CPs can
harvest energy from environment (e.g., wind, solar, vibration, indoor light, and EM
waves). For the convenience of analysis, the network space is divided into smaller
square grids. In addition, the side-length of smaller square grids, L, should be less thanffiffiffi
2

p
R [10]. Any CP resides on each vertex of the grid. The main function of this layer is

harvest energy from environment and to provide wireless energy to wireless sensor
nodes. The main notations in this paper are summarized in Table 1.

(2) Wireless Sensor Node Layer
Consider a single-hop WSN with total S number of uniformly and randomly

deployed static wireless sensor nodes. It is assumed that any wireless sensor nodes are
equipped with wireless energy harvesting receiver. The location of any sensor node can
be obtained. The sink node is located in the center of the network space and knows the
location and IDs of all nodes. It is also assumed that each node has the same func-
tionality and sensing capability.

2.2 Energy Harvesting and Energy Consumption

A time-splitting method (see Fig. 2.) is used to handle data transmission and energy
harvesting. Each sensor node harvests the wireless energy during sT interval and either
sends gathered data or forwards data to the sink during the rest interval 1� sð ÞT , where

Table 1. Notation definition.

Notation Definition

S
N
R
L
T
CPs
s
n
D
Q
g
Eu

Eh;u

Ec;u

Eres;u

E
TH

The number of wireless sensor nodes
The number of wireless charging points
Transmission radius
The side length of charging grid
The time duration of a single epoch
The Charging points
The time proportion of energy harvesting
The number of contending nodes
The distance from charging point to sensor nodes
The harvested energy per unit time
The overall energy conversion efficiency
The energy utilization
The harvesting energy for the uth node
The energy consumption for the uth node
The residual energy for the uth node
The maximum storage capacity of a sensor
The network throughput
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0\s\1 and T is the time duration of a single epoch. According to harvest-use-storage
approach, any node first directly harvest energy to the storage unit and then use the
stored energy.

(1) Wireless Energy Harvest.

As each CP sends wireless energy to the sensor nodes, multiple antennas are
considered in each transmitter/receiver for wireless energy transfer. Each of the sensor
nodes is equipped with a diode and a low-pass filter to convert RF-signal to direct
current. By the Friis transmission equation, the received power-Pr, is calculated as [11]:

Pr ¼ Pt
k0
4pD

� �2

GrGt ð1Þ

Where Pt is the transmit power, D denotes the normalized distance from the CP to
energy-harvesting node, wavelength λ0 = 12.2 cm and 5.1 cm for 2.45 GHz and
5.8 GHz frequency [11], Gt and Gr represent gains of transmitter and receiver antenna,
respectively. Finally, the harvested energy per unit time is denoted as [12]:

Q ¼ gPr ¼ gPtD�aGA ð2Þ

Where 0 < η < 1 is the overall receiver energy conversion efficiency, α is the path
loss factor, and GA denotes the combined antenna gain.

(2) Wireless Energy Consumption.

According to the residual energy of the battery, we can dynamically schedule
sensors’ work/sleep cycles (or duty cycles).

Active-state.
Let ET b; dð Þ and ER bð Þ be the consumed energy for transmitting a b-bit packet

within a distance d and receiving a b-bit packet, respectively, and are given as [12]:
ET b; dð Þ ¼ bEelec þ bdaEamp, and ER bð Þ ¼ bEelec, where Eamp is the energy consumed
in the amplifier of the transmitter to send a packet at unit distance, and a node consumes

Energy Transfer Information Transmission

τT (1-τ )T

Fig. 2. Time allocation method about energy harvesting and data transmission
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Eelec to run the transceiver circuitry. Finally, the energy consumption of transmitting a
b-bit packet from a node u to sink node v as Ec;uv bð Þ ¼ ET b; dð ÞþER bð Þ is given as
follows [12]:

Ec;uv bð Þ ¼ 2bEelec þ bdaEamp ð3Þ

Sleep-stat.
Due to most of the circuitry goes to a hibernating mode in sleep state, energy

consumption is low compared to the awake-state.

2.3 Calculation of Throughput

Every sensor node has two states: active and sleep. When an active-node transmits or
receives a packet, the contention window is fixed. The Carrier-Sense Multiple Access
with Collision Avoidance (CSMA/CA) mechanism can effectively avoid this collision
by randomly waiting for a period of time from 0 to W to back off. By Markov chain, we
can know the probability of a station transmits in a slot: p0 ¼ 2= W þ 1ð Þ, where W is a
fixed contention window [13]. Then the probability of a successful transmission, i.e., Ps
and the average number of consecutive idle slots, i.e.,

Ci are presented as follows [14]:

Ps ¼ np0 1� p0ð Þn�1

1� 1� p0ð Þn ð4Þ

And

Ci ¼ 1
1� 1� p0ð Þn � 1 ð5Þ

Finally, with successful transmissions, the network throughput TH is expressed as:

TH ¼ Ps
c 1� sð ÞT
1� sð ÞT þCi

; c\1 ð6Þ

Where γ is the constraint fraction reserved to packet payload field. According to
[13], the approximate optimal value is W � n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 1� sð ÞTp

. So, it is observed that the
maximization of the network throughput depends on the number of contending active
sensor nodes n and packet transmission time 1� sð ÞT .
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3 Problem Statement and Algorithm

Although CPs can provide the underlying wireless sensor nodes with a sufficient and
stable supply of energy, it is equally important to balance the energy consumption in
WSN-layer to efficiently use the harvested energy in green-city paradigm. Sleep-
scheduling, one of the efficient approaches to prolong network lifetime, can fulfill this
requirement. The traditional CKN-based [15] sleep scheduling algorithm does not
consider every nodes residual or consumed energy. The Energy-Consumption-based
algorithm, which considers nodes residual energy to decide sleep-state and awake-state,
results more awake nodes near CPs due to sufficient amount of harvested energy in
nodes closer to the CPs. We know that the awake (or sleep) state occurrence of the
sensor nodes is randomly distributed, however, it is not uniformly distributed, the data
gathering by the awake nodes is not uniform. Thus, it is an important issue how to
design a sleep scheduling algorithm based on harvested, stored, and consumed energy
for uniform data collection over the network.

Besides, the energy that harvested by the sensor nodes will linearly increase if the
energy harvesting duration increases, however, at the same time, overall network
throughput will decrease due to less data transmission duration. Furthermore, the
harvested energy in sensor nodes does not always increase the energy utilization due to
the limitation of energy storage capacity of sensor nodes over the network. Thus, it is
an important task to find optimum ranges of s that balance the harvested, stored, and
consumed energy and network demand in terms of throughput utilizing energy infor-
matics towards green-city.

A sleep scheduling algorithm is proposed in green WSNs with an aim to balance
network demands, residual energy, and harvested energy. The steps are presented as
follows:

3.1 Step 1 Energy Sleep Scheduling

As shown in Algorithm 1, any node u decides itself to be in the possible set based on
the remaining energy Eres;u, Eh;u and Ec;u. In the proposed scheme, if combined the
harvested and the residual energy of any node is not enough for the energy con-
sumption due to data transmission, i.e., Ec;u [ Eres;u þEh;u

� �
, then node u goes to the

sleep-state. The optimum s are obtained based on a throughput threshold THThreshold

and preferred energy utilization EThreshold , The energy utilization Eu is expressed in (7),
where A ¼ gEh;u � Ec;u

� �þEres and B ¼ gEh;u þEres.

Eu ¼ 1PS
u¼1 Eh;u

XS
u¼1

Ec;u þ
XSawake
u¼1

A\Es8u

gEh;u � Ec;u
� �þ XSawake

u¼1
A�Es8u

Es � Eresð Þþ
XSsleep
u¼1

B\Es8u

gEh;uþ
XSsleep
u¼1

B[Es8u

Es � Eresð Þ

0
BB@

1
CCA

ð7Þ

298 M. Song et al.

RETRACTED C
HAPTER



3.2 Step 2 Update Eres;u for the Awake and Sleep Nodes

For the sleep nodes, because the energy consumption is very low compared to awake-
state, most of the harvested energy is stored to the storage devices with a storage
conversion efficiency g. Each sleep node recharges its storage device up to the maxi-
mum capacity Es. On the other hand, awake nodes use the energy for data transmission
after energy storage. The Algorithm 2 presents the above steps.

4 Simulation Results and Discussion

Under the condition of s ¼ 0:5, perform 100 times simulation. Then, with the current
residual energy and sensor node working state, calculating the throughput and the
energy utilization at different s. It is important to note that there is no need to update the
residual energy at this time for the sake of accuracy of simulation.

Figure 3(a) shows the state of all nodes of initial time over the network. The sink
node is located at the center of the network. The side length of the network is 480 m. It
is further divided into a square grids in which the border length is 60 m. Charging
Points (CPs) resides on the vertex of each square grid. Figure 3(b) shows that the state
of all nodes after 100 times simulation over the network. It is clear that the probability
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of nodes around sink node being awake-state is higher after 100 times simulation, this
is due to they have more residual energy.

Figures 4 and 5 show energy utilization and network throughput with different
storage capacity. In Fig. 4, we can observe that the energy utilization is rapid decline
with E = 0.5 J. The energy utilization with E = 1.0 J tends to be stable. Optimal
energy utilization is at E = 1.5 J. In Fig. 5, no matter what the value of storage capacity
is, the trend of the three curves is generally consistent. When the value of the E is
given, we can get the optimal range of s.
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5 Conclusion

This article considers a renewable green WSNs by extending the energy harvesting
capabilities for green cities. The charging points that act as energy supply points in
energy harvesting layer transfer energy to the WSN layer for data gathering task. In
addition, to prolong the network lifetime of WSN layer, a sleep scheduling algorithm
that aims uniform data gathering over the whole network with high utilization of
harvested energy is proposed. The optimum ranges of time fraction to harvest energy
and data transmission duration are provided to support required QoS and high energy
utilization. The extensive simulation results reflect the aim of energy informatics
technologies of green WSNs for green smart cities by balancing energy utilization in
terms of harvested energy, consumed energy, storage energy, and network demand in
terms of throughput.
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Abstract. Indoor navigation has gained lots of interest in the last few years due
to its broad application prospect. However, indoor floor plan for position display
is not always available. In this paper, we utilize the crowdsourcing pedestrian
dead reckoning (PDR) data got from the smart phone to build the indoor floor
plan. According to the crowdsourcing PDR data, we propose new walking
model that reflects the distribution of indoor pedestrian trajectory. This model is
can well express the pedestrian walking pattern. In addition, the proposed model
can also estimate the hallway width through the PDR data in hallway. According
to the proposed model, we can draw the floor plan with the width of hallway.
We have implemented the proposed algorithm in our lab and evaluated its
performances. The simulation results showed that the proposed algorithm can
efficiently generate the floor plan in the unknown environments with lower cost,
which can contribute a lot for indoor navigation.

Keywords: Floor plan � Mobile crowdsourcing � IMU � PDR

1 Introduction

Nowadays, several candidate methods can be employed in the future indoor navigation
system, such as WiFi, Bluetooth and ZigBee [1]. Though these methods are different,
all they require the same information, which is floor plan. As the indoor geographic
information, floor plan contains wealth of geographic information, and it is necessary
for the indoor navigation service. Floor plan will be standardized processed after
collecting the geographical data, so that all of the navigation and positioning services
can be established in the precise geographical space model [2]. With the help of floor
plan, indoor navigation system can make specific database in the offline phase [3], and
also show its location and navigation estimation clearly in a smart phone in the online
phase. Therefore, the complete and accurate of floor plan are the basic conditions for
indoor navigation and positioning system.

However, in some cases, floor plan is not always available, which greatly limits the
development of indoor navigation service. Considering about the number of buildings
or floors, it is unrealistic to make floor plan by SLAM due to the inevitable cost of
economic or time [4]. Therefore, we need to find an effective way to build floor plan in
the unknown indoor environment. In recent years, it becomes possible to use pedestrian
trajectory to indicate the indoor path.
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The key idea of PDR algorithm is to count the step at a starting point by sensors,
and combined with step estimation and heading calculation to realize the pedestrian
trajectory estimation. Chen proposed a pedestrian indoor and outdoor seamless posi-
tioning method using multi-sensor positioning platform, which based on the fusion
GPS and self-contained sensor [5]. Liu proposed a pedestrian positioning and navi-
gation algorithm with a 6 degrees of freedom IMU equipment [6]. [7] proposed a
system named CrowdInside, which used the crowdsourcing data to draw the indoor
pedestrian trajectories through the smart phone sensors. In [8], Luo proposed an IMAP
system, which can collect the smart phone sensor and construct the indoor floor map by
detecting interest points, such as doors, elevators or stairs. In [9], Ma proposed a
heading angle correction algorithm for PDR trajectory in the indoor corner environ-
ment. It turned the heading angle to right angle at the corner through the right angle
detection algorithm. In [10], Zhou proposed a system called ALIMC, which can build
an indoor floor plan in the unknown environment through an abstract link node model.
However, there are still many problems remained for building the indoor floor plan
with the crowdsourcing PDR data. The key problem is that all the methods stated above
cannot provide the hallway width but only the indoor path. The hallway width is so
important that it can help further decide the indoor structure, such as walls, doors and
windows. Actually, the crowdsourcing PDR data contain lots of information about the
indoor environment that are not well utilized.

Therefore, based on the crowdsourcing PDR data, in this paper, we propose a
pedestrian walking model for floor plan building to provide not only the indoor path
but also the hallway width. Since the crowdsourcing PDR data have inherent noise, it
needs to be cleaned before building the floor plan. We assume the pedestrians prefer to
walking in the long straight hallway along the central axis. And when turning happens
in the corner, the pedestrians prefer to walk away from the central axis and gradually
close to the corner in the rotation area. Finally, with pedestrians walk out rotation area,
their path will be back to the hallway central axis again. Based on such a pedestrian
walking model, we propose a crowdsourcing PDR data cleaning method. Different
from the available literatures, we do non clean the PDR data based on each PDR
trajectory but the trajectory point. We set up a simulation environment in our lab. And
the experimental results show that the proposed method can better build indoor floor
plan, substantially reduce costs. The remainder of this paper is organized as follows.
Section 2 will introduce key ideas of the PDR algorithms and indoor walking model.
Section 3 will introduce the proposed floor map building method based on PDR data.
Section 4 will provide the implementation and performance analysis. Conclusion will
be drawn in the last section.

2 System Model

2.1 PDR Overview

As a useful method to estimate the pedestrian trajectory, PDR algorithm can record the
direction and distance from a known start position. The principle of the PDR algorithm
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is shown in Fig. 1. Each trajectory point represents the position of the pedestrian, and
the line between two adjacent dots forms pedestrian trajectory.

We assume the initial trajectory point position P0(X0, Y0) is known. The next
position is P1(X1, Y1), and the heading angle from P0 to P1 is w0, the step length is S(t0).
Then we have:

x1 ¼ x0 þ Sðt0Þ � sinw0
y1 ¼ y0 þ Sðt0Þ � cosw0

�
ð1Þ

The general relation from P0 to Pk is:

xk ¼ x0 þ
Pk�1

i¼0
SðtiÞ � sinwi

yk ¼ y0 þ
Pk�1

i¼0
SðtiÞ � coswi

8>><
>>:

ð2Þ

Due to the traditional gyro integration method for heading calculation will lead to
deviation drift, the heading angle calculation is not accurate. Therefore, we utilize the
quaternion method to acquire the high-precision heading angle.

2.2 Heading Angle Estimation Based on Quaternion

Quaternion is a mathematical method to describe a rotation of a vector relative to a
certain coordinate system. It utilizes vector and scalar to define the rotation. Vector
indicates the direction of rotation axis and the direction cosine value between rotation
axis and coordinate axis. Scalar indicates the cosine of rotation angle in three demis-
sion. Equation (3) represents the expression of a new vector R(t + 1) getting from the
vector R(t) rotating at a certain angle in a reference coordinate.

R tþ 1ð Þ ¼ q� R tð Þ � q�1 ð3Þ

where q = q0 + q1i + q2j + q3k, and i, j, k are unit vectors for the three Cartesian axes.
An object rotation can be described with roll c, pitch h and yaw w. If the initial

rotation at time t0 is known, we have:

Y

X

P0(x0,y0)

P1(x1,y1)

P2(x2,y2)

ѱ0

ѱ1

Fig. 1. The schematic diagram of PDR algorithm
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q0
q1
q2
q3

2
664

3
775
t0

¼
cos c0=2ð Þcos h0=2ð Þcos w0=2ð Þ þ sin c0=2ð Þsin h0=2ð Þsin w0=2ð Þ
sin c0=2ð Þcos h0=2ð Þcos w0=2ð Þ � cos c0=2ð Þsin h0=2ð Þsin w0=2ð Þ
cos c0=2ð Þsin h0=2ð Þcos w0=2ð Þ þ sin c0=2ð Þcos h0=2ð Þsin w0=2ð Þ
cos c0=2ð Þcos h0=2ð Þsin w0=2ð Þ � sin c0=2ð Þsin h0=2ð Þcos w0=2ð Þ

2
664

3
775 ð4Þ

Then, we can use the first order Runge-Kutta to update the rotation in quaternion
from ti to ti+1:

q0
q1
q2
q3

2
664

3
775
tiþ 1

¼
q0
q1
q2
q3

2
664

3
775
ti

þ tiþ 1 � tið Þ
2

�xcq1 � xhq2 � xwq3
þxcq0 � xhq3 þ xwq2
þxcq3 þ xhq0 � xwq1
�xcq2 þ xhq1 þ xwq0

2
664

3
775
ti

ð5Þ

The resolutions for c, h and w are:

ciþ 1 ¼ arctan
2 q2q3 þ q0q1ð Þ

q20 � q21 � q22 þ q23
hiþ 1¼� arcsin 2 q1q3 � q0q2ð Þð Þ

wiþ 1 ¼ arctan
2 q1q2 þ q0q3ð Þ

q20 þ q21 � q22 � q23

8>>>>><
>>>>>:

ð6Þ

Thus, according to Eqs. (2) and (6), we can accurately estimate the PDR trajectory
point.

3 Pedestrian Walking Model

3.1 Pedestrain Indoor Walking Habit Analysis

Generally, there are two common walking mode in the indoor environment, which are
walking in straight and walking in corner. The probability model of pedestrian walking
in straight is shown in Fig. 2(a). When pedestrians take turns, they tend to take
“shortcut” in most cases. They will departure from the central axis and approach to the
inside corner gradually. The probability model of the pedestrian walking in corner is
shown in Fig. 2(b).
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Based on the analysis above, we model the pedestrian walking habit with the
Erlang distribution. Either in straight case or corner case, the trajectory point distri-
bution can be described as:

f xð Þ ¼ k kxð Þk�1

k � 1ð Þ! e
�kx ð7Þ

where k is the coefficient of Erlang, k is the order. When k = 0.5, the distribution
probability is shown in Fig. 3 to describe the PDR trajectory point distribution both for
walking in straight and walking in corner.

In order to better analysis the distribution of trajectory points in corner, we illustrate
a real crowdsourcing PDR trajectory points in Fig. 4, where the blue dots are PDR
trajectory points and the red dash line are the hallway central. We further model the
trajectory points distribution in Fig. 4 into three types of area as straight are, transition
area and rotation area, which are used to describe the pedestrian walking in different
cases in the hallway. We illustrated in Fig. 5.

As shown in Fig. 5, S1 and S2 are straight areas, which means pedestrian is walking
in straight and does not tend to take a turn. T1 and T2 are the areas where pedestrian is
ready to start or finish a turning. R1 and R2 are rotation areas, which means pedestrian is
turning a corner. Suppose the hallway width of S1 area and T1 area are d1, and the
hallway width of S2 area and T2 area are d2. The boundaries of S and T are QQ’ and
RR’, and the boundaries of T and R are OM and ON respectively. The boundary of R1
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and R2 is OP. According to our experiment results, we find that if the hallway width is
d, pedestrian will start and finish the turning at 0.6d. So, we set the length of OQ is
0.6d1 and the length of OR is 0.6d2 in transition area.

3.2 Pedestrian Walking Model

We assume pedestrians start from the S2 area and passes through S2-T2-R2-R1-T1-S1 in
clockwise. When they are walking in the S2 area, they tend to walking in a straight
central axis of hallway. Then the order of Erlang distribution is k = 26. When
pedestrians pass QQ’ and walk into the T2 area, their walking paths are gradually
approaching to the inside corner point O. In this area, k gradually decreases from 25 to
16, until pedestrians cross OM into the R2 area. When pedestrians are in turning state,
their walking trajectories are gradually close to the corner point O. Until walking to the
cross section OP, the pedestrians are closest to the corner O. The order of Erlang
distribution k now gradually decreases from 15 to 6. When pedestrians cross the
diagonal OP and continue to walk, their paths are gradually away from O and return to
the central axis of the hallway. The path will be back to the axis of the hallway on RR’.
The returning process is similar to the turning process and the order k is increased from
6 to 25. In this way, we divide T2, R2, R1, and T1 equally. T1 and T2 areas are divided
into 10 segments, and the order of Erlang distribution k is from 16 to 25. R1 and R2

areas, taking the inner corner as the center of the circle, are equal divided into 10
segments, where k varies from 6 to 15. As shown in Fig. 3, the width and position of
Erlang major distribution area are changes with the change of k. So, we introduce
scaling coefficient t to make the width of Erlang major distribution area consistent with
the hallway cross section. And we introduce deviation coefficient a/k to make Erlang
major distribution area corresponding to the actual location of PDR trajectory. In this
way, Eq. (7) can be rewritten as follows:

f ðx; ai; kiÞ ¼ k kðtxþ a=kÞ½ �ki�1

ðki � 1Þ! e�kðtxþ a=kÞ ð8Þ

k¼ b d1 cos aið Þ2 þ d2 sin aið Þ2
h i�1=2

ð9Þ

where a = 0.062ki – 3.463, b = 0.151ki + 2.478.
Combining the coordinate translation and the change matrix, we can unify all cases

to the coordinate system shown in Fig. 4 (Fig. 5). The coordinate translation in S2, T2,
R2, R1, T1, and S1 is:

x0

y0

� �
¼ cos ai � sin ai

sin ai cos ai

� �
x
y

� �
þ 0

ystep

� �
ð10Þ

Thus, we can get the probability density distribution of trajectory point in different
areas as follows:
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f ¼ k kð10x0 þ a=kÞ½ �ki�1

ðki � 1Þ! e�kð10x0 þ a=kÞ ð11Þ

So in different areas, we have different a and k. In straight area S1 and S2:

ai ¼ 0; ki ¼ 26 ð12Þ

In transition area T2:

ai ¼ p
2
; ki ¼ 26� 10þ x0

0:06d2

� �
ð13Þ

In rotation area R2:

ai ¼ 0:1i arctan d2=d1ð Þþ arctan d1=d2ð Þ; ki ¼ 6þ i ð14Þ

In rotation area R1:

ai ¼ 0:1 i arctan d1=d2ð Þ; ki ¼ 16� i ð15Þ

where we have i = 0,…,10. In transition area T1:

ai ¼ 0; ki ¼ 26� 10þ y0

0:06d2

� �
ð16Þ

where ai is the angle of rotation, k is the Erlang coefficient.
In summary, the pedestrian trajectory points distribution in hallway can be

expressed as follows:

f 0 ¼ f ðx0; ai; kiÞ ð17Þ

where ai and ki can be summarized as follows:

ai ¼
0:1i arctan d1

d2
i ¼ 0; . . .; 10

0:1 i� 10ð Þ arctan d1
d2
þ arctan d1

d2
i ¼ 11; . . .; 20

0 others

8<
: ki ¼

16� i i ¼ 0; . . .; 10
i� 4 i ¼ 11; . . .; 20
i� 5 i ¼ 21; . . .; 30
25 others

8>><
>>:

ð18Þ

And the step of each part can show as follows:

ystep ¼ 0 rotation area
l�ni=n others

�
ð19Þ

where l is the length of hallway, and ni/n is step radio.
In above equations, all the parameters are known without the hallway width d1 and

d2. We will estimate the hallway width in the following subsection.
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3.3 Hallway Width Estimation

Large number of experiment data show that when the pedestrians are far away from the
starting point, their trajectory points will be more divergent leading to errors. There are
two reasons causing errors. The first one is PDR algorithm will inherently accumulate
the measurement error. With the extension of the walking distance, the error accu-
mulation of the PDR algorithm will lead to a divergence of the trajectory. The second
reason is the accumulated error generated by gyroscope of smartphone. The error
caused by calculate of heading angle will lead a divergence phenomenon when the
PDR trajectory passes the turning point. Thus, PDR trajectories obtained by crowd-
sourcing users will be partially inaccurate as shown in Fig. 6.

At different locations, the trajectory points distribution at the cross section of
hallway are shown in Fig. 7.

Because of the PDR error, some PDR trajectory points will be outside the real
hallway. If we select these outliers to estimate the hallway width, a larger hallway
width maybe got. To solve this problem, we introduce the turning factor m and the
correction factor n to estimate the hallway width as:

d ¼ nðr� m� cÞ ð20Þ

where c is the number of corners that one PDR trajectory turns, r is the standard
deviation of Erlang probability distribution function. On account of the standard
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deviation can reflect the dispersion of the random variables, we use r to describe the
major distribution area of Erlang distribution.

As we known, though two straight hallways are connected by one corner, they do
not always have the same width. We should estimate the hallway width respectively.
The next step is to distinguish trajectory points which are belong to the same straight
areas. As shown in Fig. 8, there are lots of PDR trajectories start nearly from the
middle of the floor plan, which are actually to show pedestrians walk from the ele-
vators. And then pedestrians turn left or right for their ways.

The estimation of hallway width can be seen as the estimation of major distribution
area of PDR trajectory points projected to the cross section of hallway. Therefore, we
further process the PDR data of straight hallway (red point in Fig. 8) by clustering
method to distinguish whether the PDR trajectory point is belong to the straight area or
not. We then segment the straight hallway evenly and project the trajectory points to
the hallway cross section. Therefore the histogram of occurrence is established and
fitted with the Erlang distribution of k = 26. Finally, we can get r for different straight
area. According to analysis of massive straight hallway PDR data, we can further get
the parameter m and c.

4 Implementation and Performance Analysis

4.1 Experiment Environment

We make an experiment in our lab, which is located in Information building, Science
Park of Harbin Institute of Technology, China, as shown in Fig. 9. In this building, the
main experimental environment is the indoor hallway illustrated with blue part. The
crowdsourcing PDR trajectory acquisition equipment are Google Nexus 4, Google
Pixel and Redmi 3. We use the PDR algorithm to generate the PDR trajectories for
indoor floor plan building, and the original data are collected based on the acceleration
and gyro from the smartphones stated above.
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Fig. 8. The filter result of PDR trajectory points in corner (Color figure online)
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4.2 Performance Analysis

In this experiment environment, there are 5 turnings, and there remains 6 different
straight hallways as shown in Fig. 10. Different color represents the result of clustering,
and the black points means the noise.

According to a large number of straight hallway data testing and simulation, we can
get turning factor m and correction factor n as shown in Table 1.

In our proposed model, the correction factor n = 7, and the turning factor
m = 0.216. Based on the summary of Table 1, the hallway width in the 6 part are
respectively 3.1 m, 3.2 m, 3.0 m, 2.9 m, 2.1 m and 3.0 m. The width we estimate is
similar to the true value of hallway width except part 5. Finally, we get the floor
boundary as shown in Fig. 11, and this boundary is the indoor hallway environment
floor plan based on crowdsourcing PDR data.

Fig. 9. The diagram of experimental environment in hallway (Color figure online)
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Table 1. Results of hallway width estimation

Part1 Part2 Part3 Part4 Part5 Part6

r 0.660 0.668 0.863 0.844 0.960 1.078
m 1 1 2 2 3 3
m � c 0.216 0.216 0.432 0.432 0.648 0.648
n(r−m � c) 3.108 3.164 3.017 2.884 2.184 3.011
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5 Conclusion

In this paper, we proposed a novel floor plan building method based on the crowd-
sourcing PDR data. We build an indoor pedestrian walking mode, which includes
walking in straight and walking in corner. Based on the analysis of the PDR trajectory
points of straight hallway, the hallway width can be estimated. We use turning factor
and correction factor to restore the width of the hallway well. Finally, by solving the
hallway width, the contour of the PDR is generated, and the accurate indoor floor plan
can be obtained. This algorithm can establish the floor plan more efficiently when
lacking floor plan in an unknown indoor environment.
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Abstract. Because WLAN signal strength data is vulnerable to external
interference and its validity period is short-lived, it is necessary to reconstruct
radio map to improve positioning performance. We add the weight data to the
original fingerprint library, which is obtained by the reliability of information.
Using it, we can know the importance of neighborhood points selected in the
online phase and get better positioning performance. In the positioning phase,
the KD tree is added to improve the positioning efficiency of the positioning
algorithm. Finally, the positioning accuracy and efficiency can be improved.

Keywords: Indoor positioning �WLAN � Radio map �Weight matrix analysis

1 Introduction

With the development of positioning technology, people use positioning more and
more widely. At the same time, people’s demand for indoor positioning is also
increasing. At present, indoor positioning technology based on WLAN [1, 2] has made
great progress in the algorithm, but it still lacks specific management and construction
in the use of fingerprint database. The fingerprint database usually consists of receiving
signal strength information, because the fingerprint database is continuously updated.
we need to continuously update signal strength information from access point (AP).
These information is the uneven distribution and different quality, therefore, it is
necessary to reconstruct the fingerprint database in order to reduce the uneven distri-
bution and the poor positioning effect caused by the poor reliability information.

At the present stage, the research on the reconfiguration of Radio map is mainly
aimed at improving the positioning effect and positioning efficiency of the original
positioning system [3–5], several reconstruction algorithms will be introduced below.
Bong [6] proposed a method to optimize the received signal strength (RSS), through
smoothing the RSS processing radio map. This method can retain the positioning
accuracy, simplify radio map and improve the efficiency of online positioning. Li [7]
Put forward a set of good radio map reconstruction model. Removing abnormal data,
dividing the region of radio map, selecting AP [8, 9] and reducing the dimension of AP
in the region, using the weighted K nearest neighbor (KNN) algorithm [10] to position,
positioning time, the capacity of the database are reduced when the positioning
accuracy is guaranteed.
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Although the current reconstruction algorithm can make the original radio map get
a good improvement in localization accuracy and computation time, but we can not
guarantee the stability of the fingerprint database. When continuous abnormal signal is
received over a period of time, that affects the accuracy of the positioning system, it is
difficult to solve this problem easily by eliminating abnormal data. To solve this
problem, a weight database is constructed, which is based on RSS similarity and AP
and provide a positioning reference weight for the data in different time periods to
assist on-line positioning and to improve the stability of radio map. In order to ensure
the efficiency of database location, KD tree [11] is constructed based on RSS data and
weight data. The following is the overall structure of this paper. In Sect. 2, we will
introduce the overall model architecture of the indoor positioning system, and give the
positioning algorithm and the specific function of the reconfiguration technology
applied in the indoor positioning system and the composition of the reconstruction
algorithm proposed in this paper. In Sect. 3, we will give the concrete algorithm of the
reconstruction technology, including the establishment of the weight database and the
construction of KD tree. In Sect. 4, we will implement the reconstruction technology,
and compare it with the performance of the previous reconstruction technology.
Finally, conclusion will be drawn.

2 Indoor Positioning System Model

Positioning based fingerprint positioning system can be divided into two phases, as
shown in Fig. 1, including the offline phase and the online phase [12]. The offline phase
mainly completes the establishment of radio map, and the online phase mainly com-
pletes the application of radio map to realize the matching and positioning.

Fig. 1. Positioning system based on position fingerprint
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In the offline phase, the wireless base station receives a signal from a WLAN client,
and the system will establish the mapping relationship between the received signal
strength of all AP in the target area and the actual physical location, and we use the
mapping to construct radio map. It is assumed that there are M access points and
location information for N reference points in the positioning environment. The radio
map format is constructed as follows

RadioMap ¼ L S½ � ð1Þ

where L 2 R2�N is the position information and contains the reference point position
coordinate, and S 2 RM�N is the received signal strength information and contains the
received signal strength of N dimension. The initial radio map is of great computational
complexity and poor positioning accuracy, so it is necessary to optimize the initial
Radio [13] to improve the positioning efficiency of radio map. These optimization
algorithms can be classified as part of the reconstruction technology, including the
noise reduction, smoothing and clustering algorithms for the fingerprint library [14].
The reconstruction technology proposed in this paper is applied to the offline phase,
and the reliability analysis of RSS data is carried out during the off-line updating phase,
and the weighted matrix and KD tree are constructed.

In the online phase, the positioning [15] is implemented on the basis of optimized
radio map. The received data is used to position mainly by using nearest neighbor
method, maximum likelihood probability method, kernel function method, neural
network method and support vector regression method. In the reconstruction algorithm
proposed in this paper, the weight database is involved in the assisted positioning, and
the weighted KNN algorithm is used. Compared to the traditional KNN algorithm,
weighted KNN increases the sample weight allocation step, but this phase takes little
time comparing with the classification decision phase. The weighted KNN algorithm is
applied to this subject. The redistribution of weights is realized on the objective con-
ditions in the actual environmental factors. The reconfiguration technique proposed in
this paper is based on the weight database, and the weights in the database are applied
to the weighted KNN algorithm to assist the on-line positioning. Formula is as follows

Dk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

m

i¼1

bi � ðRSSu;i � RSSk;iÞ2
s

ð2Þ

xu; yuð Þ¼
X

n

k¼1

ck �
1
Da

k
� xk; ykð Þ ð3Þ

where the RSS is the information in the RSS database, the b and c are the weights in the
weight database, and D is the distance between the reference points and the positioned
points.
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3 Reconstruction Technology

As mentioned above, in the online phase, the localization algorithm needs to create a
weight database to assist the positioning. The reconstruction algorithm proposed in this
paper consists of two parts, obtaining weights based on RSS and AP, and constructing
KD tree. Through the above several algorithms, the original radio map is reconstructed,
and the weight matrix and the KD tree are obtained. Finally, the reconstructed fin-
gerprint database is combined with the weight matrix and the KD tree to Position
online.

3.1 Weight Based on RSS

The weighting algorithm based on RSS uses the Truth Finder algorithm for reference,
and obtains the reliability by comparing the similarity between RSS. Because of dif-
ferent mobile devices in different time periods, the reliability of accepting RSSs for
each period of time is different, therefore the accuracy of the data in different time
periods needs to be calculated, which can be calculated from the arithmetic mean of the
probability that the data is true

aw ¼ 1
m

X

m

k¼1

pðe� dÞ w 2 W ð4Þ

where m is the number of RSS messages obtained for each period, and the error is
within the acceptable range, and d is an acceptable error.

Obtained by the Bayesian formula

pðxÞ /
Y

w2W

aw
1� aw

ð5Þ

Where w is a period of time, W is all time periods. Let

cðxÞ ¼ ln
Y

w2W

aw
1� aw

¼
X

w2W
ln

aw
1� aw

ð6Þ

q ¼ ln
a

1� a
ð7Þ

Based on (6) and (7), we can have:

cðxÞ ¼
X

w2W
qw ð8Þ

320 L. Ma et al.



The normalized probability distribution is obtained, which is added to the weight
matrix as a weight c.

pðX¼xÞ ¼ cðxÞ
P

cðyÞ ð9Þ

where cðxÞ can be corrected by the similarity between RSSs, the correction process is
as follows.

Signal similarity is

rðx; x0Þ ¼ xx0

xj j x0j j ð10Þ

The corrected credibility is

c0ðxÞ ¼ cðxÞþ
X

eðxÞ¼eðx0Þ
rðx; x0Þ�qð Þcðx0Þ ð11Þ

where q is the similarity parameter, and by adjusting the parameter, we can get the
effective weight. This parameter is selected according to the positioning environment.
Eventually, the weight c can be obtained from the posterior probability.

3.2 Weight Based on AP

Taking account of the positioning environment, the performance of each AP is dif-
ferent. In the positioning process, the poor performance of the AP will often cause the
positioning accuracy decreased. So each AP needs a weight to express its performance
is good or bad in a particular environment, and we use AP selection algorithm to
determine the weight.

In the AP selection algorithm, the simplest algorithm is to keep all APs as samples,
but this does not play a role in improving the system. The MaxMean algorithm was
proposed by Youssef. We need to average the RSS values of the signals received by all
APs, and then select several APs with large RSS meanings as optional access points for
that location and provide weight to these APs.

Another AP selection algorithm is the InfoGain algorithm, which is based on the
gain of information entropy, which is presented by Chen of Hong Kong University of
Science and Technology. Firstly, the stochastic entropy of radio map is calculated, and
then the conditional entropy of different APs is calculated. The AP is sorted by cal-
culating the difference between stochastic entropy and conditional entropy. The AP
with high information entropy gain is used to construct the fingerprint library.

IGðAPiÞ ¼ HðGÞ � HðGjAPjÞ ð12Þ
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among them:

HðGÞ¼ �
Xni

g¼1
pðGgÞ log2 pðGgÞ ð13Þ

HðGjAPjÞ ¼ �
X

v

Xni

g¼1
pðGg;APj ¼ vÞ log2 pðGgjAPj ¼ vÞ ð14Þ

where H(G) is the gain of the information entropy of the AP, IG(APi) is the information
entropy when there is no AP information, p(G) is the information entropy for the AP
information, and p(G) is the probability of judging the various positions. The weight is
obtained from the gain of the information entropy.

There is also a method based on the stability of the AP, firstly we use the RSS
variance information to determine an amount that represents the AP stability. At the
same time, considering the relationship between the intensity of the signal and the
frequency of the occurrence of the signal, the energy information of the signal is
reflected by a frequency. Combine two aspects to obtain the value of the AP stability as
a weight. The formula is as follows

StaðAPiÞ ¼ 1

1
N

P

N

j¼1
ðRSSj � RSSÞ2

� Ni

Sumn
k¼1ðNkÞ ð15Þ

where Ni is the frequency at which each AP appears.
Using the above algorithms, we can get the weight of each AP in the region, which

is the weight b mentioned above.
The weighted KNN algorithm described above requires the traversal of the entire

database when we need to obtain the nearest neighbor reference point, so it takes a lot
of time in the online positioning phase. The weighted KNN algorithm is combined with
the KD tree and has a very high efficiency. By creating the KD tree, it can save the time
of calculation.

KD tree is a high-dimensional index tree data structure, commonly used in large-
scale high-dimensional data space for the nearest neighbor search and approximate
nearest neighbor search, such as high-dimensional image feature vector for K proximity
searching and matching in image retrieval and recognition. When a K-nearest neighbor
of a reference point is required, it is only necessary to trace along the branches of the
KD tree to find the nearest few data.

KD tree construction algorithm: select the dimension with the largest variance in
the k-dimensional data set, and then select the median m in this dimension as pivot to
divide the data into two sub-sets, while creating a tree node for storage. This step is
repeated until all sub-sets can not be divided. If a subset can no longer be divided, the
data in the sub-set is saved to the leaf node.
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4 Implementation and Performance Analysis

4.1 Experiment Environment

The experimental environment is located at 12th floor, 2A Building, Science and
Technology Park, Harbin Institute of Technology. The height of this floor is 3 m, the
area is 66.43 � 24.9 m2, with 19 laboratories and a conference room and a table tennis
room. The experimental facilities were spread across the 12th floor laboratory and were
fixed at a height of 2 m. The device supports IEEE 802.11 g standard, and its trans-
mission rate is 54 Mbps. The receiver is 1.2 m from the ground.

In order to test the universality of the reconstructed model, we select the 12th floor
corridor as the experimental area, so that we can get more signals from the AP in the
experiment, and the AP selection algorithm can be effectively tested. 27 APs evenly
distribute in the laboratories, as shown in Fig. 2, to ensure that any location in the 12
layer can have more AP. Use a laptop computer as a data collector to collect fingerprint
library data and test data.

In the laboratory corridor, the yellow area in the figure, evenly select the reference
point within every 0.5 m, and select 823 reference points and rely on these reference
points to build radio map. Firstly collect 420 data at each sampling point, and then
remove the 20 data in the first and tail, and finally use the remaining 400 data to build
the initial radio map to ensure that the initial radio map has a better positioning effect.

In addition to building a radio map, we also need to get the test data used in the
online positioning phase. We collect the data in a random location, collected in five
time periods. We collect data in five time periods, because the need for different time
periods to grant different weights to the original fingerprint library and updating
operation in the establishment of the RSS weight. Assume that the test data selected in
the five time periods are not relevant and are randomly distributed in the positioning
area. We need to collect 200 times to get the final test data in each time period, and
collect data in a random location.

Fig. 2. Experiment environment
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4.2 Performance Analysis

Based on different test data for several experiments, Fig. 3 is the cumulative error
probability obtained three reconstruction algorithms. The reconstruction algorithm
based on AP selection is the reconstruction algorithm mentioned above. Using the
noise reduction algorithm and AP selection algorithm to optimize the original radio
map, we can see that it can improve the positioning accuracy after removing the
abnormal information and the selection of feasible AP, cumulative probability within
2 m increased by 8%. The reconstruction algorithm based on weight matrix proposed
in this paper can more effectively distinguish the data confidence in each time. Com-
pared with the noise reduction algorithm, the positioning accuracy is improved, and the
cumulative probability of positioning within two meters is increased by 3%.

Next, for different noise powers, the performance of the reconstructed technique is
compared. When the power spectral density is gradually increased and the system
parameters are kept as the optimal parameters, the experimental comparison is carried
out. Figure 4 shows the cumulative error probability of the positioning error in the
environment where the noise power spectral density is increased by 3, 4 and 10. It can
be seen from the trend of curve with the noise enhancement, the maximum positioning
error is increasing. In the low-noise environment, the maximum positioning error of the
reconstruction algorithm based on weight matrix is better than that of AP-based

Fig. 3. Different reconstruction algorithm

(a) Increase 3db (b) Increase 5db (c) Increase 10db

Fig. 4. Different noise environments
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reconstruction algorithm, and the positioning error is reduced by 3.5 m. It can be seen
that the reconstruction algorithm based on AP can not guarantee the lower positioning
error and can not meet the requirement of location, when the noise power spectral
density is increased by 10. However, the reconstruction algorithm based on weight
matrix has better positioning effect.

The positioning efficiency of the two reconstruction algorithms is compared below.
Table 1 is the comparison of the positioning usage time under different fingerprint
libraries. The first reconstruction scheme uses zoning to position, using multi-step
positioning, which can effectively improve the positioning efficiency. The second
location is the KD tree proposed in this paper. As can be seen from the experimental
results, the use of KD tree can save a lot of time in the positioning phase, and with the
increasing number of fingerprint libraries, the time saved is also rising compared to the
former reconstruction algorithm.

5 Conclusion

In this paper, a new method is proposed to solve the problem that the stability of the
positioning system is degraded by the long time abnormality signal of radio map. The
original fingerprint library is reconstructed by constructing the weight matrix and KD
tree of radio map. And we compare the performance of the reconstruction algorithm in
the laboratory environment. The accumulated positioning error within two meters is
increased by 11% and increased by 3% to comparing the reconstruction algorithms
based on AP selection. The algorithm presented in this paper uses the weight matrix
provided by RSS reliability analysis to assist in positioning, and the performance of
resisting noise has been improved. In view of the positioning efficiency, the proposed
positioning algorithm combined with the KD tree simplifies the complexity of the
nearest neighbor search algorithm. It can be seen from the experimental results that the
positioning time is shortened.

Acknowledgment. This paper is supported by National Natural Science Foundation of China
(61571162), Ministry of Education - China Mobile Research Foundation (MCM20170106) and
Heilongjiang Province Natural Science Foundation (F2016019).

Table 1. KD tree experiment

Fingerprint library size (number of RSS) 1000 2000 5000 10000 20000

Using zoning (s) 0.472 0.939 6.976 14.558 30.320
Using the KD tree (s) 0.145 0.208 0.283 0.510 1.068
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Abstract. In recent years, Wireless Access Point (WAP)-based Received
Signal Strength Indication (RSSI) indoor localization technology has been of
intriguing interest to deduce the coordinates of an object or an observer in the
scene with RSSI being collected by various WAPs in a Range of Interest (ROI).
The Radio Map construction by fingerprints is of great importance for indoor
localization. Existing methods of Radio Map construction have encountered
bottlenecks in this area, which will limit the application of indoor localization
technology due to the deployment is massive and cumbersome. The spatial
correlation between RSSI observations is adopted and the manifold alignment
algorithm will be adopted to locate the user’s current location without a com-
plete Radio Map so as to reduce the requirements of the calibration fingerprints.
Simulated Radio Map (SRM) scheme and Plan Coordinate (PC) scheme will be
proposed and simulated separately to verify the correctness and efficiency of the
proposed scheme.

Keywords: Indoor localization � Radio map construction � Spatial correlation
Manifold alignment

1 Introduction

Where is the nearest metro station? Is this product I want to buy in the supermarket?
With the advent of mobile Internet, there will be more expectations for localization
services. For airports, libraries, shopping malls and parking lots, localization services
are expected to be more accurate and faster in such scenes.

RSSI-based localization technology can be divided into two main stages. The first
stage is offline acquisition stage. It is necessary to identify a few landmarks (LM) inside
the building and collect the location fingerprints of each LM in the building by the
equipment. Next, the spatial coordinate data of the LM should be correlated to establish
a localization fingerprint database, which is to be called Radio Map. The second stage
is online localization stage. One user enters the localization area holding a mobile
terminal to measure the RSSI data through the receiver equipped with WiFi. The RSSI
data will be compared with the data in the manifold alignment algorithm to obtain the
coordinates of the user according to the determination result.
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The deployment of WAP is time consuming and labor intensive when put into use
in larger environments such as airports and mega-stores although the Radio Map, built
by fingerprinting, covers a very comprehensive set of information. Therefore, a solution
that can reduce the deployment cost and workload is the key to solve the problem. The
scheme proposed in this paper greatly reduces the deployment cost and users can be
located without build complete Radio Map for the indoor environment. The program
has taken advantage of the inherent spatial correlation reflected by the RSSI data to
reduce the number of calibration fingerprints. We recall that there is a high spatial
correlation between neighboring positions in the Radio Map. If a DS to reflect the
mapping between each position in the target region can be obtained, the approximate
location of the RSSI data source can be determined. Moreover, manifold alignment
algorithm [1] will locate the collected RSSI data in real time.

The rest of the paper will be organized as follows. The current state of research will
be described in Sect. 2. The basics of the manifold alignment algorithm will be
introduced in Sect. 3. The SRM scheme and the PC scheme will be introduced
respectively in Sect. 4. Section 5 will discuss performance evaluation and the full text
will be summarized in Sect. 6.

2 Motivation

There are few ways to combine the Radio Map establishment and localization methods,
the typical ones are multi-sensor Particle Filtering (PF) based on intelligent platform [2]
and WLAN indoor localization based on Compressive Sensing (CS) [3]. The former
achieved the Radio Map construction by a variety of smart phones sensor devices,
simultaneously, achieved localization by PF. It is found that, however, this is a
probabilistic localization method, which has complicated localization process and poor
localization accuracy. The latter achieved localization by CS, which included Radio
Map reconstruction under the condition of sparse Radio Map.

The unsupervised Radio Map is one of the algorithms to increase the efficiency of
the Radio Map construction. Kim et al. proposed an unsupervised Radio Map con-
struction algorithm based on the improved RSSI indoor propagation model in [4]. The
measurement of RSSI adopted Client-Assistant (CA) proposed in [5]. There was high
efficiency in this measurement. Nevertheless, the problems caused by a variety of
different devices to collect RSSI data are inconsistent, especially due to the different
sensitivity of the hardware.

In order to reduce the deployment workload and ensure the accuracy of Radio Map,
the semi-supervised Radio Map construction algorithm has been proposed. Considering
the deployment workload, the literatures started with reducing the number of LMs and
RSSI resampled per LM. The difference is that [6] adopted Kernel Based Interpolation
method to reconstruct Radio Map, and [7] adopted Linear Interpolation method to
reconstruct Radio Map. However, the accuracy of the Radio Map obtained by the
interpolation method was low. The other paper [8] adopted Label Propagation to learn
the mapping between RSSI and unlabeled RSSI to implement Radio Map recon-
struction. Although all the above algorithms can reconstruct the Radio Map, these
algorithms were not used for indoor localization.
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3 Manifold Alignment

The application of manifold alignment learning method should satisfy two conditions.
First of all, it is required that the correlation between each pair of adjacent data points in
both DSs, that is the neighboring correlation, will be strong. Even if the two DSs show
different distributions or shapes in high-dimensional space, a common low-dimensional
correlation between them should be ensured.

3.1 Neighborhood Weight

Manifold alignment requires two DSs to preserve neighborhood correlation in low-
dimensional space. Accordingly, we select local linear embedding techniques [9].

Any high-dimensional space data point z(i) with N adjacent data points will be
described as a neighborhood DS, notes as N ið Þ ¼ z N i;1ð Þð Þ; . . .; z N i;Nð Þð Þ� �

. And the
neighborhood weight of z(i) is Wz

(i) satisfying Eq. (1).

W ðiÞ
z ¼ arg min

Wij

z ið Þ � P
j2N ið Þ

Wijz N i;jð Þð Þ
�����

�����
2

8<
:

9=
;

s.t.
P

j2N ið Þ
Wij ¼ 1

ð1Þ

It is easy to understand that the closer z N i;jð Þð Þ is to z ið Þ, the higher its weight Wij will
be. For the data point j not belonging to N ið Þ, there will be Wij ¼ 0. The computing
method of the neighborhood weight by the closed form solution [10] can be optimized.
For any data point i, its distance matrix Di will be:

Di ¼ z ið Þ � z N i;1ð Þð Þ; z ið Þ � z N i;2ð Þð Þ; . . .; z ið Þ � z N i;Nð Þð Þ
h iT

ð2Þ

Therefore, the optimized formula for Wij is:

Wij ¼
P N

k¼1 DiDT
i

� ��1
n o

jkP
N
m¼1

P
N
n¼1 DiDT

i

� ��1
n o

mn

ð3Þ

where {(DiDi
T)−1} denotes the element of the inverse matrix DiDT

i

� ��1
at the inter-

section of the uth row and the vth column.

3.2 Manifold Alignment Structure

The source DS X consists of the X points in Rh, the target DS Y consists of the Y points
in R

h, and the manifold alignment F between the two DSs is expressed as:
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F ¼ arg min
f:g:

kxff TLxfþ kygTLygþ l f � gð ÞT f � gð Þ
o

ð4Þ

f ¼ f1; . . .; fX½ �T and g ¼ g1; . . .; gY½ �T are two vectors belonging to R
X and R

Y ,
respectively, and P is a set of point of pairs in X and Y. The pairing points are points
where the source and target DSs are exactly or similarly falling in low-dimensional
space. kx, ky and l are the weight factors of different components in Eq. (4). The first
term takes the minimum value to ensure that the fi � fj is smaller, when the weight Wij

is higher, which can preserve the neighborhood relation in X . And it is the same with
the second one. The last term is the treatment of the difference between the pairing
points of f and g. Then Eq. (4) can be rewritten as:

F ¼ arg min
f:g:

kxff TLxfþ kygTLygþ l f � gð ÞT f � gð Þ
o

ð5Þ

where Lx ¼ Lxi;j
h i

8i; j 2 X and satisfies:

Lxi;j ¼
P

j W
x
ij ; i ¼ j

�Wx
ij; j 2 N i

0; otherwise

8<
: ð6Þ

In addition, since Ly ¼ Lyi;j
h i

8i; j 2 Y, in order to obtain Lyi;j, all of W
x
ij in Eq. (6)

will be replaced by Wy
ij. Equation (5) needs to be subjected to a strict constraint of

fi ¼ gi8i 2 P i.e. as l ! 1ð Þ, and it is defined as Qx ¼ XnP and Qy ¼ YnP. Then the
problem in Eq. (5) will be translated into solving the following eigenvalues:

F ¼ arg min
h

hT
Lzh

hTh

n o

s.t. hT1 ¼ 0
ð7Þ

where h and Lz will satisfy:

h ¼
fP ¼ gP

fQx

gQy

2
4

3
5 ð8Þ

Lz ¼
kxLxPP þ kyLyPP kxLxPQx kyLyPQy

kxLxQxP kxLxQxQx 0
kyLyQyP 0 kyLyQyQy

2
4

3
5 ð9Þ

LxIJ LyIJ
� �

is a submatrix of Lx Lyð Þ consisting of the intersection of the row of
element indices in vector I and the column of element indices in vector J. According to
the structure of Lz, the structure of h begins with the aligned element P in f and g, then
follows with the rest data points in f, and finally ends up with the rest data points in g.
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Now, the final structure of embedded e as shown in Eq. (10), because of the DSs
need to be embedded in l-dimensional l\hð Þ, which consists of the eigenvector
h 1ð Þ; . . .; h lð Þ� �

.

e ¼
f 1ð Þ
P f 2ð Þ

P . . . f lð Þ
P

f 1ð Þ
Qx f 2ð Þ

Qx . . . f lð Þ
Qx

g 1ð Þ
Qy g 2ð Þ

Qy . . . g lð Þ
Qy

2
64

3
75 ð10Þ

4 SRM Scheme and PC Scheme

SMP and PC schemes will be introduced in detail in this section, and the spatial
correlation between RSSI values will be moved to calibration fingerprints with a
limited number and online RSSI observations to enable user localization.

4.1 SRM Offline Stage

The offline deployment stage requires the following operations:

(1) The indoor environment information is input, such as the CAD file of the
building, the location and height of WAPs, and RF simulator Volcano Lab can
generate the simulated Radio Map S ¼ s 1ð Þ; p 1ð Þ� �

; . . .; s Sð Þ; p Sð Þ� �� �
, which con-

tains all the grid points divided in the area.

• s ið Þ ¼ s ið Þ
1 ; . . .; s ið Þ

K

h i
is the simulated RSSI vector for K WAPs at the ith grid

point in the area.
• p ið Þ ¼ x ið Þ; y ið Þ� �

is the plane coordinate of the ith grid point.

(2) The SRM is regarded as a source DS to figure Wx
ij and Lx of LLE by Eq. (3) and

Eq. (6) respectively. The complexity of this step is O S3ð Þ.
(3) The subset C ¼ c 1ð Þ; p 1ð Þ

c

� �
. . .; c Cð Þ; p Cð Þ

c

� �� �
of S is taken as a calibration measure,

and all grid points in C are the paired data points in manifold alignment.

• c ið Þ ¼ c ið Þ
1 ; . . .; c ið Þ

K

h i
is the simulated RSSI vector of K WAPs at the ith grid

point in the area.
• p ið Þ

c ¼ x ið Þ
c ; . . .; y ið Þ

c

� �
is the plane coordinate at the ith grid point.

4.2 SRM Online Stage

During the online positioning stage, the following actions will be performed by the
positioning server:

(1) The server will be received O online RSSI values O ¼ o 1ð Þ; . . .; o Oð Þ� �
sent by the

user with O localization requests.
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(2) The following sets will be defined:

• The data points in set P are the data point of S that is paired with C.
• The data points in set Qx are the remaining parts of S that cannot be paired

with C.
• The data points in set Qy are the online RSSI observations in Y.
• X ¼ Ui2Ps ið ÞjUj2Qxs jð Þ� �

is the DS formed by rearranging the SRM vectors, the
accuracy of the RSSI data will be improved at the pairing position, which is
called the source DS.

• Y ¼ c 1ð Þ; . . .; c Cð Þjo 1ð Þ; . . .; o Oð Þ� �
is a new DS formed by the offline calibration

fingerprint vector and the online observation RSSI vector connection, which is
called the target DS.

The formation of the source DS and the target DS are shown in Fig. 1.

(3) Wy
ij and Ly of the target DS are figured by Eqs. (3) and (6), separately. The

complexity of this step is O CþOð Þ3
� �

.

(4) Lz can be calculated by Eq. (9), and there is:

kx ¼ CþO
SþCþO

; ky ¼ S
SþCþO

ð11Þ

Fig. 1. The formation of the source DS and the target DS in SRM

332 P. Ji et al.



(5) The eigenvalues of Lz will be calculated and the low dimensional embedding
matrix e can be constructed. The alignment embedded structure is showed in
Fig. 2.

• The first C lines eP¼ f 1ð Þ
P ; . . .; f lð Þ

P
h i

correspond to the calibration fingerprint C.

• The next S� Cð Þ lines eQx¼ f 1ð Þ
Qx ; . . .; f

lð Þ
Qx

h i
are the rest of S that cannot be

paired with C.

• The last O line eO¼ g 1ð Þ
Qy ; . . .; g

lð Þ
Qy

h i
indicates the online observations.

(6) The distance will be calculated from each line in eO to all the lines in eO and eQx ,
the closest line will be find. Attach its plan coordinate to the observation, then sent

to the user. The iterations will be O CþOð Þ3 þ SþOð Þ3
� �

.

4.3 PC Scheme

It is difficult to get the location and height of WAPs in large scale indoor scenes. Less
environment detail will be required if plane coordinates serve as the source DS. The
scheme will project the WAPs in space onto the ground to generate the plane coor-
dinate DS as well as the spatial correlation between adjacent data points will not be
changed. Plane coordinate DSs still reflect the neighborhood relationships between data
points in the source DS, although they cannot reflect the spread of RF in space. The
plane coordinate DS S ¼ p 1ð Þ; . . .; p Sð Þ� �

has been determined during the offline
deployment stage. The other steps are the same as the SRM.

• In the source DS, the first 1-K elements of p̂ðiÞ are the same as p ið Þ, and the kth
element becomes x/y.

• The set X ¼ Ui2P p̂ðiÞjUj2Qx p̂ðjÞ
� �

will be modified.

The changed source DS and target DS are shown in Fig. 3.

Fig. 2. Alignment embedded structure

Manifold Alignment-Based Radio Map Construction in Indoor Localization 333



5 Performance Analysis

Floor-7 of Physical Laboratory Building in Heilongjiang University is taken as the
indoor localization test environment. As shown in Fig. 4, five WAPs are deployed
along the corridor. The testing area will be divided into 219 mesh points with 1 m
spacing between adjacent mesh points. In this section, the neighborhood set size,
localization observations number and WAPs number will be performed based on
MATLAB. The simulations reveal that the superior performance of PC to SRM.

Fig. 3. The formation of the source DS and the target DS in SRM

Fig. 4. Indoor structure plan and WAP deployment
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5.1 Influence of Neighborhood Set Size

As shown in Fig. 5, the number of neighbors affects the performance of SRM and PC
in some degree. The percentages of localization observations and calibrated fingerprints
are 5% and 25%, respectively. From Fig. 5, we can find that the number of neighbors is
an important factor for the localization accuracy. It is clear that when the number of
neighbors is from 10 to 15 (a small number), the localization error level is greater than
it is from 20 to 25 (a large number). When there are fewer neighbors, the outlier value
of neighborhood has a greater influence on the result of weight. However, the
localization error rises again if the neighbors number reaches 35–50 (a very large
number), which indicates that each point owns many adjacent points as the number of
neighbors is too large. At this point, the localization accuracy will be reduced. The
concept of neighborhood dilution [11] can be used to explain this issue.

5.2 Influence of Localization Observations Number

The effect of the localization observations number on the average localization error
performance is depicted in Fig. 6 when there are 25 neighbors and the calibration
fingerprints number is 25%. The localization errors of the two schemes decrease
slightly as the localization observations number increases. It is found that the average
localization error is less than 3.5 m as the localization observations number increases
from 1 to 50. For most indoor localization applications, the localization observations
number does not have a significant impact on the localization accuracy.

5.3 Influence of the Number of WAPs

The effect of the WAPs number on average localization error under different per-
centages of calibration fingerprints is depicted in Fig. 7 when the localization obser-
vations number is 11 and the number of neighbors is 20. SRM and PC refer to
simulated radio map and plan coordinate respectively. The percent in parentheses is the
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calibration load. As expected, both algorithms will achieve high localization accuracy
as the number of WAPs within a certain range of the number of WAPs is growing. In
fact, the performance of all indoor localization scheme based on RSSI will be better as
the WAPs number increases. The localization errors of the PC scheme are 5.7 m and
3.8 m, respectively, when the calibration load is 20% and the WAPs number is 3 and 4.
It can be observed that, for any calibration load, the localization error of the SMP
scheme is higher than PC scheme, which shows that the superior performance of PC to
SRM.

6 Conclusion

This paper mainly solves the problem of Radio Map construction which will determine
the accuracy and efficiency of the indoor localization. The RSSI values are collected by
WAPs and a limited calibration load is assumed for practical deployment. The scheme
proposed in this paper will reduce the number of calibration fingerprints by the spatial
correlation between RSSI observations in the same indoor area. And the user’s current
location is located by the popular alignment algorithm without a complete Radio
Map. Two schemes, SRM scheme and PC scheme, are proposed and simulated. The
simulation results show that localization error can be limited from 0.4 to 0.8 compared
with the complete Radio Map when the percentage of calibration fingerprints is
selected from 70% to 80%. In the future, the algorithms will be studied by unsuper-
vised manifold alignment so that reduce Calibration work of SRM and PC.
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Abstract. The classical localization approaches only focus on the performance
of features extracted from images but ignore contextual information hidden in
the images. In this paper, it is annotated on the images and SVM model is used
to classify different images for semantic localization. Supervised Latent
Dirichlet Allocation (sLDA) model is introduced to obtain the annotations, and
the standard SIFT algorithm is improved to extract feature descriptors. Two
situations are designed for the acquisition of contextual annotations, which are
to provide the accurate contextual annotations directly and to infer contextual
information by sLDA model. The effect of contextual information in scene
classification is simulated and verified.

Keywords: Contextual information � Semantic localization
Scene classification

1 Introduction

With the development of Artificial Intelligence (AI), the robot localization has become
a research hotspot. Considering the importance of robot localization, some existing
localization methods are combined to obtain better performance.

The semantics-based visual localization method is adopted in this paper, which
takes use of the category labels such as “office” and “corridor” to describe the location
of the robot and can be applied to many cases. [1] proposed an application of semantic
localization to autopilot. As the camera is the primary information collection device of
the robot, the semantic positioning can be considered as a classification problem.

To improve the precision of classification, contextual information annotations are
combined with image feature descriptors. Contextual information involves multiple
aspects e.g. keywords to describe images. In other fields, some papers are proposed to
solve various technology problems with contextual information. Contextual
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information can be used to monitor system intrusion from external network [2].
Filippini in [3] adopt the contextual information of user location to improve directional
cell discovery.

In addition to the contextual information, the standard Scale Invariant Feature
Transform (SIFT) method will also be adopted to improve the performance of image
descriptors, and the sLDA model [4] is used to obtain the contextual annotations.

Three scenes will be designed and adopted to perform the simulation: (a) without
contextual information; (b) providing context information annotation directly; (c) in-
ferring contextual information by sLDA. Scene (a) represents the classic semantic
localization, scene (b) will show the maximum benefit of the contextual information
and scene (c) will evaluate the effective integration of contextual information.

2 Related Work

2.1 Image Feature Descriptor

Image feature descriptors are used to describe image features, such as color, shape and
gradient, which are divided into local feature descriptor and global feature descriptor.
In our work, we use two feature descriptors, Histogram of Oriented Gradient (HOG) [5]
and Histogram of Vision Words (HoVW), which is combination of the SIFT and the
Bag of Words (BoW).

The BoW process is based on cluster and takes use of the local features extracted
from image as the input. Every cluster is a “word”, and the whole n words are defined
as a whole to be a codebook. By mapping local features to words, any input image can
be represented as a word bag. Finally, the word frequency histogram is calculated and it
is a global feature descriptor.

In addition, different descriptor dimensions will be evaluated in the following ways:
(a) Combining neighboring angles in HOG process; (b) Choosing different numbers of
words in HoVW process. Finally, four dimensions of 50, 100, 200 and 300 are selected
and shared by two descriptors.

2.2 sLDA Model

LDA is a kind of Bayesian model, which can infer the posterior distribution of hidden
variables as in (1) if given a set of visual words in the image.

P hd; zjjwi; a; b
� � ¼ P hd;wi; zjja; b

� �
P wija; bð Þ ð1Þ

where zj is the topic of the visual word wi that can be observed, and is defined by
P zjjhd
� �

. Z ¼ z1; z2; . . .; zkf g, Zj j ¼ k indicating that there are k topics. hd is the
mixture proportion of the topics in the image and it is a Dirichlet random variable. If
there is zj, wi can be obtained from P wijzj; b

� �
under multinomial distribution, where b

is a k � V matrix and bi;j ¼ P wj ¼ 1jzi ¼ 1ð Þ as in (2).
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P wijzj; b
� � ¼YN

n¼1

bzj;wi
ð2Þ

wi is defined as (3):

P wija; bð Þ ¼
Z

P hdjað Þ
Xk
j¼1

P zjjhd
� �

P wijzj; b
� � !

dhd ð3Þ

where a and b are model parameters defined before test. P hdjað Þ is defined as (4):

P hdjað Þ ¼ C mað Þ
Cm að Þ

Ym
j¼1

ha�1
dj ð4Þ

While sLDA adds a response variable y to LDA and jointly model the document
and the response to find latent topics which can predict the response variables for
unlabeled images in the future.

The response variable comes from a normal linear model N gT�z; r2ð Þ, where g and r
are the response parameters and there is �z ¼ 1=N

PN
j¼1 zj.

A graphical model representation of sLDA can be seen in Fig. 1. Top-N F-measure
in [6] is used to measure annotation performance and there is N = 5. The score is
standardized to represent a number between 0 and 1, where the larger the number is, the
stronger the relevancy will be.

Table 1 shows performance comparison of sLDA and multi-label SVM in object
recognition, which indicates the performance of sLDA is better than that of SVM.

2.3 SIFT Algorithm Optimization

Considering that SIFT cannot deal with images in many scenes well enough, such as
underwater scene. An optimized SIFT is presented in this section.

Zd,jd wd,i

yd

k

WORD

DOCUMENT

Fig. 1. Graphical model representation of sLDA
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Pre-filtering operation in the image by a Gabor filter can be realized as follows:

gx;y;h ¼ 1
2pr1r2

� exp i
2p
k

x cos hþ y sin hð Þ
� �

� exp � x cos hþ y sin hð Þ2
2r21

� y cos h� x sin hð Þ2
2r22

 ! ð5Þ

where x; yð Þ is the coordinate; h is the orientation of the filter; k is the wavelength; r1
and r2 are Gaussian standard deviations taken along with the orientation h and hþ p=2.

To approximate the odd Gabor filter, there is r1 ¼ r2 ¼ r to make only one
variable exist in the function. Odd Gabor filters approximate odd Gaussian filters where
k ¼ 6r, so it can be set as k ¼ 6r and being taken into (5) to generate (6). It is similar
to an odd Gaussian filter.

gx;y;h ¼ 1
2pr2

exp � x2 þ y2

2r2

� �
sin

2p
6r

x cos hþ y sin hð Þ
� �

ð6Þ

As standard SIFT has a fixed threshold as 0.03, many key points in dim scenes will
be eliminated. To avoid the absence of information, the threshold will be kept at 10%
of the image contrast. The points below 10% are considered as the low illuminance
points and are not regarded as key points.

Standard SIFT uses pixel differentiation to obtain the image derivative and further
generates relative amplitude and gradient. The process will be very sensitive to noise.
The pixel difference process involves high-pass filtering, amplifying high-frequency
noise in it. To avoid the noise, the sobel operator is adopted to each key point.

M x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dx x; yð Þ2 þDy x; yð Þ2

q
H x; yð Þ ¼ tan�1 Dy x; yð Þ=Dx x; yð Þ� � ð7Þ

where the intermediate variables satisfy:

Dx x; yð Þ ¼ fxsobel x; yð ÞI x; yð Þ
Dy x; yð Þ ¼ fysobel x; yð ÞI x; yð Þ ð8Þ

Table 1. Object detection performance of sLDA and SVM

Detecting object SVM sLDA

Bed 0.5371 0.6322
Cupboard 0.3029 0.4204
Keyboard 0.5157 0.6846
Monitor 0.4529 0.6212
Table 0.3829 0.4843
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and

fxsobel ¼
1 0 �1
2 0 �2
1 0 �1

2
4

3
5 ; fysobel ¼

1 2 1
0 0 0
�1 �2 �1

2
4

3
5 ð9Þ

The parameters fxsobel and fysobel are the sobel operators along the orientation x and y,
and M x; yð Þ and H x; yð Þ are value and orientation of gradient respectively. This
improvement will preserve more information in the descriptors and eliminate noise.

Finally, we use Hausdorff distance [7] to computer the distance between key points.
Given two sets of points A ¼ a1; a2; . . .; amf g and B ¼ b1; b2; . . .; bnf g, Hausdorff
distance is calculated as follows:

H A;Bð Þ ¼ max h A;Bð Þ; h B;Að Þð Þ ð10Þ

where h A;Bð Þ ¼ max
a2A

min
b2B

a� bk k. Hausdorff distance is more accurate than Euclidean

distance between two key points and eliminates false matches. The performance
comparison of SIFT before and after optimization is shown in Table 2, in which Key
Points in Reference Image (KPRI), Key Points in Test Images (KPTI), Match points
(Matches), Correct Match points (CMathes), Root Mean Square Error (RMSE) and
Time Cost will be taken to compare based on standard and optimized SIFT.

2.4 SVM Model

Supposing A is a series of examples and labels under unknown probability distribu-
tions, it needs to find a function that allows the most accurate determination of the class
of any future example. Generally, there is:

f xð Þ ¼
Xl
i¼1

aiyiK x; xið Þþ b ð11Þ

where b 2 R, b and ai are Lagrange coefficients. Most ai will become zero after training
and the vector with non-zero is called support vector. K x1; x2ð Þ is the kernel function
being selected based on specific issue.

Most classification models can solve multi-label problem, but SVM model fail to
do so. Multi-label SVM classifier can be constructed by using one-versus-one or one-
versus-all method [8], and the one-versus-all is adopted in the test. About the key
parameter K x1; x2ð Þ, the following two metrics are usually taken to evaluate:

Table 2. Comparison of quantitative parameters

Algorithm KPRI KPTI Matches CMathes RMSE Time Cost

SIFT (standard) 259 493 44 4 1.79 5.41
SIFT (optimized) 1464 2034 32 5 0.69 15.1
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• Linear kernel SVMlinð Þ: K x1; x2ð Þ ¼ x1 � x2 þ coef0

• v2 kernel SVMv2
� �

: K x1; x2ð Þ ¼ 1�Pn
i¼1

x1�x2ð Þ2
1
2 x1 þ x2ð Þ

Considering about the indoor characteristics, v2 kernel is taken in this paper. The
paper evaluates the model through 5-fold cross validation. To keep each sample dis-
tribution invariable in the test, we use stratified fold selection. In addition, the fold
remains the same value during evaluation of different descriptors, and the effect of
randomness is avoided.

2.5 Context Information

Two existing datasets are adopted to train and test the model as KTH-IDOL2 [9] and
ViDRILO [10], both of which are acquired by robots in indoor environments:

• KTH-IDOL2 dataset contains 5 scenes and 3 lighting conditions
• ViDRILO dataset contains 10 scenes and the existence of 15 objects in images

The lighting condition in KTH-IDOL2 and the existence of 15 objects in ViDRILO
are considered as contextual information respectively. By adding some binary numbers
to descriptors, we combine context information with descriptors.

Contextual information about the objects is not exclusive and each object is a
binary variable. Although the lighting conditions are unique, we choose 3 binary
representations allowing more experimental variables, and 15 binary values are taken to
represent objects’ presences which are annotated in the ViDRLO.

3 Performance Evaluation

We choose HoVW and HOG as feature descriptors, and the dimensionalities are chosen
for 50, 100, 200 and 300. 5-fold cross validation is used to calculate classification
accuracy. In the test, image descriptors are considered to be input data of model to
obtain context information.

Figure 2 shows the simulation results in three cases: (1) Free of contextual infor-
mation (Baseline); (2) Providing context annotations (Ideal) directly; (3) Inferring
contextual information (Realistic). Comparison and analysis from Fig. 2 can draw the
following conclusions:

• Annotations in KTH-IDOL2 have no effect on scene classification, suggesting that
the lighting condition has little to do with the scene category;

• Comparing HoVW and HOG, the combination with lower baseline accuracy has
larger improvement space by integrating contextual information;

• When inferring contextual information, the SVM classification is less effective than
scene without contextual annotations, indicating SVM is sensitive to data error;
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4 Conclusion

To achieve the scene classification effectively in real application, the combination of
contextual information and image descriptor are proposed and evaluated in this paper.
Two integration methods are adopted: one is giving accurate contextual information
annotations and the other is inferring contextual information at the initial stage. The
proposal is experimentally tested by using SVM classification model with two datasets
and two image descriptors. It can be concluded that the contextual information is useful
for classification.

The effect of context information relies on the descriptor, model and dataset. When
providing contextual information directly, the classification accuracy improves; when
inferring contextual information, there are some errors which make the classification
result worse. In the future, we will do more experiments on new datasets, classification
models and descriptors to find more effective approaches using contextual information.

50 100 200 300
0.6

0.8

1.0

A
cc

ur
ac

y

Descriptor Dimension

Baseline    Ideal   Realistic

50 100 200 300
0.6

0.8

1.0

A
cc

ur
ac

y

Descriptor Dimension

Baseline  Ideal  Realisitc

(a) HOG +KTH-IDOL2 (b) HOG + ViDRILO

50 100 200 300
0.6

0.8

1.0

A
cc

ur
ac

y

Descriptor Dimension

BaseLine   Ideal   Realistic

50 100 200 300
0.6

0.8

1.0

A
cc

ur
ac

y

Descriptor Dimension

Baseline    Ideal   Realistic

(c) HoVW + KTH-IDOL2 (d) HoVW + ViDRILO

Fig. 2. Simulating results of scene classification tests
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Abstract. We consider a simultaneous wireless transfer of information and
power in a two-way relaying network, a decode-and-forward protocol and
OFDM modulation is employed. Subcarriers are divided into a couple of groups,
one is for information decoding, and another is for energy harvesting. With total
rate maximized, subcarrier grouping optimization is performed. And the power
of subcarriers is optimized according to channel state. The performance of the
optimal design is performed on different transmit conditions.

Keywords: SWIPT � DF � TWR network � OFDM subcarrier grouping

1 Introduction

Simultaneous wireless transfer of information and power (SWIPT) technology is a
frontier direction of the cross-integration of wireless information transmission tech-
nology and energy harvesting technology, aiming to realize the parallel transmission of
energy and information. Consequently, receiver requires information processing and
energy harvesting. The splitting is achieved by time switching (TS) and power splitting
(PS) as been put forward in [1, 2]. With multiple receiving antennas, antenna selection
(AS) also has been proposed [1].

In addition, cooperation and relaying has been identified as an efficient solution for
lengthening the distance of transmission as well as increasing stability in wireless
communications [3, 4]. Combined with SWIPT, relay node could collect the energy in
the RF signal sent by the source node for information collaboration, instead of con-
suming its own energy. There are various forms, for example, the OWR [5, 6] and
TWR protocols [7, 8]. Amplify-and-Forward (AF) or Decode-and-forward (DF) relay
is also an option [9].

In this paper, we address the SWIPT in a two-phase wireless network, where a relay
decodes and forwarding the signals of two sources with the energy powered from them.
Noting that the relay in the first phase existing interference caused by two sources using
the same bandwidth to send information simultaneously. Therefore, we use interference
elimination and OFDM modulation method. As a kind of mature modulation technique,
OFDM technology can resist inter-symbol interference caused by channel selective
fading and can flexibly allocate subcarriers and control transmission power on
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subcarriers. And we assumed the relay node knows the subcarrier grouping condition
of source node when receives information and energy, so that the relay does not need a
splitter as PS protocol.

The rest of this paper is organized as follows. In Sect. 2, we introduce the system
model. The problem formulation and optimal solution is depicted in Sects. 3 and 4,
respectively. In Sect. 5, simulation results are proposed to illustrate the performance of
the proposed OFDM based SWIPT scheme and subcarrier grouping allocation algo-
rithm. Finally, we draw the conclusion of this paper in Sect. 6.

2 System Model

Relaying network system model can be seen in Fig. 1, which consists of two source
nodes S1, S2, and one relay node R. The signal is OFDM modulated over K
subcarriers.

In our model, a completed transmission is composed of two time slots. During the
first time slot, both source nodes transmit its signal x1;k; x2;k over all the subcarriers. We
use k 2 1; . . .;Kf g to denote the subcarriers. And h1;k and h2;k are the channel coef-
ficient of the S1 ! R link and S2 ! R link, respectively. The received signal on
subcarrier k at R is corrupted by noise nR;k , which are complex Gaussian random
variables, denoted by nR;k �CNð0; r2kÞ. The total transmit power of S1 is denoted as
ps1, and so is ps2. The signal at DF relay can be given as:

Fig. 1. System model

350 W. Zhao et al.



yR;k ¼ h1;k
ffiffiffiffiffiffiffiffiffi
ps1;k

p
x1;k þ h2;k

ffiffiffiffiffiffiffiffiffi
ps2;k

p
x2;k þ nR;k ð1Þ

The received signal is separated into a couple of groups depending on different
subcarriers, information decoding group G1 and energy harvesting group G2,
respectively. Where G1 2 K, G2 2 K and G1[G2 ¼ K. When R uses the subcarriers
in G1 to decode information, there exits interference for R receives the signal come
from S1 and S2 simultaneously. To reduce the interference, when pIs1;kc1;k [ pIs2;kc2;k,
x1;k will be decoded priority, meanwhile, x2;k will be regarded as noise. x2;k will be

decoded later, we define c1;k ¼ h1;kj j2
r2k

; c2;k ¼ h2;kj j2
r2k

. For simplicity, the condition

pIs1;kc1;k [ pIs2;kc2;k could be defined as G11; and the condition pIs1;kc1;k\pIs2;kc2;k could
be defined as G12; G11[G12 ¼ G1. Therefore, achievable rate on every subcarrier k
can be expressed as

Rs1R;k

1
2 ln 1þ pIs1;kc1;k

1þ pIs2kc2;k

� �
; k 2 G11

1
2 ln 1þ pIs1;kc1;k
� �

; k 2 G12

8<
: ð2Þ

Rs2R;k ¼
1
2 ln 1þ pIs2;kc2;k
� �

; k 2 G11

1
2 ln 1þ pIs2;kc2;k

1þ pIs1;kc1;k

� �
; k 2 G12

8><
>: ð3Þ

Sum achievable rate in the first phase:

Rs1R ¼
X
k2G1

Rs1R;k ¼
X
k2G11

1
2
ln 1þ pIs1;kc1;k

1þ pIs2;kc2;k

 !
þ
X
k2G12

1
2
ln 1þ pIs1;kc1;k
� �

ð4Þ

Rs2R ¼
X
k2G1

Rs2R;k ¼
X
k2G11

1
2
ln 1þ pIs2;kc2;k

1þ pIs1;kc1;k

 !
þ
X
k2G12

1
2
ln 1þ pIs2;kc2;k
� �

ð5Þ

And energy harvested at relay R can be given as

Q ¼
X
k2G2

Qk ¼
X
k2G2

fðpEs1;kjh1;kj2 þ pEs2;kjh2;kj2 þ r2kÞ ð6Þ

f denotes the energy conversion efficiency at Relay R.
During the second time slot, R uses all the subcarriers k0 2 1; . . .;Kf g to forward

signal, which is also called broadcast phase. Similarly, h1;k0 and h2;k0 are the channel
coefficient of the link R ! S1, R ! S2 over subcarriers k0, pr;k0 representing the
transmit power of R on subcarrier k0. Therefore, sum achievable rate here can be seen
as (7) and (8). It is worth noting that both the source node could decode the signal from
the other source node since it could identify its own signal.
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RRs1 ¼
XK
k0¼1

1
2
ln 1þ pr;k0 c1;k0
� �

ð7Þ

RRs2 ¼
XK
k0¼1

1
2
ln 1þ pr;k0 c2;k0
� �

ð8Þ

Through two time slots of transmission, the transmission rate of S1 to S2 through
relay R can be expressed as Rs1, whose value is determined by the smaller value of
Rs1R, RRs2 in DF relay network. Corresponding, Rs2 representing the transmission rate
of S2 to S1. And Rs representing the system total rate, as the following formula

Rs1 ¼ minðRs1R;RRs2Þ ð9Þ

Rs2 ¼ minðRs2R;RRs1Þ ð10Þ

Rs ¼ Rs1 þRs2 ð11Þ

3 Problem Formulation

In this article, our target is to maximize the system total transmission rate. Power
allocation in the first time slot is determined by water-filling algorithm with minimum
power limit, whose value is pmin, and pr;k0 in the second time slot uses average power
allocation as (14), which satisfies the energy constrain in relay node R.

ps1;k ¼ maxfpmin; 1b1
� 1
c1;k

g; k 2 f1; 2; . . .Kg ð12Þ

ps2;k ¼ maxfpmin; 1b2
� 1
c2;k

g; k 2 1; 2; . . .Kf g ð13Þ

pr;k0 ¼
1
K
Q ð14Þ

b1; b2 meet the power constraints
PK
k¼1

ps1;k ¼ Ps,
PK
k¼1

ps2;k ¼ Ps, respectively. The

problem can be transferred into determining subcarrier grouping, and can be formulated
as

Max Rs ¼ Rs1 þRs2 ð15Þ

s:t:Q�
XK
k0 ¼1

pr;k0 ð16Þ
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4 Optimal Solution

The optimization problem in (15–16) is a non-convex problem, using exhaustive search
would be rather difficult. We assumed that the “time-sharing” condition [10] is meet,
which will be always satisfied when the number of subcarriers is larger. In our scenario,
the dual decomposition method can be used to solve the problem in (15–16) using the
following two steps.

Step 1: Constructing a Lagrangian function

minðaÞgðaÞ ¼ max LðG1;G2Þ ð17Þ

While

g að Þ ¼ g a1; a11; a2; a21; a3ð Þ ¼ a1 Rs1R � Rs1ð Þþ a11 RRs2 � Rs1ð ÞþRs1 þ a2 Rs2R � Rs2ð Þ

þ a21 RRs1 � Rs2ð ÞþRs2 þ a3 Q�
XK
k0 ¼1

pr;k0

 !

ð18Þ

a ¼ a1; a11; a2; a21f g are binary parameters, a 2 0; 1f g, satisfying a11 þ a1 ¼ 1,
a21 þ a2 ¼ 1. If Rs1R [RRs2, Rs1 ¼ RRs2, a1 is supposed to be 0, and a11 is supposed to
be 1. In order to get the optimal value, we relax a1; a11; a2; a21 to be real values in the
interval [0, 1], instead of binary. Substituting it into (18), the dual function can be
rewritten as (19)

g a1; a2; a3ð Þ ¼ a1Rs1R þ 1� a1ð ÞRRs2 þ a2Rs2R þ 1� a2ð ÞRRs1 þ a3 Q�
XK
k0 ¼1

pr;k0

 !

ð19Þ

Using the sub-gradient based methods. The sub-gradient can be easily given as:

Ma1 ¼ Rs1R � RRs2 ð20Þ

Ma2 ¼ Rs2R � RRs2 ð21Þ

a1; a2, is updated by atþ 1 ¼ at � ntMa, nt is the step size satisfying the diminishing
policy [11]. Thus, the optimal dual variable of convergence can be obtained. And a3 is
nearly equal constrain, so its value could be adjusted first.

Step 2: Assumed that we had already know fp�s1;k; p�s2;k; p�r;k0 g. Substituting (12)–
(14) into (19), and having mathematic transformation, we can rewrite the formula as
(22). And only the first part on the right side, Fk , involves G1. Therefore, the optimal
subcarrier group for information decoding G1 can be obtained by (24), finding all the
k 2 1; . . .;Kf g makes Fk positive.

OFDM Based SWIPT in a Two-Way Relaying Network 353



g a1; a2; a3ð Þ ¼ P
k2G1

F�
k þ 1� a1ð ÞR�

Rs2 þ 1� a2ð ÞR�
Rs1

þ a3ð
PK
k¼1

Q�
k �

PK
k0 ¼1

p�
r;k0 Þ

ð22Þ

Where

F�
k ¼ a1Rs1R;k þ a2R

�
s2R;k � a3Q

�
k ð23Þ

G�
1 ¼ argmaxF�

k ð24Þ

G�
2 ¼ K� G�

1 ð25Þ

5 Simulation Results

In our article, we set the distance between two sources nodes to be 4 m. Relay R locates
between S1 and S2, and the distance between R and S1 is represented as d1, as can be
seen in Fig. 1. Both the total power of S1 and S2 is represented as Ps. The number of
subcarriers K is 32. The harvesting conversion efficiency is set to be 1.

The channel is as Rice fading, and line-of-sight signal plays a primary role in this
simulation. Channel coefficient hk could be depicted as (26). Where g1 kð Þ and g2 kð Þ
denotes LOS deterministic component and the Rayleigh fading, respectively, and M is
the Rice factor set to be 3.

hk ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
M

Mþ 1

r
g1ðkÞþ

ffiffiffiffiffiffiffiffiffiffiffiffi
1

Mþ 1

r
g2ðkÞ ð26Þ

jg1j2 ¼ �40dB ð27Þ

g2ðkÞ 2 CNð0; dð�vÞÞ ð28Þ

v is the path-loss index, which is set to be 2, and the variance of noise is set to be-
50 dBm.

Figures 2 and 3 show the power allocation of source nodes S1 and S2, respectively,
when Ps = 2 w, pmin = 0.02 w, and d1 = 1.5 m. As can be seen, subcarrier index
number 7 is allocated as energy transmission, and the other subcarriers are used for
information decoding. Due to the interference cancellation technique, one side will
inevitably have a relatively poor SINR. Therefore, the total rate in this paper does not
require the minimum decoding SINR, and the results show that the number of sub-
carriers used for energy is not very large.

Figure 4 shows the total rate versus relay location d1 when Ps = 2 w and 4 w. The
curve is approximately axisymmetric with d1 = 2 m. The total rate reaches the lowest
value when d1 is 2 m, when R is exactly at the middle of S1 and S2. When d1 is 2 m,
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the two channels are similar, which is not conducive to interference cancellation. We
can see that the relay location has a clear influence on the total rate.

When the transmission power becomes larger, the total rate increases, as can be
seen in Fig. 5. While d1 is set as 1.3 m and 2.0 m, respectively. Both curves show an
upward trend and conform to the law of Fig. 4.

Fig. 2. Power allocation of S1

Fig. 3. Power allocation of S2
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6 Conclusions

In this paper, we proposed a collaborative energy and information transfer protocol for
two-way DF relay network. Explicitly, the received subcarriers at R in the first time slot
are divided into a couple of groups, one is for information decoding and another is for
energy harvesting. Then relay R uses all the subcarriers to broadcast signal, helping
achieving the information transmission of the two sources. Subcarrier grouping is
optimized to maximize the total rate.

Fig. 4. Total rate versus relay location d1

Fig. 5. Total rate versus transmit power.
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Abstract. In this paper, we study the strategy of UAV dynamic network
access in the large-scale UAVs swam. We model the master UAV provid-
ing communication coverage for the small UAVs which transformed the
large-scale UAVs communication problem into the optimization problem.
Compared to the traditional ground user network access, the character-
istic of UAV’s mobility have been considered and each UAV have chance
to move to any master UAV for better service. We propose a joint opti-
mization for the throughput and flight loss. Due to the limitation of flight
loss, the UAVs can not fly to different networks many times for learning.
We set up a load aggregator cloud to help the UAVs simulate the results
of each decision. We propose a dynamic network access algorithm based
on SLA which is proved to achieve stable solutions with dynamic and
incomplete information constraint. The simulation results show that this
algorithm can converge to the optimal solution. Also, it is shown that
the algorithm has strong robustness and can get good utility than other
algorithms regardless of how the environment changing.

Keywords: Dynamic network access · Multi-UAV communication
Cloud-assisted · SLA

1 Introduction

The application of the intelligent unmanned aerial vehicles (UAVs) is expanding
with the development of the UAV technology [1]. Nowadays, large-scale UAVs
and UAV-assisted communication are playing important roles in various fields.
In 2017, nearly 300 UAVs flied together to create a dreamlike stage in the USA
super bowl. Recently, the company EHang has also achieved the formation of
1000 UAVs. However, the focus of large-scale UAVs is more on the collaborative
control [2]. UAV-assisted communication is also only considered as the air base
station to assist ground communication [3–7]. However, how to solve the problem
of large-scale UAVs’ inter-domain communication and how to deal with the
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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relationship between the master UAV and the other small UAVs are not having
clear answers. There is still relatively little research on the combination of large-
scale UAVs and UAV-assisted communication.

In the large-scale UAVs scenario, the communication between UAVs is inter-
active, resulting in a series of coupling optimization problems. Most of the exist-
ing studies have looked at how the UAVs serving ground users. The paper [8]
assigns UAV to specific region as the relay, thus enhancing the communication
capability of heterogeneous wireless network. However, the work in paper [8] is
limited to the uniform distribution of ground users, and does not fully consider
the fairness of users’ choice in the case of network congestion. In the paper [9],
the base station which associated with UAV is determined with the goal of min-
imizing UAV’s transmit power and satisfying the user’s rate requirement. The
UAV has been used as a mobile base station to serve ground users, and achieves
the goal of maximizing the minimum throughput of each ground user by access-
ing different users in [10]. The authors [11] considered the multi-UAV system
and added power control based on the paper [10]. Most of the current researches
only consider the UAV as the aerial base station to serve the ground users. The
communication problem of the UAV itself is not considered.

In order to solve the problem of large-scale UAVs communication, the rela-
tionship between the small UAV and its upper master UAV is analogous to the
relationship between the user and the network in the traditional network access
scenario. That is, the master UAVs provide communication coverage for the small
UAVs. The network connectivity of a UAV-assisted network has been optimized
in [12] and [13]. However it does not consider the situation of master UAVs
assisting the small UAVs with communication. And there is a lack of research
on network access in multi-UAV system. In our paper, the communication prob-
lem of the large-scale UAVs is transformed into the optimization problem of
the network access. Different from the traditional network access problem, only
users in the overlapping areas of the network can choose the access network [14].
Because of the mobility of the UAV, no matter where it is currently located, it
can move to the range of any master UAVs to find better service. Such a scenario
is more equitable than the original scenario, not just the users in the network’s
overlapping areas but every one has opportunity to make decisions.

We model the application scenarios as a master UAV has been crashed, and
the small UAVs in it are not served. We command the access of small UAVs to
other networks through ground control center. The small UAVs of other mater
UAVs can also change their location for better service after receiving the impact
from outside small UAVs. This brings us more challenges to the study of network
access problems. How to define the flight loss of UAV is the first problem to be
faced with UAV’s mobility. The paper [15–17] considered the UAV energy saving
communication but did not consider the flight energy required by the movement.
The flight loss have been considered in [18] to solve the problem of energy-efficient
UAV communication, but our paper focuses more on the completion of UAV’s
communication task. We combine the traditional network access throughput
optimization with the flight loss of UAV which becomes a joint optimization for
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the throughput and flight loss. We propose a dynamic network access algorithm
based on SLA [19] to find the tradeoff between throughput and UAV flight loss.
Due to the limitation of flight loss, the UAVs can not fly to different networks
many times for learning. We set up a load aggregator cloud to help the UAVs
simulate the results of each decision. The main contributions of our work can be
summarized as follows:

– We solve the problem of UAV group communication by clearing the relation-
ship between the master UAV and the small UAV. We model the master UAV
providing communication coverage for the small UAVs which transformed the
large-scale UAVs communication problem into the optimization problem of
the network access. We solve the problem as some master UAVs have been
crashed, how the small UAVs to make decisions to guarantee the communi-
cation quality.

– We consider the characteristic of UAV’s mobility and we make it possible
for each UAV to move to any master UAV for better service. We combine
the traditional network access throughput optimization with the flight loss of
UAV which becomes a joint optimization for the throughput and flight loss.

– A dynamic network access algorithm based on SLA has been proposed to
get the Nash equilibrium and find the tradeoff between throughput and UAV
flight loss. Due to the limitation of flight loss, the UAVs can not fly to different
networks many times for learning. We set up a load aggregator cloud to help
the UAVs simulate the results of each decision.

The remainder of this paper is organized as follows. In Sect. 2, we present
the system model and problem formation. In Sect. 3, we propose a cloud-assisted
learning algorithm based on SLA to solve the problem. Further, we present
the simulation results and performance analysis in Sect. 4. Then, we draw the
conclusion in Sect. 5.

2 System Model and Problem Formulation

2.1 System Model

We consider a UAV formation consisting of N = {1, 2, ..., N} master UAVs and
M = {1, 2, ...,M} small UAVs. The master UAVs provide communication cov-
erage for the small UAVs. The small UAVs are denoted as users which share the
master UAVs’ resource to send information. Each small UAV has communica-
tion tasks to finish, so it must be covered by the master UAV. In this paper,
we only consider the case that the number of small UAVs is much larger than
the number of master UAVs, so we put three master UAVs N1, N2 and N3 in
the system which serve this areas’ small UAVs. We denote two kinds of small
UAVs in this system. One of them are already in the range of a master UAV,
the others do not covered by any master UAVs because their master UAVs have
been crushed. In traditional network access scenarios, users are not able to access
the network if they are outside of the communication coverage. But this is not a
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question in the UAV system. Because of the dynamics of UAVs, we can deploy
the small UAVs through the control center to move to the coverage of any mas-
ter UAVs to get service. Due to the addition of external users, the small UAVs
which originally in the range of some master UAVs may get less resources for
communication. Therefore they also can move to the coverage of different master
UAVs to achieve better payoff. Each small UAV has multiple available master
UAVs, but the small UAVs can only access one master UAV at any time (Fig. 1).

Fig. 1. Dynamic network access system consist of three master UAVs and two kinds
of small UAVs. One of the UAVs are already in the range of a master UAV, the others
do not covered by any master UAVs because their master UAVs have been crushed.

2.2 Problem Formulation

In our model there are two actions of each small UAV: Firstly, the small UAV
is in the coverage of any master UAVs and it does not want to change the
master UAV. The throughput of the small UAV accesses the network depends
on a number of factors, including the physical layer data transmission rate, the
load connect to the network, and the resource allocation strategy adopt by the
access network. This paper considers a resource allocation strategy which based
on proportional equity. Under this mechanism, the average throughput of the
small UAV m to access the master UAV n can be achieved as [14].

gm = θm =
wmRm,n

Wn
, (1)

where Rm,n is the peak data rate between small UAV m and master UAV n,
wm is small UAV m’s load, and Wn =

∑

i∈Mn

wi is the total weight of small

UAVs that accessed master UAV n. This above model combines many practical
considerations. The peek data rate Rm,n reflects physical characteristics such
as wireless channel quality and modulation encoding. Secondly, the discount
factor wm

Wn
reflect the characteristics of the users sharing the network’s resources.
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The user’s weight can distinguish the application types of different small UAVs
in the same network. Such that the reconnaissance UAV need to send some
photos and videos, so it needs more resources. The attack UAV only needs to
receive real-time message, so it has low throughput requirements. In conclusion,
the weight of the small UAV depends on the type of the task it needs to do.

Secondly, if the small UAV is not covered by any master UAV so it needs
to move to any master UAV to look for the communication service. Some small
UAVs which already have master UAVs to access want to move to other master
UAVs for better payoff. They all have flight loss caused by movement. The cost
Ec can be denoted as [17]

Ec =
dm,n

V
(c1V 3 +

c2
V

), (2)

where dm,n equals to the distance between the small UAV and the communica-
tion coverage of the master UAV. That is also what we need to optimize. V is a
given UAV speed, c1, c2 are constant which related to the weight of the aircraft
and the external wind force. The first term in the speed loss is proportional to
the third power of the velocity, which is the resistance loss caused by air friction
during the flight. The second inverse is the energy loss to overcome the lift. So
the utility function of the small UAV m to move to access the master UAV n
can be achieved as [8]

gm =
wmRm,n

Wn
− β

dm,n

V
(c1V 3 +

c2
V

), (3)

where β is the normalized coefficient. The importance of flight loss can be
expressed by changing the size of β. If we improve the value of β means that we
do not want the small UAV to change its location. This utility function repre-
sents the intentions of each small UAV. We must find the tradeoff between the
throughput and flight loss.

We denoted the user-network correlation as M0. So we defined the utility as
the social welfare

Usocial(M0) =
∑

m∈M
gm(θm, Ec). (4)

The target of the system is to optimize the relationship between the small UAVs
and the master UAVs to maximize the net utility which is denoted as

(P1) : max Usocial(M0), (5)

3 Dynamic Network Access Algorithm

3.1 SLA: Stochastic Learning Automata

Due to the dynamic and incomplete information constraints, most existing algo-
rithms can not be applied [19]. Based on the SLA (Stochastic learning automata),
we propose a new algorithm. Stochastic learning automata is a finite machine
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that interacts with an unknown environment and tries to learn the best practices
provided by the environment [20]. SLA updates the selection probability dynam-
ically through the feedback from each learning and keeps doing the probability
update until users reach stable conditions. Due to the limitation of flight loss,
the UAVs can not fly to different networks many times for learning. We set up a
control center using the SLA algorithm to help the UAVs simulate the results of
each decision. When all users converge to Nash equilibrium, the control center
deploy the small UAVs to move to the coverage of the specified master UAVs to
get service. So as to realize the distributed solution for the original problem.

We extend the dynamic network access game to the form of mixed strat-
egy. We denote that P = (p1, ..., pM ) is the mixed strategy for all users, where
pm = (pm1, ...pmN ) is the probability vector when small UAV m access any mas-
ter UAVs. And pmn is probability of the small UAV m to access the master UAV
n. We also denote hnm(P ) as the average throughput of small UAV m when the
small UAV m access the master UAV n (am = n) and other small UAVs use the
mixed strategy.

hmn(P ) = um(a1, ..., am−1, n, am+1, ..., aM ) (6)

According to the number of small UAVs in each master UAV and the location
of each small UAV, each small UAV can achieve random return value at the end
of each time slot. The small UAV updates its mixed strategy on this basis.

3.2 A Cloud-Assisted Learning Algorithm Based on SLA

Due to the limitation of flight loss, the UAVs can not fly to different networks
many times for learning. We set up a load aggregator cloud to help the UAVs
simulate the results of each decision. Compared with the existing learning frame-
work, UAVs in the cloud support framework do not need to actually perform fre-
quent network switching, but only report the decision information to the cloud.
There is a load aggregator cloud that is responsible for collecting decision infor-
mation for all UAVs and sending “virtual network load information” to UAVs.
Unlike the centralized optimization method adopted in literature [17], the net-
work load aggregation cloud does not make any decision about the allocation of
wireless resources. Therefore, the proposed cloud learning framework can also
be applied to similar distributed learning algorithms (such as SLA) and improve
its operational efficiency. In our paper, UAVs are willing to submit all necessary
information to the cloud. Including rate information Rm,n and demand informa-
tion θm. After collecting the UAV’s information, the network load aggregation
cloud represents the benefit of the UAVs, simulating multiple UAVs to run the
SLA learning algorithm. The algorithm process is as follows:

The cloud-assisted learning algorithm based on SLA which we proposed has
the following characteristics: (i) this algorithm is not a rigid decision, but select
the strategy according to a certain probability randomly in the candidate actions;
(ii) not blindly choose the optimal utility of action, but improve the access
probability of which action has better payoff softly; (iii) the probability of the
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Algorithm 1. A Cloud-assisted Learning Algorithm based on SLA

The User Side: .
Step 1: Each user m access to any network and register in the load aggregator cloud.
Step 2: User m reports to the cloud rate information Rm,n and demand information
θm . And wait for the network selection am return from the cloud .
The Load Aggregator Cloud Side:
Step 1: Receive all user reports. Maintain a cumulative decision distribution vector
for each user.
Step 2: Run the dynamic network access algorithm based on the SLA and update
the network access probability vector until the end of a scheduled stop rule.
The SLA part:
Initialize: . Set the number of iterations k=1 and set the initial network access
probability as pmn(k) = 1/N, ∀m ∈ M, n ∈ {1, ..., N}, then generate small UAVs M =
{1, 2, ..., M} randomly within or without the range of the master UAV.
Loop for k = 0,1,...
Step 1: At the beginning of the time slot k, firstly the small UAV m which are not in
the range of any master UAVs access the master UAV am(k) according to its current
network access probability vector pm(k) . Secondly the other small UAVs do the same
steps.
Step 2: On the basis of the network access in Step1, the UAV do the network aware-
ness and access the master UAV. At the end of the current slot, the small UAV obtains
the random return which is calculated by (3) and set the return to the small UAVs.
Step 3: All the small UAVs update the probability of network access according to the
following rules:

pmn(k + 1) = pmn(k) + bgm(k)(1 − pmn(k)), n = am(k)
pmn(k + 1) = pmn(k) − bgm(k)pmn(k), n �= am(k)

(7)

where 0 < b < 1 is the iteration step length, gm(k) is the normalized throughput.
Step 4: For any small UAV, the corresponding network access probability vector has
an element that is close to 1, if greater than 0.99, and the algorithm go back to Step
2. Otherwise, go back to Step 2. Until all the small UAVs’ network access probability
are close to 1, then the algorithm ends.
Loop end

network access is updated based on the random return value of each slot. The
random return is the reinforcement signal of this algorithm. Leaving the small
UAVs more exploration space in the dynamic network access system, which can
effectively get rid of the local optimal dilemma. According to the real-time change
of the network environment, the user can improve the access probability of the
current optimal decision at each time slot. So that the probability of optimal
access will eventually converge.
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4 Simulation Results and Analysis

In this scenario we generate two circular networks as the coverage of master
UAVs with a diameter of 500 m. A circular network with a diameter of 300 m
has been set to distinguish the different kinds of master UAVs. Then we randomly
generate each 10 nodes in first two networks and 5 nodes in the third network
as the small UAVs. Twenty nodes have been set as the small UAVs which are
not in range of any master UAVs. The number of iterations is set as 500 in the
simulation. The location of each small UAV is generated randomly each time.
The distance between each small UAV and the distance from the small UAV to
the network is the decisive factor of the system. We set up a control center to
help the UAVs simulate the results of each decision. We set the speed of UAV
as V = 10dB, the constant c1 = 9.26 × 10−4 and c2 = 2250. The learning step
is set as 0.5. The link transmission peak rate of the master and the leader UAV
is calculating by the Shannon formula R = Blog2(1 + P/(B ∗ σ2)).

The simulation results mainly include the following two parts. The first part
is the convergence of the simulation algorithm. In particular, for any selected
user, we study the change of the network access probability with the iteration
number. In addition, in order to reflect the overall convergence of the system,
we also study the change of the number of users in different networks and give
the convergence network topology. The second part gives the performance eval-
uation of the algorithm and compares the utility function of the four methods:
(i) The dynamic network access algorithm based on SLA, (ii) The centralized
algorithm, (iii) Random access and (iv) The closet network access algorithm. In
the centralized algorithm, we assume that each user knows all the message of
the system. They know the rewards of access any network and all choose the
best one to access. As the users only know the location of the network, the ran-
dom access algorithm choose the network as the same probability and the closet
network access algorithm choose the closet network to access are all feasible.

4.1 Convergence Behavior

Firstly, we study the variation of network access probability with iteration num-
ber. Simulation of a dynamic network access system with twenty-five dynamic
loads, twenty dynamic users and three networks. And the bandwidth between
this three networks is 2:2:1 which represents the size of the communication cov-
erage. The UAV’s flight loss is several orders of magnitude larger compared with
the throughput. The goal of this paper is to ensure the quality of communication,
so we set the normalized coefficient β as 0.015.

The Fig. 2 gives the convergence of network access probability of any selected
user. We can see that this user’s network access probability vector is approxi-
mately running 140 iterations from {1/3, 1/3, 1/3} to {0, 1, 0}. That is to see,
this small UAV finally choose the master UAV N2 to access. The Fig. 4 shows the
network topology after the algorithm is convergence. Each users have network
to get service. Some users originally in the N1 may move to N2 and N3 to find
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Fig. 2. The convergence process of arbitrary user network access probability.

better service, some users do not change their location. The number of the users
in each network is related to the network capacity.

4.2 Performance Analysis

In this section, we study how the different parameters influence the algorithms.
Figure 3 represents the relationship between the number of the dynamic users
with the social welfare. All these four algorithm, we do 500 independent simula-
tions and then take the average. As can be seen form the figure, the algorithm we
proposed is far more efficient than the random access algorithm and the closet
network access algorithm no matter how many dynamic users in this system.
The algorithm we proposed also get the same social welfare as the centralized
algorithm at any time. The reasons are as follows: (i) The proposed algorithm
can converge to the optimal solution, and the users will be scattered on differ-
ent networks. (ii) In the random access algorithm, as the number of dynamic
users increases, it is possible to make unreasonable decisions. So this situation
may make low throughput and high flight loss. (iii) In the closet network access
algorithm, as the number of dynamic users increases, some networks may be
accessed by multiple users which make the congestion of the network.

In Fig. 4, we change the normalized coefficient β of the flight loss. This change
only has a little effect on our algorithm. The dynamic network access algorithm
based on SLA can also get high social welfare like the centralized algorithm.
With the low level of the normalized coefficient β, the random access algorithm
and the closet network access algorithm may get the social welfare close to the
algorithm we proposed. But effected by the improve of the normalized coefficient
β, the social welfare get by the random access algorithm and the closet network
access algorithm all drop faster. It can be seen, the algorithm we proposed has
strong robustness and can get good utility regardless of the environment change.
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Fig. 3. The utility comparison of the four algorithms with different user numbers.
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Fig. 4. The utility comparison of the four algorithms with different normalized coeffi-
cient β of the flight loss.

5 Conclusion

This paper put forward the network scenario of the master UAVs serving the
small UAVs for communication. We transformed the UAV group communication
problem into the optimization problem of the network access. We consider the
characteristic of UAV’s mobility and make it possible for each UAV to move to
any master UAV for better service. We combine the traditional network access
throughput optimization with the flight loss of UAV which becomes a joint
optimization for the throughput and flight loss. We proposed a dynamic network
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access algorithm based on SLA to get the Nash equilibrium. Due to the limitation
of flight loss, the UAVs can not fly to different networks many times for learning.
We set up a load aggregator cloud to help the UAVs simulate the results of each
decision. The simulation shows that the algorithm we proposed can get good
utility than other algorithms regardless of how the environment changes. The
algorithm realizes the robust optimization in dynamic unknown environment.
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Abstract. In communication networks, if streams between two endpoints fol-
low the same physical paths for both forward and reverse direction, they are
symmetric. Routing asymmetry affects several protocols, and impacts part of
traffic analysis techniques. We propose two routing symmetry metrics to express
different meanings when talking about routing symmetry, namely, (1) the for-
ward and reverse flows coming from one node to another are exactly the same,
and (2) one single node is visited by both flows. The two metrics are termed as
identity symmetry and cross symmetry, respectively. Then, we build a model to
link the macroscopic symmetry with the microscopic routing behavior, and
present some analysis results, thus make it possible to design a routing algorithm
with some desired symmetry. The simulation and dataset study show that
routing algorithms that generate next hop randomly will lead to a symmetric
network, but it is not the case for Internet. Because the paths of Internet are
heavily dominated by a small number of prevalent routes, Internet is highly
asymmetry.

Keywords: Routing symmetry � Routing behavior model � Statistical process

1 Introduction

In communication networks, if streams between two endpoints follow the same
physical paths for both forward and reverse direction, they are symmetric [1]. Routing
asymmetry affects several protocols and impacts traffic analysis techniques. Knowing
to which degree the routings are symmetric is helpful in protocol design and traffic
analysis.

In practice, the one-way propagation time is commonly estimated to be half of the
round-trip time (RTT) between nodes, e.g., the NTP (Network Time Protocol) of
Internet [2, 3]. However, this estimate will be inappropriate if routes are asymmetric.
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Today’s communication protocols rely heavily on the estimate of link condition to
exploit available communication resources effectively, which is especially the case in
wireless communications. The estimate is usually based on measurement of the sta-
tistical parameters of incoming packet, which will not infer the real condition of the
outgoing link in situations of routing asymmetry.

Some traffic analysis techniques [4–6] are embedded in an assumption that routings
are symmetric, i.e., all the packets of a session on both directions can be monitored by a
sniffer located on a specific link. But it is not the case in practice [7, 8]. Routing
asymmetry has a significant impact of these techniques [9, 10].

A common cause of routing asymmetry is that routing is selected independently for
each flow, and at each node, taking many factors into account, including load-
balancing and congestion controlling, which varied among nodes. This cause is
especially prominent in the case of multipath routing. Another commonly mentioned
cause is the “hot-potato routing”, which is a business practice of passing traffic off to
another autonomous system (AS) as soon as possible. By autonomous system, we
mean a domain in which the routers and hosts are unified by a single administrative
authority, and a set of interior gateway protocols [11].

2 Related Works

Literatures contain many studies of routing protocols, but considerably few studies of
routing behavior [2, 3]. But recently there is a growing research of macroscopic
properties of the network routing, including routing asymmetry, by studying datasets or
modeling network behavior.

It is more than ten years since Paxson revealed that about 50% of the time an
Internet path includes a major asymmetry [12]. In the past few years, it became clearer
that this phenomenon has a significant impact on network measuring, modeling, and
managing. [9] studied impact that asymmetric routing can have on statistical traffic
classifiers. [8] pointed out that over 60% of AS-level paths are asymmetric, and path
asymmetry will increasingly spread in the future. [12] studied the path stability and
symmetry in 6 levels of granularity: router, point of presence (PoP), address prefix
(AP), autonomous systems (AS), city and country. [1] used passively captured network
data to estimate the amount of routing symmetry on a specific link, and [5, 13, 14]
made an impractical assumption of traffic symmetry in tools and analysis.

Most work quantified the asymmetry with the number of different nodes between
the forward and reverse paths, or classified a path as either asymmetric or symmetric,
without considering quantifying the degree of symmetry [2, 3]. [7] proposed an
approach to quantify the magnitude of routing asymmetry, measuring the dissimilarity
between a pair of routes by aligning the two routes together and counting the minimal
total cost incurred in aligning them. [15] defined the similarity coefficient as the number
of similar nodes divided by the total number of distinct nodes in the two paths. [12, 16]
quantified the difference between two routes (at any level) by calculating their Edit
Distance [17] value. The metric defined in [16, 17] are different because the only
operation considered in the former was aligning, while the latter considered inserting,
deleting, and modifying.
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These metrics of symmetry/asymmetry are not suited for modeling the behavior of
routing theoretically, since they can only be calculated by algorithm or program. Some
metrics [15, 16] does not meet the reality, because routing symmetry means different
things under different contexts: (1) when estimating path condition, it means whether or
not the forward and reverse path coming from a specific node to another specific node
are exactly the same; (2) when talking a sniffer can or cannot monitor flows from both
directions, it means whether or not a specific node is visited by both flows. So,
accordingly, we will define 2 metrics, which will be called identity routing symmetry
and cross routing symmetry.

3 Modeling and Statistical Analysis

3.1 Routing Symmetry Metrics

In this paper, when A and B be m � n matrices, the element-wise product of A and B is
defined by A � B½ �i;j¼ A½ �i;j B½ �i;j, for all 1� i�m; 1� j� n.

In a connected network, there are an infinite number of paths from any node s to
any other node d, i.e. path1; path2; path3; . . . when counting circles. Suppose the fre-
quency that the source node s selects these paths to route packets to be p1; p2; p3; . . .:
Similarly, there are also an infinite number of paths from node d to s; path�1

1 ;

path�1
2 ; path�1

3 ; . . ., with path�1
i we mean the reverse path of pathi, and the corre-

sponding selecting frequency q1; q2; q3; . . .: Informally, we will use p to denote the
vector p1; p2; p3; . . .½ � and q to denote q1; q2; q3; . . .½ �.
A. Identity routing symmetry
We use the normalized inner product of p and q to define identity routing symmetry:

qidðs; dÞ ¼ ðp; qÞffiffiffiffiffiffiffiffiffiffiffiðp; pÞp ffiffiffiffiffiffiffiffiffiffiffiðq; qÞp : ð1Þ

In algebra, qid is also viewed as the cosine of the angle between p and q. It is varied
in the range [0, 1]. When qid is close to 0, p and q are orthogonal to each other. So, if
for some pathi, the frequency that it is selected as the forward path, namely pi, is large,
then the frequency that path�1

i is selected as the reverse path, qi, must be small,
otherwise qid will not be close to 0. Conversely, when qid is close to 1, p and q are
parallel to one another, so for each i; pi and qi are both large or both small. This makes
qid a good choice for defining our identity routing symmetry. Note that the defined qid

is not a linear function of the angle between p and q, so we may use 1� arccos qid
� �

to
calculate the identity symmetry. As this is an increasing function of qid , they are
essentially the same metric.

In practical networks, usually a small number of paths are used to transfer packet
stream. In such cases, p and q are sparse vectors.
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B. Cross routing symmetry
Cross routing symmetry is defined by the probability that a specific node is visited by
the forward flow and the reverse flow:

qcrossðv; s; dÞ ¼ Pfv 2 pathi and v 2 path�1
j ; for any i; jg; ð2Þ

where v is different from s and d.

3.2 Modeling

The model links the macroscopic symmetry with the microscopic routing behavior,
thus make it possible to design a routing algorithm with a desired symmetry.

The routing selection is modeled as a Markov Chain. The routing probability from
node i to j is the probability that node i select a neighboring node j as the next hop to
route data packets. Figure 1 gives a further demonstration of routing probability. The
probability of data packet routed from node i to j in one hop is denoted by pij. The
routing probability matrix, or routing matrix for short, is given by using pij as the i-th
row and j-th column element. The assumptions are:

(a) Routing probability is time-invariant;
(b) Routing probability is independent of the source node, but depends on the des-

tination node.

Without the second assumption, the model is identical to the random walk model,
which is a well-known routing behavior model. Actually, this model is an extension of
random walk, so assumption (2) is not a restriction but rather a generalization. The
introduction of assumption (2) make the model more realistic, as in communication
networks, many routing protocols are designed to behave destination dependent. Thus
the subscript to specify the destination node is used as P1 and P4 in Fig. 1(d). Some
notes of Pd are:
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3
(a) (c)
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Fig. 1. Explanation of routing matrix (a) A network with 4 nodes; (b) Packets are destined to
node 1. Each routing probability is labeled on a directed link from a source node to a destination
node; (c) When data packets are destined to node 4, the routing probabilities are different from
(b); (d) The routing matrices of (b) and (c).
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(a) Node d is a destination node, and thus d is an absorbing state in Markov Chain, so
Pd½ �d;d¼ 1, and Pd½ �d;j¼ 0; j 6¼ d;

(b) For any i;
P

j Pd½ �i;j¼ 1.

A. Identity routing symmetry
Let nodes s and d be any two different nodes of a connected network. There is only one
possible path from s to d in the network with length 1, which is s,d. This path will be
chosen to transfer packets with probability Pd½ �s;d (if path s,d does not exist, Pd½ �s;d will
be zero). There are (N-2) possible paths in the network with length 2, chosen with
probability Pd½ �s;h1 Pd½ �h1;d ; h1 ¼ 1; 2; . . .;N and h1 6¼ s; d. There are (N-2)2 paths in the
network with length 2, chosen with probability Pd½ �s;h1 Pd½ �h1;h2 Pd½ �h2;d ; h1; h2 ¼
1; 2; . . .;N and h1; h2 6¼ s; d. And the rest can be deduced by analogy. So the inner
product of previously mentioned vectors p and q is

ðp; qÞ ¼ ½Pd �s;d � ½Ps�d;s þ
X
h1 6¼s;d

½Pd �s;h1 ½Pd�h1;d � ½Ps�d;h1 ½Ps�h1;s þ
X

h1;h2 6¼s;d

½Pd�s;h1 ½Pd �h1;h2 ½Pd �h2;d � ½Ps�d;h2 ½Ps�h2;h1 ½Ps�h1;s þ � � � :
ð3Þ

All pi’s are not larger than 1 and the sum of all qi’s is 1, so the partial sum of the
RHS (right-hand side) of (3) is less than 1, and the sequence of partial sums are
incremental. So the RHS of (3) is convergence.

Use the definition of element-wise product operator ‘◦’, Eq. (3) can be written in
another form:

ðp; qÞ ¼ ½
X1
i¼1

ðPðsÞ
d � ðPðdÞ

s ÞTÞi�s;d: ð4Þ

Matrix P sð Þ
d is Pd with s-th column replaced by a zero vector, and similarly, P dð Þ

s is
Ps with d-th column replaced by zero vector.

[10] in appendix makes it possible to write (4) with a closed form. The only

requirement is I � PðsÞ
d � PðdÞ

s to be invertible. Suppose this requirement is satisfied,
then

ðp; qÞ ¼ ½ lim
n!1ððI � PðsÞ

d � ðPðdÞ
s ÞTÞ�1ðPðsÞ

d � ðPðdÞ
s ÞT � ðPðsÞ

d � ðPðdÞ
s ÞTÞnþ 1ÞÞ�s;d : ð5Þ

Because the d-th column and d-th row of ðPðsÞ
d � ðPðdÞ

s ÞTÞ are all zeros, so for any n,

the term ðPðsÞ
d � ðPðdÞ

s ÞTÞnþ 1 will have d-th column be zeros. So,

ðp; qÞ ¼ ½ðI � PðsÞ
d � ðPðdÞ

s ÞTÞ�1ðPðsÞ
d � ðPðdÞ

s ÞTÞ�s;d: ð6Þ

With some similar but simpler steps, we get
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ðp; pÞ ¼ ½
X1
n¼0

ðPðdÞ
d � PðdÞ

d ÞnðPd � PdÞ�s;d ¼ ½ðI � PðdÞ
d � PðdÞ

d Þ�1ðPd � PdÞ�s;d ; ð7Þ

ðq; qÞ ¼ ½
X1
n¼0

ðPðsÞ
s � PðsÞ

s ÞnðPs � PsÞ�d;s ¼ ½ðI � PðsÞ
s � PðsÞ

s Þ�1ðPs � PsÞ�d;s: ð8Þ

Finally,

qid ¼ ½ðI � PðsÞ
d � ðPðdÞ

s ÞTÞ�1ðPðsÞ
d � ðPðdÞ

s ÞTÞ�s;dffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðI � PðdÞ

d � PðdÞ
d Þ�1ðPd � PdÞ�s;d

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðI � PðsÞ

s � PðsÞ
s Þ�1ðPs � PsÞ�d;s

q : ð9Þ

B. Cross routing symmetry
With the aforementioned assumptions, the forward routing process is independent of
the reverse routing process. So, the cross routing symmetry is

qcrossðv; s; dÞ ¼ Pfv 2 pathi; for any igPfv 2 path�1
j ; for any jg

¼ ð1� Pfv 62 pathi; for all igÞð1� Pfv 62 path�1
j ; for all jgÞ: ð10Þ

Similar to the derivation of previous section, there is only one possible path in the
network with length 1, which is s,d, chosen with probability Pd½ �s;d (if path s,d does not
exist, Pd½ �s;d will be zero). Flow that follows this path definitely will not visit node
v (which will be called “miss v” in the following). There are N-2 possible paths in the
network with length 2. Flow that follows these paths will miss node v with a probability
Pd½ �s;h1 Pd½ �h1;d respectively, h1 ¼ 1; 2; . . .;N and h1 6¼ s; v; d. There are (N-2)2 possible
paths in the network with length 2. Flow that follows these paths will miss node v with
a probability Pd½ �s;h1 Pd½ �h1;h2 Pd½ �h2;d respectively, h1; h2 ¼ 1; 2; . . .;N and
h1; h2 6¼ s; v; d. And the rest can be deduced by analogy. So qcross is

qcrossðv; s; dÞ ¼ ð1� Pfv 62 pathi; for all igÞð1� Pfv 62 path�1
j ; for all jgÞ

¼ ð1� ½Pd �s;d �
X

h1 6¼s;v;d

½Pd�s;h1 ½Pd�h1;d �
X

h1;h2 6¼s;v;d

½Pd �s;h1 ½Pd�h1;h2 ½Pd�h2;d � � � �Þ�

ð1� ½Ps�d;s �
X

h1 6¼s;v;d

½Ps�d;h1 ½Ps�h1;s �
X

h1;h2 6¼s;v;d

½Ps�d;h1 ½Ps�h1;h2 ½Ps�h2;s � � � �Þ

¼ ð1� ½
X1
n¼0

ðPðs;v;dÞ
d ÞnPd�s;dÞð1� ½

X1
n¼0

ðPðs;v;dÞ
s ÞnPs�d;sÞ:

ð11Þ

Matrix P s;v;dð Þ
d is Pd with s-th column, v-th column and d-th column replaced by zero

vectors, while matrix P s;v;dð Þ
s is Ps with s-th column, v-th column and d-th column
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replaced by zero vectors. Suppose matrix I � Pðs;v;dÞ
d

� �
and I � Pðs;v;dÞ

s

� �
to be

invertible,

qcrossðv; s; dÞ ¼ ð1� ½ lim
n!1ðI � Pðs;v;dÞ

d Þ�1ðI � ðPðs;v;dÞ
d ÞnÞPd �s;dÞ�

ð1� ½ lim
n!1ðI � Pðs;v;dÞ

s Þ�1ðI � ðPðs;v;dÞ
s ÞnÞPs�d;sÞ

ð12Þ

Finally, we get

qcrossðv; s; dÞ ¼ ð1� ½ðI � Pðs;v;dÞ
d Þ�1Pd �s;dÞð1� ½ðI � Pðs;v;dÞ

s Þ�1Ps�d;sÞ: ð13Þ

4 Evaluation and Analysis

4.1 Evaluation of Random Walk Based Routing

According to their topology, networks are usually classified into random networks,
regular networks, small world networks and scale free networks. To avoid bias
introduced by topology, three typical networks (random network, WS [18] network and
BA [19] network) are considered. In the simulation, each of these 3 networks is
composed of 128 nodes, thus there will be (128 � 127)/2 = 8128 different pairs of
nodes to be considered when evaluating identity symmetry. Cross symmetry of all
intermediate nodes of two fixed nodes is also evaluated. Three different random walk-
based routing algorithms are evaluated. There are some literatures focusing on random
walk-based routings in practical networks [20, 21].

The routing probability from node i to j of these routing algorithms is

pij ¼
dajP

k2NðiÞ
dak

; ð14Þ

but taking different values of parameter a, namely, −1, 0, and 1, respectively. Notation
dj is the degree of node j, and N(i) the set of all neighboring nodes of node i.

Results are shown in Figs. 2 and 3.

Fig. 2. Identity symmetry distribution
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In Fig. 2, most node pairs’ identity symmetry metrics are close to 1 in random
network and WS network, regardless of which routing algorithm is applied. This result
is consistent with assumptions that networks are symmetric. The reason for the first two
routings are symmetric is explained by an example. Consider a path s, i, j, d, the
probability that it is selected as a forward route is

pf ¼ daiP
k2NðsÞ

dak

dajP
k2NðiÞ

dak

dadP
k2NðjÞ

dak
; ð15Þ

and correspondingly, the probability that path d, j, i, s is selected as a reverse route is

pr ¼
dajP

k2NðdÞ
dak

daiP
k2NðjÞ

dak

dasP
k2NðiÞ

dak
: ð16Þ

With a little more effort we can calculate the ratio of pf to pr. In random networks or
small world networks, nodes are of similar degrees, so the ratio will be approximately
1. Thus, we can see the angle between vectors p and q will be very small, thus the
identity symmetry is close to 1. But in scale-free network, degrees of nodes are varied
significantly, thus the identity symmetry metrics are scattered.

Figure 3 shows that no matter which topology is, the routing algorithm with a = 1
will be of lowest cross symmetry, the difference of the three routing algorithms is
especially significant in scale free networks. According to the motivation that this
metric is present, a conclusion can be drawn that routing algorithm with a = 1 will be
the safest of the three, especially in a scale-free network.

Many researchers have found that a large number of networks, including Internet,
have scale free property [22]. Figures 2 and 3 shows that scale free networks are not
symmetric under either definition of symmetry.

4.2 Dataset Evaluation

We do not have sufficient evidence to conclude that some networks are asymmetric
without studying some widely deployed networks. In the rest of this section, a dataset
study of Internet is presented. The data is measured by [2, 3] (only the second set of
measurements, which is termed D2 there, is suitable and thus used in this paper for
symmetry analysis), using a computer program called trace route, which can display
the route path. The measurement is conducted on Internet, including nodes (computers)

Fig. 3. Cross symmetry distribution
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from one hundred or so cities of different countries. To reduce complexity and make it
tractable for symmetry metric calculation, we choose the method used by [2, 3],
abstracting computers from the same city with a single node, thus constructing a new
network with a relatively small number of nodes. The constructed network contains
101 nodes, with 27 nodes have route to them. The identity symmetry metrics are
evaluated of any possible pairs of these 27 nodes.

To show the difference of the measured data and the data generated by random
walk, we use an algorithm, similar to the algorithm of random redistribution of link
weights [22], to randomize the originally data. First, for each destination d, by ana-
lyzing the data, we get the routing probability matrix Pd. Then, for each row of Pd, the
non-zero entries are divided into a smaller unit D. Each unit is extracted randomly with
probability p, unless it is the last unit of this entry. Lastly, we equiprobably lay back
each extracted unit to all non-zero entries in the same row. The parameter p controls the
degree to which the routing probability is randomized, without changing the topology
of the network.

The result is shown in Fig. 4. The curve corresponds to the original data (p = 0)
shows that routing in Internet is highly asymmetric, with almost all the pairs’ identity
symmetry metrics centered in the range (0, 0.2). While p increases, the metrics are
gradually moves to 1. When p = 1, similar to the result of the previous simulation
(Fig. 2), most node pairs’ identity symmetry metrics are close to 1. This implies that
routing algorithms that generate next hop randomly will lead to a symmetric network,
and that Internet does not work in this way. The routing is not random but rather
specialized, consistent with [2], which shows that Internet paths are heavily dominated
by a small number of prevalent routes.

Fig. 4. Identity symmetry distribution of internet
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5 Conclusions

In this work, we propose two routing symmetry metrics to express different meanings
when talking about routing symmetry, namely, (1) the forward and reverse flows
coming from one node to another are exactly the same, and (2) one node is visited by
both flows. Then, we build a model to link the macroscopic symmetry with the
microscopic routing behavior, thus make it possible to design a routing algorithm with
a desired symmetry. The simulation and dataset study shows that routing algorithms
that generate next hop randomly will lead to a symmetric network, but Internet does not
work in this way, because the paths of which are heavily dominated by a small number
of prevalent routes, it is highly asymmetry.
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Abstract. The opportunistic spectrum access with dynamic users and
channel bonding technology in mesh networks is studied in this paper.
Different from the traditional static and fixed transmitting model, nodes
would change their states between active and silent, due to their traffic
demand. Also, the channel bonding technology, which mitigates interfer-
ence and improves throughput significantly, is employed in this paper.
The interference mitigation problem with channel bonding is modeled
as a distributed and non-cooperative game. We proved it to be an exact
potential game. Based on the good property of the potential game, it
guarantees the existence of at least one pure Nash equilibrium (NE).
Due to the potential function is formulated as the aggregate interference
of the network, the final optimal NE point also achieves the minimization
of the system’s total interference. A multiple-agent learning algorithm is
designed to approach the NE points. Compared with other algorithms,
simulation results show that the modified algorithm achieves a lower
interference performance, and the channel bonding contributes to the
throughput performance.

Keywords: Opportunistic spectrum access · Dynamic users
Channel bonding · Potential game

1 Introduction

With the wireless technologies fast developed, the wireless traffic data has shown
an explosive improvement. The opportunistic spectrum access (OSA) has been
regarded as a promising technology, to solve the spectrum shortage and improve
the spectrum efficiency. Many excellent studies have been done about the OSA
in many fields.

In the related researches, the users are always static and keep transmitting
data all the time. However, users have different traffic demands and can change
state between active and silent based on demand requirement. The static user
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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assumption does not describe the dynamic property in the practical wireless com-
munication well. Furthermore, there are some new technologies can be used in
spectrum assignment, such as partially overlapping channels and channel bond-
ing. But the new technologies have not been considered and investigated with
the OSA well.

The dynamics property makes user dynamic participating the channel access
competition. In this way, it also make a influence to other users. To model the
dynamic characteristics, we investigated the node’s interference with channel
bonding situation. The throughput performance is also formulated based on the
interference. However, the throughput is too much complicated, and hard to
analyze the formulation or design a proper game model to couple with. Hence,
based on the correlative relationship between the interference and throughput,
we model interference mitigation game to achieve a higher throughput. To sum-
marize, the contributions of this paper are as follows:

– We considered an opportunistic spectrum access problem in canonical net-
works. The dynamic issue about node participation and channel bonding
technology were jointly considered.

– The dynamic spectrum access problem with channel bonding was modeled
as an interference mitigation game, and was proved to be an exact potential
game, which has at least one pure Nash equilibrium. Based on the potential
function design, the system total interference was also minimized with the
NE points.

– The modified multiple-agent learning algorithm was modified to approach the
Nash equilibrium. Nodes could update their channel selection strategies same
time. The algorithm converged to a Nash equilibrium (NE) which optimize
the total system’s interference.

2 Related Works

Authors in [4] presented a comprehensive survey about the opportunistic access
from methods and models, especially for the interaction among multiple users.
The dynamics for opportunistic spectrum access has been studied in many stud-
ies. In a previous work [7], a dynamic player participation problem in channel
allocation was studied. A binary interference model was employed instead of the
physical interference. Authors in [9] extended the binary interference model to
hyper-graph model and also considered the dynamic issues. A joint dynamic user
and asymmetric interference model was investigated in [6]. The channel access
problem was modeled into an ordinary potential game with ALOHA mechanism.

The channel bonding technology improves the channel capacity significantly.
Authors in [3] investigated the average channel throughput at the medium access
control layer. A comprehensive introduction about channel bonding for kinds
of networks and discussed the channel bonding for cognitive radio networks,
especially for sensing situations in [1]. A recently research [2] studied about a
distributed and coordinated channel bonding selection method with only limited
feedback under SINR and collision-protocol models.
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In this paper, we studied the dynamic spectrum access problem with channel
bonding technology. An interference mitigation game is modeled, and proved to
be an exact potential game. A modified multiple-agent learning algorithm was
designed to approach the Nash equilibrium.

3 System Model and Problem Formulation

3.1 System Model

In this paper, we consider a distributed mesh network, as shown in Fig. 1. The
mesh network is a kind of canonical networks, where nodes are collections of
entities. A classical example of canonical network is the 802.11-based WLAN,
where nodes are collections of some users located in a relatively small region. In
mesh networks, one communication node also represents a collections of nearby
users. Nodes make the spectrum resource allocation strategies for their belonging
users to achieve a high throughput performance.

We consider a mesh network with N nodes and M channels in this paper.
Different from the traditional mesh networks, we assume that nodes might be
dynamic due to their traffic demands. In other words, nodes may change states
between silent and active based on their traffic. This dynamic transmitting
behavior is more common and practical in wireless communication systems, but
might bring about some differences in modeling and formulating the spectrum
assignment problem. For example, the network interference topology is changing
with varying node states.

Besides the dynamic node state, the channel bonding technology is also
employed in this paper. As the bandwidth increases through bonding channels
together, the throughput performance is also improved, with the total fixed
power consumption. The channel bonding also influences the interference and
throughput formulation.

Fig. 1. The system model of mesh networks with dynamic nodes.
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3.2 Problem Formulation

Denote the node set as N = {1, 2, . . . , N} and channel set as M = {1, 2, . . . ,M}.
Denote the active probability of node n as 0 < θn ≤ 1, which means node n is
active with the probability θn. Denote the distance between node n and node i is
dni. Considering the node in canonical networks is a collection of communication
entities, we regard the node as a combination of transmitter and receiver. Denote
the communication range of one node is as Drange.

For the node n, denote its strategy as an = {cn1, cn2}, cn1,n2 ∈ M, cn2 =
cn1+1. In this paper, we only consider the 2-channel bonding situations. For the
more than 2-channel situations, the problem formulation and the corresponding
theoretic analysis are also similar. Therefore, we only consider the 2-channel
situations in this paper. Assume the power consumption of node n on each
channel is equal and denote as Pn. For node n with channel strategy an, denote
the neighbor set Jn as follows:

Jn = {i : |ci1 − cn1| ≤ 1}. (1)

The neighbor set Jn means that the two nodes have at least one same channel
selection. To distinguish neighbor set with the different channels, denote the Jn1

and Jn2 are the corresponding nodes set for channel cn1 and cn2.
Therefore, the expectation of node n’ interference on channel cn1 is as follows:

Icn1
n (an, a−n) =

∑

i∈Jn1

θnθiPid
α
in (2)

where α is the fade loss factor.
Considering the dynamic state of nodes, the active state of node n is as

λn = 0, 1, 1 represents to be active. The total state of all nodes are Λ =
{λ1, λ2, . . . , λN}. Therefore, the state of node n on channel cn1 is Λ(Jn1). Hence,
the probability is as follows:

Pr[Λ(Jn1)] =
∏

i∈Jn1

θiλi + (1 − θi)(1 − λi). (3)

The throughput of node n on channel cn1 is as follows:

rcn1
n (an, a−n) =

∑

Λ(Jn1)

θnPr[Λ(Jn1)] log(1 +
PnDrange

N0 + Icn1
n (Λ(Jn1))

). (4)

Therefore, the throughput of node n is as follows:

rn(an, a−n) = rcn1
n + rcn2

n , (5)

Thus, the objectives in this paper is to achieve high throughput for each
node. Formally,

P : arg max
an

rn(an, a−n) (6)
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4 Potential Game with Interference Mitigation

4.1 Game Model

We formulate the interference mitigation problem with channel bonding as a dis-
tributed and non-cooperative game. The game is denoted as G = {N ,A, E , un},
where N is the node set, A is the nodes strategy space, and E is the network
topology. The utility function is denoted as un(an,a−n). We define the utility
function as follows:

un(an, a−n) = Icn1
n + Icn2

n , (7)

where the utility function is just the expectation of the total interference of
node n. For low interference, the corresponding throughput is commonly high.
Based on the relationship between interference and throughput, we focus on the
interference mitigation problem instead of the complex throughput formulation.
The proposed dynamic spectrum access with channel bonding is as follows:

G : min un(an, a−n),∀n ∈ N . (8)

4.2 Analysis of the Nash Equilibrium

Definition 1 (NE): The channel bonding and selection strategies of all users
are (a∗

1,a
∗
1, . . . ,a

∗
1) is a pure strategy NE if and only if no user can improve its

utility by deviating unilaterally, i.e.,

u(a∗
n, a∗

−n) ≤ u(a′
n, a∗

−n),∀n ∈ N ,∀an ∈ A, a′
n �= a∗

n (9)

Definition 2 (Exact Potential Game) [5,11]: A game G is an exact potential
game if there exists a function Φ such that

Φ(a∗
n, a∗

−n) − Φ(a′
n, a∗

−n) = un(a∗
n, a∗

−n) − un(a′
n, a∗

−n),∀a∗
n ∈ An, a′

n �= a∗
n (10)

The function Φ is the potential function for the game G.

Theorem 1: The proposed opportunistic spectrum access game G is an exact
potential game, which has at least one pure NE.

Proof. We design the potential function of the game is as:

Φ(an, a−n) =
1
2

∑

i∈N
ui(ai, a−i). (11)

which is just the total interference of all nodes in the network.
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when node n changes its channel selection from an to a′n, the changes in
potential function is as follows.

Φ(an, a−n) − Φ(a′
n, a−n)

=
1
2

∑

i∈N
ui(ai, a−i) − 1

2

∑

i∈N
ui(a′

n, a−i)

=
1
2

∑

c∪d∪n

ui(ai, a−i) − 1
2

∑

c∪d∪n

ui(a′
i, a−i)

=
1
2

∗ 2 ∗ [In(an, a−n) − In(a′
n, a−n)]

= un(an, a−n) − un(a′
n, a−n)

(12)

The total node set except node n can be divided into four parts due to the
influence by the strategy change: (a) both in the neighbor set of an and a′

n, (b)
none in the two set, (c) with an but not with a′

n and (d) with a′
n but not with

an. For the part (a) and (b), the strategy change does not make any change for
them. For the parts (c) and (d), due to the symmetric property of interference,
the change is just the as the change in utility function. Therefore, the change in
potential function is same as the change in utility function. Hence, the proposed
interference mitigation game is an exact potential game. Based on the lemma,
there exists at least one Nash equilibrium. Due to the potential function is for-
mulated as the aggregate interference of the network, the final optimal NE point
also achieves the minimization of the system’s total interference.

Remark: Based on the proof in [8], for the two correlative metrics when one
follows the potential game, they other one also keeps the trends. Then for inter-
ference and throughput, in most situations, a lower interference would bring
about a higher throughput. Only some special situations this relation cannot
be guaranteed. Therefore, it is reasonable that we can improve the throughput
through mitigating the interference in this paper.

4.3 Dynamic Spectrum Access with Channel Bonding Algorithm

In this paper, we modify the multiple-agent learning algorithm [10,13] into the
dynamic spectrum access game, to approach the NE points.

Theorem 2. The modified multiple-agent learning algorithm converges to the
NE points.

Proof. Due to the proposed game have been proved to be an exact potential
game, the finite improvement property (FIP) exists. With following the FIP,
players can improve the utility step by step. Compared with the traditional
better reply algorithm, the modified multiple-agent learning algorithm makes
all users update their strategies same time. The convergence of the modified is
guaranteed by the FIP in [12]. The proof is similar and we omit the process in
this paper.
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Algorithm 1: Dynamic spectrum access with channel bonding algorithm

Initialization In j = 0 slot, every node makes the channel selection strategy an

randomly.
Loop j = 1, 2, ...
Interference evaluation: For all nodes in the network, keep its channel selection
an(j), n ∈ N for a period time to evaluate its channel interference In.
Channel selection: For every nodes, randomly changes its changes its strategy to
a′

n(j). Achieve the new utility function I ′
n.

Update : Every node updates its strategy through the following rule:

Pr[an(j + 1) = an(j)] = exp(βIn)
X

Pr[an(j + 1) = a′
n(j)] =

exp(βI′
n)

X

(13)

where X = exp(βIn) + exp(βI ′
n) and β is the learning parameter.

End Until all nodes keeps their strategies for a long time or the maximum iteration
times is achieved.

5 Simulation Results and Discussions

In this section, we compared three algorithms: (i) the modified multi-agent learn-
ing algorithm, (ii) a random channel access algorithm, where users select channel
randomly, and (iii) the modified multi-agent learning algorithm without channel
bonding. The basic simulation parameters are set as follows: the number of chan-
nels M = 4, the number of users N = 10, the power on each channel 0.1 W1, the
noise power N0 = −110 dBm, the path fade loss α = −3 and the communication
range Drange = 30 m. We assume users are located in a 200 m × 200 m area. The
active probability is in the range [0.3 − 0.9].

The total interference performance is compared in Fig. 2. From this figure,
it is obviously that the random access algorithm achieves worst and largest
interference. The multi-agent learning algorithm achieves better performance
than the random access algorithm.

The total throughput performance is compared in Fig. 3. From the figure,
we can find that the multi-agent learning algorithm achieves best throughput
performance than the other two algorithms, especially for the non-channel bond-
ing situations. It is indicated that the channel bonding technology improves the
channel capacity significantly. The total throughput performance with different
active probabilities is compared in Fig. 4. It is obviously that the throughput is
decreasing with an increasing active probability.

1 For the without channel bonding situations, to make the total power same with the
channel bonding situations, the power on each channel is set as 0.2 W.
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Fig. 2. The total interference of system with different algorithms.
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Fig. 3. The total throughput of system with different algorithms.
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6 Conclusion

The opportunistic spectrum access with dynamics users and channel bonding
technology in mesh networks was studied in this paper. We investigated the
interference of the dynamic users with channel bonding mechanism and formu-
lated the throughput of users. The interference mitigation problem with channel
bonding is modeled as a distributed and non-cooperative game. We proved it to
be an exact potential game. Based on the good property of the potential game,
it guarantees the existence of at least one pure Nash equilibrium (NE). Due to
the potential function is formulated as the aggregate interference of the net-
work, the final optimal NE point also achieves the minimization of the system’s
total interference. A multiple-agent learning algorithm is designed to approach
the NE points. According to the correlative relationship between interference
and throughput, a high throughput was guaranteed by a low interference. A
multiple-agent learning algorithm is designed to approach the NE points. Simu-
lation results show that the modified multiple-agent learning algorithm achieves
better performance compared with other algorithms, and the channel bonding
contributes to the throughput performance.
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Abstract. In this paper, we consider the security communications in an OFDM -
based SWIPT system by adding a full-duplex, friendly jammer with wireless
powered equipment between a transmitter (Tx) and an information receiver
(IR) and an energy receiver (ER) which called (regarded as) a potential eaves-
dropper. We propose a scheme that under friendly jammer protection TX sends
source messages to IR and jammer, the jammer sends jammer signal to ER and IR
while receiving information from Tx to confound potential eavesdroppers but can
be eliminated at IR. Our goal is to maximize the sum secrecy information rate by
jointly optimizing the power allocation at the Tx and jammers while satisfying
the energy harvesting at the ER.

Keywords: OFDM � SWIPT � Cooperative jamming (CJ)
Resource allocation

1 Introduction

Wireless Information and Power Transmission (WIPT) is an energy harvesting tech-
nology that addresses energy supply issues in network communications by eliminating
the need for frequent battery charging and replacement. But the channel is open, it may
be subjected to information theft. This paper proposes that there are several notable
features of confidential wireless messaging and SWIPT over traditional secure com-
munications. First, there is a potential for eavesdropping of wireless power transmis-
sion because the potential eavesdropper’s power receiver is usually shorter than the
information receiver Visit distance. Second, a lot of data prove that SWIPT also can
enhance the security and reliability of wireless communications [1–3].

A SWIPT system basically includes an access point (AP) with a constant power
supply and broadcasted broadcast signals to a group of user terminals, some of which
are mainly used to decode information called the information receiver (IR), While
others collect energy from the surrounding radio signals, known as the energy receiver
(ER). However, since the ER is closer to the AP, it may eavesdrop on the valid
information sent to the IR. And this will pose a huge challenge to the wireless secure
communication [4].

In recent years, the confidentiality of the physical layer has become a new method
for improving the information security of wireless networks, attracting many scientists
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began to study in this area. The physical layer of secure communication has two main
types of interference: Cooperative jamming and adding artificial noise.

In [5, 6], the authors propose to confuse and reduce the eavesdropper’s channel by
adding artificial noise to ensure the confidential transmission of transmitter information.
In the presence of one or more eavesdroppers, multiple relay collaborations are used to
solve a secure communication from a source node to a destination node in [7]. and
based on the RF-EH system, the authors propose that choose the best transmission
station and ensure safe transmission in the presence of a source node and multiple
eavesdroppers [8]. In [4, 9, 10], some researchers proposed adding artificial noise or
Jammer so that ensure the security communication of the IR and maximize the secrecy
rate of the IR while meeting the minimum energy receiving requirements of the ER.

The technique of creating interference on the eavesdropper’s reception to reduce the
associated links appears to be an effective method in practical applications in [11–13]. In
[14], the author proposes a relay option to interrupt the security cooperation network to
increase security against eavesdroppers. The first relay assists the source in transmitting
the data to the destination by decoding the forwarding strategy. The second relay is used to
send interference to the eavesdropper node to protect the destination node from inter-
ference and eavesdropping and prevent eavesdroppers from intercepting information.

In this article, we consider a secure communications transmission in an OFDM-
based SWIPT system, which consists of an IR, a jammer, a Tx and an ER (potential
eavesdropper), as shown in Fig. 1. We assume that Tx is a device with a constant
energy supply and jammer does not have a constant energy supply and can only harvest
energy from Tx. All devices are single antennas except that the jammer is a dual
antenna and the jammer side receiving information from Tx while sending its own
interference information to the ER and the IR, assuming equal power allocation above
each subcarrier, the transmit power above each subcarrier at Tx and jammer is equal
power allocated, with minimal energy acceptance, we optimize the system’s security
rate by jointly optimizing the power distribution factor of ER at Tx and jammer.

Although there are some similarities between our network settings and those used
in [15] in terms of wirelessly powered dual-antenna jammers to confuse eavesdroppers.
The research questions in our study are essentially different, especially when consid-
ering that the energy receiver ER is accepting data from the signals sent by Tx and
Jammer are processed differently. The main innovations of our article can be sum-
marized in several ways:

(1) Environmental Design: This article considers the case of eavesdropping using
wireless CJ jamming machine to protect the communication between the source
node and the destination node, we consider cooperative jamming (CJ) schemes,
CJ adopts the full-duplex mode, it sends interference information to ER and IR
while harvest energy from source information. The total power that CJ can
transmit depends on the energy that it receives. Eavesdroppers eavesdrop on the
information sent by the source node will also harvest the jammer to send the
interference signal, we use the power distribution protocol, part of the eaves-
dropper used to intercept the information, part of the energy used to receive the
source node and the jammer signal eavesdroppers have this configuration, how-
ever, the interference information received at the destination node can be ignored
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by some mechanism [6]. With our network setup, you can maximize the trans-
mission of your system’s confidential information.

(2) Performance Evaluation: In order to see the proposed protocol confidentiality
performance, we can see the impact on the system performance by changing the
different parameters of the system, such as the distance between the jammer and
the source node and the sending power of the source node.

2 System Model

We assume an OFDM-based secrecy communication scenario for SWIPT, as shown in
Fig. 1, there are four-node system, consisting of one Tx, one jammer, one ER (potential
eavesdropper) and one IR. The Tx, IR, and ER are set to single antenna while the
jammer is dual antenna with one of them is used to receive energy and the other is used
to transmit interference signal. When the Tx sends original information to the IR, the ER
can harvest energy and eavesdrop information from the information source. At the same
time, the jammer transmits interfering signals to IR and ER while receiving energy from
original information, since it is a full-duplex mode of operation, we assume that the
interference between the two antennas is negligible. It is noteworthy that the interference
signal from the jammer is not only used to interfere with ER but also to ER as an energy
source. We assume that the system has N subcarriers. The channel power gain of
Tx ! IR, Tx ! ER, Tx ! jammer are expressed as hI;n; hE;n, and hJ;n, also the channel
power gain from jammer to IR and ER are expressed as gI;n; gJ;n.

In this paper we assume that the total transmit power of the transmitter is P, and the
transmit power of Tx on the SC n is pn and the jammer on the SC n is qn. We consider
the constraint of peak power on pn and qn, 0\ pn � �pn; 0\ qn � �qn, for n ¼ 1; . . .;N.
The total transmit power at the Tx is thus given by

XN
n¼1

pn � P ð1Þ

Tx IR

ER(Eavesdropper)

Jammer

Energy harvesting

Information signal
AN signal

Fig. 1. System model of the wireless-powered secrecy SWIPT
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Since the jammer harvests energy at the original information sent by the Tx, the
transmit power constraint at the jammer can be expressed as:

XN
n¼1

qn � f
XN
n¼1

pnhJ;n ð2Þ

where f is a constant that account for the energy conversion efficiency, in order to
simplify the calculation of the next we assume that f ¼ 1.

Energy received by the energy receiver ER comes from two parts, one from Tx, and
the other from jammer, the harvested power should reach the minimum energy
requirement �Qn:

XN
n¼1

1� að ÞpnhE;n þ 1� bð ÞqngE;n
� �� XN

n¼1

�Qn ð3Þ

where �Qn is the minimum energy requirement that the ER should satisfy on SCn.
In this paper, we assume that the interfering signal sent by jammer can be removed

at IR but can not at ER, so the rates of information obtained at classes IR and ER,
respectively, can be expressed as:

rn ¼ log 1þ pnhI;n
r2

� �
; ren ¼ log 1þ apnhE;n

r2 þ bqngE;n

� �
ð4Þ

The achievable information secrecy rate for Rn on SCn can be expressed as:

Rn ¼ rn � ren
� �þ¼ log 1þ pnhI;n

r2

� �
� log 1þ apnhE;n

r2 þ bqngE;n

� �� 	þ
ð5Þ

for all n 2 N, where ½��þ ¼D max 0; �ð Þ.
In such jammer and eavesdropper model, we aim to jointly optimize the power pn

and qn, and power distribution ratio a; b, while ensuring that the constraints (1)–(3)
condition is established. Our optimization problem can be expressed as:

P1ð Þ : max
a;b;pn;qnf g

XN
n¼1

Rn ð6Þ

s:t: ð1Þ � ð3Þ ð6aÞ

0 � a � 1; 0 � b � 1 ð6bÞ

0 � pn � �p; 0 � qn � �q ð6cÞ
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3 The Problem Formulation and Solution

First, we need to find the optimal a�; b�, in order to ensure Rn [ 0 in (5) and satisfy the
constraints of (3), the range of b can be expressed as:

b1 � b � b2 ð7Þ

where

b1 ¼
r2 ahE;n � hI;n
� �
hI;nqngE;n

; b2 ¼
1� að ÞpnhE;n þ qngE;n � �Qn

qngE;n

union (6c) and (7) we can get the value of a range is given by:

a � a2; a � a1; a � a3

where

a1 ¼ hI;n
hE;n

; a2 ¼ 1�
�Q

pnhE;n
; a3 ¼

hI;n pnhE;n þ qngE;n � �Qþ r2
� �

hE;n r2 þ pnhI;n
� �

On the other hand, we derive the partial derivative of a and b in (5), we can get

@Rn
@a ¼ �pnhE;n

r2 þbqngE;n þ apnhE;nð Þ ln 2\0

@Rn
@b ¼ apnhE;nqngE;n

r2 þbqngE;n þ apnhE;nð Þ r2 þbqngE;nð Þ ln 2 [ 0

8<
:

Obviously, Rn is monotonically decreasing with a, and Rn is monotonically
increasing with b, therefore, there are two cases for the value of a.

Case1. When a1 [ a2, then we can obtain a1 � a� a3, and the optimal a�; b� are
given by

a� ¼ a1; b
� ¼ b2 ð8Þ

Case2. When a1 � a2, we can get a2 � a� a3, the optimal a�; b� are given by

a� ¼ a2; b
� ¼ 1 ð9Þ

4 Simulation Results

In this section, we use experimental data to verify the performance of our proposed CJ
scheme system. we assuming equal power allocation at Tx and CJ on SCs, pk;n ¼ P=N,
qk;n ¼ pk;n=hJ;n, here we drop index n and k of pk;n, qk;n for brevity, System parameters
are set as N ¼ 32, the noise power r2 ¼ �60 dBm, and the pass-loss exponent is 2.
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The jammer, IR and Tx are in the same straight line and the distance from Tx to IR is
6 m. The jammer moves between Tx and IR, and we denote the distance from Tx to
jammer as d1, in addition, we assume that the distance from Tx to ER is 3 m with 30°.
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Figures 2 and 3 show the impact of minimum energy reception requirements �Q and
the total transmit power P of the source node on the system’s secrecy rate. The �Q set as
�Q ¼ �40 dbm in Fig. 2, and the total transmit power set as P ¼ 30 dbm, it can be seen
from Fig. 2 that the confidentiality of the system decreases with the increase of the
distance from the source node of the jammer. However, it can be seen from Fig. 3 that
the confidentiality of the system does not increase with the increase of the minimum
energy receiving requirement, In the case of short distances (d1 < 2 m), the confi-
dentiality of the system will increase as the energy receiving requirements decrease.

Figure 4 demonstrate the effect of the fraction of the total power P on the system’s
security rate, and it can be observed that the security rate of system can be improved by
increasing P or reduce the distance from jammer to Tx. We can see that when the
distance is increased to 5 m, the system’s secrecy rate is very small, and this result is
consistent with the result in Figs. 2 and 3.

Figure 5 depict the optimal power distribution factor versus source node transmit
power, and we can see the effect of transmit power and the harvested energy constraint
on a�; b� with d1 ¼ 3 m, from Fig. 4, we can see that when the transmission power is
constant, the system’s information security rate will decrease with the increase of the
receiving energy constraint. Therefore, in combination with Fig. 3, we can obtain: by
reducing the receiving energy constraint, increasing the transmission power and
reducing the distance from Tx to jammer to improve the system’s information security
rate.
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5 Conclusion

We propose a scheme for OFDM-based SWIPT systems to maximize the security of
system secrets with a friendly jammer. In addition, we describe the effect of certain
parameters on the security rate of the system. According to our theoretical analysis, we
can get the result that when the total transmit power increases or the short-distance
distance decreases, the system security and confidentiality Better. Numerical analysis
of the theory also shows that compared with the method without CJ, our scheme
obviously improves the performance of the system. Our results also prove that opti-
mized performance is better.
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Abstract. In this paper, we proposed a contract theory on optimization of
wireless energy collection and transmission systems. Its purpose is to maximize
the transmission rate of the source node to the destination node. Source node
broadcasts signal to relay node. We assume that the quality of the link between
the source node and the destination node link is poor, and the signal cannot be
directly transmitted to the destination node. Relay node have no energy to
forward the signal. At this time, the relay node needs energy from surrounding
energy access points (EAPs) and the destination node will pay corresponding
rewards. We designed the optimal contract theory in order to maximize the
transmission performance of the source node. Finally, we use the optimal
algorithm to get the best result.

Keywords: Contract theory �Wireless Energy Harvesting � Optimal algorithm
Performance optimization

1 Introduction

Wireless Energy Harvesting has been a lot of research. In the literature [1], An IOT
system based on radio frequency energy collection is considered, which consists of a
data access point (DAP) and multiple energy access points (EAP). Compare stackel-
berg game and optimal contract with symmetric and asymmetric information respec-
tively. Contract Theory is also used in many scientific researches. A contract-theory
based framework under asymmetric and symmetric channel information is proposed in
[2], and introduced the cooperation between the primary user and the secondary user.
And system performance can be improved by obtaining diversity gain in cooperative
communication [3]. While there are several initial work designing the incentive
mechanism [4–6] for the EAPs belonging to different operators, complete information
was considered in these schemes. In [7, 8], Amplify-and-forward (AF) and decode-and-
forward (DF) protocol transmission methods are also studied. In order to maximize
throughput in wireless powered communication networks, which paper use convex
optimization and get the optimal solution in [9, 10].

In this paper, we discuss that the relay node amplifies and forwards information to
the destination node through the AF protocol.
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We assume that the relay node has no energy and only one EAP around it provides
energy to the relay node to help it forward information. The structure of this article is as
follows. Section 2 introduces the system model and formulates the optimization
problem of the model. Section 3 we give the optimal solution to the optimization
problem. Computer simulation results are displayed in Sects. 4 and 5 we finally make
conclusions for this paper.

2 System Model and Problem Formulation

2.1 System Model

We suppose source node to the destination node link experiences a poor link quality.
Source node needs the relay node to help forward its information to the destination
node using the AF protocol, but the destination node has no energy to forward signal.
In this case, it needs to obtain energy from the EAP and forward the information with
the acquired energy and EAP get the profit by the backhaul. The model is shown in
Fig. 1.

In the first phase, source node sends signal to the relay node, and surrounding EAP
send the energy to the relay node. The energy harvested by the relay node can be
expressed as

ER ¼ gpEGE;R ð1Þ

Where pE denotes the charging power of the EAP and GE;R denotes the channel
power gain between the EAP and the relay node.

Fig. 1. System model
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The energy obtained by the relay is used to transmit information to the destination
node in the second time slot. We assume that the relay node use all the energy to
forward the message. The transmit power of the relay node is thus given by

ER ¼ PR ð2Þ

The system uses AF protocol to forward information. The signal received by the
relay node is denoted as

yR ¼ ffiffiffiffiffiffiffi
PSR

p
hS;Rx1 þ n1 ð3Þ

The relay node amplifies the signal and forwards it to the destination node, which is
expressed as

yD ¼ UyRhR;D þ n2 ð4Þ

Where PSR is the transmit power of source node, hS;R is the channel gain between
the source node and the relay node, / is a magnification factor, X1 is the signal that
sent by the source node, n1 and n2 is the noise power, hR;D is the channel gain from the
relay node to the destination node.

Therefore, the SNR of destination node is expressed as:

SNR ¼
pSRjhS;Rj

r2
2 � gpEGE;RjhR;Dj2

r2

1þ pSRjhS;Rj
r2

2 þ gpEGE;RjhR;Dj2
r2

¼ gpSRjhS;Rj2jhR;Dj2pEGE;R

r4 þ r2pSRjhS;Rj2 þ gr2jhR;Dj2pEGE;R

ð5Þ

Hence the achievable throughput (bps) from the relay node to the destination node
can be expressed

RR;D ¼ 1
2
log2ð1þ SNRÞ

¼ 1
2
log2ð1þ

gpSRjhS;Rj2jhR;Dj2pEGE;R

r4 þ r2pSRjhS;Rj2 þ gr2jhR;Dj2pEGE;R

Þ
ð6Þ

In order to facilitate the calculation, we make the following substitutions.

qR ¼ pEGE;R ð7Þ

a ¼ gpSRjhS;Rj2jhR;Dj2 ð8Þ

b ¼ r4 þ r2pSRjhS;Rj2 ð9Þ
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c ¼ gr2jhR;Dj2 ð10Þ

Therefore,

RR;D ¼ 1
2
log2 1þ aqR

bþ cqR

� �
ð11Þ

Where qR is the received signal power at the relay node from the EAP.
We assume that pE is the gain of EAP. The utility function of the destination node

can be defined as

UDðpE; qRÞ ¼ RR;D � pE ð12Þ

The utility of EAP is defined as

UE pE; qRð Þ ¼ pE � Ck pEð Þ ð13Þ

Where Ck xð Þ is used to model the energy cost of the EAP, given by

Ck xð Þ ¼ aEx
2 ð14Þ

Where aE is the energy cost coefficient. The utility function of the EAP becomes

UE pE; qRð Þ ¼ pE � aE
G2

E;R
q2R ð15Þ

We define the type of the EAP as

h ¼ G2
E;R

aE
ð16Þ

UE pE; qRð Þ ¼ pE � q2R
h

ð17Þ

The utility of the destination node with EAP is given by

UDðpE; qRÞ ¼ 1
2
log2 1þ aqR

bþ cqR

� �
� pE ð18Þ

2.2 Problem Formulation

Definition 1 (Individual Rationality, IR). The contract satisfies the IR constraint that
the EAP obtains a nonnegative payoff when it provides power for the relay, i.e.
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UE pE; qRð Þ ¼ pE � q2R
h

� 0 ð19Þ

Following the idea of contract theory, the goal of the source node is to maximize the
use of IR constraints. Therefore, the optimization problem can be solved using the
optimal contract.

P1 : max UD pE; qRð Þf g ð20Þ

s:t pE � q2R
h

� 0 ð21Þ

qR � 0; pE � 0; h � 0 ð22Þ

3 Optimal Solution

The optimal contract is designed to maximize transmission efficiency of the source
node to the destination node utility. We first realize that the following necessary
conditions can be derived from the IR constraints.

Lemma 1. In an optimal contract, the EAP obtains zero payoff by accepting the
corresponding contract item, the optimal prices are given by

p�E ¼ q2R
h

ð23Þ

Proof. Since the optimization objective function is an increasing function of qR and a
decreasing function of pE. When they are equal, it can be achieved maximum utility of
transmission efficiency of the source node to the destination node. So we completed the
proof.

We substitute pE with p�E and get

P2 : max UD p�E; qR
� �� � ð24Þ

s:t qR � 0; pE � 0; h � 0 ð25Þ

Then put (18) and (23) into this formula, we get

UDðpE; qRÞ ¼ 1
2
log2 1þ aqR

bþ cqR

� �
� q2R

h
ð26Þ

Take the first derivation of UD with regard to qR, then, the optimal solution can be
obtained when the first derivation of UD equals to zero. Thus, we can obtain:
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1
2

½aðbþ cqRÞ�aqRc
ðbþ cqRÞ2 �

ð1þ aqR
bþ cqR

Þ ln 2�
2qR
h

¼ 0 ð27Þ

qR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2b2 ln2 2þ 2a2bch ln 2þ 2abc2h ln 2

p
� ab ln 2� 2bc ln 2

2ðac ln 2þ c2 ln 2Þ ð28Þ

p�E ¼ q2R
h

ð29Þ

So we can get the optimal solution from the above.

4 Simulation Results

In this section, we draw the graph of the maximum utility function based on the optimal
solution found above. Without loss of generality, we assume that the noise for all the
links is white Gaussian noise. Considering a cooperative system which is composed
one source node, one relay node and destination node and one EAP that provides
energy. So, we set a few different parameters and compare them and see how the graph
changes from the simulation. We can draw some conclusions through the simulation
chart.

Figure 2 shows the distance from the relay node to the destination node influences
the value of the utility function. We can observe that the further the distance from the
relay node to the destination node, the smaller the value of the transmission utility will
be. It is because of the distance increasing, the channel quality will become worse. In
the upper right corner of the figure, g stands for the energy harvesting efficiency. We
can also see from the figure that the higher the energy harvesting efficiency, the more
energy the relay node receives, therefore, the larger the value of the transmission utility
function.

Figure 3 shows the relationship between the value of the utility function and the
energy cost coefficient. As the energy cost coefficient gradually increases, the value of
the utility function rises first to reach a peak and then begins to decline. Because of the
contract theory that they have reached, EAP with the exchange of energy to get the
benefits, when reaching a certain value, the utility function will be the best. After this
point, the value of the utility function will begin to decrease as the energy cost coef-
ficient decreases. Due to the higher the energy cost coefficient, the greater the payoff
will be given by destination node. And it can also be observed that as the noise variance
gradually increase, the value of the utility function decreases gradually, because the
channel gain is getting worse.

From the Fig. 4, we can observe that accompanied by pSR gradual increase, UD first
rises quickly then slowly, finally tends to be stable. We can observe that transmit power
also affects the value of the utility function. From the figure, we can also see that if the
energy cost coefficient becomes larger, the value of the utility function will also
decrease. This is also because with the energy cost coefficient increases, EAP revenue
will increase, lead to transmission utility will also be reduced.
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Fig. 2. The relationship between the distance from R to D and the utility function value

Fig. 3. The relationship between the energy cost coefficient and the utility function value
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5 Conclusion

In this paper, we proposed a contract theory based on Wireless Energy Harvesting in
order to maximize the transfer efficiency of source node. We also use the IR constraint
to simplify the target formula. Finally, we use the convex optimization algorithm to
obtain the optimal solution. In the model, we use contract theory to hire surrounding
EAPs to provide energy to help forward information. For convenience, we suppose
only one EAP participate in the contract theory to provide energy. The final simulation
shows that there are still many factors that affect transfer efficiency.
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Abstract. Considering the shortcomings of large storage space requirements
and high complexity in multiple-symbol differential detection algorithm in
current Multiple Input Multiple Output (MIMO) system, this paper proposes a
probabilistic sorting memory constrained tree search algorithm (PSMCTS) by
using performance advantage of sorting algorithm and storage advantage of
memory constrained tree search (MCTS). Based on PSMCTS, a pruning
PSMCTS named PPSMCTS is put forward. Simulation results show that the
performance of PSMCTS is approach to that of ML algorithm under fixed
memory situations, while the computational complexity is lower than that of
MCTS algorithm in small storage capacity conditions under low signal noise
ratio (SNR) region. PPSMCTS has more prominent advantages on reduction of
computational complexity than PSMCTS algorithm. Theoretical analysis and
simulation demonstrate that the two proposed algorithms can effectively inherit
the good feature of MCTS algorithm, which are suitable for hardware
implementation.

Keywords: MIMO � Probabilistic sorting � Memory constrained tree search
Pruning algorithm

1 Introduction

Recent years, the combination of Multiple Input Multiple Output (MIMO) technology
and Orthogonal Frequency Division Multiplexing (OFDM) technology expands the
application of MIMO system greatly, makes the system works more efficiently in
frequency selective fading environment. However, under severe channel states, for
example high-speed mobile condition, it is very difficult for the receiver to obtain the
channel state information. Therefore, differential encoded signaling combined with
low-complexity differential detection at the receiver becomes an attractive design
alternative. But 3 dB performance loss would be paid compared with traditional cor-
relation detection [1]. Then multiple-symbol differential detection (MSDD) which
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using N + 1 received symbols to detect N symbols (N is regarded as observation
window length or block length) is proposed as an effective solution to this problem.
The increasing length of observation window can effectively shorten the performance
gap of 3 dB [2].

At present, most multiple-symbol differential detection algorithms are based on
tree-searching principle [1, 3]. Maximum likelihood (ML) detection [2] is the most
representative algorithm of best performance. But the exhaustive search strategy makes
its complexity increase in an exponential relationship with the block length and the
number of antenna, which leads to a computationally intractable problem. Therefore,
some detection algorithms with lower complexity were proposed [4–9]. Around these
algorithms, there are three kinds of search strategies in general: depth-first [4, 5],
breadth-first, and metric-first. Sphere detection (SD) is a typical depth-first searching
detection algorithm. Due to its continuous backtracking, this algorithm has different
throughput when in different channel environment, which does not lend itself to par-
allel and pipeline processing. Breadth-first search strategy [6, 10, 11], such as K-BEST
algorithm, has high throughput and stable complexity, which is suitable for pipeline
processing, but the K value constraint brings loss in performance. Stack algorithm [7]
mainly based on metric-first strategy, as named as Dijkstra algorithm [8, 9], it always
extends the node with the minimum metric value in measure list, so it has least visited
node number among the three search strategies.

However, the hardware implementation of these algorithms usually has high
computational complexity and requires large storage capacity. But in practice, the
storage space is confining, which limits the algorithm performance. MCTS (Memory
Constrained Tree Search) proposed in paper [12] gave a solution to this problem. It can
approximate the performance of ML algorithm under any storage space situation. When
the storage space is set as minimum value or maximum value, the performance of the
MCTS algorithm approaches to that of the SD algorithm and stack algorithm respec-
tively. Moreover, the average computational complexity reduces with the increasing of
storage space. It possesses a good compromise between memory requirement and
computational complexity. But, the complexity is still high when in small memory
space because of approximating SD strategy.

DSPS (Dijkstra Search with Probabilistic Sorting) algorithm is a new tree search
algorithm proposed by Chang [13, 14]. Compared with the Dijkstra algorithm of full
search, DSPS greatly reduces the number of visited nodes and effectively enhances the
bit error ratio (BER) performance by using mathematical statistical probability on the
nodes. It has high research value in respect of saving storage space and reducing
complexity.

In this context, we focus on using efficient methods to improve MCTS algorithm,
which aiming to reduce the computational complexity of MSDD MIMO system,
especially under memory constrained situation. We make the following contributions:

1. We propose a new memory constrained search algorithm - PSMCTS (probabilistic
sorting memory constrained tree search), in which the DSPS merges into the MCTS
algorithm to reduce the access node number and improve the decision accuracy of
the MCTS algorithm.
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2. To enhance the PSMCTS’s advantage of low complexity under small memory size,
a pruning algorithm is applied into PSMCTS. The improved scheme is called
PPSMCTS. The key work here is how to decide the pruning threshold and use it to
prune the searching tree layer by layer.

The rest of the paper is organized as follows. Section 2 presents the system model
and signal construction. Section 3 introduces the PSMCTS algorithm applied in our
MSDD MIMO system. In Sect. 4, PPMCTS algorithm is proposed. Section 5 provides
system complexity and performance analysis, and Sect. 6 concludes the paper.

2 System Model

We consider a MIMO-OFDM system with NR receive and NT transmit antennas and
communicating over a quasi-static, frequency-flat fading channel. The system diagram
is shown in Fig. 1, in which the MSDD block is the focus of our research.

In Fig. 1, the space-time block coding (STBC) module is constructed on Alam-
outi’s transmit diversity scheme when NT ¼ 2. Other scheme can also be used,

depending on the number of antennas. Define information matrix St ¼ s1;t s2;t
�s�2;t �s�1;t

� �
,

where S1;t and S2;t belongs to a L-PSK modulation constellation collection V and

V ¼ fej2pðm�1Þ=Ljm ¼ 1; 2 � � � ; Lg ð1Þ

Fig. 1. Block diagram of MIMO system
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St satisfies StSHt ¼ I2; ð�Þ� means conjugate. For differential coding, setting reference

matrix C0 ¼ 1=
ffiffiffi
2

p
1=

ffiffiffi
2

p
�1=

ffiffiffi
2

p
1=

ffiffiffi
2

p
� �

, the coding rule is

Ct ¼ StCt�1 ð2Þ

where Ct denotes differential coding matrix. After differential coding, the data is
transmitted through the space-time matrix using different multipath channel model.
Now the receive signal at t time is

Rt ¼ CtHt ¼ Wt ð3Þ

where Rt ¼ r1;t
r2;t

� �
;Ct ¼ c1;t c2;t

�c�2;t �c�1;t

� �
;Ht ¼ h1;1

h2;1

� �
is channel matrix, in which

each element hi;1 i ¼ 1; 2ð Þ follows Gauss distribution with 0 mean and variance

r2H ;Wt ¼ w1;t

w2;t

� �
is a noise matrix, in which each element follows Gauss distribution

with mean 0 and variance r2W .
Assuming the window length of multiple-symbol differential detection (MSDD) is

N + 1, namely the receiver continuously receives N + 1 symbols to detect N symbols.
The ML decision criterion is based on the following formula (proof see Appendix A)

V̂ML ¼ argmin
Vtþ 1;...;VtþN

XN
i¼1

XNþ 1

l¼iþ 1

jjR½lþ t � 1� � ð
Ylþ t�1

m¼iþ t

V ½m�Þ � R½iþ t � 1�jj2F ð4Þ

where t denotes the start time of detection.

3 PSMCTS Algorithm

In MCTS algorithm, (4) is used as metric decision, and the visiting node selection is
restricted to the storage space and the metric value. It visits the node with minimum
metric value per time. This feature can reduce the requirement of storage space. But in
small storage space condition, MCTS tends to use a depth-first search strategy, like
sphere detection (SD) algorithm, which still needs to backtrack to visit a large number
of nodes and the computational complexity is still large.

To optimize formula (4), we use the cumulative distribution function of [10] as the
decision metric

F̂ ¼ argminFðD; kÞ ¼ argmin
cðk=2;D=r2Þ

Cðk=2Þ ð5Þ

where D ¼ PN
i¼1

PNþ 1

l¼iþ 1
jjR½lþ t � 1� � ð Qlþ t�1

m¼iþ t
V ½m�Þ � R½iþ t � 1�jj has k-dimensional

chi-square distribution (proof see Appendix B).
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Based on MCTS and (5), combined with Dijkstra algorithm characteristic, we
propose a probabilistic sorting memory constrained tree search algorithm (PSMCTS),
its search procedure is as follows:

1. According to the system requirements, modulation constellation size is L. Initialize
the available storage space number with M;M� N � 1ð Þ L� 1ð Þþ 1. Initialize
multiple window length with N, and send the receiving signals with block size
N + 1 into PSMCTS decoder.

2. Set tree level K ¼ N, which represents the search starts from the tree root. If K 6¼ 2,
expend the root node to L child nodes, save them into memory storage and delete
the root node. Do search process of MCTS algorithm according to (5).
(a) Start from K ¼ N, namely from V tþN½ �. According to PSMCTS, expand L

child nodes, save them into memory storage and delete the node itself. Choose
the best node from storage which satisfies (5), then expand it to next level.
Save L expanding nodes into storage and delete the chosen best node.

(b) Expand the best node from upper level, and save L child nodes into memory
storage. In condition of low storage space, due to the stored branch node
number is small, choose the best branch node to expand directly. If K ¼ 1,
output the node with minimum value directly. If storage space is enough, retain
multiple branch nodes. Expand the best node and add L child nodes into
memory storage. Do stack algorithm in the storage. Repeat the above steps until
the best leaf node is found.

(c) Repeat the above steps until the bottom of the tree is reached. Then output the
best path.

3. If K ¼ 2, find the best leaf node, and output the best path.

Fig. 2. Tree search analysis of PSMCTS
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The search demos of PSMCTS and MCTS are shown as Figs. 2 and 3, respectively.
In the figures, 〇 denotes the branch nodes which are not visited. denotes the visited
nodes. denotes the best path node. Figure 2 shows tree search analysis of PSMCTS.
In this figure, numerical value is probabilistic metric value, which in parenthesis is
traditional metric value. After the iterative computation runs to the step when N3 is
selected, the node list contains four nodes N2, N4, N5, N6, which ordered as N2, N6,
N4, N5 by traditional metric, and N2 will be selected as the best node to iterative
computation for next round. But the four nodes will be ordered as N6, N4, N5, N2 by
probabilistic metric, N6 will be chosen directly as the best node for next round iterative
computation. Figure 3 is the chart of tree search analysis for MCTS. In this figure,
numerical value is traditional metric value. It is intuitively show that the PSMCTS
algorithm has the advantage of less visited nodes as compare to MCTS. In addition, in
order to express the search process advantage more intuitively, Tables 1 and 2 show the
specific search storage state of PSMCTS and MCTS respectively, where the bold
number denotes visited node chosen for expanding.

The two tables below show the use of storage of the two algorithms respectively.
In PSMCTS, the storage space of each layer only needs to retain 3 branch nodes, while
MCTS needs to retain 4 nodes at least. This reveals the PSMCTS algorithm has
advantage in reducing storage space requirement, and this advantage will increase
along with the number of constellation points. The tables also show the advantages of
simplified steps in PSMCTS algorithm. Because it can accurately represent node
metrics, the storage space is reduced, the number of visited nodes is reduced and the
tree search process is accelerated, which makes the algorithm more effective and fast.

Fig. 3. Tree search analysis of MCTS
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4 PPSMCTS

As introduced in Sect. 3, the PSMCTS algorithm can adjust its search strategy
dynamically according to the memory size. When the pre-specified memory size is very
small, the computational complexity cannot but become large. As the pre-specified
memory size increases, the average of the computational complexity will decrease. The
key point is to find the best trade-off between memory requirement and computational
complexity. Aiming at reducing the computational complexity further on the constraint
of small memory, this part puts forward a pruning PSMCTS algorithm called
PPSMCTS.

The PPSMCTS algorithm is proposed based on the PSMCTS algorithm. The dif-
ference is that, in PPSMCTS, we set a pre-specified pruning threshold and use it to
prune the searching tree layer by layer, only those nodes whose metric are smaller than
the pruning threshold are retained. The pruning process can reduce the total number of
visited nodes throughout detecting and it is especially effective in low SNR region with
small memory constraint. When SNR is high, the number of visited nodes can reach to
only N nodes.

The pruning threshold is a key fact. If the value is too large, the memory will
contain lots of useless nodes and will not be able to reduce the complexity. And if the
value is too small, the probability of removing the maximum likelihood solution will be
increased. It will affect the performance of detection.

Table 1. PSMCTS search state

Visited node Memory nodes metric (level) Visited level

(1) 0.86(4), 1.19(4) 4
(2) 1.01(3), 1.21(3), 1.19(4) 3
(3) 1.33(2), 0.57(2), 1.21(3) 2
(4) 0.24(1), 0.33(1) 2
(5) 0.24(1) 1

Table 2. MCTS search state

Visited node Memory nodes metric (level) Visited level

(1) 0.91(4), 1.05(4) 4
(2) 1.01(3), 1.03(3), 1.05(4) 3
(3) 1.03(3), 1.63(2), 2.21(2), 1.05(4) 2
(4) 1.06(2), 1.52(2), 2.21(2), 1.63(2) 3
(5) 0.31(1), 0.71(1), 1.52(2) 2
(6) 0.31(1) 1

Probabilistic Sorting Memory Constrained Tree Search Algorithm for MIMO System 417



In PPSMCTS algorithm, from formula (A.3 in Appendix A), the metric (i.e.,
weight) of the node S nð Þ atn 1� n�Nð Þ level of weighted L-ray tree is

dn ¼
XNR

nR

RH
nRðnÞK�1

n RnRðnÞ ð6Þ

where Kn ¼ SðnÞðCR;n 	 INT ÞSHðnÞ. For the root node, d0 ¼ 0. Thn denotes the cor-
responding pruning threshold of the n-level. The retained probability of node SðnÞ after
pruning operation is taken as Pr dn � Thnf g ¼ 1� e. In order to ensure the BER per-
formance, the pre-specified probability can be set as P0 ¼ 1� e. Then the pruning
threshold Thn should satisfy

Pr dn ¼
XNR

nR

RH
nRðnÞK�1

n RnRðnÞ� Thn

( )
¼ P0 ¼ 1� e ð7Þ

where RnRðnÞ meets CN 0;Knð Þ distribution, and its quadratic form 2RH
nRðnÞK�1

n RnRðnÞ
meets v22ðnþ 1ÞNT

distribution of 2ðnþ 1ÞNT degree of freedom. Owing to the statistical

independence of RnRðnÞ; nR ¼ 1; 2; . . .;NR; 2dn ¼ 2
PNR

nR
RH
nRðnÞK�1

n RnRðnÞ meets

v22ðnþ 1ÞNTNR
distribution of 2ðnþ 1ÞNTNR degree of freedom. Substitute these data into

(7), we get

Thn ¼
v22ðnþ 1ÞNTNR

ðP0Þ
� ��1

2
ð8Þ

Here, the superscript ‘−1’ represents the inverse of Chi square distribution. (9) is
then obtained according to the Chi square distribution of 2ðnþ 1ÞNTNR degree of
freedom.

Za

0

1
2ðnþ 1ÞNTNRC nþ 1ð ÞNTNRð Þx

ðnþ 1ÞNTNR�1e�
x
2dx ¼ P0 ¼ 1� e ð9Þ

Here, e is very small, such as 0.1, 0.01, etc. a can be obtained from (9), which is

equivalent to v22ðnþ 1ÞNTNR
P0ð Þ

� ��1
. In order to find ML solution, all children of the

root node will remain without being pruned. We adopt the pruning threshold which is
expressed as

Thn ¼ n
2
a; n ¼ 1; 2. . .;N ð10Þ

Where a can be obtained from (9), and n is an empirical value related to the tree
level which is set to increase the threshold value [16].
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5 Complexity and Performance Analysis

In order to verify the effectiveness of PSMCTS, we analyze the complexity and the bit
error ratio (BER) performance in this section, where the noise is a Gaussian white noise
with a mean 0 and a variance of 1, the channel is quasi-static frequency flat fading
channel and it remains constant within an observation window.

5.1 Complexity Analysis

In MCTS algorithm, M must has a minimum bound to ensure the MCTS algorithm can
be achieved. According to the proof about M minimum bound in [12], set M value as
N � 1ð Þ L� 1ð Þþ 1 in multi-symbol differential system, where L is the number of
constellation. Here, window length N ¼ 4, with QPSK modulation L ¼ 4, and
M� N � 1ð Þ L� 1ð Þþ 1. For ML algorithm, the visited node number is L0 þ . . .

þ LN�1 ¼ LN � 1ð Þ= L� 1ð Þ. The visited node number of MCTS and PSMCTS are
shown in Figs. 4 and 5 respectively.

In Fig. 4, all kinds of comparisons are discussed in the condition that the window
length is 4. The horizontal and vertical coordinates denotes signal-to-noise ratio and
visited nodes number respectively. The result shows that under the same window
length and storage space, for the same kind of modulation, PSMCTS shows more
advantages compared with MCTS, especially in low SNR, which is conductive to a
lower average complexity. Furthermore, based on pruning algorithm, PPSMCTS has
the lowest calculate complexity among the four mentioned algorithms.
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Fig. 4. Complexity analysis comparison chart
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5.2 Performance Analysis

This part mainly conducts performance simulation and analysis on algorithms in the
test environment. In Alamouti STBC system, the binary bits is modulated to signal set
S = exp 2pj i� 1ð Þ=M½ �f g after MPSK mapping, where i ¼ 1; . . .;M. After differential
coding and 2 � 2 matrix transformation, each group symbol denotes as St, and 2 pair

symbols s1;t � s2;t
� �

and �s�2;t; s
�
1;t

h i
are sent through two different antennas. Assuming

the MPSK signal amplitude is A, single antenna transmit power P ¼ A2. Total transmit
power is PT ¼ A2. If Rayleigh channel h1 and h2 keep unchanged in the two symbol
times, the received signals are:

r1 ¼ h1s1 þ h2s2 þ n1
r2 ¼ �h1s

�
2 þ h2s

�
1 þ n2

ð11Þ

where n1; n2 is AWGN channel with zero mean, and r1; r2 is received signals at two
time slots.

s01 ¼ h�1r1 þ h2r�2 ¼ as1 þ h�1n1 þ h2n�2 ð12Þ

s02 ¼ h�2r1 � h1r
�
2 ¼ as2 þ h�2n1 � h1n

�
2 ð13Þ

where a ¼ h1j j2 þ h2j j2. Refer to MPSK theoretical bit error rate formula in Ref. [17],
we have

0 2 4 6 8 10 12 14 16 18
10

-4

10
-3

10
-2

10
-1

10
0

SNR/dB

B
it 

E
rr

or
 R

at
e

N=4 ML

N=4 MCTS

N=4 PSMCTS
N=4 PPSMCTS

N=4 Theory

Fig. 5. Performance analysis diagram
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SER ¼ M � 1
M

�
2a 2a2 þ 3ð Þ tan�1

ffiffiffiffiffiffiffiffiffiffiffi
�cs�2a2

2a2 þ 2

q	 

4p a2 þ 1ð Þ3=2

þ
a sin 2 tan�1

ffiffiffiffiffiffiffiffiffiffiffi
�cs�2a2

2a2 þ 2

q	 
	 

4p a2 þ 1ð Þ3=2

þ a 2a2 þ 3ð Þ
4 a2 þ 1ð Þ3=2

0
BB@

1
CCA

ð14Þ

where a ¼ ffiffiffiffiffiffiffiffiffi
�cs=2

p
sin p=Mð Þ;�cs ¼ 2A2=N0 is average SNR.

The simulation results are shown in Fig. 5. Using theoretical BER for comparison,
ML algorithm which has best performance is most close to theoretical BER. Under the
same storage space, both PSMCTS and PPSMCTS have certain performance
improvement compared with MCTS and are more approximate to ML, this is due to the
use of probabilistic sorting algorithm effectively.

6 Summary

Considering the large computational complexity problem under the condition of the
hardware storage space constraints and the small storage space, this paper proposed
PSMCTS algorithm, which effectively provides better performance by using the
advantage of DSPS algorithm and MCTS algorithm. Overall, PSMCTS algorithm not
only has low storage space demand and easy hardware implementation, but also
reduces the computational complexity in the low SNR region, which reduces the
average system complexity. With using pruning algorithm, PPSMCTS has more
obvious advantage in reducing complexity. At the same time, the detection perfor-
mance of the two algorithms this paper proposed approach ML algorithm. Therefore,
PSMCTS and PPSMCTS both are good detection algorithms.
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Appendix A

On the basis of the signal model given in Sect. 2, we define an additional 2ðNþ 1Þ �
2ðNþ 1Þ information matrix as S ¼ diag Sk; Sk�1; . . .; Sk�Nf g. Within one observation
window, the received matrix R conditioned on the message matrix S has a multivariate
Gaussian conditional Probability Density Function (PDF)
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pðRjSÞ ¼ 1
p4ðNþ 1Þ detK

expf�trðRHK�1RÞg ðA:1Þ

where K ¼ SðCR 	 INT ÞSH . Here, CR ¼ r2nINþ 1 þCh is the covariance matrix of R
[18], 	 denotes the Kronecker product of two matrices or vectors and Ch denotes the
autocorrelation matrix of the channel which can be expressed as

Ch ¼
Chð0Þ � � � ChðNÞ

..

. . .
. ..

.

Chð�NÞ � � � Chð0Þ

2
64

3
75:

Thus, the ML decision metric within the observation window can be written as

SML ¼ argmin trðRHK�1RÞþ ln detðKÞ� � ðA:2Þ

Considering that detðKÞ can be ignored because it is independence with the
transmitted information, (A.2) becomes

SML ¼ argmin trðRHK�1RÞ� � ðA:3Þ

Using the results of the literature [19], (A.3) can be simplified to (A.4).

V̂ML ¼ argmin
Vtþ 1;...;VtþN

XN
i¼1

XNþ 1

l¼iþ 1

�~ci;ljjR½iþ t � 1�ð
Ylþ t�1

m¼iþ t

V ½m�ÞH � R½lþ t � 1�jj2F

¼ argmin
Vtþ 1;...;VtþN

XN
i¼1

XNþ 1

l¼iþ 1

jjR½lþ t � 1� � ~ci;lð
Ylþ t�1

m¼iþ t

V ½m�Þ � R½iþ t � 1�jj2F
ðA:4Þ

In formula (A.4), ci;l is the entity element of K [15]. Normalize ci;l as follows,
cm ¼ maxjck;kþ 1j; k ¼ 1; . . .;N or cm ¼ c N=2b c; N=2b cþ 1, ~ci;l ¼ ci;l


cm, where �b c denotes

the floor operation, j 
 j denotes the absolute value. When the channel condition
remains within an observation window, ChðnÞ ¼ 1. Therefore
~ci;l ¼ 1 i ¼ 1; 2; . . .;N; l ¼ 2; . . .;Nþ 1 and i 6¼ lð Þ. So (A.4) can be simplified to (A.5).

V̂ML ¼ argmin
Vtþ 1;...;VtþN

XN
i¼1

XNþ 1

l¼iþ 1

jjR½lþ t � 1� � ð
Ylþ t�1

m¼iþ t

V ½m�Þ � R½iþ t � 1�jj2F ðA:5Þ

When N = 1, (A.5) can be simplified to (A.6)

V̂ ¼ argmin
Vtþ 1;...;VtþN

jjR½tþ 1� � V ½tþ 1� � R½t�jj2F ðA:6Þ
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Appendix B

When observation window N = 1, from formula (A.6), we obtain

D ¼ jjR½tþ 1� � V ½tþ 1�R½t�jj2F
¼ jjC½tþ 1�H½tþ 1� þW ½tþ 1� � V ½tþ 1�ðC½k�H½t� þW ½t�Þjj2F
¼ jjC½tþ 1�H½tþ 1� þW ½tþ 1� � C½kþ 1�H½t� � V ½tþ 1�W ½t�jj2F

ðB:1Þ

Since it is assumed that the channel remains unchanged at an adjacent interval, i.e.
H½tþ 1� ¼ H½t�, so

D ¼ jjW ½tþ 1� � V ½tþ 1�W ½t�jj2F ðB:2Þ

In this paper, the W ½n�; n ¼ t; tþ 1; . . .; tþN is a matrix with NT rows and NR
columns, each element follows Gauss distribution with 0 mean and variance r2W . It can
be seen that D=2r2w is a chi-square random variable with a degree of freedom of NRNT .
Thus, from formula (A.5), it can be deduced to (B.3) and (B.4) when the length of the
observation window is N + 1 in the multi-symbol differential detection system.

D ¼ jjC½tþN�H½tþN� þW ½tþN� � V ½tþN�C½tþN � 1�H½tþN � 1� � V ½tþN�W ½tþN � 1�jj2F
þ . . .þ jjC½tþN�H½tþN� þW ½tþN� � V ½tþN � 1�V ½tþN�C½tþN � 2�H½tþN � 2�
� V ½tþN � 1�V ½tþN�W ½tþN � 2�jj2F þ . . .þ jjC½tþN�H½tþN� þW ½tþN�
� V ½tþ 1�. . .V ½tþN � 1�V ½tþN�C½t�H½t� � V ½tþ 1�. . .V ½tþN � 1�V ½tþN�W ½t�jj2F
¼ jjC½tþN�H½tþN� þW ½tþN� � C½tþN�H½tþN � 1� � V ½tþN�W ½tþN � 1�jj2F
þ . . .þ jjC½tþN�H½tþN� þW ½tþN� � C½tþN � 1�H½tþN � 2� � V ½tþN � 1�V ½tþN�W ½tþN � 2�jj2F
þ . . .þ jjC½tþN�H½tþN� þW ½tþN� � C½tþ 1�H½t� � V ½tþ 1�. . .V ½tþN � 1�V ½tþN�W ½t�jj2F
¼ jjW ½tþN� � V ½tþN�W ½tþN � 1�jj2F þ . . .þ jjW ½tþN� � V ½tþN � 1�V ½tþN�W ½tþN � 2�jj2F
þ . . .þ jjW ½tþN� � V ½tþ 1�. . .V ½tþN � 1�V ½tþN�W ½t�jj2F

ðB:3Þ

In the derivation of (B.3), the third equal sign assumes that the channel remains
constant within an observation interval, resulting in the formula (B.4)

D ¼
XN
i¼1

XNþ 1

l¼iþ 1

jjW ½lþ t � 1� � ð
Ylþ t�1

m¼iþ t

V ½m�Þ �W ½iþ t � 1�jj2F ðB:4Þ

At this point, according to the chi-square random variable degrees of freedom of the
nature of the cumulative, D=2r2w is a chi-square random variable with a degree of
freedom of NðNþ 1ÞNRNT . So, the decision metrics distributed according to the chi-
square distribution with k ¼ 2NðN þ 1ÞNRNTr2w degrees of freedom [13]. Its cumula-
tive distribution function (cdf) is given by
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FðD; kÞ ¼ cðk=2;D=r2Þ
Cðk=2Þ ðB:5Þ

where r2 is variance of W ½lþ t � 1� � ð Qlþ t�1

m¼iþ t
V ½m�Þ �W ½iþ t � 1� in formula (B.4).

According to formulas (2) and (3), and the distribution character of channel and noise,
r2 is equal to 2r2W . Both cð:Þ and Cð:Þ are Gamma functions and show as

c s; xð Þ ¼
Z x

0
ts�1e�tdt ðB:6Þ

CðxÞ ¼
Z þ1

0
tx�1e�1dt ðB:7Þ
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Abstract. We consider a Cloud Radio Access Network (C-RAN) uplink sys-
tem composed of single user, multiple remote radio heads (RRH) and baseband
unit (BBU) pool. The user encodes the messages with rateless code which are
then modulated and sent. Each RRH which covers the user quantizes the
received signals and transfers them to the BBU pool through the high rate
fronthaul link. The BBU pool applies belief propagation (BP) algorithm for joint
decompression and decoding for the user information. In order to further
improve the performance of the system, we resort to the extrinsic mutual
information transfer (EXIT) analysis to optimize the degree profile of the rate-
less code. The numerical simulation shows that the BER performance of the
proposed rateless coded scheme is close to the theoretical upper bound.

Keywords: Cloud Radio Access Network (C-RAN) � Rateless code
Extrinsic mutual information transfer (EXIT)

1 Introduction

With the rapid growth of mobile Internet, the next generation communication system
will face a huge number of users and a huge amount of data transmission [1]. Under
this situation, current Radio Access Network (RAN) has potential problems such as
low quality of wireless coverage and a large number of sites leading to high energy
consumption. For these problems, IBM and China mobile have proposed a new type of
access network architecture: Cloud Radio Access Network (C-RAN) [2]. Compared
with the traditional cellular networks, C-RAN network status and channel condition are
more complex and changeable, and each user may access through multiple remote
radio head (RRH) and interfere each other. During transmission, the RRHs via which
the user accesses may also change. These characteristics bring challenge to the
application of traditional fixed-rate channel coding (such as LDPC code, turbo code) in
C-RAN. However, with rateless code [3] (such as LT code, Raptor code), the rate
changes adaptively with the experienced channel. Moreover, the optimized rateless
code can still approach the channel capacity even when the channel information is
unknown to the transmitter [4]. In addition, the rateless code does not need to use
hybrid automatic repeat request (HARQ) mechanism in the case of decoding failure. It
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can effectively alleviate the system loss caused by ACK\NACK signal feedback which
is a severe problem in C-RAN due to the long fronthaul. Therefore, rateless code is
suitable for C-RAN architecture naturally.

When each RRH is regarded as a relay, the C-RAN network has an internal relation
with the relay systems. In [5], rateless coded transmission was considered and opti-
mized for the three-node decode-and-forward relay system and the compress-and-
forward relay system respectively. References [6–8] focused on the problem of
resource allocation for the C-RAN network. The authors in [9, 10] studied the rateless
coding in a two-way and multiple access relay network. The above works mainly focus
on the rateless network coding design for multi-point coordination. Note that in these
works, the relay has a complete set of baseband signal processing and decoding
functions. It is not the case for the C-RAN system because the RRH in C-RAN does not
have or has limited signal processing capability so that it is unable to implement
complex signal processing and decoding. Besides, rateless codes with optimized degree
profiles can also approach the channel capacity like the fixed rate channel code.
Rateless coded transmission have been studied for various communication systems
including wireless broadcast systems, relay systems and distributed antenna systems
[11, 12].

This paper proposes a rateless coded uplink transmission scheme for the single user
scenario in C-RAN. The user encodes the messages with rateless code which are then
BPSK modulated and sent. Each RRH that covers the user preprocesses the received
signal to obtain baseband signals. Then the RRH quantizes the baseband signals and
transfers them to the BBU pool through the high rate link. The BBU pool applies belief
propagation (BP) algorithm for joint decompression and decoding for the user infor-
mation. In addition, we resort to the extrinsic mutual information transfer (EXIT)
analysis to optimize the degree profile of the rateless code.

The remaining of this paper is organized as follows. In Sect. 2, we introduce the
system model. In Sect. 3, we present the C-RAN uplink rateless coded transmission
strategy. In Sect. 4, we optimize the output degree of the rateless code used at the user
to improve the system performance and gives the numerical simulation. We conclude
in Sect. 5.

2 System Model

As shown in Fig. 1, the C-RAN system consists of single user S, remote single-antenna
radio frequency unit RRHj; j ¼ 1; 2; . . .; L and BBU pool. The channel gain of the link
between user S and RRHj is defined as hj; j ¼ 1; 2; . . .; L which is randomly distributed.
The variance of Gaussian noise at each RRH is r20. The link SNR from user S to RRHj

is expressed as: cj ¼ hj
�� ��2P=r20, where P is the transmit power of the user, and for

simplicity we normalize it as P ¼ 1.
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The Firstly, the user S encodes k bit message m to obtain rateless codeword
c½i�; i ¼ 1; . . .; k. Then it do modulation and send the modulated symbol x½i�; i ¼
1; . . .;N to each RRH that covers the user. Each RRH pre-processes the received signal
to obtain the baseband signal:

yj½i� ¼ hjx½i� þ nj½i�; j ¼ 1; 2; . . .; L ð1Þ

where nj½i� is Gaussian white noise at RRHj. Next, the RRH quantizes the signal yj½i�,
and the quantized signal ŷj½i� is transmitted to the BBU pool through the high rate
fronthaul link. Then BBU performs joint decompression and demodulation on the
receives signals from all the RRHs. Finally, the joint decoder applies belief propagation
(BP) algorithm for joint decoding the user information. After successful decoding, the
ACK signal is fed back by the RRH through the downlink to inform the user to stop
sending the information.

3 Rateless Codes Uplink Transmission Scheme

3.1 Rateless Coding at User

The user encodes the information by Raptor code [3] and use LDPC code as its
precoding. The message m passes through the LDPC encoder and LT encoder. The
output of the LT encoder is derived by:

XðxÞ ¼
Xdc
d¼1

Xdx
d ð2Þ

Fig. 1. The C-RAN single user uplink transmission system.
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where Xd denotes the probability that the output node with degree d appears in the
output node, dc denotes the maximum degree of the output node. For the output node
with degree d, d bits are randomly and equally probabilistically selected from the input
node for XOR operation, and the result of the operation is taken as the corresponding
output bit value. Through the above encoding process, a steady stream of rateless codes
c is generated. Next, rateless code adopts binary phase shift keying (BPSK) modula-
tion, where bits 0 and 1 are mapped to +1 and −1 respectively. The user continuously
sends the modulated signal x until the BBU pool recovers the user information correctly
and feeds back the ACK signal.

3.2 Signal Quantization Scheme at RRH

The quantizer of RRH compresses the received signal to satisfy the forward link
capacity requirement. In order to reduce the complexity, we use a scalar quantization
compression algorithm. In addition, the quantization interval and threshold of quantizer
at RRH are fixed and do not change during the transmissoin. This will further reduce
RRH complexity. The RRH receives the signals sent by the user which are given by
(for simplicity, we omitted the time subscript):

y ¼ hxþ n ð3Þ

The expectation of y (for the probability density space of channel gain h, signal x
and noise n) is derived by:

EðyÞ ¼ Eðhxþ nÞ ¼ EðhÞ � EðxÞþEðnÞ ¼ 0 ð4Þ

The variance of y is derived as:

DðyÞ ¼ Eðy2Þ � ðEðyÞÞ2 ¼ Eðh2x2Þþ 2EðhxÞþEðn2Þ ¼ 2r2h þ r20 ð5Þ

where r2h is the variance of the channel gain coefficient. According to the 003r00 criterion
[13], it can be considered that almost all the values of y are distributed in the interval
ð�3

ffiffiffiffiffiffiffiffiffiffi
DðyÞp

; þ 3
ffiffiffiffiffiffiffiffiffiffi
DðyÞp Þ. Let the quantizer uses b-bit quantization, then the number of

quantization levels satisfies 2M ¼ 2b. We use the uniform quantization, through the
following rules:

ð6Þ

to quantify y into a quantized signal ŷ. Where D ¼ 3
ffiffiffiffiffiffiffi
DðyÞ

p
M is the quantization interval

and qk ¼ j� sgnðjÞ
2

� �
D, k ¼ �1;�2; . . .;�M is the quantized value.
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3.3 Iterative Decoding at BBU Pool

The BBU pool first performs soft decompression and demodulation on the quantized
signals sent by the RRH before iterative decoding. For the rateless code, the ith coding
bit c½i� is made of 0 or 1 equiprobably. Assuming that the quantized signal which the jth
RRH uploads to the BBU pool is ŷj½i� ¼ qk, then the corresponding Log Likelihood
Ratio (LLR) is:

LLRj½i� ¼ ln
Prðŷj½i� ¼ qkjc½i� ¼ 0Þ
Prðŷj½i� ¼ qkjc½i� ¼ 1Þ ; j ¼ 1; 2; . . .; L ð7Þ

The LLR of the i th bits when considering the compressed signals from all RRHs is
given by:

LLR½i� ¼ ln
Prðŷ1½i�; ŷ2½i�; ::; ŷL½i�jc½i� ¼ 0Þ
Prðŷ1½i�; ŷ2½i�; ::; ŷL½i�jc½i� ¼ 1Þ ¼

XL
j¼1

ln

1
2

R
Dk

1ffiffiffiffiffiffiffi
2pr20

p e
�ðx�hjÞ2

2r2
0 dx

1
2

R
Dk

1ffiffiffiffiffiffiffi
2pr20

p e
�ðxþ hjÞ2

2r2
0 dx

;

k 2 �M; . . .;Mf g ¼PL
j¼1

LLRj½i� ð8Þ

where Dk is the quantization interval corresponding to the quantization level qk , r20 is
the Gaussian noise variance at each RRH, and hj is the link channel gain.

Next, the BBU performs iterative decoding using the LLRs given in (8). Using BP
decoding algorithm [14] based on Factor diagram, the decoding process is divided into
two steps. The first step, as shown in Fig. 2, is to perform decoding iterations over the
entire graph. The message updates sequence between input nodes and output nodes are:
from the input node to the LDPC check node, then the LDPC check node returns the
input node, then from the input node to the output node, and finally returns the input
node. In details, the message passing process is as follows (in the lth iteration): The
message sent from input node i to LDPC check node c is:

mðlÞ
ic ¼

X
o

mðl�1Þ
oi ð9Þ

where mðl�1Þ
oi is the input node i connected to the output node o in the previous round of

transmission to the input node message. LDPC check node c back to the input node
messages is:

tanh
mðlÞ

ci

2

 !
¼
Y
i0 6¼i

tanh
mðlÞ

i0c

2

 !
ð10Þ

where i0c is the input node connected to the LDPC check node c (except i). Then, the
message from input node i to output node o is:
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mðlÞ
io ¼

X
o0 6¼o

mðl�1Þ
o0i þ

X
c

mðlÞ
ci ð11Þ

where mðl�1Þ
o0i is the message that the output node (except o) connected to input node i

transmitted to the input node in the previous round, mðlÞ
ci is the message transmitted

from LDPC check node c to input node i. Finally, the message which the output node o
return back to the input node i can be expressed as:

tanh
mðlÞ

oi

2

 !
¼ tanh

Zo
2

� �Y
i0 6¼i

tanh
mðlÞ

i0o

2

 !
ð12Þ

where mðlÞ
oi is the message transmitted by the output node o to the input node i in the

iteration l, mðlÞ
i0o is the message sent by input node i to output node o in iteration l, Zo is

the channel LLR calculated by Eq. (7) based on the quantized value of the corre-
sponding bit at the output node. After each round of iteration, the LLR of the input
node is updated as:

mðlÞ
i ¼

X
o

mðlÞ
oi ð13Þ

When the mean value of the input node LLR (or equivalently, the corresponding
amount of external information) exceeds a certain threshold, the second step of joint
coding is performed.

Fig. 2. The Raptor code decoding Factor graph.
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3.4 Degree Profile Optimization

To further improve the performance of the rateless coded scheme, the degree profile in
Eq. (2) deployed at the user is optimized. We resort to extrinsic information transfer
(EXIT) analysis to do the optimization. Explicitly, we maximize the achievable rate
under the constraint that the average extrinsic information transferred from the input
nodes to the output nodes increases for each iteration until it reaches a threshold during
the decoding. The detailed degree profile optimization procedure is not given here due
to the limited space, for which the readers can refer to [9].

4 Numerical Simulation

4.1 Theoretically Achievable Rates

We use the case that the RRH does not quantify the signal, and directly transmitting the
baseband signal (3) to the BBU pool as theoretical upper bound. It is easy to prove that
when the quantization interval of RRH tends to 0 and the quantization threshold tends
to be infinite, the LLR combination (8) of the BBU pool is equivalent to the maximum
ratio combination. Therefore, the BBU pool receives the SNR as:

cMRC ¼
PðPL

j¼1
hj
�� ��2=r20Þ2

E
PL
j¼1

ðh�j =r20Þnj
�����

�����
2

2
4

3
5

¼
PðPL

j¼1
hj
�� ��2=r20Þ2

PL
j¼1

hj
�� ��2=r20

¼
XL
j¼1

cj ð14Þ

When the RRH is not quantized, the theoretical channel capacity of C-RAN single-
user uplink system is C. Due to BPSK modulation, the theoretical capacity of binary
input symmetric Gaussian channel with a SNR of cMRC [15] can be derived as follows:

CðcMRCÞ ¼ 1� 1
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pcMRC

p
Z 1

�1
log2ð1þ e�xÞ � e�

ðx�2cMRC Þ2
8cMRC dx ð15Þ

which is the theoretical upper bound of the studied C-RAN system.

4.2 BER Performance of the System

We consider a scenario with single user and two RRHs. The user uses the LDPC code
with a rate of 0.95 and a length of 10000 as a pre-coding of the rateless code. The
correct decoding threshold of LDPC code is xthu ¼ 0:9818. Let the noise variance at
each RRH be r20 ¼ 1:42. The channel fading coefficients of the users S to RRH1 and
RRH2 are respectively h1 ¼ 0:7 and h2 ¼ 1:1. The decoding overhead is defined as:

overhead ¼ C � N
k

� 1 ð16Þ
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where C is the theoretical channel capacity of the uplink system given by Eq. (15), N is
the actual transmitted code length when decoding is successful, and k is the user
original information length. According to the EXIT analysis in article [9], we optimize
the user’s rateless code degree profile XðxÞ in Gaussian channels. The optimized degree
profile XoptðxÞ is given in the following:

X1 ¼ 0:004715;X2 ¼ 0:436706;X3 ¼ 0:272642;X6 ¼ 0:127585;X7 ¼ 0:085293;

X19 ¼ 0:055493;X20 ¼ 0:011292;X60 ¼ 0:006274;

As a benchmark, we use the optimized degree profile for BEC given in [15]. Under
different overhead, we compare the system BER achieved by degree profile XBECðxÞ
and degree profile XoptðxÞ respectively. Simulation results are shown in Fig. 3. It can be
seen from that when the RRH applies 4-bit quantization, the degree profile XoptðxÞ is
about 5% better than the degree profile XBECðxÞ. With 8-bit quantization, the degree
profile XoptðxÞ is about 3% better than the degree profile XBECðxÞ and about 4% better
than the degree profile XoptðxÞ with 4-bit quantization. When the RRH is quantized
with 10-bits, the performance of the degree profile XoptðxÞ tends to be the same as when
using the 8-bit quantization, and the overhead is only about 11% more than the the-
oretical limit under the assumption of no signal compression at the RRH.

Fig. 3. System BER with different output degree profiles.
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5 Conclusion

This paper mainly studies the transmission scheme based on rateless code in single-user
uplink access scenario in C-RAN. A scalar quantization algorithm with lower com-
plexity at RRH and a joint decompression, demodulation and decoding algorithm at
BBU pool are designed. In order to further improve the performance, we optimized the
degree profile based on the EXIT analysis for the rateless code. The simulation results
show that the optimized is better than the BEC degree profile in bit error rate and its
performance is close to the theoretical limit.
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Abstract. In this paper, we consider the downlink in cloud radio access net-
works (C-RAN). In the network, multiple users are served by a cluster of remote
radio heads (RRHs), which are connected to the building baseband units
(BBU) pool through the fronthaul links with limited capacity. We propose a
rateless coded transmission scheme which the rateless coding, precoding, signal
compression are jointly designed for the C-RAN downlink. In order to approach
the theoretical limit, we further optimize the degree profiles of rateless code
based on extrinsic information transfer (EXIT) function analysis.

Keywords: Cloud radio access networks � Rateless code
Degree profile optimization

1 Introduction

Nowadays mobile networks are becoming smaller while introducing the problems of
inter-cell interference and cell association [1]. C-RAN is a new type mobile network
architecture which has the potential to solve the above challenges [2]. In C-RAN, the
baseband processing units are migrated from the base stations to the BBU Pool where
the signals from/to multiple cells are jointly processed. Moreover, the C-RAN is able to
adapt to non-uniform traffic and make a rational use of resources [3]. However, one of
the main impairments to the implementation of C-RAN is given by the capacity lim-
itations of the fronthaul links [4].

In this work, we consider the multi-user downlink scenario in C-RAN. The BBU
pool performs multi-antenna precoding on the messages intended for the users which
are then compressed and delivered to each RRH via capacity-limited fronthaul links.
The C-RAN downlink has been widely studied, e.g., [5–10]. Authors in [5] investi-
gated the criterion for the optimization of the precoding matrix which assume the
knowledge of global channel states information (CSI). The authors in [6, 7] studied the
compression scheme with the aim at lowering the effect of the compression noise which
exploits the correlations of signals for RRHs. References [8–10] focused on the
problem of resource allocation for the C-RAN network.

As for the coded transmission in the downlink of C-RAN, the design and practical
implementations with fixed-rate channel codes can be found in [11]. Note that in
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C-RAN, the fronthaul links with considerable lengths will cause additional signaling
delay, which imposes stringent requirements on the decoding time at the BBU pool and
users to insure hybrid automatic repeat request (HARQ) work properly [12]. Besides,
rateless codes with optimized degree profiles can also approach the channel capacity
like the fixed rate channel code [13]. Rateless coded transmission have been studied for
various communication systems including relay systems and distributed antenna sys-
tems [14–16].

We consider the multi-user downlink of C-RAN network in which the RRHs and
users are all equipped with single antenna and each RRH has an individual peak
transmit power constraint. Explicitly, we deploys zero-forcing precoding at the BBU
pool and a scalar quantizer based on automatic gain control (AGC) is used in this work.
To further approach the theoretical limit, we optimize the degree profiles for the rateless
code applied at the BBU based on the extrinsic information transfer (EXIT) function
[17]. The optimization problem is non-convex, and we provide an approximation
approach which the problem can be transformed to a tractable integer linear pro-
gramming (ILP) problem. Simulations show that the proposed strategy with the opti-
mized profile achieves a lower bit error rate (BER) as well as a higher throughput.

The remainder of this paper is organized as follows. In Sect. 2, we introduce the
system model. The rateless downlink transmission strategy is described in Sect. 3.
Section 4 gives the optimization method for degree profile. Simulation results are
presented in Sect. 5 and Sect. 6 concludes the paper.

2 System Model

The downlink of C-RAN is illustrated in Fig. 1. We assume there are M RRHs and K
users in the network. Each fronthaul links is restricted by an individual rate.

Fig. 1. System model of C-RAN downlink
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The BBU pool first encodes the message Mk intended for kth user using rateless
code, which is then BPSK modulated. Figure 2 shows the operations in the BBU pool.

We use the zero-forcing precoding method, where the precoding matrix

w ¼ GHH HHH
� ��1

, H ¼ H1;H2; . . .;HK½ �T represents the channel matrix, where Hk is
the channel parameters of kth user. The signals after precoding are

~x ¼ wS ð1Þ

where G is the diagonal AGC gain matrix and S is the modulated signals. We assume
qm is the quantization noise received by mth RRH, therefore the message sent by the
mth RRH

xm ¼ ~xm þ qm ð2Þ

Specially, we assume that all RRHs have got information about G. Before the data
streams sent out, x ¼ x1; . . .; xM½ � needs to be multiplied by G�1 to recover the pre-
coded signals. Assuming flat-fading channels, the received signal at the users can be
written as

Y ¼ HG�1xþ z ð3Þ

The noise at each user is assumed to be white Gaussian with a variance of r2.
According to the ZF precoding principle, Eq. (3) also can be written as

Y ¼ SþHG�1qþ z ð4Þ

where HG�1q ¼ Q1; . . .;QK½ �T represents the quantization noise, and the signal power
can be written as

E ykj j2
h i

¼ 1; k ¼ 1; . . .;K ð5Þ

Fig. 2. The operations in the BBU pool
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3 Rateless Codes Downlink Transmission Scheme

We employ Raptor codes in the BBU pool. The Low Density Parity Check (LDPC)
code is used as the precoder of Raptor code in this paper.

3.1 Rateless Coding Scheme in the BBU Pool

Raptor code is parameterized by v;C;X xð Þð Þ, where X xð Þ is the output-symbol degree
distribution on v source symbols which are the coordinates of codewords C. Specifi-
cally, X xð Þ ¼PD

d¼1 Xdxd with Xd is the fraction of output symbols with degree d.
A related notion of output degree distribution is w xð Þ ¼PD

d¼1 wdxd�1, where wd is the
fraction of edges in the LT part of the Raptor code connecting to a degree d output
symbol.

In the LDPC pre-code, a v� bit information vector is first mapped to a v0 � bit
codeword of C, where the codeword bits are usually referred to as the input symbols.
Then via the LT code, a randomly selected fraction of input symbols are used to
generate a new bit via the XOR operation based on X xð Þ and as this process repeats, a
potentially infinite stream of bits — usually referred to as the output symbols — are
generated and transmitted.

3.2 The Design of Quantizer Based on AGC

In this paper, we design a uniform symmetric scalar quantizer. The quantizer input
thresholds are given by

u‘ ¼
�Lmax; l ¼ 1

�L
2 � 1

2 þ ‘
� �

D; l ¼ 2; 3; . . .; L
Lmax; l ¼ Lþ 1

8<
: ð6Þ

where D ¼ 2=Lð Þ is the quantizer step-size, and L ¼ 2b is the number of quantizer
levels for b quantizer bits. All of the received-constellation points at the quantizer
output are within the normalized range �1; 1½ �, which is achieved by setting

Gmm ¼ 1= max
XK

k¼1
eTmwk

��� ���� �
ð7Þ

Besides, the transmit power at mth RRH can be calculate as

Pm ¼
XK

k¼1
eTmwk

�� ��2 ð8Þ

where Gmm is the AGC gain for the mth RRH and em is a standard basis vector which
has 1 for its mth component and 0 for every other component. Besides, wk denotes the
kth column of w.
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3.3 Iterative Decoding Algorithm at the Users

The received signals are soft-demodulated before being decoded by the users. The bit c
takes 0 and 1 randomly, and the quantized bit ~ck ¼ Qk received by kth user with a
corresponding Log Likelihood Ratio (LLR) of

LLRi ¼ In
Prð~ck ¼ Qkjc ¼ 0Þ
Prð~ck ¼ Qkjc ¼ 1Þ ð9Þ

The BP algorithm operates in an iterative way where messages are passed along
each edge between the neighboring nodes. The decoding algorithm takes two steps.
First, messages follow the schedule on the global factor graph involving both the LT
part and the LDPC part which is shown in Fig. 3. When the average LLR of the input
symbols exceeds a certain threshold xthu , the decoding iteration is performed indepen-
dently on the LDPC part to eliminate the residual error. The message passing rules in
round l can be written as

(i) The message from input symbol i to LDPC check node c

m lð Þ
ic ¼

X
o
m l�1ð Þ

oi ð10Þ

(ii) The message from LDPC check node c to input symbol i

tanh
m lð Þ

ci

2

 !
¼
Y

i0 6¼i
tanh

m lð Þ
i0c

2

 !
ð11Þ

where the product is over all input symbols adjacent to c other than i.
(iii) The message from input symbol i to output symbol o

m lð Þ
io ¼

X
o0 6¼o

m l�1ð Þ
o0i þ

X
c
m lð Þ

ci ð12Þ

where the first part is over all output symbols adjacent to i other than o.
(iv) The message from output symbol o to input symbol i

tanh
m lð Þ

oi

2

 !
¼ tanh

Zo
2

� 	Y
i0 6¼i

tanh
m lð Þ

i0o

2

 !
ð13Þ

where Zo is the LLR of output symbol o calculated from (9) according to the
corresponding received bits and the product is over all input symbols adjacent to
o other than i.

(v) The LLR updates at input symbol i

m lð Þ
i ¼

X
o
m lð Þ

oi ð14Þ
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We then gather these LLRs and run a decoding algorithm for the decoding on the
LDPC part.

4 Degree Profile Design

We assume that the quantization noise is Gaussian distributed where Qk � 0; r2k
� �

.
Considering Eq. (4), the system model is similar to AWGN channel. In [17], the
extrinsic information transfer function is used to analyze the joint decoding process and
obtains the convergence condition that guarantees the successful decoding.

4.1 Information Content Evolution

We assume the sum of noise at users is Gaussian distributed. According to Eq. (9), the
average LLR received by kth user from the channel is

s ¼ In

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p r2 þ r2kð Þp e

� x�1ð Þ2
2 r2 þr2

kð Þ

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p r2 þ r2kð Þp e

� xþ 1ð Þ2
2 r2 þr2

kð Þ
¼ 2

r2 þ r2k
ð15Þ

The messages (i.e., LLRs) passed between nodes during iterative decoding can be
seen as a random variable that satisfies a symmetric Gaussian distribution with mean s
and variance 2s, the extrinsic information (EI) corresponding to such a message can be
derived as follows [17]

J sð Þ ¼ 1� 1ffiffiffiffiffiffiffiffi
4ps

p
Z þ1

�1
log2 1þ e�vð Þexp � v� sð Þ2

4s

 !
dv ð16Þ

Fig. 3. BP decoding on the factor graph
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We consider that the EI is passed between the LDPC part and the LT part in each
round. The specific process at round l is as follows

(i) EI from input symbols to output symbols

x lð Þ
v ¼

Xdv

i¼1
liJ i� 1ð ÞJ�1 xl�1

u

� �þ J�1 T x l�1ð Þ
ext

� �� �� �
ð17Þ

where li is the probability that a randomly chosen edge in the LT decoding graph
of the Raptor code is connected to an input node of degree i.

(ii) EI from output symbols to input symbols

x lð Þ
u ¼ 1�

Xdc

d¼1
wdJ d � 1ð ÞJ�1 1� x lð Þ

v

� �
J�1 1� J

2
r2 þ r2k

� 	� 	� 	
ð18Þ

where wd is the fraction of edges in the LT part of the Raptor code connecting to
a degree d output symbol.

(iii) EI from input symbols to LDPC check nodes

x l�1ð Þ
ext ¼

X
i
IiJ iJ�1 x l�1ð Þ

u

� �� �
ð19Þ

where Ii denotes the probability that a randomly chosen input node is of degree i.
(iv) EI from LDPC check nodes to input symbols

T x l�1ð Þ
ext

� �
¼
Xdv

i¼2
KiJ iJ�1 1�

Xdc

j¼2
pjJ j� 1ð ÞJ�1 1� x l�1ð Þ

ext

� �� �� �� �
ð20Þ

where Ki denotes the input symbols edge degree distribution and pj denotes the
check nodes edge distribution in the LDPC part of Raptor code.

Considering the Eqs. (17)–(20), we give the recursive equation x lð Þ
u ¼

U x l�1ð Þ
u ; r2 þ r2k ;wd; T x l�1ð Þ

ext

� �� �
that describes the evolution through joint decoding

iteration of the EI at input symbols:

x lð Þ
u ¼ U x l�1ð Þ

u ; r2 þ r2k ;wd; T x l�1ð Þ
ext

� �� �

¼ 1�
Xdv
d¼1

wdJ d � 1ð ÞJ�1 1�
Xdc
i¼1

liJ i� 1ð ÞJ�1 xl�1
u

� �þ J�1 T x l�1ð Þ
ext

� �� �� � ! 

þ J�1 1� J
2

r2 þ r2k

� 	� 		
ð21Þ

After the decoding is completed, we run a decoding algorithm on the LDPC
part. The extrinsic information passing is no long analyzed on the LDPC part.
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Obviously Eq. (21) has a linear relationship with the degree profile wd . To guar-
antee a successful decoding, the following conditions should be satisfied: (1)

x lþ 1ð Þ
u [U x l�1ð Þ

u ; r2 þ r2k ;wd ; T x l�1ð Þ
ext

� �� �
; (2) x lmaxð Þ

u [ xthu , where lmax is decoding

iterations.

4.2 Optimization of Degree Profile

The intention is to maximize the rate R ¼ 1= b
PD

d¼1 wd=dð Þ� �
, which is equivalent to

minimize b
PD

d¼1 wd=dð Þ [18]. It is necessary to fix a choice of average input-symbol
degree b, maximal output-symbol degree D, and targeted threshold xthu , and the fol-
lowing problem by linear programming

min b
PD

d¼1 wd=dð Þ
s:t: 8d ¼ 1; . . .;D : wd � 0PD

d¼1 wd ¼ 1
ð22Þ

8l ¼ 1; . . .; lmax : x lþ 1ð Þ
u [U x l�1ð Þ

u ; r2 þ r2k ;wd ; T x l�1ð Þ
ext

� �� �

where x lð Þ
u : l ¼ 1; . . .; lmax

� �
is a set of spaced values in range 0; xthu

�
.

5 Simulation Results

In this section, we simulate the BER and throughout performance of the proposed
downlink rateless coded transmission scheme with the optimized degree profile.

5.1 Theoretically Achievable Rates

We consider the theoretically achievable rate under the assumption that the quantiza-
tion is not performed at the BBU pool and Eq. (4) is considered as

Y ¼ Sþ z ð23Þ

Since BPSK modulation is utilized in the BBU pool, the capacity for a binary input
additive Gaussian noise channel can be calculated as [18]

C ckð Þ ¼ 1� 1
2
ffiffiffiffiffiffiffiffiffi
2pck

p
Z 1

�1
log2 1þ e�xð Þ � e

x�2ckð Þ2
8ck dx ð24Þ

where ck ¼ 2
r2 is the signal to noise ratio at kth user.
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5.2 Performance of the Optimized Degree Profile for C-RAN Downlink

In the simulation, we consider the scenario where there are 2 users and 2 RRHs.

Besides, we consider the channel matrix H ¼ 1:395 1:731
1:412 0:362

����
����. We set r2 ¼ 4.

Moreover, the capacity of each fronthaul link is the same.
A rate-0.95 LDPC code is implemented as the pre-code of Raptor codes. The

threshold xthu is 0.9815 and the maximal output node degree D is set to be 60.

(1) BER performance of the optimized degree profile.

We examine the BER performance of user 1. We first consider quantizer bit b ¼ 5,
and the variance of quantization noise r21 ¼ 0:06962. The optimized degree profile
Xopt;user1;5bit xð Þ :

X1 ¼ 0:0051;X2 ¼ 0:3846;X3 ¼ 0:3089;X6 ¼ 0:0707
X7 ¼ 0:1458;X18 ¼ 0:0128;X19 ¼ 0:0626;X60 ¼ 0:0095

Then consider quantizer bit b ¼ 10, and the variance of quantization noise
r21 ¼ 0:00232. The optimized degree profile Xopt;user1;10bit xð Þ :

X1 ¼ 0:0051;X2 ¼ 0:3843;X3 ¼ 0:3098;X6 ¼ 0:0634
X7 ¼ 0:1539;X19 ¼ 0:0587;X20 ¼ 0:0157;X60 ¼ 0:0090

We simulate the BER for the optimized degree as well as the optimized degree
profile without considering the quantization noise (when s ¼ 2

r2) and degree profile of
BEC, under various overhead.

As shown in Fig. 4, the optimized profiles achieves a BER under 10�5 at a smaller
overhead comparing with other two profiles. Moreover, it is observed that as the
quantization bit b becomes larger, the optimized profile achieves a lower BER.

Fig. 4. BER curves of the optimized profile and other two profiles
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(2) Throughout performance of the optimized degree profile.

We examine the throughout performance of user 1. The quantization bit b ¼ 10,
and the degree profile is Xopt;user1;10bit xð Þ. The length of information blocks k is set to be
9500.

As shown in Fig. 5, comparing with other two profiles, the optimized profile
achieves a higher throughput which is within 0.13 away from the theoretical limit.

6 Conclusion

In this paper, we proposed the downlink rateless coded transmission scheme in C-
RAN. We fully investigated the design of quantizer based on AGC and degree profile
optimization using EXIT analysis. The simulation results show that the optimized
profile has better performance in the metrics of BER and throughput.
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dation of China under Grant No. LY17F010014.
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Abstract. In recent years, location-based services LBS have received
extensive attention from scholars at home and abroad, and how to obtain
location information is a very important issue. The creation of systems
for solving problems of positioning and navigation inside buildings is a
very perspective, actual and complicated task, especially in a multi-floor
environment. To improve the indoor localization performance, we pro-
posed a three-dimensional (3D) indoor localization system integrating
WiFi/Pedestrian Dead Reckoning (PDR), where extended Kalman filter
(EKF) is used to estimate target location. The algorithm first relies on
MEMS in our mobile phones to evaluate the speed and heading angle of
the test nodes. Second, for two-dimensional (2D) localization, the speed
and heading angle as with as the results of the WiFi Fingerprint-based
localization are utilized as the inputs to the EKF. Third, the proposed
algorithm works out the height of the test nodes by utilize a barome-
ter and geographical data which have been recorded in real time. Our
experimental results in a real multi-layer environment indicate that the
proposed WiFi/PDR integrated system algorithm means that the local-
ization accuracy error is at least 1 m lower than WiFi and PDR itself.

Keywords: Wi-Fi fingerprinting · PDR · Extended Kalman Filter
Multi-floor positioning

1 Introduction

Indoor localization technology is widely used in shopping mall navigation, smart
home, personnel search and rescue and other fields, with great commercial value
and broad application prospects. High-precision indoor localization technology
can bring immeasurable value to the enterprise. GPS [1] can provide good posi-
tioning accuracy for outdoor localization, but the satellite signal is seriously
attenuated indoors [2], which is difficult to meet indoor localization needs and
makes indoor localization technology a major challenge. Many indoor localiza-
tion technologies utilize integrated sensors to assist in indoor localization sys-
tems to improve localization accuracy. Among them, Kalman filter is one of
the widely used data fusion methods, but due to indoor multipath effect and
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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wall attenuation, Kalman filter is difficult to accurately describe indoor signals.
Compared with outdoor scenario, indoor localization and navigation methods
usually require higher accuracy and better environmental adaptability. In this
situation, many localization technologies have been studied and even utilized in
many special scenarios, such as WiFi fingerprinting, RFID (Bluetooth RFID)
and other technologies [3–5].

It is well known that due to the low cost of equipment, extensive infrastruc-
ture deployment and high positioning accuracy, WiFi fingerprint based localiza-
tion technology is very popular in indoor and underground environments [6–10].
However, complex indoor environments can cause blocking, attenuation, and
multipath effects on Received Signal Strength Indication (RSSI) measurements.
And RSSI is difficult to reflect accurate location information, which degrades the
accuracy of fingerprint-based positioning. In order to solve this problem, some
positioning technologies integrating WiFi fingerprint recognition and MEMS sen-
sors are proposed in [11–15].

MEMS sensor based positioning techniques have been widely adopted for
most mobile terminals currently integrate different types of sensors, such as
accelerometers, magnetometers and barometers. In most cases, MEMS sensor-
based positioning has low infrastructure costs and satisfactory positioning [16–
19]. However, cumulative errors associated with MEMS sensor based positioning
have long been considered one of the most important issues.

The main contributions of this paper are as follows. First, we use gait detec-
tion to optimize the speed calculation. In addition, we use the quaternion algo-
rithm to improve the accuracy of the heading angle calculation. Second, we
designed an extended Kalman filter (EKF) to reduce the cumulative error based
on MEMS sensor positioning and large errors based on WiFi fingerprint recog-
nition. Finally, in order to achieve 3D positioning in multi-layer scenes, a calcu-
lation algorithm based on floor height is proposed.

The rest of this paper is organized as follows. The second part introduces the
integrated WiFi/PDR positioning algorithm and the high degree of calculation
method. In the third part we integrated the data from wifi fingerprinting and
MEMS sensors to verify our algorithm in a multi-layer scenario. In the fourth
part, the experimental conclusions are utilized in the 3D indoor localization
WiFi/PDR integrated system.

2 System Description

As shown in Fig. 1, the WiFi/PDR fusion multi-floor 3D positioning algorithm
mainly includes four parts: the WiFi fingerprinting positioning, the PDR part,
where speed and heading where determined, the EKF part, and the height cal-
culation part. Firstly, we obtained WiFi fingerprinting based positioning, then
the speed and heading information of the pedestrian were calculated through the
measurement information obtained by the MEMS sensors, and then the com-
bined data was used as the input of the Extended Kalman Filter (EKF). In the
fourth step, the height information measured by the barometer. Finally, we got
the 3D positioning result of the pedestrian.
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Fig. 1. System scheme.

2.1 WiFi Fingerprinting-Based Positioning

The indoor fingerprinting technology based on location fingerprint mainly
includes two stages: offline phase and online phase. In offline phase, the loca-
tion information and corresponding signals, such as RSSI, AOA, TOA, etc., are
collected at the reference point (RP) of the target area. Then we calculate the
distribution corresponding to the signals received by different RPs, and then
construct an offline location fingerprint database. In online phase, the signals
are collected in real time in the target area and the distribution of real-time
signals is calculated, and then we compare it with the fingerprint database to
find the target location. The best match RP is regarded as the estimated target
position.

This paper uses the k-nearest neighbor (KNN) algorithm for localization. The
KNN algorithm is a basic classification and regression method. For a training
set, input new data, and find k data nearest to the data in the training set. If
most of the k data belong to a certain class, the data belongs to this class.

The signal information received by the ith RP can be denoted as [20]

Ti =

⎡
⎢⎢⎢⎣

Pr(A1O1| Pti) Pr(A2O1| Pti) · · · Pr(AnO1| Pti)
Pr(A1O2| Pti) Pr(A2O2| Pti) · · · Pr(AnO2| Pti)

...
...

. . .
...

Pr(A1Ov| Pti) Pr(A2Ov| Pti) · · · Pr(AnOv| Pti)

⎤
⎥⎥⎥⎦ (1)

Where A represents AP information, O represents the value obtained by the
RSSI experiment, and Pt represents the position information of the RP. The
mathematical expectation of the signal strength from each AP is calculated in
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the RP. The experimental results were utilized to build the required fingerprint
database. The fingerprint for the ith RP can be expressed as:

Ti =
[
S̄i|Pti

]
=

[
Pr(A1Ō) Pr(A2Ō) · · · Pr(AnŌ)|Pti

]
(2)

If the WiFi signal strength detected by the mobile device of the user under
test is S, hen the distance between the current WiFi signal location feature
parameters and the fingerprint database can be calculated by the following
matching algorithm.

di =
∥∥S− S̄i

∥∥ (3)

Using the K-nearest neighbors algorithm, the K smallest values of di are
used to compute the coordinates of the target point by

L̄ =
∑
i∈C

Li

di
(4)

where C is the set made up by the K smallest values of di and Li means the
coordinates of RP.

2.2 PDR (Pedestrian Dead Reckoning)

PDR (Pedestrian Dead Reckoning) positioning algorithm is a relative position-
ing algorithm. The basic principle of the PDR positioning algorithm is to use
inertial sensors and magnetometers to measure the acceleration, angular velocity,
and other information of pedestrian movement, so as to calculate the direction
and distance of the pedestrian movement, and together with the known pedes-
trian position information from the previous moment, to calculate the present
moment pedestrians location information. Therefore, when the pedestrian’s ini-
tial position is known, the pedestrian’s position information can be calculated
continuously in real time. The basic principle is shown in the Fig. 2.

Fig. 2. Illustration of walking path.
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If the position of the pedestrian at the initial time t1 is known (x0, y0), the
initial heading angle θ0 is the distance measured by the inertial sensor d0, and
the position of the pedestrian at the moment (x1, y1) can be calculated as

{
x1 = x0 + d0 cos θ0
y1 = y0 + d0 sin θ0

(5)

In the same way, the position of the pedestrian (x1, y1) at the moment t1 can
be calculated by using the heading angle and the position (x2, y2) of the moment
t2 as {

x2 = x1 + d1 cos θ1 = x0 + d0 cos θ0 + d1 cos θ1
y2 = y1 + d1 sin θ1 = y0 + d0 sin θ0 + d1 sin θ1

(6)

According to this calculation, we can calculate the position (xk, yk) at the
moment tk by

xk = x0 +
k−1∑
i=0

di cos θi

yk = y0 +
k−1∑
i=0

di sin θi

(7)

In the formula, di it is the time ti−1 to ti forward displacement, which is the
heading θi of the pedestrian position at the time of i.

2.3 Extended Kalman Filter

When the WiFi signal is in an available state, the time update and the obser-
vation update are generally performed in the WiFi/PDR integrated system by
using a Kalman filter to complete the state parameter, thereby reducing the
estimation error. The time update process is expressed as

X̄i = Fk,k−1X̂k−1

P̄k = Fk,k−1Pk−1FT
k,k−1 + Qk−1

(8)

In addition, the Kalman filter observation update equation is written by

V̄k = Zk −HkX̄k

PV̄k
= HkP̄kHT

k + Rk

Gk = P̄kHT
kP

−1
V̄k

X̂k = X̄k + GkV̄k

Pk = (I−GkHk)P̄k

(9)

where X̄k is the prior probability estimate, X̂k is the posterior information esti-
mate, Gk is the gain matrix of the Kalman filter, P̄k is the covariance matrix of
prior probability State vector, Pk is the posterior probability covariance matrix
of the state vector, Rk is the covariance matrix of the observation noise vector,
and Qk−1 is the covariance matrix of the process noise. The subscript k denotes
the time, and the subscript k, k − 1 represents the forward positional feature or
covariate interference estimate from k − 1 to k.
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2.4 Altitude Calculation

Under normal circumstances, pedestrians are divided into three types: walking
on flat roads, climbing stairs and descending the stairs. In these three cases, the
method of solving two-dimensional positions is the same. Only a small difference
in the size of the specified step, i.e., the step length should be set to the width
of the stair step.

This article uses only the altitude value measured by the barometer to judge
the upper and lower levels, and the actual height information is calculated by
estimating the height from the floor. Pedestrians can be divided into two types
of situations: (1) walking on the floor; (2) climbing the stairs or going down the
stairs.

3 Experimental Results

The tests were carried on the first and second floors in a building of a university.
The floors plan is described in Fig. 3, the first floor dimensions are 64.6× 18.5 m2

and second floor are 81.2× 18.5 m2. 10 D-Link DAP 2310 APs (marked in red)
are disposed in this scenario, named AP1, AP2, AP3, AP4, AP5, AP6, AP7, AP8,
AP9, and AP10. The RPs are evenly regulated with an spacing of 0.6 m.

AP1
AP5

AP2

AP3

AP4

AP6
AP7

AP8

AP9

AP10

First Floor

Second Floor

Fig. 3. Floor plan. (Color figure online)

In our experiment, the smartphone Samsung Galaxy S3 was selected as the
receiver, which integrates an accelerometer, gyroscope, magnetometer, barome-
ter, and WiFi module. We used two applications, Wifi sensors and Wifi localiza-
tion for MEMS sensors and WiFi RSSI measurements. Measured data is stored
on a Secure Digital (SD) card and the recording frequency is equivalent to 50 Hz.
Figure 4 shows the WiFi AP and the mobile phone for test.
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Fig. 4. WiFi AP and mobile phone for test.

Figure 5 shows the real path and positioning results of the test node. In
the 3D plan, the estimated path is displayed utilizing PDR (traditional MEMS
sensor-based localization method [16] and WiFi fingerprint-based localization
method [4]) and the proposed integrated WiFi/PDR positioning method. The
measurements indicate that the proposed method effectively reduces the errors
which accumulated in the PDR, thus significantly improves the 3D positioning
work in a multi-tier scenario compared to a separate WiFi and PDR system.

By adopting the proposed height work-out method, the traditional height
calculation method based on barometer [21], the height work-out method based
on K-means [22], the height estimation error cumulative distribution function
(CDF)/PDR against PDR and WiFi, respectively Compare in Fig. 6. As can
be seen from Figs. 5 and 6, the result of the calculation method based on the
barometer height is not stable, and when the test node is located in the stairway,
the efficiency of the height work-out method based on the K value is seriously
deteriorated.

Fig. 5. Localization results. Fig. 6. CDF of localization error.
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Errors of CDFs for 3D localization using PDR and WiFi/PDR integrated
systems using WiFi with Kalman filter method is also included in Table 1. As
depected in Table 1, we can see that the proposed method gets an average
positioning error of 1.6 m and a 90% error is less than 3.4 m, which is much
more precise than the performance of traditional Wi-Fi-based and PDR-based
methods.

Table 1. Comparison of algorithm performance

Largest positioning
error (m)

Mean positioning
error (m)

67% positioning
error (m)

90% positioning
error (m)

Wi-Fi 9 2.6 2 5.2

PDR 5.6 2.6 3.2 4.2

EKF 5.4 1.6 2 3.4

4 Conclusion

In this paper, we propose a innovative smartphone-based indoor WiFi/PDR
multi-layer location algorithm to locate a multi-layer environment in 3D. Experi-
mental results indicate that our method can reduce the errors accumulated by the
localization based on PDR sensors and the significant errors of WiFi Fingerprint-
based localization. Compared with traditional PDR sensor-based localization
and WiFi fingerprint-based localization methods, our method achieves higher
accuracy measurements with an average localization error of 1.6 m and a 90%
3D positioning error of less than 3.4 m. In addition, for our future work we can
adapt our system to different users by changing the step size.

Acknowledgments. This work is supported in part by Program for Changjiang
Scholars and Innovative Research Team in University (IRT1299), Special Fund of
Chongqing Key Laboratory (CSTC), Fundamental and Frontier Research Project of
Chongqing (cstc2017jcyjAX0380), Scientific and Technological Research Foundation of
Chongqing Municipal Education Commission (KJ1704083).

References

1. Gao, Z., Yu, Y.: Interacting multiple model for improving the precision of vehicle-
mounted global position system. Comput. Electr. Eng. 51, 370–375 (2016)

2. Chowdhury, T., Elkin, C., Devabhaktuni, V., Rawat, D., Oluoch, J.: Advances on
localization techniques for wireless sensor networks: a survey. Comput. Netw. 110,
284–305 (2016)

3. Zhou, J., Shi, J.: RFID localization algorithms and applications-a review. J. Intell.
Manuf. 20, 695 (2009)



WiFi/PDR Integrated System for 3D Indoor Localization 459

4. Tsukuda, D., Fujimoto, M., Oda, Y., Wada, T., Okada, H., Mutsuura, K.: A new
indoor position estimation method of RFID tags for continuous moving naviga-
tion systems. In: IEEE International Conference on Indoor Positioning and Indoor
Navigation, pp. 1–8 (2012)

5. Bahl, P., Padmanabhan, V.N.: RADAR: an in-building RF-based user location
and tracking system. In: Annual Joint Conference of the IEEE Computer and
Communications Societies, pp. 775–784 (2000)

6. Kim, H., Li, B., Wan, S.: Spatiotemporal location fingerprint generation using
extended signal propagation model. J. Electr. Eng. Technol. 7, 789–796 (2012)

7. Wu, C., Yang, Z., Liu, Y., et al.: WILL: wireless indoor localization without site
survey. In: Proceedings of IEEE INFOCOM, pp. 64–72. IEEE Press (2012)

8. Yang, Z., Wu, C., Liu, Y.: Locating in fingerprint space: wireless indoor localization
with little human intervention. In: International Conference on Mobile Computing
and Networking, pp. 269–280. ACM (2012)

9. Jin, Y., Soh, W.S., Wong, W.C.: Indoor localization with channel impulse response
based fingerprint and nonparametric regression. IEEE Trans. Wirel. Commun. 9,
1120–1127 (2010)

10. Swangmuang, N., Krishnamurthy, P.: An effective location fingerprint model for
wireless indoor localization. Pervasive Mob. Comput. 4, 836–850 (2008)

11. Chen, L., Yang, K., Wang, X.: Robust cooperative Wi-Fi fingerprint-based indoor
localization. IEEE Internet Things J. 3, 1406–1417 (2016)

12. Malyavej, V., Kumkeaw, W., Aprpimai, M.: Indoor robot localization by
RSSI/IMU sensor fusion. In: 10th IEEE International Conference on Computer,
Telecommunications and Information Technology, Krabi, Thailand (2013)

13. Liu, X., Zhang, S., Lin, X.: WLAN/MARG integrated positioning system using
data fusion. Syst. Eng. Electron. 34, 2361–2365 (2012)

14. Wang, H., Lenz, H., Szabo, A., Bamberger J., Hanebeck, U.D.: WLAN-based
pedestrian tracking using particle filters and low-cost MEMS sensors. In: 4th IEEE
Workshop on Positioning, Navigation and Communication (2007)

15. Atia, M.M., Korenberg, M., Noureldin, A.A.: WiFi-aided reduced inertial sensors-
based navigation system with fast embedded implementation of particle filtering.
In: IEEE International Symposium on Mechatronics and its Applications (2012)

16. Tian, Z., Zhang, Y., Zhou, M.: Pedestrian dead reckoning for MARG navigation
using a smartphone. EURASIP J. Adv. Signal Process. 2014, 65 (2014)

17. Zhang, R., Bannoura, A., Hoflinger, F., Reindl, L.M., Schindelhauer, C.: Indoor
Localization Using a Smart Phone. In: IEEE Sensors Applications Symposium
(SAS), pp. 38–42 (2013)

18. Galvntejada, C.E., Galvntejada, J.I., Delgadocontreras, J.R.: Infrastructure-less
indoor localization using the microphone, magnetometer and light sensor of a
smartphone. Sensors 15, 20355–20372 (2015)

19. Kim, B., Kong, S.H.: Indoor positioning based on Bayesian filter using magnetome-
ter measurement difference. In: Vehicular Technology Conference, pp. 1–5. IEEE
(2015)

20. Li, Z., Wang, J., Gao, J.: An enhanced GPS/INS integrated navigation system
with GPS observation expansion. J. Navig. 69, 1041–1060 (2016)

21. Ye, H., Gu, T., Tao, X.: Scalable floor localization using barometer on smartphone.
Wirel. Commun. Mob. Comput. 16, 2557–2571 (2016)

22. Wei, L.: Localization Algorithm Analysis Based on K-means Clustering. J. Guangxi
Univ. Technol. PP. 2696–2704 (2012)



Highly-Available Localization Techniques
in Indoor Wi-Fi Environment:

A Comprehensive Survey

Mu Zhou, Oyungerel Bulgantamir(B), and Yanmeng Wang

Chongqing Key Lab of Mobile Communications Technology,
Chongqing University of Posts and Telecommunications, Chongqing 400065, China

zhoumu@cqupt.edu.cn,oyukagerele@gmail.com,hiwangym@gmail.com

Abstract. With the increasing interests on received signal strength
(RSS) fingerprint-based Wi-Fi localization, the requirement of record-
ing reliable and accurate RSS fingerprints for radio map construction
becomes a significant concern. The neighbor matching and Bayesian esti-
mation is recognized as the two most representative algorithms for RSS
fingerprint-based indoor Wi-Fi localization. To guarantee the accuracy
performance of neighbor matching and Bayesian estimation algorithms,
we introduce several method to eliminate RSS sample noise for the sake
of improving the distance dependency of Wi-Fi RSS fingerprints.

Keywords: Wi-Fi localization · RSS correlation · Smooth filtering
Neighbor matching · Bayesian estimation

1 Introduction

A large amount of attention has been paid to the design of indoor highly-accurate
and reliable localization systems in recent ten years with the significant growth
of interests on the ubiquitous context-awareness and mobile computing [1–3].
Due to the requirements of special infrastructures and devices by ultrasonic
wave (UW) [4], ultra-wideband (UWB) [5], infrared ray (IR) [6], radio frequency
identification (RFID) [7], Bluetooth [8], and inertial navigation system (INS)
[9] based localization systems, the received signal strength (RSS) fingerprint-
based Wi-Fi localization system is more preferable owing to the advantages of
sufficient accuracy in indoor localization, widely-deployed Wi-Fi infrastructures,
and free 2.4 GHz Industrial, Scientific and Medical (ISM) band [10–12]. Another
good reason to the popularization of indoor Wi-Fi localization is that the Global
Navigation Satellite System (GNSS) (e.g., GPS in USA [13], Global Navigation
Satellite System (GLONASS) in Russia [14], BD in China [15], and Galileo
Positioning System in Europe [16]) cannot work well in urban and indoor envi-
ronments due to the poor quality of RSS received from satellites. On this basis,
we compare several typical indoor location systems in Table 1.
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Table 1. Comparison of several indoor location systems

Systems Accuracy Cost Infrastructures and

devices

UW [4] Cm-level accuracy but

limited within a room and

easily interfered by sound

sources

Extra infrastructures and

devices

Multiple UW emitters and

receivers

UWB [5] Cm-level accuracy but strict

time synchronization

required

Extra infrastructures and

devices

Multiple UWB emitters

and receivers

IR [6] Cm-level accuracy but

limited within a room and

easily interfered by light

sources

Extra infrastructures and

devices

Multiple IR emitters and

receivers

RFID [7] With errors less than 1m in

passive mode and with errors

between 3m and 5m in

active mode

Extra infrastructures and

devices but easily built in

Single RFID tag without

battery power in passive

mode and multiple RFID

tag with battery power

lasting for several years in

active mode

Bluetooth [8] With errors between 1m and

5m

Extra infrastructures and

devices but easily built in

Single Bluetooth beacon

for 2D localization and

multiple Bluetooth

beacons for 3D

localization with battery

power lasting for several

years

INS [9] With errors less than 1m

but easily interfered by drift

Existing function and

easily accessed

Micro-Electro-Mechanical

Systems with wide

operating temperature

range

Wi-Fi [10] M-level accuracy but easily

interfered by environmental

factors

Existing infrastructures

and devices

Single access point for

proximity localization and

multiple access points for

fingerprintbased and

propagation model-based

localization

Up to now, there are three typical categories of Wi-Fi localization algorithms:
RSS fingerprint-based, time of arrival (TOA) and angle of arrival (AOA)-based,
and propagation model-based localization. Based on the consideration of local-
ization accuracy and computation and maintenance cost, RSS fingerprint-based
localization algorithm is preferred [17–19]. However, the existence of burst noise,
e.g., the adjacent-channel interference from cordless phones, Bluetooth devices,
and near field communication devices and the human body and indoor infras-
tructure shadowing, is recognized as one of the most significant drawbacks of
Wi-Fi RSS fingerprint-based localization [20,21]. In response to this compelling
drawback, we propose as a new approach to eliminate the RSS samples which
are interfered by burst noise for the sake of improving the accuracy of neighbor
matching and Bayesian estimation algorithms in Wi-Fi localization. Much dif-
ferent from many of the existing fingerprint filtering approaches, there is no need
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to record RSS statistics (e.g., RSS mean, median, maximum, and minimum) and
RSS distributions (e.g., Gaussian fitting curves) at each reference point (RP).
The localization accuracy is examined in a typical indoor scenario, a straight
corridor, which is also used in [17,35,37,38]. The location target is moving in
a normal course and only two RSS samples are recorded at each location for
the testing. The rest of this paper is organized as follows. Section 2 shows using
Wi-Fi technique on Wi-Fi localization. Section 3 shows that Network Deploy-
ment and Fingerprint-based Wi-Fi localization system, TOA and AOA-based
Localization, Propagation Model-based Localization respectively. Experimental
result is discussed In Sect. 3. Finally, we conclude this paper in Sect. 4.

2 Using Wi-Fi Technique

With the remarkable growth of location-based services (LBSs), the work on
indoor localization has attracted significant attention in recent decade. The LBSs
have ranged from the military to public uses, like the emergency rescue, guid-
ance in airports and unfamiliar buildings, and entity management inside modern
buildings, libraries, and warehouses [22,23]. To achieve these goals, the Wi-Fi
technique is suggested as a reliable and cost-efficient way to provide the highly-
accurate, cost-efficient, and real-time indoor LBSs due to the two main reasons
below.

The first main reason is that in many indoor and underground environments,
GPS signals cannot be received due to the serious shadowing effect by the build-
ings and ground. Although the cellular network (e.g., WCDMA) can help to
improve accuracy and reduce acquisition time of GPS receiver, the requirement
of the additional radio frequency (RF) transceiver modules designed for cellular
network significantly increases the device cost and power consumption of GPS
receiver. As an alternative to indoor localization, the INS relies on accelerom-
eter, gravimeter, compass, and many other sensors to infer the targets speed,
height, orientation, and other actions [9]. The accuracy and scalability of INS
are suffered from the error accumulation which is caused by sensor noise and
the limited availability of motion sensors. Since the Wi-Fi networks are widely
deployed in public hotspots and enterprise locations, the Wi-Fi fingerprint-based
localization and tracking become more popular. The average errors by Wi-Fi
fingerprint-based localization generally fall into the range between 2 m and 10 m
with the response time in a few seconds.

The second main reason of using Wi-Fi technique to conduct indoor localiza-
tion is that the target can calculate its own locations by itself, namely the mobile-
based localization mode, or rely on the network to obtain its locations, namely
the network-based localization mode. In network-based localization mode, the
access points (APs) relay the received signals to a central location server to do
location calculation and then send the localization results back to the target.
Since the target is not involved in signal processing and location calculation
process, there is no need to modify the conventional Wi-Fi network interface
card (NIC) which can be easily designed and embedded into the existing mobile
devices.



Highly-Available Localization Techniques in Indoor Wi-Fi Environment 463

3 Network Deployment

Since the indoor Wi-Fi localization is normally based on the 802.11a/b/g infras-
tructures and devices, the deployment and maintenance are cost-efficient for
the widespread use [24,25]. Although the targets location can be well-estimated
based on three APs in the open environment by using triangulation algorithm,
there are always more than three APs required for indoor localization due to
the RSS refraction, reflection, scattering, and adjacent-channel and multi-path
interference [26]. The network deployment including the deployment of APs and
calibration of RPs should also be seriously considered for indoor Wi-Fi localiza-
tion.

Up to now, there are mainly three representative methods for network deploy-
ment: (1) uniform deployment by which the RPs are uniformly calibrated in tar-
get environment [27]; (2) non-uniform deployment by which the locations of RPs
and APs are optimized based on the criterion of coverage requirement [28]. For
instance, the area with high priority of coverage requirement is more likely to be
calibrated with more RPs; and (3) Zigzag deployment by which the average RSS
difference between different RPs are maximized to improve the location resolu-
tion of RSS [29]. The detailed discussion on indoor Wi-Fi network deployment
is beyond the scope of this paper. In our experiments, the RPs are uniformly
calibrated and the three APs are fixed at the left and right ends of a straight
corridor.

3.1 Fingerprint-Based Wi-Fi Localization System

Fingerprint-based localization is based on the calculation of the similarity
between the off-line pre-stored fingerprints and the on-line newly recorded sam-
ples [17,18]. As the first fingerprint-based Wi-Fi localization system, RADAR
defines the Euclidean distances between the fingerprints and the new samples
as the similarities and selects the RP with the smallest distance, namely the
nearest neighbor (NN), as the estimated position [17]. This process is named as
the neighbor matching. If there are RPs to be selected as the NNs, namely the
K nearest neighbors (KNN), the targets position can be estimated at the geo-
metrical center of the KNN [17,30], [47]. The accuracy of the original RADAR
system is about 4 m with probability [17], while the enhanced RADAR system
by using the Viterbi-like algorithm [31] achieves the accuracy around 2.37 m to
2.65 m over 50 percentile and 5.93 m to 5.97 m over 90 percentile. In RADAR
system, the response time is mainly determined by the time cost for the traversal
of radio map to search for the NN(s). This cost increases dramatically with the
dimensions of radio map. For instance, if there are RPs calibrated in target area
and sample (of dimensions) recorded at each RP, the number of sample values
stored in radio map equals to (Ns * M) * Nr.

Another representative fingerprint-based Wi-Fi localization algorithm to be
discussed in this paper is the Bayesian estimation. Marylands Horus [18] is rec-
ognized as the most prominent Bayesian estimation based localization system
which is featured with high accuracy and low computation cost. Horus mainly
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focuses on the issues including the relationship between the mean of RSS and the
sample number, compensation for small-scale RSS fading, and RSS variations
with respect to spatial characteristics. In Horus system, the target is estimated
at the RP with the highest likelihood by Bayesian estimation. The experimental
results in [32] show that the Horus system can achieve the accuracy of more
than 90 percentile within 2.1 m. The increase of the number of samples at each
RP improves localization accuracy due to the better estimation of the mean
and standard deviation of the Gaussian RSS distribution at each RP. The draw-
back of Horus system is that a large amount of computation cost is required to
calculate the small-scale compensation. For instance, to achieve small-scale com-
pensation, we need to try combinations to perturb samples in our experimental
environment which is covered by 9 APs.

Similarly, Castro in [33] developed another Bayesian estimation based local-
ization system, Nibble, to infer the targets locations by using signal quality
measurements. Nibble uses a different concept of localization accuracy which is
defined as the proportion of correct readings in reading set. A correct reading
is counted when the targets actual location is located in its most likely referred
area. In [33], by consulting all the APs for each location request, the Nibble
system can achieve 97% accuracy. To save computation cost, the Nibble system
only consults three most neighboring APs to achieve 96% accuracy. Compared
to RADAR and Horus, although the computation cost for coordinate calculation
is not considered by Nibble, the recording of location frequency and frequency
updating are required. The accuracy of Nibble heavily relies on the deployment
of RPs. For instance, if the target is far away from its nearest RP, the localiza-
tion accuracy cannot be guaranteed. The major difference between Horus and
Nibble is the approach to record RSS distributions. The former one fits each RSS
distribution as a Gaussian curve and stores the parameters of the fitted Gaus-
sian curves into a database, while the latter one records the frequency of each
RSS value and constructs a RSS distribution histogram. In [20], Kaemarungsi
studied the variations of RSS distributions with respect to the interference of
device orientation and body and infrastructure shadowing. The results in [20]
can help to examine the properties of RSS fingerprints.

Besides neighbor matching and Bayesian estimation algorithms, pattern
matching algorithm can also be used for fingerprint-based Wi-Fi localization.
With the help of topological counter propagation network (CPN) and k-nearest
neighborhood vector mapping, LENSR [34] can not only improve location speed,
but also reduce computation cost. Similar work can be found in [35–37]. In [35],
Outemzabet used particle filtering to enhance the accuracy of artificial neural
network (ANN) based location system which is mounted with a digital com-
pass. A compass and particle filtering approach are applied to avoid trajectory
discontinuity and modify motion orientation respectively. In [36], the targets
location is estimated by using a modular multi-layer perceptron (MMLP) which
contains five key steps: RSS recording and outlier filtering, data normalization,
neural network training, data post processing, and regression analysis to conduct
location estimation. Different from LENSR and MMLP, a discriminant-adaptive
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neural network (DANN) is introduced in [37] to extract the most useful infor-
mation into discriminative components for neural network training. In DANN,
since most of the redundant information is discarded before neural network train-
ing, the localization accuracy and real-time capability are improved. In all, the
training process is recognized as one of the most challenging parts for the better
design of pattern matching based localization algorithm.

3.2 TOA and AOA-Based Localization

TOA and AOA-based localization are with the ideas of trilateration and tri-
angulation algorithms. To enable the localization in 2-dimensional domain, the
propagation time and arrival angles from 3 and 2 APs to the target are used for
TOA and AOA-based localization respectively [38–40].

In TOA-based localization [38], by assuming that the propagation time is
directly proportional to the distance, we apply trilateration algorithm to estimate
the targets locations based on the distances from 3 APs to the target. These
distances are calculated from the measured propagation time.

We should not only guarantee the precise time synchronization between APs
and receiver, but also label the transmitting signal by the exact timestamps for
the sake of precisely calculating the distances the signal has traveled. In concrete
terms, the estimated location is determined by the hyperbolic curve which has
the constant difference in signal arrival time from each pair of APs [39].

The two key advantages of AOA-based localization are that there are as few as
2 APs for 2-dimensional localization, and meanwhile the time synchronization is
not required [40]. The localization accuracy could be seriously deteriorated when
the signal is blocked by the walls or the target is significantly far away from APs.
In all, TOA and AOA-based location systems involve substantial changes of both
APs and receivers.

3.3 Propagation Model-Based Localization

As discussed in [41], the mean of RSS decreases logarithmically with the increase
of the distance between AP and receiver in ideal space. If the small-scale fading
dominants over the large-scale fading or the propagation models are not pre-
dicted precisely, the accuracy of propagation model-based localization could be
degraded. Ahn [42] studied the integration of Wi-Fi, UWB, and ZigBee tech-
nologies for indoor localization and introduced a new way to the prediction of
finer propagation model corresponding to the target domain by using an iterative
model modification process.

Narzullaev [43] compared the performance of three representative propaga-
tion models: (1) log-distance model which is based on the assumption that the
mean of RSS varies logarithmically with respect to the propagation distance;
(2) multi-slope model which gives better estimation of RSS distributions and
saves the effort for RSS recording; and (3) multi-wall model which provides the
finest prediction of RSS in indoor environments. More studies on propagation
model-based Wi-Fi localization can be found in [44,45]. Finally, Table 2 briefly
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Table 2. Comparison of several indoor location solutions

Solutions Algorithms Accuracy Main cost Availability

RADAR

[17]

KNN and

Viterbi-like

enhanced

KNN

4m within 50% by

KNN;2.37m–2.65m

within 50% and

5.93m–5.97m within

90% by Viterbi-like

enhanced KNN

Traversal of radio map

to find the nearest

neighbor(s)

On the same floor in a

3-storey building with

dimensions of 43.5m by

22.5m and all the 70RPs

calibrated in linear

corridors

Horus [32] Bayesian

estimation

2.1m within more

than 90%

Small-scale

compensation

On the fourth floor in a

building with dimensions

of 68.2m by 25.9m and

110 RPs and 62RPs

calibrated in linear

corridors and rooms

Nibble [33] Bayesian

estimation

97% accuracy by

using all APs and

96% accuracy by

using 3 neighboring

APs

Recording of the

frequency the target is

at a certain location

and the updating of

frequency

On the second floor in a

building with dimensions

of 224 by 9 feet including

40 offices, three clusters

of cubicles, and several

conference rooms

LENSR [34] CPN with

KNN

1m within 90.6% and

1.5m within 96.4%

Creation of the

theoretical propagation

model

Simulation environment

with dimensions of 20m

by 20m and all the RPs

calibrated with the

interval of 1m

Outemz

abet [35]

Enhanced

ANN

39% and 50%

accuracy

improvement by

using nonlinear and

linearized filtering

compared to Kalman

filtering

Particle filtering On the fifth floor in a

building which has a

trapezoidal shape with

dimensions of 95m, 70m,

and 40m and all the

555RPs calibrated in

linear corridors

MMLP [36] MMLP 0.1258m error in

average and the

maximum error of

2.1667m

Filtering of the timely

nonregular patterns for

neural network training

On the third floor in a

building covering an area

of 286m2 and 24RPs and

39RPs calibrated in

linear corridors and

rooms

DANN [37] DANN 4m within 88.6% and

2.5m within 70.48%

Extraction of the most

useful information into

discriminative

components for neural

network training

On the same floor in a

building with dimensions

of 24.6m by 17.6m and

all the 45RPs calibrated

in linear corridors with

the interval of about 2m

TOA [38] TrilaterationAverage

root-mean-square

error (RMSE) of

1.1m

Precise time

synchronization

between APs and

receiver

In a linear corridor with

an AP mounted on one

end of the corridor and

the RPs calibrated at 2m

increments

Ahn [42] Propagation

model

Most of the errors

falling into the range

of [2m, 4m]

Integration of Wi-Fi,

UWB, and ZigBee

technologies

In an office with 5

reference transmitters

and mobile reference tags

fixed 3m height

Narzullaev

[43]

Propagation

model

Average error of

5.9m, 5.3m within

50%, 7.3m within

67%, and 9.6m

within 90%

Optimization of

calibration procedure

In an office with

dimensions of 18m by

12m and 51RPs

calibrated in a 2m-grid
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compares the previously mentioned location solutions in terms of algorithms,
accuracy, main cost, and availability.

4 Conclusion

In this paper, we have reviewed and studied several comparisons of the computa-
tions to improve the distance dependency of Wi-Fi RSS fingerprints and enhance
the location accuracy of neighbor matching and Bayesian estimation for Wi-Fi
localization. Because it is cannot work well in urban and indoor environment
due to the poor quality of RSS received from satellites. There are three typi-
cal categories of Wi-Fi localization algorithms: RSS fingerprint-based, time of
arrival (TOA) and angle of arrival (AOA)-based, and propagation model-based
localization. In this paper can be considered of localization accuracy and com-
putation and maintenance cost, RSS fingerprint-based indoor Wi-Fi localization
algorithm is preferred. The major contribution of this paper is that based on
autocorrelation property of the real Wi-Fi RSS sequences, we present to elimi-
nate the unstable RSS samples which are much likely to be interfered by burst
noise. A reliable approach to be used to detect the existence of burst noise in
each RSS sequence forms another interesting direction.
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Abstract. Phishing has been a widespread issue for many years, claiming
countless victims, some of which have not even realized that they fell prey. The
sole purpose of phishing is to obtain sensitive information from its victims.
There have yet to be a consensus on the best way to detect phishing. In this
paper, we analyze web-based phishing detection by using Random Forest. Some
important URL features are identified and our study shows that the detection
performance with feature selection is improved.

Keywords: Phishing � Random forest � Classification � Website
Detection

1 Introduction

Phishing is a cyberattack rooted in scare tactics, with the sole purpose of eliciting
personally identifiable information (PII) from its victims. An attacker disseminates a
fraudulent version of a legitimate website, usually via email, telephone or text mes-
sages [1], in the hope that the victim would believe the claims made in the email.
A successful phishing attack can result in an attacker obtaining credit card details and
login information.

With the ever-increasing number of Internet users, comes even more data that needs
to be protected. This data includes login information and credit card information, both
of which are priceless to cyber criminals. These cybercriminals would try anything to
gain this information. One such way that has been overutilized is via phishing websites.

Phishing can occur in three forms: web-based phishing where a website is dupli-
cated to resemble a trusted website and tricks users into submitting sensitive infor-
mation [2]. Email-based phishing, where an attacker sends email to countless users
claiming some account issue, in hope some of them fall for it. Email phishing usually
involves web-based phishing as well [2]. Malware-based phishing where malicious
code is injected into a legitimate website and when the user visits that site, the mali-
cious soft-ware is installed on the user’s system [2].

Our paper focuses on web-based phishing detection and aims to identify the most
relevant subset of features that can accurately identify phishing URLs, using the
Random Forests classifier.
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2 Related Work

Recent research in phishing detection saw the use of sophisticated approaches that all
prove worthwhile. We’ve studied four such approaches in an attempt to better the
current detection rate of phishing URLs.

One method proposed for the detection of phishing websites was the use of Public
Key Certificates. In an article by Dong et al. [2], they highlighted a method of using the
structure of the X.509 certificates to confirm phishing websites. Their method used
machine-learning to build a phishing detection system. This system contained a Cer-
tificate Downloader, Feature Extractor, Classification Executor and a Decision Maker.
A total of 42 features were selected based on the structure and content of the X.509
certificate. Decisions were made based on the output of six classification algorithms
including Naïve Bayes Tree and Random Forests. This model was an improved
alternative to traditional detection approaches, like blacklisting, as it could be run by
end users in real time. It also did not require frequent updates from a central server,
which eliminated any vulnerabilities users may have faced if they were using blacklists.
However, this model was susceptible to sophisticated learning attacks such as evasion
and poisoning.

Rao and Ali [3], developed a desktop application called PhishShield, which was
able to detect phishing URLs based on heuristics and whitelists. Decisions are made
based on Footer links with NULL values, Zero links in the body of the HTML, Copy-
right Content, Title Content and Website Identity. PhishShield prides itself on being
able to detect phishing sites that employ Image Based Phishing Attacks. Rao and Ali
also claim that a heuristic approach resulted in fewer false positives and false negatives.
Unfortunately, PhishShield fails when its parse, JSoup, fails and also when all the
filters are bypassed.

Rao and Pais [4] proposed a phishing detection approach that used automation of
human behavior. Their model would submit fake credentials to the suspected phishing
website in an attempt to determine if the site was indeed phishing. This approach was
able to detect phishing websites that used captcha verification on its login page and
those that contained embedded HTML text. One advantage over the other approaches
discussed so far is that this method does not require any data to be trained. However,
this approach can only detect phishing websites that use login pages.

Kumar et al. [5] proposed a datamining approach to extract URL links from emails.
The proposed algorithm had two phases to detect the phishing website: phase one
extracted all URLs from an email, the application (DC scanner) was used to verify the
domain authority and other information that might be hidden under the HTML code;
phase two checked that the web page sent the contents of a form to a web server. The
application verified that the URL links in the web page was the same as in the domain.
If the URLs pass all the checks in phases one and two, the email/link was deemed as
non-phishing website. Unfortunately, this design was unable to detect malware-based
phishing attacks.
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Our approach would aim to improve on a machine learning take on phishing
detection in hopes of achieving higher accuracy than previously attainable.

3 Methodology

The aim of phishing websites is to trick users into submitting their private information
like login credentials or credit card information. Some of these websites are easily
recognizable as illegitimate but others require deeper analysis. One method of con-
ducting a deeper analysis of websites is to look at their URLs.

In order to detect phishing websites with high precision and recall, we carefully
select specific features that represent each URL. These features are used in training and
testing inputs. We divide this input into four different arrays: training input, training
output, testing input and testing output. We then use the training input array to train our
Random Forest classifier. Once the classifier is trained to accept the specific features
and make the appropriate decision, we used the testing input to test the classifier. This
process [9] is summarized in Fig. 1. These predictions are then evaluated based on
accuracy, precision, recall and F-score.

We’ve recorded these four scores for five different subsets of features and com-
pared them. Our goal was to find the subset of features that give the highest precision
and recall rates.

3.1 Data

We collected our training and test data from the UCI phishing dataset [6] that is
publicly available. This dataset contained 2456 unique URL instances and a total of
11,055 URLs of which 6,157 are phishing and 4,898 are legitimate sites. Each row
represented a URL and each URL was previously parsed and represented according to
30 features which could determine whether or not the URL is used for phishing or just
identify a specific feature as suspicious for a particular URL. The features considered
include whether or not an IP Address is used instead of a URL, the length of the URL,
the presence of link tags to the same domain as the webpage and whether or not the
webpage uses IFrames. At the end of each row, there is a result which identifies the true
nature of the URL, 1 if it is a phishing site and −1 if it a legitimate site.

3.2 Feature Selection

In any classification scheme, there are features which seem more prominent than others
in achieving a correct classification. These features, combined with other salient fea-
tures or even less salient features, can perform outstandingly. The difficulty arises when
we must determine what are the most relevant features from a set and what combination
of features give us near perfect classification accuracies. From the 30 features, we
identified five subsets. These were grouped as shown below.
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Set A: Web-presence related features. We chose these four features to determine if
it is practical to determine the nature of a URL simply by looking at its presence on the
internet, and not by any structural features of the URL itself. These features included:
Domain age, Website traffic, Page Rank, Google Index.

Set B: Features with only two (2) possible outcomes {−1,1}. This makes the data
more binary and eliminates the possibility of uncertain URLs. These features included:
having_IP_Address, Shortining_Service, having_At_Symbol, double_slash_redirect-
ing, Domain_registeration_length, Favicon, port, Prefix_Suffix, HTTPS_token,
Request_URL, Submitting_to_email, Abnormal_URL, Redirect, on_mouseover,
RightClick, popUpWidnow, Iframe, age_of_domain, DNSRecord, Page_Rank, Goo-
gle_Index, Statistical_report.

Set C: Features with three (3) possible outcomes {−1,0,1}. These features allow for
uncertainty in their output and includes: URL_Length, having_Sub_Domain, SSLfi-
nal_State, URL_of_Anchor, Links_in_tags, SFH, web_traffic, Links_pointing_to_page.

Set D: Combination of Sets B and C. This set contains all 30 features.
Set E: The most important features (those rated 0.01 and up) according to Ran-dom

Forest’s feature_importances_ attribute. These include: having_IP_Address,URL_Length,
Prefix_Suffix, having_Sub_Domain, SSLfinal_State, Do-main_registeration_length,
HTTPS_token, Request_URL,URL_of_Anchor, Links_in_tags, SFH, age_of_domain,
DNSRecord, web_traffic, Page_Rank, Google_Index, Links_pointing_to_page.

Fig. 1. Process flowchart for each selected feature set.
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3.3 Experiment Design

Random Forest is a supervised classification algorithm that makes use of several
classification trees [7]. A classification is made by passing each input vector down each
tree, randomly. Each tree gives a classification, or vote, and the forest chooses the
classification with the most instances, or votes [8]. We decided to use this algorithm
because it is unexcelled in accuracy among its counterparts [8], it runs efficiently on
large datasets and it can handle missing values [7].

3.4 Evaluation Methods

To fully evaluate the effectiveness of a classification model, you must include its
precision and recall scores. In order to evaluate the performance of our classifications,
we’ve calculated the Accuracy, Precision, Recall and F1 Scores for each set tested.
Each metric is calculated based on True Positive (TP), True Negative (TN), False
Positive (FP) and False Negative (FN) scores.

Precision measures the number of instances that have been correctly classified and
is a measure of the classifier’s exactness. It is the number of positive predictions di-
vided by the total number of positive instances predicted. For us, precision answers the
question, “Of all the URLs labeled as phishing, how many are actually phishing?” The
formula to calculate precision is given by Eq. 1 below.

Precision ¼ TP
TPþFP

ð1Þ

Recall measures the number of positive instances that the classifier correctly
identified from the set of all positive instances. In other words, recall measures the
number of instances that were missed [1]. Recall is a measure of the classifier’s
completeness. For us, recall answers the question, “Of all the URLs that are truly
phishing, how many did we identify as phishing?” The formula to calculate recall is
given by Eq. 2 below.

Recall ¼ TP
TPþFN

ð2Þ

Simply looking at a classifier’s precision and recall scores would not constitute a
substantial evaluation. As such, we include the F1 score, which is the weighted average
of precision and recall scores. The formula to calculate F1 Score is given by Eq. 3
below.

F1Score ¼ 2TP
2TPþFPþFN

ð3Þ

Accuracy, simply put, is the number of correct classifications made out of all
instances in the test data. The formula to calculate accuracy is given by Eq. 4 below.
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Accuracy ¼ TPþ TN
TPþ TN þFPþFN

ð4Þ

The Receiver Operating Characteristic (ROC) curve is ideal for representing binary
classifications like this one. The curve is plotted with the False Positive Rate (FPR) on
the x-axis and the True Positive Rate (TPR) on the y-axis. The Area Under the ROC
Curve (AUC) shows how well the classifier is able to discriminate between phishing
and legitimate URLs. The formulas to calculate FPR and TPR are given by Eqs. 5 and
6 below.

FPR ¼ FP
FPþ TN

ð5Þ

TPR ¼ TP
TPþFN

ð6Þ

3.5 Results

In this section we provide details on the performance of our classification model. As
previously mentioned, thirty (30) initial features were broken down into five subsets
and investigated. The overall performance of these subsets is reported in Table 1.

Sets C, D and E were able to achieve great precision and recall rates, above 91.5%.
Set E outperformed the other sets, achieving 97.1% precision and 94.8% recall. This set
produced results that surpass some previous research [1] and closely follow others [3].
High precision and recall rates are directly related to high quality feature selection.
Set A underperformed with 48.8% accuracy and 51.2% precision, while Set B pro-
duced average results, obtaining 76.9% accuracy and 71.5% precision. The increasing
performance of each set can be easily seen in Fig. 2.

Each set contained varying amounts of features. The relation between feature count
and performance is shown in Fig. 3. We can observe one profound characteristic: the
number of features is not as important as the importance of the features within the set.
Set B contained 21 features to obtain 76.9% accuracy while Sets C and E used 8 and 16
features respectively and achieved over 92% accuracy.

Table 1. Classifier performance

Precision Recall F1 Score Accuracy FPR TPR AUC

Set A 0.4283 0.5119 0.4664 48.8% 0.488 0.4669 0.4908
Set B 0.7148 0.783 0.7474 76.9% 0.2169 0.7575 0.7703
Set C 0.9213 0.9154 0.9183 92.9% 0.0845 0.9393 0.9273
Set D 0.9559 0.9414 0.9486 95.5% 0.0585 0.9663 0.9538
Set E 0.9711 0.9479 0.9593 96.5% 0.052 0.9781 0.963
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The ROC Curve is useful in showing the relationship between False Positive Rate
and True Positive Rate. The ideal case occurs when the curve has the shortest distance
to the upper left corner of the graph. The AUC is an important indicator of classifier
performance. We see the Random Forest classifier achieves the best AUC for Set E,
with 0.963. This is depicted in Fig. 4.
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4 Discussion

In this section we further analyze the performance of Random Forest classifier with our
five Sets and identify some limitations of our model.

Intuitively, increasing the number of features tend to yield better results on the per-
formance. However, when we focused on selecting the features that were relatively
important, we reduced the feature count by over half compared to the total number of
features and were able to achieve better accuracy. This result indicates that adding more
features does not necessarily result in better accuracy and may introduce more com-
plexity that could downgrade the efficiency and performance of the classifier.

Our feature importance ranking was done using Random Forest’s feature_impor-
tances_ attribute. This resulted in 16 features with a rating 0.01 or greater. These 16
features held the most weight and so was expected to perform extremely well. As
evident by Set E’s performance, using only the most important features are enough to
increase the accuracy, precision and recall.

It was hoped that having binary input would make classification simpler for Ran-
dom Forest. However, Set B’s precision and recall scores, although good, were not
desirable. In contrast, Set C obtained surprisingly better results although only contain-
ing features that could take on 3 possible outcomes. This means that some features had
a value of zero, meaning that feature was suspicious, and not definitely phishing or
legitimate.

Fig. 4. ROC Curve and AUC for Random Forest classifier with Set E.
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Set A was chosen based on the URL’s online presence rather than its structure. The
performance of this set simply reiterates that we cannot determine, without a doubt,
whether or not a website is phishing based solely on how long the site has been online,
how many people visit the site and whether or not a user can visit the site from doing a
Google search. These features are not substantial on their own.

We were restricted in the number and type of features under consideration. Had we
been able to alter these parameters, we could have included current phishing URLs as
reported by PhishTank. Another limitation of our method is that some of our subsets
were built based on our judgement of feature importance, including Sets A, B and C.

When we divide the dataset into training and testing sets, one technique we could
apply is k-fold cross validation. By partition our dataset into k-parts same sized sets,
then running separate testing and training evaluations on those sets, we are confident
that k-fold cross validation could significantly improve our assessment of the trained
classifier.

5 Conclusion

We were able to improve the accuracy, precision and recall of the Random Forest
classifier by using select features from all 30 features. This highlights the significance
of first determining which features are most useful in determining whether a URL is
phishing. Our findings give several possibilities for improvement. As a further step, we
would include more features, find more important features, and combine all important
features in hopes of achieving near perfect accuracy, precision and recall. We would
also design our own URL parser, so as to be able to include more current phishing
URLs. In order to improve the method of selecting important features for testing, we
would employ forward feature selection and backward feature elimination methods.
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Abstract. The tools to tamper with digital photographs have become easier to
use by the lay person and techniques have evolved that make detection of
tampering more difficult, there is a clear need to not only discover novel ways to
distinguish the difference between real and fake, but also to make the detection
quicker and easier. Using content-aware resizing, which is also known as image
retargeting, seam carving, content-aware rescaling, liquid rescaling, or liquid
resizing, allows for changing the resolution of an image while keeping the
content unchanged in the image. In this paper, the retraining of Inception ResNet
v2, one of the best object detection deep learning classifiers, is undertaken to
look at classifications of untampered versus tampered photos via seam removal.

Keywords: Photography � Detection of tampering � Detection of modification
Detection of falsification � Deep learning

1 Introduction

The ease of manipulating an image hasn’t caused people to rely less on images as a
source of truth. The reasons for the manipulation span the spectrum from what can
seem benign (removing pimples, whitening teeth, or removing wrinkles in a school
photo) all the way to intentionally malicious (falsified images passed as real, fear
mongering, or deception).

Image manipulation tools have become widely available that allow anyone to
perform robust image manipulation to the point where it is difficult to determine if an
image has been falsified. Coupling that with an issue of the public becoming desen-
sitized to the importance of image manipulation. The task for an average person to
determine if an image has been tampered becomes herculean.

Previous investigations into manipulation of images have taken place looking at
artifacts of specific file formats that occur after editing is done on an image. A very
common standard to store digital images was created by the Joint Photographic Experts
Group and the format became the known by the acronym JPEG and due to the pop-
ularity is an important file format to focus on for detection of tampering. To manipulate
an image stored using the JPEG format there are a few basics operations; image
scaling, rotation, copy and pasting, and double compression artifacts, are used and the
detection of each have been well studied [1–7].
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The need to be able to show image content over a range of resolutions has led to the
creation of and current use of content-aware scaling. Shai Avidan of Mitsubishi Electric
Research Labs (MERL) and Ariel Shamir of the Interdisciplinary Center and MERL,
designed what they termed “seam-carving”. This is a method that allows changing the
size of an image by “carving-out or inserting pixels in different parts of the image.”
Seams are connected pixels from the top to the bottom or from the side to side of an
image. Seam carving is done with the help of an energy function that is then used to
identify the order of seams from lowest energy to highest energy [8]. The type of
energy function used and the order that seams are removed can influence the resulting
picture. Additionally, certain areas of the image can be artificially marked higher or
lower in the energy function to protect from or ensure that certain areas are removed.
An example of directed removal can be seen in Figs. 1, 2, and 3. Figure 1 is the
original image. Figure 2 is the image with the marked pixels that will be protected (the
man is highlighted in green) and removed (the man is highlighted in red). Figure 3 is
the result of the seam carving.

Fig. 1. Original image

Fig. 2. An example image with overlays marking pixels in red and green. (Color figure online)
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2 Deep Learning

Deep learning is a specific type of machine learning that uses multiple layers of
processing to find features of a data set and that categorizes the data into certain
groupings based on the features. Most current deep learning models are based on an
artificial neural network.

A new convolutional neural network (CNN) was released in 2017 named Inception-
ResNet v2 by Christian Szegedy, Sergey Ioffe, Vincent Vanhoucke, and Alexander
Alemi from Google Incorporated [9]. The new CNN builds upon the previous version
of inception v1 [10], v2 [11] and v3 [12] along with the use of optimized residual
connections based on residual connections presented by He, Zhang, Ren, and Sun [13].
The diagram for this network can be seen in Fig. 2.

The layers that make up Inception ResNet v2 are convolution, pooling (max and
average), concatenation, dropout, fully connected, softmax and residual. The convo-
lution layer is where the tensor input is changed using a filter of a certain size. This

Fig. 3. An example of using seam carving to remove the red marked pixels while protecting the
green marked pixels. (Color figure online)

Fig. 4. Diagram of Inception ResNet v2 [14]
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filter then outputs the resulting tensor. The convolution process allows for extraction of
features. Pooling allow shrinking the dimension of an input by looking at specific
bundles of pixels and then using max or average on the bundle to determine a repre-
sentative amount that then becomes the new value moving towards the input of the next
layer. This is used to shrink the number of features from a convolution. A concatena-
tion layer combines the tensors along a specified axis into a larger tensor. A dropout
layer randomly drops data from a tensor into an output tensor that is the same size
based on an entered probability. A fully connected layer does the classification on the
features and every node in the layer is connected to a node in the preceding layer.
Lastly a residual layer allows the skipping of certain layers to re-enforce the learning by
addition of the tensor that skipped the layers with the output tensor that when through
the layers.

In this paper, the Inception ResNet v2 network is fine-tuned to classify JPEG
images that have been tampered, using seam carving, versus untampered. This paper
seeks to study if Inception ResNet v2 can reliably determine if an image has been
tampered via seam carving.

Recent research into using deep learning to detect and localize image tampering by
way of resampling was shown by Bunk et al. [15] to be successful for copy-clone,
removal, and splicing that was in the NIST Nimble 2016 dataset. This dataset contains
images that were tampered in an advanced way to beat current state of the art detection
techniques. Two methods of deep learning (CNN and LSTM) were used on Radon
transformed data.

The application of external metadata allowed detection of tampering of images by
Chen et al. [16]. They viewed images containing weather clues and compared them to
the weather service for the same date and time. The correlation of the information was
used to identify anomalies. The process could be further applied to also aid in detecting
manipulations by comparing if clothing in images was weather appropriate for the date
and location.

Deep learning was used by Shan [17] to learn from pathology patches to identify
micro aneurysm in fundal images. They fine-tuned the training through a final iteration
that allowed the accuracy results to move from high 80 s to low 90 s. The fine tuning
used a stacked sparse autoencoder to do the deep learning. Autoencoders were part of
early machine learning.

Deep learning was shown in research by Kalpana and Amritha to be able to identify
“manipulations like median filtering, Gaussian blurring, resizing and cut and paste
forgery..with… an average accuracy of 97%.” [18] Their approach used the addition of
a prediction error filter to get at the relationship of the pixels and not the content of the
picture.

This paper uses the novel approach of re-tuning an object recognition model,
Inception ResNet v2, to detect JPEG image tampering by vertical seam carving. The
hypothesis is that the object detection training will allow the model to re-train to be able
to learn to find images that have been tampered via vertical seam carving. Maybe
through identification of objects that don’t appear as they should or finding discrep-
ancies in the colors or energy.
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3 Methodology

A dataset was constructed from the 2017 ImageNet challenge test dataset containing
5500 images [19]. The first step cropped out a random selection from the original
image with a size of 358 � 299. The untampered image is produced by cropping out a
299 � 299 selection randomly within the x axis of the original selection. Figure 3
shows an example untampered image.

The original selection is then evaluated for the seams that will be removed. Fig-
ure 4 shows the original selection with green lines showing the seams that will be
removed from the image.

The last step creates the tampered image using the seam removal process, removing
59 vertical seams, which are marked in green in Fig. 4, from the width of the image,
resulting in a 299 � 299 image. Figure 5 shows what an example tampered image
looks like with the seams removed. Notice that the tail, all four legs, and the ear can be
seen and that there is no noticeable change to the pattern of the fur.

Fig. 5. Untampered image

Fig. 6. Expanded selection with seams indicated in green (Color figure online)
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This process led to a dataset with 5500 tampered and 5500 untampered images of
size 299 by 299. The Python function, imwrite, writes the JPEG files at a quality of 95
(https://docs.opencv.org/3.0-beta/modules/imgcodecs/doc/reading_and_writing_
images.html#imwrite). This size was chosen to match the input size of the Inception
ResNet v2 classifier. The image classifier will be retrained into a binary classification of
tampered or untampered using TensorFlow (Fig. 7).

To convert the tampered and untampered images from JPEG format into tfrecords,
required for the retraining method, the download_and_convert_data.py script was used
from https://github.com/tensorflow/models/tree/master/research/slim. Through this
process 1,000 images were reserved in a validation set and the other 10,000 images
were placed into a training set.

The TensorFlow library was used to create a convolutional neural network
(CNN) allowing training on the data set for identification of tampered images and
identification of the method used. TensorFlow is an open source library that was
created by Google for numerical manipulation within data flow graphs where the nodes
are mathematical operations and the edges are where the multidimensional data arrays
(tensors) are transferred between. TensorFlow allows building deep neural networks
easier than coding them from scratch for every use case. TensorFlow can be included in
many different programing languages and for the purposes of this proposal will be used
is in Python.

The retraining script and evaluation script were used from here, https://github.com/
kwotsin/transfer_learning_tutorial. These scripts output the streaming accuracy metric
into a summary scalar (accuracy and validation_accuracy) which allows easy tracking
throughout in TensorBoard.

4 Results

The training accuracy is charted in Fig. 8 with the y axis the accuracy percentage and
the x axis the number of global steps in the training and Fig. 9 shows the text of the x
and y coordinates of the point at the rightmost position. Once the retraining ended at 10
epochs, the accuracy percentage had grown to 68%.

Fig. 7. Tampered image with seams removed
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The validation script accuracy is charted in Fig. 10 with the y axis the validation
accuracy percentage and the x axis the number of global steps in the validation and
Fig. 11 shows the textual information of the x and y coordinates of the point at the
rightmost position. After 10 epochs, the validation accuracy stabilizes around 82%.

Fig. 8. Plot of training accuracy during training. 10 epochs and 1 day and 7 h later

Fig. 9. Details for the right-most point of the right-most point in Fig. 8 - 68%

Fig. 10. Plot of validation accuracy against the number of steps in the validation. 1 epoch and
30 min later

Fig. 11. Details for the right-most point of the validation accuracy plot in Fig. 10 - 82%
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There can be seen a discrepancy between the resulting training accuracy and the
validation graphs and the numbers found. This can be explained due to the training not
running until an equilibrium is reached. In Fig. 12, a longer running training can be
seen – it ran for 3 days and 21 h compared to Fig. 6 which ran for 1 day and 7 h. The
accuracy moved from 68% to 76% between the shorter run to the longer training
session.

The y axis of Figs. 8, 10, and 12 is the accuracy percentage and the x axis shows
the number of steps. Each step is a batch of images that have been processed. The
number of steps directly correlates to the amount of time that was required and the
number of images that was in each image set to do the training or validation in Figs. 6
(12.48k steps), 8 (261 steps), and 10 (37.49k steps) (Fig. 13).

5 Conclusions

The Inception ResNet v2 model, the best at object detection across multiple classifi-
cations, does perform well when it is retrained for binary classification of tampered
images. Figure 6 demonstrates that as training went on, the accuracy kept climbing and
combined with Fig. 8, it is expected that an accuracy in the mid-80 percent isn’t
unreasonable if the training is left to continue or additional images were provided.

The validation percentage of around 80% confirms that the retraining of the model
isn’t overfitting to the data set. It also supports the idea that the training accuracy would
continue to move higher until it was close or above the validation accuracy.

Fig. 12. A plot of training accuracy against the number of steps during training; 30 epochs and 3
days and 21 h later

Fig. 13. Details for the right-most point of the plot in Fig. 12 - 76%
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After reviewing the false images, there is a higher incidence of false negatives than
false positives. This supports a suspicion that there may be image manipulation being
done during the training that may have altered the truthfulness of the label and thus
caused confusion with the model. For example, if the tampering in an image was
localized and that area wasn’t included in a crop distortion then the model would be
given essentially an untampered photo but falsely labeled as tampered.

6 Future Work

This paper restricted the seam removal to only vertical seams and future work should
confirm that expanding the seam removal to seams going in any number of directions
has the ability detect image tampering. For example, image preparation with horizontal
seams or diagonal seams would allow broadening the usefulness and applicability in
the real world.

For future experimentation, a test to check if the model is looking at the image and
not the format of the image. This may allow expanding the ability to detect seam
carving in various file formats and even screen shots of tampered images where the
artifacts of the file format and compression may be lost or hidden.

Reducing the image size for the training may allow a higher accuracy and a reduced
amount of false predictions. This would ensure that any tampering that was done to the
image would be included in the training and potentially help with the accuracy of false
negatives where the tampered part of the image wasn’t looked at during the training.

A real-world application of this model into a browser or email plugin or social
media API would allow watermarking a suspected image to grab an end-user’s
attention to the possibility of image tampering. This may help to reduce false infor-
mation being presented as pictures from making the leap from entertainment to fake
news.
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Abstract. The rapid development of mobile Internet services has
yielded tremendous traffic pressure on cellular radio access networks.
Exploiting nonorthogonal multiple access (NOMA) that enables a group
of mobile users (MUs) to simultaneously share a same spectrum channel
for radio access provides an efficient approach to achieve the goals of
ultra-high throughput and massive connectivity in future 5G network.
In this paper, we propose a joint time and power allocations for uplink
NOMA. We aim at minimizing the delay for transmission and the total
energy consumption of all MUs when the MUs send their data to the
BS, while satisfying each MU’s constrains on the transmission delay and
energy consumption. Numerical results are provided to validate our pro-
posed algorithm and the performance and advantage of our proposed
joint optimization for time and power allocations for uplink NOMA.

Keywords: Nonorthogonal multiple access
Radio resource management · Optimization

1 Introduction

Nonorthogonal multiple access (NOMA), which enables a group of mobile users
(MUs) to share the same time/frequency channel and utilizes the successive
interference cancellation (SIC) to reduce the MUs’ co-channel interference, has
been introduced as one of the enabling technologies in the fifth-generation (5G)
cellular networks [1–4]. Compared with in traditional orthogonal multiple access
(OMA), NOMA is expected to realize massive connectivity for a large number of
mobile terminals and significantly improve the spectrum-efficiency, which thus
has attracted lots of research interests [5–13]. In [5], Wu et al. studied an opti-
mal power allocation problem for downlink NOMA relay-transmission. In [6], Lei
et al. studied the joint power and channel allocations for NOMA in a multi-cell
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system. In [7], Qian et al. studied the joint optimization of cell association and
power control. In [8], Elbamby et al. studied the resource allocation for the in-
band full duplex-enabled NOMA networks. In [9], Qian et al. investigated the
joint base station association and power control for uplink NOMA systems. In
[10], Shirvanimoghaddam et al. investigated the application of NOMA for Inter-
net of Things (IoT). Since traffic offloading has been considered as an promising
approach to address the traffic congestion in future heterogeneous cellular sys-
tem [11,12], an NOMA-enabled traffic offloading scheme has been proposed in
[13], which shows the throughput advantage over the conventional orthogonal
multiple access based offloading transmission.

In this paper, we consider a scenario in which a group of MUs send their
respective data to the BS. To improve the spectrum efficiency, the MUs use
NOMA to simultaneously transmit data to the BS over a same frequency channel.
We jointly optimize the transmission time and the total energy consumption of
all MUs. Despite the non-convexity of the formulated joint allocation problem,
we introduce a variable-change and thus equivalently transform the original non-
convex optimization problem into a convex optimization one, based on which we
propose an efficient algorithm to solve it. Numerical results are provided to
validate the effectiveness of our proposed algorithm and show the performance
advantage of our proposed joint optimization of transmission time and power
allocations for uplink NOMA.

The rest of this paper is organized as follows. Section 2 illustrates the system
model and problem formulation. In Sect. 3, we propose an efficient algorithm to
solve the formulated problem. Section 4 shows the numerical results. Finally, we
conclude this work in Sect. 5.

2 System Model and Problem Formulation

As shown in Fig. 1, we consider the scenario where a group of MUs (denoted by
mobile users) I = {1, 2, . . . , I} are transmitting to a macro base station (BS).
Each MU i has a total data volume of size sreqi to be transmitted to the BS.
We consider that the MUs form an NOMA-cluster to send the data volumes
{sreqi }i∈I to the BS over a same frequency channel simultaneously.

2.1 MUs’ NOMA Transmission to the BS

In the considered NOMA transmission, we use t to denote the transmission delay
of the MUs to send the data volumes {sreqi }i∈I to the BS. We use pi to denote
MU i’s transmit-power to the BS. We assume that the MUs in I follow the
following ascending-order of the channel power gains from the MUs to the BS.
Furthermore, given a group of MUs, there are I! different viable decoding-orders.
For our future work, we will consider other ordering of the MUs.

g1B > g2B > g3B > ... > giB > ... > gIB, (1)

where giB denotes the channel power gain from MU i to the BS.
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Fig. 1. Illustration of system model: uplink NOMA transmission.

Based on (1) and the SIC operation, the transmission rate from MU i to the
BS can be given by:

Ri = W log2

(
1 +

pigiB∑i−1
j=1 pjgjB + Wn0

)
,∀i ∈ I, (2)

where W denotes the uplink channel-bandwidth, and n0 denotes the spectral
power density of the background noise.

For the sake of easy presentation, we introduce γiB as the received signal to
noise plus interference ratio (SINR) for MU i’s uplink NOMA transmission to
the BS, i.e.,

γiB =
pigiB∑i−1

j=1 pjgjB + Wn0

,∀i ∈ I. (3)

Suppose that all MUs’ {γiB}i∈I are given in advance. Then, each MU i’s
minimum transmit-power can be given by:

pmin
i ({γjB}j∈I,j≤i) =

Wn0

giB
γiB

i−1∏
j=1

(1 + γjB),∀i ∈ I. (4)

Furthermore, given the MUs’ data volumes {sreqi }i∈I to be transmitted and
the transmission delay t, we have

Ri =
sreqi

t
= W log2 (1 + γiB) ,∀i ∈ I,

which thus leads to:

γiB = 2
s
req
i
t

1
W − 1,∀i ∈ I. (5)
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By substituting (5) into (4), we obtain each MU i’s minimum transmit-power,
i.e.,

pmin
i (t) =

Wn0

giB

(
2

s
req
i
t

1
W − 1

)
2

1
t

1
W

∑i−1
j=1 sreq

j ,∀i ∈ I. (6)

Notice that NOMA enables all MUs’ simultaneously send their data to the
BS. Thus, in this work, we aim at minimizing the delay for transmission and
the total energy consumption of all MUs. The details are shown in the next
subsection.

2.2 Problem Formulation

We formulate the following optimization problem that aims at minimizing the
overall radio resource consumption of the uplink NOMA transmission which
includes the transmission delay and the total energy consumption of all MUs
(here “ORRCM” refers to “Overall Radio Resource Consumption Minimiza-
tion”):

(ORRCM): minαt + βt

I∑
i=1

pmin
i

subject to: tpmin
i (t) ≤ Emax

i ,∀i ∈ I, (7)
0 ≤ t ≤ Tmax (8)

variables: t.

In Problem (ORRCM), we use α and β to denote the weight coefficients of the
transmission delay and the total energy consumption of all MUs, respectively.
Constraint (7) means that each MU i’s total energy consumption for transmission
cannot exceed its maximum energy limit denoted by Emax

i . We use pmin
i (t) (given

in (6)) to denote MU i’s minimum transmit-power to the BS. Constraint (8)
means that the transmission delay t cannot exceed the maximum-delay Tmax.

Problem (ORRCM) is a typical non-convex optimization problem, and thus
there exists no general algorithm that can efficiently solve Problem (ORRCM).
We focus on proposing an efficient algorithm to solve Problem (ORRCM) in the
following.

3 Proposed Algorithm to Solve Problem (ORRCM)

In this section, we propose an efficient algorithm to solve Problem (ORRCM).
However, Problem (ORRCM) is a typical non-convex optimization problem. To
efficiently solve this problem, we introduce a variable-change as:

x =
1
t

(9)
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Using (9) and making some equivalent manipulations, Problem (ORRCM) can
be equivalently transformed into:

(ORRCM-E): minα
1
x

+ β
1
x

I∑
i=1

pmin
i

subject to: pmin
i (x) ≤ xEmax

i ,∀i ∈ I, (10)

x ≥ 1
Tmax

(11)

variables: x.

For the sake of easy presentation, we define function Hi(x) as:

Hi(x) =
Wn0

giB

(
2x

s
req
i
W − 1

)
2x 1

W

∑i−1
j=1 sreq

j ,∀i ∈ I. (12)

recall that Hi(x) stems from (6).
The key idea to solve Porblem (ORRCM-E) is to introduce a new variable

θ. By using θ, we can transform the Problem (ORRCM-E) into:

(D1): min θ

subject to:
θx − α

β
−

I∑
i=1

Hi(x) ≥ 0, (13)

Hi(x) ≤ xEmax
i ,∀i ∈ I, (14)

x ≥ max{ 1
Tmax

,
α

θ
}, (15)

variables: θ.

A key observation is that Problem (D1) corresponds to finding the optimal
value of θ (denoted by θ∗) that can meet constraints (13), (14) and (15).

(Procedures to Determine the Feasibility Under a Given θ): In order
to determine the feasibility of Problem (D1) under a given θ, we consider the
Problem (D2) as follows:

(D2): Vθ = min
I∑

i=1

Hi(x) − θx − α

β

subject to: Hi(x) ≤ xEmax
i ,∀i ∈ I, (16)

x ≥ max{ 1
Tmax

,
α

θ
}, (17)

variables: x.

If Vθ ≤ 0, then the Problem (D1) is feasible. If Vθ > 0, then the Problem
(D1) is infeasible.

We then define the function G(x) given by:

G(x) =
I∑

i=1

Hi(x) − θx − α

β
. (18)
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notice that G(x) stems from the objective function of Problem (D2).
We thus can derive the first order derivative of G(x) as follows:

∂G(x)
∂x

=
∂

∑I
i=1 Hi(x)
∂x

− θ

β

=
I∑

i=1

{Wn0

giB

(
2x

s
req
i
W − 1

)
2x 1

W

∑i−1
j=1 sreq

j (ln 2)

⎛
⎝ 1

W

i−1∑
j=1

sreqj

⎞
⎠

+
Wn0

giB
2x 1

W

∑i−1
j=1 sreq

j 2x
s
req
i
W (ln 2)

sreqi

W
} − θ

β
(19)

we observe that ∂G(x)
∂x is increasing in x. Then, we can conclude that the Problem

(D2) is a convex optimization problem.
Exploiting the convexity of Problem (D2), we can use the interior point

method to solve. In this paper, we use CVX (i.e., a commercial optimization
package [14]) to solve Problem (D2) and compute the solution Vθ.

(Procedures to Determine θ∗): We then illustrate how to determine θ∗. We
exploit bisection-search method [15] to find θ∗, which enables the Problem (D1)
is feasible. The key rationale is as follows. Specifically, let us first suppose that
the value of θ is given in advance. We then only need to check whether the
Problem (D1) is feasible. If yes, then we can further reduce θ a little bit. Such a
process continues, until we reach a threshold-value of θ which leads to that the
Problem (D1) is infeasible. If no, then we need to increase the given value of θ.
We thus obtain θ∗.

Based on the above rationale, we propose the following ORRCM-Algorithm
to solve Problem (D1).

ORRCM-Algorithm: to solve Problem (D1) and find θ∗

1: Initialization: The tolerable computation-error ε for the bisection-search method.
Set θuppbound is a sufficiently large number and θlowbound = 0.

2: while |θuppbound − θlowbound| > ε do

3: Set θcur = θuppbound+θlowbound

2
.

4: Solve Problem (D2) to obtain Vθ by using CVX.
5: if Vθ ≤ 0 then
6: Set θuppbound = θcur.
7: else
8: Set θlowbound = θcur.
9: end if

10: end while
11: Output: θ∗ = θcur.
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4 Numerical Results

We provide the numerical results to evaluate the accuracy of our proposed
ORRCM-Algorithm and demonstrate the performance of our proposed NOMA-
enabled uplink transmission scheme. Specifically, we setup the scenario as fol-
lows. The BS is located at (0 m, 0 m). The group of MUs are uniformly dis-
tributed within a plane whose central is the BS and the radius is 100 m. We use
the similar method as [16] to model the channel power gains from the MUs to
the BS. For instance, the channel power gain from the MU i to BS is given by
giB = �iB

ικ
iB

, where �iB denotes the distance between MU i ∈ I and the BS, and
κ denotes the power-scaling factor for the path-loss (we set κ = 3). To capture
the fading and shadowing effects, we assume that �iB follows an exponential
distribution with a unit mean. We set each MUs’ maximum energy-capacity as
Emax

i = 4J, and set Tmax = 1 s, and set the weight coefficient α = 1 of the trans-
mission delay and the weight coefficient β = 1 of the total energy consumption
of all MUs. Other parameters setting will be provided when needed.

4.1 Effectiveness of Our Proposed ORRCM-Algorithm

We firstly evaluate the accuracy of our proposed ORRCM-Algorithm, with the
detailed results shown in Tables 1 and 2. For the purpose of comparison, we use
Enumeration method to solve Problem (ORRCM-E) and obtain the overall radio
resource consumption as a benchmark.

Table 1. 8-MUs and 10-MUs scenario: we fix W = 8 MHz, and we set the unit of sreqi

to Mbits

I = 8 sreq
i = 3.5 sreq

i = 4 sreq
i = 4.5 sreq

i = 5 sreq
i = 5.5 sreq

i = 6 sreq
i = 6.5 Ave. Error

Proposed 0.7818 0.8935 1.0052 1.1169 1.2286 1.3440 1.5011 0.0024%

Enumeration 0.7818 0.8935 1.0052 1.1168 1.2285 1.3440 1.5011

I = 10 sreq
i = 3.5 sreq

i = 4 sreq
i = 4.5 sreq

i = 5 sreq
i = 5.5 sreq

i = 6 sreq
i = 6.5 Ave. Error

Proposed 1.0389 1.1873 1.3372 1.5451 1.8750 2.3968 3.2198 0.0013%

Enumeration 1.0388 1.1873 1.3372 1.5451 1.8750 2.3968 3.2198

Table 2. 8-MUs and 10-MUs scenario: we fix W = 12MHz, and we set the unit of sreqi

to Mbits

I = 8 sreq
i = 3.5 sreq

i = 4 sreq
i = 4.5 sreq

i = 5 sreq
i = 5.5 sreq

i = 6 sreq
i = 6.5 Ave. Error

Proposed 0.5730 0.6549 0.7368 0.8186 0.9005 0.9824 1.0643 0.0042%

Enumeration 0.5731 0.6549 0.7368 0.8187 0.9005 0.9824 1.0643

I = 10 sreq
i = 3.5 sreq

i = 4 sreq
i = 4.5 sreq

i = 5 sreq
i = 5.5 sreq

i = 6 sreq
i = 6.5 Ave. Error

Proposed 0.7638 0.8728 0.9819 1.0911 1.2002 1.3093 1.4301 0.0030%

Enumeration 0.7638 0.8729 0.9820 1.0911 1.2002 1.3093 1.4301
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Table 1 shows the comparison for a 8-MUs scenario and a 10-MUs scenario,
respectively. Specifically, the locations for both 8-MUs and 10-MUs are randomly
generated as mentioned before. We test I = 8 and I = 10 while fix W = 8 MHz,
and for the two cases, we vary sreqi from 3.5 Mbits to 6.5 Mbits. In each cell, the
value denotes the overall radio resource consumption obtained by our proposed
ORRCM-Algorithm or by Enumeration method. Table 1 shows that the results
obtained by the two method are very close to each other, with the average error
no more than 0.01%, which thus verify the accuracy of our proposed ORRCM-
Algorithm. We test I = 8 and I = 10 while fix W = 12 MHz in Table 2, which
shows the similar results as the Table 1.
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Fig. 2. Performance advantage of our proposed NOMA-enabled scheme compared with
the FDMA-enabled scheme versus different sreqi .

4.2 Performance Advantage of Our Proposed NOMA-Enabled
Scheme Against FDMA-Enabled Scheme

We then compare our proposed NOMA-enabled uplink transmission scheme with
the FDMA-enabled uplink transmission scheme. Specifically, Fig. 2 shows the
performance comparison between our proposed NOMA-enabled scheme and the
FDMA-enabled scheme versus different sreqi from 3 Mbits to 7 Mibts. We use two
cases, i.e., I = 4 and I = 6 while we set W = 8 MHz. It is reasonable to observe
in Fig. 2 that when the total requirements increase, the overall radio resource
consumption for both our proposed NOMA-enabled scheme and the FDMA-
enabled scheme increase. However, our proposed NOMA-enabled scheme can
efficiently reduce the overall radio resource consumption, compared with the
FDMA-enabled scheme. Furthermore, with the increase in the number of MUs,
it can be seen from Fig. 2 that our proposed NOMA-enabled scheme achieves a
larger performance gain.

Figure 3 shows the performance comparison between our proposed NOMA-
enabled scheme and the FDMA-enabled scheme versus different W (i.e., the
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Fig. 3. Performance advantage of our proposed NOMA-enabled scheme compared with
the FDMA-enabled scheme versus different channel bandwidths.

uplink channel bandwidth) from 4 MHz to 12 MHz. We set I = 4 and we use
two cases, i.e., sreqi = 4 Mbits and sreqi = 5 Mbits. It is reasonable to observe in
Fig. 3 that when the channel bandwidth increases, the overall radio resource con-
sumption for both our proposed NOMA-enabled scheme and the FDMA-enabled
scheme decrease. Meanwhile, our proposed NOMA-enabled scheme consumes a
smaller total consumption than the FDMA-enabled scheme.

5 Conclusion

In this paper, we have studied the joint optimization of time and power allo-
cations for uplink NOMA, with the objective of minimizing the overall radio
resource consumption when the MUs send their data to the BS. We proposed an
efficient algorithm to obtain the optimal solution. Moreover, we have validated
our proposed algorithm and demonstrated the performance advantage of our
proposed NOMA-enabled scheme via numerical results.
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Abstract. Hybrid MANET-satellite network is a natural evolution in
achieving ubiquitous communication. Their combination gives full play to
respective advantages—autonomy and flexibility of MANET, wide cov-
erage and resilience to natural disasters of satellite network. Although
large quantities of researches have been conducted on hybrid MANET-
satellite network, there are relatively few researches on its routing. In this
paper, we construct a basic model of hybrid MANET-satellite network
and explore the performance and applicability of ad-hoc routing proto-
cols in hybrid network. Simulation results by NS3 demonstrate that the
hybrid network working in ad hoc manner can acquire the performance
that conforms to the standard of QoS.

Keywords: MANET · Satellite · Hybrid network · Ad-hoc · Routing

1 Introduction

Satellite network is a momentous pillar of global information infrastructure due
to its wide coverage and resilience to natural disasters. Latest advancement in
satellite commutation technology enables satellite network to provide 99.99%
availability [1]. As a result, satellite based IoT [2,3] comes into sight as supple-
ment and extension to terrestrial IoT network with limited coverage. Low earth
orbit (LEO) satellite network whose altitude ranges from 500 km to 1500 km
gains academic and commercial popularity for low propagation delay, low launch
cost and small propagation loss [4]. OneWeb, Iridium and Globalstar, targeted
to global communications and Internet service, are well-known LEO satellite
constellations.

On the other hand, mobile ad-hoc network (MANET) meets with great favor
among numerous terrestrial networks. MANET came into being for military
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tactical network in the beginning. MANET is an autonomous, temporary and
multihop wireless network consisting of mobile nodes. It can be deployed in
infrastructure-less environment temporarily. Different from the single hop prop-
agation of cellular network, packets in MANET are transmitted in a store-and-
forward way from source to destination via intermediate nodes [5]. Due to its
independence of Internet infrastructure and expeditiousness in deploying net-
work, applications of MANET are expanded to desert, forests and coastal waters.

Hybrid MANET-satellite network is a natural evolution in achieving ubiqui-
tous communication [6], which gives full play to respective merits of MANET and
satellite network. Various projects about hybrid or integrated systems have been
proposed for various purposes, such as SANSA [7], SALICE [8] and MONET [9].
However, these projects either focus on physical layer or discuss the methodol-
ogy on network layer. A few of them study the performance of routing protocols
in hybrid network in detail.

In this paper, we construct a basic model of hybrid MANET-satellite network
and apply ad-hoc routing protocols to the hybrid network after obtaining snap-
shots of satellite network. Simulation results by NS3 verify that ad-hoc routing
protocols are applicable to the hybrid network and the delay of hybrid network
is up to the standard of QoS.

The remaining of this paper is organized as follows. Section 2 gives a brief
review of background and related work. Section 3 depicts a basic model of hybrid
MANET-satellite network and introduces the routing mechanism of the hybrid
network. Section 4 provides simulation results and analysis. Finally, Sect. 5 con-
cludes the paper.

2 Background and Related Works

2.1 Routing Protocols of MANET

In MANET, all the mobile nodes are equipped with a wireless transmitter and
a receiver, which means every node can work as a transceiver or router of other
nodes. Because mobile nodes move freely and arbitrarily, the topology of the
MANET changes in a random and stochastic manner. The highly dynamic nature
of MANET places severe restrictions on routing protocols designed for them [5].

MANET routing protocols are classified into two main categories, the proac-
tive and the reactive. Proactive protocols update the routes within the network
periodically, so that when source node needs forward a packet, the route already
exists and can be used immediately [10]. Destination-Sequenced Distance-Vector
(DSDV) and Optimized Link State Routing (OLSR) are typical proactive pro-
tocols. On the other hand, reactive protocols invoke a route determination pro-
cedure only on demand [11]. Thus, when a route is needed, some sort of global
search procedure is initiated. Examples of reactive protocols include Ad hoc
on-demand Distance Vector (AODV) and Dynamic Source Routing (DSR).
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2.2 Routing Strategies of Satellite Network

From the perspective of connection, there are two kinds of routing scheme for
single-layered satellite network, the connectionless and the connection-oriented.
The rapid development of Internet has promoted the application of connection-
less scheme in IP-based satellite network. Ekici et al. [12] introduces a distributed
routing algorithm (DRA) which selects the path for each packet independently.
DRAW in [13] improves DRA’s applicability to variable topology. Guo et al. [4]
proposed a novel routing algorithm WSDRA whose has much less overhead and
delay than DRA.

Virtual topology method is a significant component in the connection-
oriented scheme. The Snapshot method is a milestone in the development of
virtual topology based satellite routing scheme. Gounder et al. firstly proposed
the concept of snapshot in [14]. They defined the snapshot as the topology of the
satellite network at a particular instant of time. Song et al. [15] and Tan et al.
[16] proposed snapshot integration routing (SIR) method and dynamic detec-
tion routing algorithm (DDRA) respectively to improve routing performance.
Tang et al. [17] slightly optimized the snapshot based routing by reassigning
inter-satellite link (ISL) when simultaneous switch of routing table happens in
all satellites.

Fig. 1. Model of hybrid MANET-satellite network

3 Hybrid MANET-Satellite Network

3.1 Network Model of the Hybrid Network

Inspired by projects about hybrid networks mentioned above, we construct a
model of hybrid MANET-satellite network, as is shown in Fig. 1. It consists of



Hybrid MANET-Satellite Network 503

terrestrial MANET, satellite networks and satellite ground station. Terrestrial
MANET contains mobile nodes equipped with antenna to communicate with
satellites. As long as mobile nodes lie in the footprint of satellites, they can deliver
messages to satellites or receive messages from satellites. The backbone of the
satellite network comprises LEO constellation. It is responsible for transmitting
messages to ground station. To simply our research, we assume that all the
satellites transmit messages to a fixed ground station.

3.2 Routing Mechanism of the Hybrid Network

Conventional MANET routing protocols normally assume that nodes move in
an entirely arbitrary manner and they can only connect temporarily with other
nodes within a certain range. When nodes’ random movement brings on link
breaks, nodes have to reestablish connections based on network conditions before
transmitting packets. Both nodes’ movement and link breaks are unpredictable
in MANET, while the satellite segment of the hybrid network owns predictable
dynamic topology. For the efficiency of routing, we proposed a routing mecha-
nism specified to the hybrid network, which takes regularity and predictability
of satellites into account.

The routing mechanism consists of three steps. The first step is to acquire
snapshots of satellite segment. By calculating the visibility among satellites in
STK in advance, we obtain the data about predictable topology variation of
satellite network. The dynamic topology of satellite network is converted into a
sequence of static topology after we divide the simulation time T into N equal
slots, [t1, t2], [t2, t3], . . . , [tN , tN+1]. There are two critical criteria in acquiring
snapshots: (1) The slot duration is short enough to guarantee the accuracy of
snapshots. (2)We should control the complexity of space and time for the effi-
ciency of routing. A practical approach is to make Δt (Δt = T/N) no more than
the minimum of all visibility durations.

Δt ≤ min{τ1, τ2, . . . , τN} (1)

Secondly, mathematical representations of snapshots are extracted from vis-
ibility data. The topology keeps static within a snapshot if no ISL is added or
broken. During [tn, tn+1](n = 1, 2, 3 . . . , N), if a continuous direct line-of-sight
exists between i and j, then i and j are visible to each other. Snapshots Sn

are represented by an adjacency matrix MN whose element is ei,j(n). ei,j(n)
represents the pairwise contacts between i and j during slot [tn, tn+1].

ei,j(n) =
{

1 if i is visible to j
0 else (2)

Thirdly, ad-hoc routing protocols are applied to the hybrid network, where
MANET nodes move stochastically and satellite nodes move determinately. For
satellite segment, a new snapshot, corresponding to the topology of satellite
network during particular slot [14,18], is loaded at the beginning of each slot.
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Table 1. Parameters of hybrid MANET-satellite network

Parameter Value

Mac type IEEE 802.11

Area acreage 250 m× 250 m

Size of packet 64 bytes

Maximum velocity 2 m/s

Number of source nodes 2, 4, 6, . . . , 20

Number of terrestrial nodes 26

Orbit altitude 1000 km

Half cone angle 10◦

Number of planes 6

Satellites per plane 4

Simulation time 200 s, 300 s, 400 s, 500 s, 600 s

4 Simulation and Analysis

4.1 Simulation Settings

A communication scenario is constructed in AGI Systems Tool Kit (STK). The
visibility dataset generated by STK is used to produce snapshots of satellite net-
works. We have established a hybrid MANET-satellite network in NS3, whose
specific simulation parameters of hybrid MANET-satellite network are listed
in Table 1. Routing mechanism demonstrated in Sect. 3 is adopted in exten-
sive simulations to evaluate the performance and applicability of ad-hoc routing
protocols in the hybrid network. We observe the performance by altering the
simulation time and the number of source nodes separately.

4.2 Performance Metircs

The reliability and timeliness are significant in communication, so we assess the
performance of four ad-hoc routing protocols in the hybrid network through
average delay and packet delivery rate (PDR).

Delay. The overall time of a message travelling from the source node to the
destination node is called delay.

AverageDelay =
1
N

n−1∑
k=0

(rtk − stk) (3)

rtk: the moment when the kth packet arrives at the destination
stk: the moment when the source generates the kth packet
N: number of packets successfully delivered
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PDR. The ratio of packets delivered to the destination successfully to total
number of packets sent by the source node is named PDR (Packet Delivery
Rate).

PacketDeliveryRate =
Pd

Ps
× 100% (4)

Pd: number of packets successfully delivered
Ps: number of packets the source node generates

4.3 Results and Analysis

In Fig. 2, the PDR of the hybrid network falls dramatically at 400 s. Snapshot
transition is a probable explanation for this phenomenon. It is very likely that
snapshots from 200 s to 400 s are quite different from each other. Routing strate-
gies cannot respond to topology changes timely, especially proactive ones. For
proactive routing protocols, when enormous differences exist among snapshots,
routing tables based on the previous snapshot are useless for the routing of the
next snapshot. In the hybrid network, PDRs of different protocols are close to
each other when simulation time is less than 400 s. When simulation time is
more than 500 s, the growth rate of PDR slows down and value of PDR tends
to be stable, which means that the maximum PDR of the hybrid network is
around 70%, 20% less than that of MANET. It is because link breaks in satel-
lite segment are more frequent. The PDRs of reactive protocols exceed those of
proactive ones for the first time at 500 s, which indicates reactive protocols are
more flexible in the case of great topology changes.
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In Fig. 3, for hybrid network at 400 s, the delay of OLSR and DSDV rise by
27% suddenly and delay of AODV and DSR rise by 6%. By contrast, the delay
of MANET keeps stable. The upsurge is mainly ascribed to snapshot transi-
tion where topology changes dramatically. Most nodes in the network have to



Hybrid MANET-Satellite Network 507

0 5 10 15 20
0

10

20

30 AODV
DSR
DSDV
OLSR

av
er

ag
e 

de
la

y 
of

 M
AN

ET
 (m

s)

number of source nodes in the network

0 5 10 15 20
150
156
162
168
174
180
186
192
198 AODV

DSR
DSDV
OLSR

av
er

ag
e 

de
la

y 
of

 th
e 

hy
br

id
 n

et
w

or
k 

(m
s)

Fig. 5. Average delay vs. number of source nodes

re-establish routes in this case, which adds to the end-to-end delay. The sharp
increase of delay corresponds to the sudden decrease of PDR in Fig. 2 at 400 s.
The minimum and maximum of the delay in hybrid network are 152 ms and
196 ms respectively, both of them meeting the requirement of QoS class1 [20].
The upper subgraph shows that although the delay of reactive protocols is around
20 ms more than that of proactive ones under normal circumstances, the reactive
protocols are more robust in dynamic environment, for the delay of AODV and
DSR raises slightly, while that of DSDV and OLSR raises dramatically. Thus,
AODV or DSR may be adequate for networks that are sensitive to delay jitter.

It is obvious in Fig. 4 that the trend of PDR in hybrid networks is the same
as that in MANET on the whole. Except a few extremes, the PDR of hybrid
network fluctuates around 58%, 7% less than that of MANET. The PDRs of
AODV, DSR and DSDV all drop to the lowest when number of source nodes
increases to 12. On the contrary, the PDR of OLSR remains stable, almost
unaffected by the number of source nodes, which is attributed to the periodic
maintenances and update of routing information of OLSR. When the number of
source nodes equals 12, the PDR of the hybrid network and MANET slump to
the minimum. Possible reason is that severe congestion makes packets at queue
tail discarded. PDR of both networks rises to average again when number of
source nodes exceeds 12. This phenomenon deserves further research.

In Fig. 5, the delay of both networks start to grow when number of source
nodes exceeds 10 and the delay of hybrid network varies from 150 ms to 200 ms.
This result is reasonable because the scale of satellite network is much larger
than that of MANET. Furthermore, the typical value of end-to-end delay for
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LEO satellites from [19] is 80–120 ms. Thus, it is meaningless to compare the
delay of hybrid network with that of MANET. The delay of OLSR is the lowest
in the hybrid network, which is attributed to the mechanism of OLSR. OLSR
requires each node to maintain at least one table to store routing information
about every other node in the network. Whenever a route is needed, there is neg-
ligible delay in determining the route. Consequently, OLSR is preferred for real-
time communication. DSR and AODV perform worse than OLSR and DSDV in
average delay. It is because route information may be unavailable when a packet
is to be transmitted. Nodes have to wait until a route has been determined.

5 Conclusions

In this paper, we construct a basic model of hybrid MANET-satellite network
and study the performance and applicability of ad-hoc routing protocols in
hybrid network with MANET as a reference. Based on simulations by NS3,
we come to three conclusions. Firstly, the delay of ad-hoc routing protocols in
hybrid network conforms to the standard of QoS class1 [20]. Secondly, OLSR
applies to hybrid networks that place high requirement for reliability and real-
time performance. Last but not least, reactive protocols are more suitable for
hybrid networks that are sensitive to delay jitter due to their robustness to
topology changes.
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Abstract. With the rapid increasing of smart devices, wireless positioning
technology has become a hot research area. Accordingly, this paper puts forward
an optimization-based localization in the wireless network, in which both the
quadratic programming (QP) and the principle of linear line of position (LLOP)
are taken into account. Moreover, a two-step improvement is proposed to
enhance the constrained optimization model, and the simulations demonstrate its
effectiveness. Among the tested localization methods, the proposed algorithm
performs the best in the non-line-of-sight (NLOS) propagating environment, and
its estimating stability over original LLOP algorithm is also obviously observed.

Keywords: Wireless localization � Linear line of position (LLOP)
Quadratic programming � Non-line-of-sight error

1 Introduction

As early as 1996, the Federal Communications Commission (FCC) of the United States
proposed the E-911 location service requirement [1], requiring network operators to
provide location services for dialing 911 emergency phone users and ensure certain
positioning accuracy. Moreover, with the development of mobile communications and
the popularity of smart phones, wireless location technology has become an important
research direction in the field of communications [2].

The existing location technology mainly uses time of arrival (TOA) [3, 4], angle of
arrival (AOA) [5, 6], and time difference of arrival (TDOA) [7, 8]. In addition, there are
also methods based on the received signal strength (RSS) [9, 10] and channel state
information (CSI) [11, 12]. However in practical mobile communication systems, any
positioning algorithm will suffer from various errors, such as NLOS error, measure-
ment error, multi-path propagation and near-far effect, among which the NLOS error
affects the localization performance most significantly [13]. Nokia conducted field tests
on the GSM network and found that the NLOS error was up to 1,300 m [14].

In the existing positioning technology, the influence of NLOS error could be
reduced by two kinds of methods, i.e., the direct reduction and the indirect reduction.
The former identified the NLOS propagation, and then estimated position using line-of-
sight (LOS) measurements only, such as the residual method of Wylie [15] and the
hypothesis text of [16, 17]. On the other hand, the second kind of methods might

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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include the weighted algorithms [18], the optimized solution algorithms [19], the
residual weight method [20].

This paper expands and improves the optimization based LLOP algorithm in [21].
On the basis of quadratic programming optimization, a new distance constraint is
introduced according to a two-step processing. First, the proposed algorithm operates
the original LLOP method to obtain coarse position estimation, and determine which
region the target belongs to. Second, a tighter distance constraint is proposed according
to the target region. Finally, the model is solved to obtain the optimal solution. Sim-
ulation results show that the improved algorithm has higher accuracy than the original
algorithm and is also superior to other NLOS algorithms.

2 The Distance Measurement Model for Localization

Generally, we can calculate the distance (Ri) between the mobile station (MS) and the
base station (BS) as:

Ri ¼ csi ð1Þ

where c and si represent the light speed and the TOA of i-th BS and MS.
Denoting (Xm; Ym) and (xi; yi) as the MS position and the known coordinates of i-th

base station, we have the distance equation according to Fig. 1

Ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXm � xiÞ2 þðYm � yiÞ2

q
ð2Þ

In Fig. 1, if there are three BSs, the MS position can be estimated by the inter-
section of lines fl1; l2; l3g. When the number of BS is greater than three, the MS
location can be obtained by the least squares estimation. Such an estimate is usually

Fig. 1. Two-dimensional space model of LLOP positioning algorithm
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called as the LLOP estimation. Moreover, Zheng et al. had extended the LLOP
algorithm to an optimization method, where the scaled range measurement was
expressed as

ri ¼ aiRi ð3Þ

where ri and ai represent the scaled range and the scaling factor. In an actual cellular
network, the measurement distance between the BS and MS must be greater than the
actual distance due to the influence of NLOS error, i.e., ai � 1.

It is clear that MS is located within the intersecting region of circles in Fig. 1, then
combining Eqs. (2) and (3), we have

a2i R
2
i ¼ ðXm � xiÞ2 þðYm � yiÞ2; i ¼ 1; 2; . . .; n ð4Þ

Let v ¼ v1; v2; � � � ; vn½ �T¼ a21; a
2
2; � � � ; a2n

� �T
, then if we can get the true value or

accurate estimation of v, we can solve (4) to accurately estimate the MS position, which
has been explained in [21]. Next, we will use the abbreviation LLOP to denote the
algorithm of [21].

3 The Two-Step Optimization Based LLOP Method

3.1 The New and Tighter Distance Constraint

For a wireless network consisting of n BSs, the lower limit of the vector v should
satisfy the following conditions [22],

a1;min ¼ max D1;2�R2

R1
;
D1;3�R3

R1
; � � � ; D1;n�Rn

R1

n o
..
.

an;min ¼ max D1;n�R1

Rn
;
D1;3�R2

Rn
; � � � ; D1;n�Rn�1

Rn

n o

8>>><
>>>:

ð5Þ

where max(�) and Di;j represent the maximum operation and the distance between the
i-th and j-th BSs.

In general, the value of vi will not exceed one, i.e., vmax ¼ 1; 1; � � � ; 1½ �. Then we
can get the constraint of v

vmin � v� vmax ð6Þ

However, the above constraint is loose, which makes the methods in [21] and [22]
insufficiently suppress the NLOS error.

In order to tackle above issue, we take into consideration the classic seven-BS
topology, where the MS is within a regular hexagon as shown in Fig. 2. Since the
regular hexagon is symmetric and without loss of generality, we assume that MS is
located in the triangle constructed by fBS1;BS2;BS3g, and denoting R as distance
between neighboring BSs, we have
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ri �R; i ¼ 1; 2; 3 ð7Þ

Besides, the distance measurements of other BSs must obey

ri � 2R; i ¼ 4; 5; 6; 7 ð8Þ

In particular, when the MS is located in the shaded area of Fig. 2, we have

ri � 3
2
R ð9Þ

In fact, formula (9) means that the MS is located in the cell centered at BS1.
Moreover, the MS must belong to a certain cell in the cellular network, and therefore
formula (9) is always correct for the cellular network, so long as we choose the MS-
belonged BS as the BS1.

According to the above discussions, so long as the MS region is known, we can
construct tighter distance constraint for the optimizations. Then, how to obtain the
knowledge of MS region will be explained next.

3.2 The Improved Two-Step LLOP Algorithm

Since we need know the coarse MS region, we propose a two-step processing in our
study. In the phase I, after the BS1 is determined, we operate the original LLOP
algorithm of [21] to obtain the coarse estimation of MS position. Then, we can judge
which region the MS belongs to. In the phase II, we can construct the constraint
according to the MS region knowledge and formula (7)–(9). However, we also observe
a small number of failure region decision, thus we will construct the proposed distance
constraint in a robust manner. Then, the simulations demonstrate the above failure does
not result in obvious performance degradation.

Fig. 2. The seven-BS topology
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We have the following optimization cost

F vð Þ ¼
Xn
i¼1

x� xið Þ2 þ y� yið Þ2�a2i R
2
i

�� �� ¼ Xn
i¼1

x� xið Þ2 þ y� yið Þ2�viR
2
i

�� �� ð10Þ

where (x; y) represents the estimated coordinates of MS. Note that the objective
function is defined as the cumulative sum of difference between two distances, i.e., the
scaled range measurement and the computed distance from the MS position estimate to
the BS.

According to Fig. 2 and (9), we revise the new constraint as

a1R1 � 1
2R

aiRi � 3
2R; i 6¼ 1

�
ð11Þ

Now the optimization model can derived as

Minimize
v

F vð Þ

s:t:
vmin � v� vmax

a1R1 � 1
2R

aiRi � 3
2R; i 6¼ 1

8<
:

ð12Þ

The model (12) can be solved by the QP tool, then the optimized vector v can be
found, and therefore the optimized ri and position estimation.

Formula (4) can be expanded as

v2R2
2 � v1R2

1 þ x21 þ y21 � x22 � y22 ¼ �2 x2 � x1ð Þx� 2ðy2 � y1Þy
v3R2

3 � v1R2
1 þ x21 þ y21 � x23 � y23 ¼ �2 x3 � x1ð Þx� 2ðy3 � y1Þy

..

.

vnR2
n � v1R2

1 þ x21 þ y21 � x2n � y2n ¼ �2 xn � x1ð Þx� 2ðyn � y1Þy

8>>><
>>>:

ð13Þ

and the matrix form is

Y ¼ AX ð14Þ

where X ¼ x y½ �T, A ¼
x1 � x2; y1 � y2

..

.

x1 � xn; y1 � yn

2
64

3
75.

To facilitate the constraint on v, we denote Y as Y ¼ Y1 � vþY2, where

Y1 ¼
�R2

1;R
2
2; 0; 0; . . .; 0

�R2
1; 0;R

2
3; 0; . . .; 0;

..

.

�R2
1; 0; 0; . . .; 0;R

2
n

2
6664

3
7775, Y2 ¼

x22 þ y22 � x21 � y21
x23 þ y23 � x21 � y21

..

.

x2n þ y2n � x21 � y21

2
6664

3
7775.

Then, we can use the least squares method to estimate the MS position:
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X̂ ¼ ATA
� ��1

ATðY1 � vþY2Þ ð15Þ

which leads to the cost function

F vð Þ ¼
Xn
i¼1

norm X
_ � BSi

	 

� viR

2
i

��� ��� ð16Þ

where norm ðxÞ means the norm of vector x. Now, by using (12), (13) and (16), we can
find the optimal solution for v and therefore the optimal MS position estimation of (16).

4 Simulation and Analysis

Assume that there are five BSs located at (0;R), (R2 ;
ffiffi
3

p
2 R), (� R

2 ;
ffiffi
3

p
2 R), (�R; 0),

(� R
2 ;�

ffiffi
3

p
2 R), and R represents the distance between adjacent BSs, i.e., R ¼ 1000m in

our study. Moreover, we address two main sources of errors: the NLOS (dNLOS) and
measurement error ðmERRORÞ, thus we have

Ri ¼ ri þ dNLOS þmERROR ð17Þ

where dNLOS is uniformly distributed between 100 m and MAX, while mERROR is a
zero-mean Gaussian with a standard deviation of 10 m. In addition, MS is uniformly
distributed in the shaded area shown in Fig. 2.

In order to demonstrate the superiority of the proposed algorithm, we compare it
with the original LLOP algorithm [21], TDOA two-step maximum likelihood algorithm
(TSML) [23] and CLS algorithm [24]. We independently operate each simulation for
1000 times.
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Fig. 3. RMSE variations versus different MAXs
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(A) Influence of NLOS Error
The minimum value of NLOS error equals 100 m, and we study the effect of MAX on
the localization performance in Fig. 3.

Figure 3 shows the root mean square error (RMSE) of each algorithm. It can be
clearly seen that the positioning accuracy of the proposed algorithm is improved by
about 20% compared with the original algorithm. Meanwhile, it is superior to the other
two algorithms. In addition, the larger the value of MAX, the more obvious the per-
formance advantages of the proposed algorithm. Finally, with the increase of NLOS
error, the performance of all algorithms will continue to degrade.

(B) Effect of BS Number
Here the value ofMAX is 400 m and the comparison is shown by cumulative distribution
function (CDF). Note that the TSML algorithm is only applicable to the case with more
than three BSs, thus it is not used for performance comparison in the case of three BSs.

Figure 4 shows the influence of BS number. From it, we can explicitly see that the
proposed algorithm yields obvious performance advantages for all tested BS numbers. In
detail, the proposed algorithm outperforms other three conventional algorithms, whose
CDF of 150 m error approximately equals 0.85 (3BS), 0.91 (5BS) and 0.96 (7BS).

5 Conclusion

Suppression of NLOS errors is a key and difficult issue in wireless localization. The
proposed algorithm transforms the NLOS error suppression into a quadratic pro-
gramming problem with new distance constraints. Simulations demonstrate that the
proposed algorithm can reduce the impact of NLOS errors effectively and produce
higher positioning accuracy than other conventional algorithms.
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Abstract. Disruption-tolerant networks (DTN) are very useful in situations that
links are unstable and bandwidth is precious, i.e. inter satellite links. Both
distance and the size of transmitted bundles can affect the performance of net-
work. As the distance of two satellites is predictable, we can optimize the size of
bundle to achieve shorter delivery time. In this paper, we proposed a Markov
method to optimize bundle size and tried to simplify the algorithm and improve
its performance.

Keywords: Disruption-tolerant networks � Bundle size optimization
Markov decision � Inter-satellite-link

1 Introduction

In a inter satellite link (ISL), there many restrictions, i.e. limited resource of nodes,
intermittent connection, long latency due to distance. Traditional TCP/IP protocol no
longer works in such situation and delay tolerant network (DTN) was proposed to solve
this kind of problems [1] and it has lots of advantages in space communication [2].
DTN networks use a custody transfer mechanism (intermediate node keeps a copy of
received bundle until it was forwarded to next hop successfully) so that bundles can be
delivered under terrible transmission conditions. Bundle protocol can be compatible
with other underlying protocols and applied to many fields as an overlay layer protocol,
which makes DTN more suitable for inter satellite links.

The Protocol Data Unit of bundle protocol is called bundle, which is sent to the
convergence layer and fragmented into smaller segments. Bundle protocol provides
reliable delivering service of bundles and the convergence layer, which works below
bundle layer, provides fast and reliable data transmission. Bundle size and segment size
are different in different protocols, which have significant impact on the performance of
DTN as shown in recent studies. Sending messages with large bundles can reduce the
transfer time of a file but on the other hand, if bundle is too large, it may even not be
delivered due to the long latency of inter satellite link and lead to zero throughput.
Sending with smaller bundles can improve the probability of a bundle is delivered
successfully but also leads to longer transfer time. We can improve the performance of
DTN by optimizing the size of bundles.
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2 Related Work

Recently, a lot of studies focus on bundle size optimization in DTN links. In [3], a
method is proposed to calculate the delivery time of bundle in space communication.
Works has been done on message fragmentation in single links, such as solving the
problem of in-time transmission of fragmented messages in single link disrupted net-
works [4] and the impact of fragmentation on message forwarding over a single link is
investigated in [5]. In [6], the relationship between packet size and the performance
such as delay and goodput at the convergence layer and the bundle layer is analyzed
and formulated. The work in [7] evaluated the impact of transport segmentation policy
on DTN performance and proposed a generic method to determine packet size in
DTNs. The work in [8] proposed a fragmentation algorithm which divides the original
packets into smaller ones whose size is bounded by the kth largest value among the last
k + m channel availability periods. In [9], a bundle fragmentation policy for vehicle
networks is presented and tested in a laboratory environment.

3 System Model

3.1 DTN Structure and Bundle Size Selection

In a satellite DTN network, BP layer receives message from application and encap-
sulate them into bundles, then LTP agent receives bundles from BP layer, encapsulate
them into blocks and slice them into segments. Figure 1 shows the message transfer
procedure in a DTN over two-hop ISL in which segment is considered as a basic data
unit. The source node is only responsible for sending message and the intermediate
node is only responsible for forwarding. The dotted lines represent path of acknowl-
edgement character (ACK) while the solid lines represent path of bundle custody
transfer. In the custody transfer mechanism, intermediate node keeps a copy of the
received bundle and deletes it when the bundle is transferred successfully to the next
hop.

Fig. 1. DTN protocol model
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To find a series of optimal bundle size, our Markov algorithm operates in BP layer
and will return an optimal size of bundle at each moment (according to time-varying
channel parameters). As the relative position of two satellites changes very fast over
time and distance of two nodes has direct impact on propagation delay, we consider
that other parameters of two links are stable and simplify the problem as optimizing the
bundle size under time-varying distance. Link I and link II are two independent
channels and have different channel parameters, so we should optimize the bundle size
of two links jointly.

The optimal bundle size is selected from a set of optional bundle sizes which is
related to the size of message. It can be integer times of the minimal bundle size and the
algorithm decide the optimal bundle size according to the current state of transmission
(Fig. 2).

3.2 Delivery Time Calculation

In this paper we intend to minimize the total delivery time of a file by optimizing the
bundle size, so we need to calculate the round trip time (RTT) of one bundle. RTT
consists of bundle and ACKs transmission delay and propagation delay, which is
calculated as follows

RTT tð Þ ¼ 2 � Tp tð ÞþTca þTb tð Þ ð1Þ

If a bundle is lost during transmission, retransmission will start after custody-
confirm timer (CTRT) is timeout

CTRT tð Þ ¼ 2 � Tp tð ÞþTca ð2Þ

Propagation delay (Tp) can be calculated through distance D(t) and propagation
speed c (speed of electromagnetic wave)

Tp tð Þ ¼ D tð Þ=c ð3Þ

ACK transmission delay Tca and bundle transmission delay Tb is calculated as
follows

Fig. 2. Bundle size selection
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Tca ¼ Lca=Rca ð4Þ
Tb ¼ Lbundle=Rdata ð5Þ

As a result, taking bundle loss probability Pef tð Þ into consideration, round-trip time
of one bundle should be calculated as follows

RTTev tð Þ ¼ 1� Pef tð Þ� � � RTT tð Þþ Pef tð Þ � CTRT tð Þ ð6Þ

Bundle loss probability Pef is related to bundle size and bit error rate Pe(t).

Pef tð Þ ¼ 1� 1� Pe tð Þð Þ8�Lbundle ð7Þ

In which

Pe tð Þ ¼ 1=2 � erfc
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SNR tð Þ

p� �
ð8Þ

The function ‘erfc’ is complementary error function. Signal to noise ratio (SNR) is
calculated by a series of channel parameters such as free space path loss ðLspaceÞ and
other constant variables. SNR is calculate as follows

SNR tð Þ ¼ E0 � 10lgLspace tð Þ ð9Þ

In which

10lgLspace tð Þ ¼ consþ 20lgD tð Þþ 20lgf ð10Þ

(Frequency is expressed as f) Thus, Pe tð Þ can be represented as

Pe tð Þ ¼ 1=2 � erfc
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E0� consþ 20lgD tð Þþ 20lgfð Þ

p� �
ð11Þ

Let

C0 ¼ E0� consþ þ 20lgfð Þ ð12Þ

(The constant 0cons0 equals to 92.45 dB) In conclusion, RTT can be represented as

RTTev tð Þ ¼ 1� 1=2 � erfc
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C0 � 20lgD tð Þ

p� �� �Lbundle
� 2 � Tp tð ÞþTca þTb tð Þ� �

þ 1� 1� 1=2 � erfc
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C0 � 20lgD tð Þ

p� �� �Lbundle
� �

� CTRT tð Þ

ð13Þ

Actually, some parameters including interference noise and transmit power are not
considered, the only time-varying parameter left is distance between two nodes.
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4 Markov Decision Based Algorithm

In most cases, a fixed optimal bundle size can achieve best network performance
because channel parameters don’t change rapidly. But in inter satellite links, the rel-
ative position of each satellite is always changing and the distance between two satellite
changes rapidly and a fixed optimal bundle size is not able to cope with different
situations. Thus we propose a Markov decision based method which could continu-
ously update the optimal bundle size under time-varying channels such as two-hop ISL.

4.1 Problem Formulation

As shown in Fig. 3, the source node determines the optimal bundle size of current
period and forwards the bundle to intermediate node. Intermediate node does not
change the bundle size and just forward the received bundle to destination node. For
convenience of analysis, we assume that the intermediate node can only restore one
bundle, which means another bundle will not be received until the former bundle is
forwarded successfully. First, we set a sampling period of channel parameters and in
each sampling period we will find an optimal bundle size. Then at the beginning of a
period, source node select a bundle size with shortest total round-trip-time from the
action set as optimal bundle size of current period. The total RTT includes both RTT of
link1 and RTT of link2. Once an optimal bundle size is found, the algorithm output the
bundle size into the strategy set and messages will be transmitted with current bundle
size until next period.

A relatively small bundle can easily be transmitted and leads to faster transfer of
bundle but leads to longer total time of delivering a file. Meanwhile, a relatively big
bundle size needs longer continuous connecting time which will cause difficulty in
bundle transfer and even zero throughputs. It is very difficult to find a function rela-
tionship between the optimal bundle size and distance in the iteration algorithm (which
will be stated later), so we choose to traverse all the optional bundle size and find the
optimal bundle size the shortest total RTT.

Fig. 3. Decision process in two-hop-DTN
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4.2 Markov Decision Strategy

A standard Markov model consist of five sets: state set, action set, strategy set, tran-
sition probability and reword function. In this paper these five set are defined as
follows.

State Set
The state set is defined as S: {S0, S1}. In state S0, memory of intermediate node is
empty and source node is forwarding a bundle to the intermediate node. In state S1,
intermediate node has already restored a bundle and the memory is occupied, the
intermediate node is forwarding a bundle to the destination node. In other words, S0
represents the procedure of transferring bundles from source node to intermediate node
while S1 represents the procedure of transferring bundles from intermediate node to
destination node.

S0 and S1 are further divided into a number of child states, each of which contains
Maxr þ 1 grandchild states. The number of child state determined by minimum bundle
size and file size. The remaining file size can be expressed as follows

Rfile ¼ Lfile � i � Lbmin

And the total number of divided states is

Ns ¼ Lfile
Lbmin

� Maxr þ 1ð Þ

Action Set
The action set A contains all the optional bundle sizes. Optional bundled size can be
integer times of the minimum bundled size Lbmin which is defined as a basic data unit.
Optional bundle size varies from Lbmin to n� Lbmin (n� Lbmin is the maximum
acceptable bundle size).

Strategy Set
The strategy set is all the bundle sizes outputted by Markov decision algorithm.

Transition Probability
Transition probability is related to the grandchild state and bundle loss probability. It is
expressed as follows

Pnr ¼ 1� Pef
� � � Pnr�1

ef

In which nr represents sequence number of grandchild state, which also means how
many times retransmission occurs. For example, if next state is the 3rd grandchild state
of the first child state of S0, it means this bundle is retransmitted twice. In addition, the
ðMaxr þ 1Þth grandchild state means the bundle is abandoned.
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In particular, state S0 and S1 occurs alternatively. If the current state is S0,i,j, the
next state must be a child state of S1 whose remaining file size is the same as S0,i,j, if the
current state is S1,i,j and the selected bundle size is ai, the next state must be a child
state of S0 whose remaining file size is Rfile � ai.

Reward Function
The reward function is the required time of a bundle to be successfully delivered from
the source node to the destination node (Fig. 4).

r ¼ RTT að Þþ nr � 1ð Þ � CTRT að Þ

RTT and CTRT can be calculated by (1) and (2).

4.3 Iteration Algorithm

Our goal is to find an optimal bundle size ‘a’ that minimizes the reward function ‘r’.
With a set of optional bundle sizes and transition probability, we can infer the whole
transition procedure by an iteration algorithm and calculate the corresponding reward
function. By comparing all the reward functions produced by different bundle size, we
can find the optimal bundle size that minimizes the reward function.

If the current state is S0

v0 scurrentð Þ ¼
X

s next

Pnr að Þ � r að Þþ v1 s nextð Þ½ �

If the current state is S1

v1 scurrentð Þ ¼
X

s next

Pnr að Þ � r að Þþ v0 s nextð Þ½ �

The iteration algorithm start from S0 and ends when remaining file size is zero.
After calculating the sum of all these terms, the reward function is equal to v0 and
bundle size ‘a’ which produces smallest ‘r’ is selected as the optimal bundle size. As
the distance parameter keeps changing, we update the optimal bundle size using iter-
ation algorithm every sampling period.

Fig. 4. State transition process
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The complexity of this algorithm is related to variables such as file size,Maxr,
minimum bundle size Lbmin. One of the most important variables is Maxr and number
of child states sc because the complexity has an exponential relationship with Maxr and
sc.

4.4 Algorithm Simplification

The algorithm in Sect. 4.3 is written according to the Markov method directly. In fact
its complexity has an exponential relationship with Maxr and sc which can cause huge
number of calculations. As Maxr and sc increase, the complexity of former algorithm
will become terrible, so we must find a way to reduce the complexity (Table 1).

We found that the transition probability and bundle size are fixed in each attempt to
find the optimal bundle size of each period of the algorithm. Thus, the number of child
states can be calculated by sc ¼ res file=a. The transition probability of ith grandchild
state of jth child state is the same as the transition probability of ith grandchild state of
(j + n)th child state. So the problem can be simplified as the expected value of sc
independent events and the reward function can be calculated as follows

r ¼ sc�
Xmaxr

1

Pnr1 að Þ � r1 að Þþ sc�
Xmaxr

1

Pnr2 að Þ � r2 að Þ

In this way, the complexity of algorithm is reduced to a linear relationship of Maxr
and sc.

Table 1. Iterative algorithm
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5 Simulation and Numerical Results

We make comparison of performance between Markov method and traditional method,
and studied the impact of some parameters in the Markov algorithm. In particular,
Lca = 100 Byte, Rca = 8000 bps and C0 = 104.22. We consider the bundle is deliv-
ered successfully if the bundle loss probability is less than 0.01. In this paper, Markov
method is applied to two-hop LEO-GEO-LEO inter-satellite-link.

In Fig. 5, minimum bundle size of Markov method is 1 Mb and maximum bundle
size is 10 Mb. Traditional method take more time to deliver because a bigger bundle
size may cause much more delivery time in long distance, and Markov method chooses
1 Mb as optimal bundle size when the distance is longer. The relationship between
optimal bundle size and distance is shown in Fig. 6

Fig. 5. Delivery time comparison

Fig. 6. Relationship between optimal bundle size and distance
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As the distance gets longer, throughput of both Markov method and traditional
decrease to zero, but throughput of Markov method has better resistance of it, as shown
in Fig. 7. The performance of Markov method is influenced by Lbmax and Lbmin, and
Fig. 8 shows that when the distance reaches 40000 km, the difference of Lbmax can be
ignored. Figure 9 shows that decreasing Lbmin can slightly reduce the delivery time, but
if we increase Lbmin, as shown in Fig. 5, delivery time will increase rapidly.

Fig. 7. The impact of distance on throughput

Fig. 8. Impact of maximum bundle size
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6 Conclusions

In this paper, we proposed a bundle optimizing method based on Markov algorithm for
two-hop inter-satellite-links and solved the problem of complexity. A dynamic optimal
bundle size can adapt to continuously changing channel conditions and make up for the
disadvantage of fixed bundle size. The performance of this algorithm can be improved
by optimizing some parameters which need further study.
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Abstract. Motifs in time series are approximately repeated subsequence found
within a long time series data. There are some popular and effective algorithms
for finding motif in time series. However, these algorithms still have one major
weakness: users of these algorithms are required to select an appropriate value of
the motif length which is unknown in advance. In this paper, we propose a novel
method to estimate the length of 1-motif in a time series. This method is based
on GrammarViz, a variable-length motif detection approach which has Sequitur
at its core. Sequitur is known as a grammar compression algorithm that is able to
have enough identification not just common subsequences but also identify the
hierarchical structure in data. As GrammarViz, our method is also based on the
Sequitur algorithm, but for another purpose: a preprocessing step for finding
motif in time series. The experimental results prove that our method can help to
estimate very fast the length of 1-motif for some TSMD algorithms, such as
Random Projection.

Keywords: Motif detection � Sequitur algorithm � Grammar inference
Motif length � Time series

1 Introduction

Time series (TS) data plays an important role in many fields of life, such as securities,
health, communications, financial data, astronomical data, weather, and environmental
pollution levels. People have paid great attention to the problem of discovering motif
subsequences. Motifs are usually seen but with unidentical arrangements of a longer
TS. Motif which is extracted from a TS represented as one of the most remarkable
patterns [5, 15].

Since the first work on time series motif discovery (TSMD) was given by Lin et al.,
2002 [10], many researchers have proposed expressive algorithms for finding motifs.
Some typical algorithms for TSMD can be listed as follow. Chiu et al. in 2003 [4]
proposed Random Projection algorithm which utilizes locality-preserving-hashing in
TSMD. Tanaka et al. in 2005 [16] proposed EMD algorithm which applies MDL
principle. Gruber et al. in 2006 [6] proposed an algorithm by dynamic RBF network.
Mueen et al. in 2009 [13] proposed MK algorithm, is an exact algorithm for TSMD.
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Castro and Azevedo in 2010 proposed a mutiresolution algorithm for TMMD [2].
However, many of them are limited: the requirement the length acknowledgement of
the motifs in advance. However, there is an unavailability of those.

Recently in 2012, Li et al., proposed an approximate variable length TSMD
algorithm, called GrammarViz [9], which is based on Sequitur algorithm [14]. Sequitur
is known as a grammar compression algorithm that is able to have enough identify not
just common subsequence but also identify the hierarchical structure in data. Gram-
marViz does not require users to provide the value of motif length. However, since
Sequitur is an online and greedy algorithm, discovering motifs by GrammarViz are not
optimal and most of them are relatively short. Therefore, GrammarViz still needs
further enhancements to improve its performance.

In this paper, we propose a novel method to estimate the length of 1-motif in a TS.
Similar to GrammarViz, our method is also based on the Sequitur algorithm, but for
another purpose: a preprocessing step for TSMD. Our method is effective and efficient.
The experimental results on six datasets show that our proposed method can help to
estimate very fast the length of 1-motif for some motif detection algorithms, such as
Random Projection or MK algorithm.

The rest of the paper is organized as follow. Section 2 presents some background
and related works. Section 3 presents our proposed method for estimating the length of
1-motif in a time series. Section 4 describes experimental results. Section 5 gives some
conclusions.

2 Background and Related Works

2.1 SAX and ESAX

TS are very high dimensionality and large noises. So we have to reduce time executing
and space. The popular approach is to use Symbolic Aggregate Approximation
(SAX) [11]. For a TS, it is divided into equal-sized segments by the PAA represen-
tation [7]. Next, for each value �Ci in PAA, SAX maps it to a symbol based on a set of
“breakpoints” which are the list of number under N(0,1) Gaussian curve.

Lkhagva et al. in 2006 [12] proposed another discretization method, called ESAX
(Extended SAX), which is an extended variant of SAX. Since the SAX method is based
on the PAA to reduce the number of dimensionality, resulting in the loss of some
important data, and in financial-economic data, these losses are sometimes important
data. So the ESAX representation adds two special points to complete the SAX, the
smallest and largest points of each segment. Thus, each segment represented by a triple
<mean, min, max> which is mapped to three symbols rather than one symbol as in
SAX. Experimental results revealed that ESAX can work with higher accuracy than
SAX.

2.2 Sequitur Algorithm

Sequitur, the algorithm proposed by Nevill-Manning and Witten in 1997 [15], is
known as a grammar compression algorithm that is able to have enough identify
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common subsequence and the hierarchical structure in data. Sequitur has applied in
several areas, for example, looking for repetitive DNA sequences [3]. Sequitur gen-
erates grammar rules from a string based on repeated substring. Each repeated substring
was replaced by a grammatical rule that produces a shorter original string. The Sequitur
algorithm reads the input string and restructures the grammar rules to maintain the two
following properties:

(i) Digram uniqueness: There is no pair of adjacent symbols appearing more than
once in grammar.

(ii) Rule utility: All grammar rules (except the start rule) are used more than once.

Sequitur is an online algorithm, effective in terms of memory space and execution
time, requiring O(m) complexity to compress a string of size m [9].

For example, string S1 = “abcabdabcabd” can be generated from the grammar
rules shown in the Table 1.

The main advantages of Sequitur are three-fold: (i) it automatically detect repeated
patterns, for example “abcabd” in the above example, and hierarchical structure;
(ii) the grammar rules found may be any lengths and (iii) it is appropriate for streaming
data.

3 Our Proposed Method for Estimating the Length of 1-Motif

Our proposed method for estimating the length of 1-Motif employs the GrammarViz
approach for discovering TS motifs of variable lengths. But in our method, we use
ESAX rather than SAX for discretization. Our method consists of four phases:

Phase 1: [Discretization] In this step, the original TS is discretized into a symbolic
string by using ESAX transformation.

Phase 2: [Applying Sequitur algorithm on ESAX strings] After having transformed
the TS into ESAX strings, we apply Sequitur on the ESAX strings to obtain the
grammar rules.

Phase 3: [Post-processing] Since the original TS has been discretized before running
the algorithm, we have to map the frequent subsequence back to the original TS. The
amount of generated rules may be large and similar to association rule mining [1], so
we do some refinements on the grammar obtained:

Table 1. An example of Sequitur algorithm

Grammar rule The string

S1-> BB abcabdabcabd
A-> ab ab
B-> AcAd abcabd
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1. Eliminate trivial matches for a motif. The trivial match of a subsequence M is any
sequence that overlaps M.

2. Arrange the rules according to “interestingness” such as the frequency of occur-
rence, and the length of the motif.

Phase 4: [Estimating the length of 1-motif] Based on the table storing all the induced
grammar rules and the plots of all motifs, we can identify the region with the highest
density of motif instances. Since this region contains the most significant motif (1-
motif) in the TS, we will use it to estimate the length of the 1-motif. This phase consists
of 3 steps:

1. Based on the plots of all motifs (one motif for each grammar rule) we can identify
the region with the highest density of motif instances. And from our inspection on
this region, we can determine the length n of the instances of the 1-motif. This
length can be converted to w, the corresponding number of ESAX symbols.

2. Looking up at the table which stores all the grammar rules, we can find all the rules
(motifs) which have the length approximately equal to w. We can also know the
frequency of each such rule (motif).

3. In Step 1 we’ve already known the length n of the 1-motif. We can use this value as
the length of 1-motif for the Random Projection algorithm.

To visualize all the motifs found by Sequitur, in Phase 3, for each found grammar
rules found we need to record the length of the rule and its start position.

The proposed algorithm can estimate the length of 1-motif with high efficiency. The
algorithm requires O(n) to convert the TS into ESAX string, and then requires O(n) to
perform Sequitur algorithm.

4 Experimental Results

We tested the Sequitur-based method for estimating the length of 1-motif and the
TSMD algorithm, Random Projection, MK. Random Projection is chosen in this
experiment due to its popularity. It is the most cited time series discovery method up to
date and is the basis of many current approaches that handle this problem. We
implemented the two algorithms with Microsoft Visual Studio C# 2017 and conducted
the experiments on an Intel Core™i5-525U, CPU@1.6Ghz, 8G RAM PC. We used six
datasets from the UCR TS Data Mining Archive [8] for the experiments. The datasets
are from different areas. Their names are: ECG, EEG, MEMORY, POWER, STOCK
and ERP. We use SAX as discretization method in Random Projection and ESAX in
our proposed method.

We set the alphabet size a for SAX and ESAX to 6 and the size of PAA-segment to
10 and the size of EPAA-segment to 10.

4.1 Accuracy

In this section, we deduce the feasible of using Sequitur to estimate the length of 1-
motif in TS. To prove that Sequitur induction can use to identify variable-length motifs,
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we show an example from the ECG dataset (3500 data points). A part of the grammar
rules generated by Phase 2 in our proposed method is shown in the Table 2. Each
found grammar rule represents a motif, column 1 and column 3 in Table 2 records the
frequency and the length of each rule, respectively.

Figure 1 shows the plot of the ECG dataset. Figure 2 shows the plots of 37 motifs
which correspond to 37 grammar rules found by Phase 2 in our proposed method on the
ECG dataset. From the plots in Fig. 2, we can see that the region with the highest
density of motif instances is around the starting part of the figure, and the span of this
region is about 100-time points. Based on this observation, we determine the length of
1-motif as 100. Since the size of PAA-segment is 10, we can estimate the length w of 1-
motif in ESAX symbols as about 10.

After determining the motif length w, we can execute Random Projection or MK to
find the 1-motif in the ECG dataset with this parameter value. Random Projection
discovered the 1-motif with 9 instances as illustrated in Fig. 3. By inspection, we can
see that the shape of the motifs found in the starting part of Fig. 2 in the span of 100
time points is exactly the same as the shape of the 1-motif found by Random Projection
shown in Fig. 3.

Table 2. An example of grammar rules found.

Frequency Rule Length of
motifs

0 R0 -> R1 R1 R2 R3 R4 R5 R6 R7 R6 R8 R9 R10 R11 R12 R13
R13 R14 R7 R14 R14 R14 R15 R16 R17 R17 R17 R18 R18
R19 R20 R21

1050

5 R1 -> e e 2
4 R2 -> R1 e 3
3 R3 -> R22 R22 4
5 R4 -> R23 R24 14
4 R5 -> R8 R8 32
2 R6 -> R5 R25 34
3 R7 -> R26 b R27 R28 b R29 R2 R30 R23 R4 R31 43
3 R8 -> R9 R9 16
6 R12 -> R21 R30 R1 R23 R3 R24 36
2 R13 -> R32 R32 24
7 R14 -> R32 R15 18
2 R16 -> R20 R12 41
3 R17 -> R33 R33 20
2 R18 -> R19 R16 R34 R35 210
2 R19 -> R36 R7 R35 R34 109
… … …
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4.2 Efficiency

We measure the runtime of our proposed method for estimating the length of 1-motif
and the runtime of Random Projection for discovering TS 1-motif. According to the
Table 3 the runtime of our proposed method as a preprocessing step requires just a small
percentage (about 4.6%) of the runtime for the Random Projection to find 1-motif in TS.

Fig. 1. The plot of the ECG time series

Fig. 2. All 37 motifs of different lengths found in ECG 3500 after Phase 2 in our method.

Fig. 3. Nine instances of the 1-motif found in ECG 3500 by Random Projection.
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5 Conclusion and Future Works

We presented a method for estimating the length of 1-motif in a TS which is based on
Sequitur algorithm. Our method can be used as a preprocessing step for any TSMD
algorithms which requires the length of 1-motif as an input parameter. The results on
six datasets prove that our method may use to estimate very fast the length of 1-motif
for some motif discovery algorithms, such as Random Projection. As for future work,
we plan to apply our method in some real world applications of TS motif discovery.
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Abstract. Non-orthogonal multiple access (NOMA) with successive
interference cancellation (SIC) has recently been considered as a key
enabling technique for 5G cellular networks to satisfy future users’ net-
work needs, such as ultra-high transmission rate, ultra-high throughput,
ultra-low latency and ultra-high density connections. A group of users is
allowed to share the same spectrum and multiplex the power domain to
transmit data. In this paper, we investigate the optimization of band-
width allocation and user grouping under the conditions of transmission
power limit, bandwidth allocation limit, and user traffic requirements,
so that the total resource consumption is minimized. The key idea to
solve the problem is to use the layer structure of the problem and divide
the problem into the optimization grouping problem and the bandwidth
allocation problem. We propose a simulated annealing algorithm to solve
the optimization grouping problem.

Keywords: Bandwidth allocation · Power allocation
Non-orthogonal multiple access (NOMA)
Successive interference cancellation (SIC)

1 Introduction

Non-Orthogonal Multiple Access (NOMA) [1] is considered to be the most likely
user access scheme for 5th generation cellular networks [2]. The key idea of
NOMA is to actively introduce interference among users and use the same
bandwidth resources to serve multiple users to improve spectrum utilization.
Compared with conventional orthogonal multiple access (OMA), NOMA allows
multiple message information of multiple users to be superimposed in the power
domain. At the receiving end, SIC is used according to the size of the user’s
channel power gain to eliminate interference and decode each user’s informa-
tion signal, the users’ throughput can be improved. Due to these advantages
of NOMA, relevant researchers have developed a strong interest in this area.
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In [3], Benjebbour et al. studied the obvious advantages of NOMA compared
with traditional orthogonal access (OMA) in terms of power allocation and high
mobility in practical application scenarios. In [4], Wu et al. proposed an optimal
power allocation and scheduling for NOMA relay-assisted networks. In [5], Di
et al. studied a joint sub-channel assignment and multi-user power allocation
for downlink NOMA to keep balance between the number of served users and
the total throughput maximization. In [6], Lei et al. proposed a joint channel
and multi-user power allocation for downlink NOMA to maximizing the sum-
rate utility. In [7], the authors proposed fixed and opportunistic two-user pairing
schemes by statically power allocation for 5G NOMA downlink transmissions.
In [8], the authors proposed power allocation on the fairness of downlink NOMA
which considered perfect channel state information (CSI) feedback as well as
average CSI feedback. In [9], an energy-efficient NOMA-enabled traffic offload-
ing through small-cell networks has been proposed. In [10], the authors proposed
a cooperative NOMA scheme to achieve the outage probability, diversity order
and user pairing approach to reduce system complexity. In [11], the authors inves-
tigated the cooperative traffic offloading among mobiles devices, they are focus
on receiving a common content from a cellular base station (BS). Considering
the fast vehicle mobility and varying communication environment in vehicular
communications, Qian et al. introduced the NOMA with SIC to the vehicle-to-
small-cell networks to achieve dynamically allocate small-cell base stations and
transmit power to vehicular users in [12].

Although there have been many studies on the performance of NOMA access
solutions in the past, some papers have studied the allocation of channel band-
width and power of users in a single cluster. Some papers have investigated
the user clusters and power allocation (or bandwidth allocation) of multiple
users under the condition of fixed bandwidth allocation (or power allocation). In
this paper, based on our previous work [13], we consider the optimal multi-user
grouping method, bandwidth allocation and power allocation in the downlink,
and achieve the optimal total system resource consumption. Our main contribu-
tions are summarized below:

– In the downlink NOMA, we propose a method of joint bandwidth and power
allocation within multi-user cluster so that the total bandwidth and power
resource consumption in the cluster is minimized when the user traffic demand
is satisfied.

– A feasible algorithm is provided to optimize the grouping of users to be served
in the coverage of the base station (BS) to improve spectrum utilization.

2 System Model and Problem Formulation

2.1 System Model

We consider a cellular system with one Base Station (BS), and there exists I
mobile users (MUs) served by this BS. It is notable that the overall MUs are
able to divide into K (1 ≤ K ≤ I) user-cluster(s), which denoted by K =
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{1, .., k, ..,K}. Figure 1 plots an illustrative model comprised of one BS, seven
MUs and four user-clusters.

Fig. 1. System model comprised of one BS, 7 MUs and 4 user-clusters, with MU 1–3
are choose to access cluster 1 and MU 4–5 are in cluster 2, while cluster 3 only has one
MU, which is MU 6. MU 7 is not served by BS.

In this scenario, the BS uses NOMA to send data to each user-cluster on
different subchannels. Due to NOMA, the BS can use successive interference
cancellation (SIC) to mitigate their intra-cluster co-channel interference when
transmitting to the MU(s) in cluster k. Hence, the inter-cluster co-channel inter-
ference from other clusters (i.e., cluster k′, k′ �= k) can be neglected.

SIC requires an ordering of the MUs according to their channel power gains
with respect to BS. Thus, we introduce the index-set I, in which the group of
MUs follow the following descending ordering, expressed as:

gB1 > gB2 > ... > gBi > ... > gBI , (1)

where gBi denotes the channel power gain from the BS to MU i, i ∈ I.
We use aki to denote the i-th MU’s access-selection to cluster k, namely,

aki = 1 means that MU i (i.e., the i-th MU in I) chooses to access cluster k
(i.e., the k-th cluster in K), otherwise, aki = 0. Hence, introducing index-set
Ik = {aki}k∈K,i∈I to represent each cluster’s access-selection.

It is reasonable to assume that each MU can only access one cluster, which
corresponds to the following constraint:

∑

k∈K
aki ≤ 1,∀i ∈ I. (2)

Besides, introducing Tk to denote the number of MU(s) that choose to access
cluster k, which means:

Tk =
∑

i∈I
aki,∀k ∈ K. (3)

For the sake of easy presentation, we study arbitrary cluster k firstly. We
introducing the virtual index φk(i) for MUs in cluster k, which defined as follows:
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φk(i) < φk(i′),when akigBi > aki′gBi′ ,∀k ∈ K,∀i, i′ ∈ I. (4)

Similar with (1), in cluster k, the larger the channel power gain gBi from BS to
MU i, the smaller φk(i) will be. Moreover, we defined that φk(i) = 1 when i is
the smallest ordering number according to (1) in cluster k, and φk(i) = Tk when
i is the biggest one.

Using pBki to denote the transmit-power from BS to MU i in cluster k,
proposed the following constraint:

(1 − aki)pBki = 0,∀k ∈ K,∀i ∈ I. (5)

namely, pBki > 0 only when aki = 1, which means the MU i chooses to access
cluster k and severed by BS. On the other side, pBki = 0 when aki = 0, which
means the MU i doesn’t belong to cluster k.

While akigBi > 0, according to virtual index φk(i), the MU φk(i) in the
cluster k and MU i on the coverage of BS are the same one, then we use gBkφk(i)

to represent gBi in the following paper.
Based on NOMA, the BS broadcasts the superposition of signals to all the

MU(s) within cluster k via power domain division. For MU φk(i) (i.e., MU i),
it decodes the message of MU φk(i′) (i.e., MU i′, and φk(i′) > φk(i)) and then
removes the decoded message from the received signal. Meanwhile, for MU φk(i),
it treats the message of MU φk(i′) (with φk(i′) < φk(i)) as noise. According to
the above decoding scheme, the throughput from the BS to MU φk(i) (i.e., MU
i) RBki can be given by:

RBki = Wklog2(1 +
gBφk(i)pBki

gBφk(i)

∑
φk(i′)<φk(i)

pBki′ + Wkn0
),∀i ∈ I,∀k ∈ K. (6)

where Wk denotes the BS’s bandwidth allocation for serving MUs in cluster k.
Parameter n0 denotes the background noise.

2.2 Problem Formulation

Our objective is to minimize the BS system-wise resource consumption cost
comprised of the power consumption and the bandwidth usage, while it is nec-
essary to satisfy all MUs’ traffic demands. Above all, formulating the following
Multi-Cluster Consumption Minimization (MCM) Problem:

(MCM): min α
∑

k∈K

∑

i∈I
pBki + β

∑

k∈K
Wk

Subject to:
∑

k∈K

∑

i∈I
pBki ≤ P tot

B , (7)

∑

k∈K
Wk ≤ W tot

B , (8)

RBki ≥ Rreq
i , (9)

Constraints (2) , (5) and (6),
Variables: {aki = {1, 0}}k∈K,i∈I , {pBki}k∈K,i∈I and {Wk}k∈K.
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In Problem (MCM), in the objective function, α and β denote the unit-prices
announced by power and bandwidth, respectively. Constraint (7) means that the
BS’s total power consumption cannot exceed the capacity P tot

B . (8) imposed to
ensure that total bandwidth budget W tot

B will not be exceeded. Then we use
parameter Rreq

i in (9) to denote MU’s traffic demands which must be satisfied.
Recalling that due to (2) and (5) only one element in {pBki}k∈K is positive. (6)
is the expression of throughput from BS to MU i.

3 Propose Algorithms to Solve Problem

3.1 Decomposed Structure of Problem (MCM)

Problem (MCM) is very difficult to solve, since it is a mixed binary non-convex
optimization problem. To tackle with this difficulty, we separate the impact of
binary variables {aki = {1, 0}}. Thus, we vertically decompose Problem (MCM)
into top-problem and sub-problem.

The top-problem optimizes the access-selection of overall the MUs, which
expressed as:

(MCM-top) : min V ({aki}k∈K,i∈I)
Subject to: Constraints (2),
Variables: {aki = {1, 0}}k∈K,i∈I .

Specially, given {aki} (i.e., Ik is given), the value of V ({aki}) is given by
the minimum objective function value of sub-problem, then the expression of
sub-problem (MCM-sub) given by:

(MCM-sub) : V ({aki}) =

min α
∑

k∈K

∑

i∈Ik

pBki + β
∑

k∈K
Wk

Subject to: Constraints (6), (7), (8), and (9),
Variables: {pBki}k∈K,i∈Ik

and {Wk}k∈K.

We then focus on solving sub-problem (MCM-sub) firstly and then solving top-
problem (MCM-top).

3.2 Solving Problem (MCM-sub)

Although we have separated the impact of binary variables, it is difficult to solve
Problem (MCM-sub) directly. Then we aim at minimizing the total resource
consumption of all the MU(s) in cluster k, which means we take a single cluster
into consideration:
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(MCM-sub-single) : F ({aki}i∈Ik
) =

min α
∑

i∈Ik

pBki + βWk

Subject to: Wk ≤ W tot
B , (10)

∑

i∈Ik

pBki ≤ P tot
B , (11)

Constraints (6) and (9),
Variables: {pBki}i∈Ik

and Wk.

Where we imposing constraint (10) to ensure that total bandwidth W tot
B will not

be exceed. Constraint (11) means that the BS’s total power consumption cannot
exceed the capacity P tot

B .
After solving the Problem (MCM-sub-single) and driving F ({aki}i∈Ik

)
according to the given {aki}, we are able to further solve the multi-clusters
problem:

(MCM-sub-multiple) : V ({aki}) =
∑

k∈K
F ({aki}i∈Ik

)

Subject to: Constraints (7) and (8).

Problem (MCM-sub-single) has been resolved in [13], so we can derive the
optimal bandwidth allocation W ∗

k of Problem (MCM-sub-single). Furthermore,
we can recursively derive the optimal transmit-power allocation for the MU i in
given cluster k as follows

p∗
Bki = (2x∗Rreq

i − 1)(
∑

φk(i′)<φk(i)

p∗
Bki′ +

n0

gBφk(i)

1
x∗ ). (12)

Then, we finish solving the Problem (MCM-sub-single) and obtain the minimum
total resource consumption cost F ∗({aki}i∈Ik

) of the cluster k.
After solving Problem (MCM-sub-single), we continue to solve Problem

(MCM-sub-multiple). With the help of F ∗({aki}i∈Ik
), W ∗

k and p∗
Bki, transform-

ing Problem (MCM-sub-multiple) as follows:

(MCM-sub-multiple) : V ({aki}) =
∑

k∈K
F ∗({aki}i∈Ik

)

Subject to:
∑

k∈K

∑

i∈Ik

p∗
Bki ≤ P tot

B ,

∑

k∈K
W ∗

k ≤ W tot
B .

The meaning of Problem (MCM-sub-multiple) is further optimizes the overall
minimum total resource consumption cost under the given access-selection {aki}.
Specially, we propose the following algorithm (i.e., Algorithm (sol-multiple)) to
solve Problem (MCM-sub-multiple).

Then, we drive the solution of Problem (MCM-sub-multiple) under the given
{aki}, i.e., V ({aki}). Thus, we finish solving the Problem (MCM-sub) completely.



Optimal User Grouping and Resource Allocation 545

Algorithm (sol-multiple): to solve Problem (MCM-sub-multiple) and com-
pute V ({aki})

1: Input: {W ∗
k }k∈K and {p∗

Bki}k∈K,i∈Ik .
2: Initialize the feasibility status flag sflag = 1 of the Problem (MCM-sub-multiple).
3: W ∗ =

∑
k∈K W ∗

k .
4: p∗

B =
∑

i∈I p∗
Bki.

5: if W ∗ ≤ W tot
B and p∗ ≤ ptot

B then
6: V ({aki}) =

∑
k∈K F ∗({aki}i∈Ik ).

7: else
8: Output that Problem (MCM-sub-multiple) is infeasible and sflag = 0.
9: end if

10: Output: V ({aki}) and sflag for Problem (MCM-sub-multiple).

3.3 Solving Problem (MCM-top)

Here, according to the previous section, under the each given {aki}, we are able
to solve Problem (MCM-sub) completely and obtain the corresponding V ({aki})
which is the minimum total resource consumption cost for the given {aki}.
We next continue to solve the Problem (MCM-top), which means finding the
optimal MUs’ access-selection {a∗

ki} in this procedure to further minimize the
total resource consumption cost globally. we exploit the Simulated Annealing
(SA) algorithm to obtain the optimal solution, i.e., V ({a∗

ki}), since we propose
the Total resource Consumption Simulated Annealing Algorithm (i.e., TCSA-
Algorithm).

The output of TCSA-Algorithm, i.e., {a∗
ki} and V ({a∗

ki}), are the optimal
MUs’ access-selection and the global total minimum resource consumption cost,
namely, we finish solving the Problem (MCM-top). Finally, we solve the original
Problem (MCM) completely.
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TCSA-Algorithm: solve Problem (MCM-top) to obtain {a∗
ki} and V ({a∗

ki})

1: Initialization: assign the MUs into {Ik}k∈K, set the iteration index q = 1, the initial
temperature Tini = 97, temperature decay function parameter d=0.99, the length
of the Markov chain L = I2 and the final temperature Tfinal = 3. The minimum
value of resource consumption cost V min initial as infinite.

2: Given {Ik}k∈K, use the Algorithm (sol-multiple) to obtain V ({aki}). At time t, the
system temperature is Tt.

3: while (Tt ≥ Tfinal) do
4: while (q ≤ L) do
5: Randomly select two set Ik and I ′

k with Ik as a non-empty set. Randomly
select one MU (let us say MU r) in Ik, and move MU r from Ik to I ′

k. Denote

the two updated sets as Ik and I
′
k, respectively, and denote the whole profile

after updating as {aki}.
6: Given {Ik}, use the Algorithm (sol-multiple) to obtain V ({aki}).
7: if sflag == 1 then
8: if V ({aki}) < V ({aki}) then
9: Update {aki} = {aki}.

10: if V ({aki}) < V min then
11: Update V min = V ({aki})
12: Update {a∗

ki} = {aki}
13: end if
14: else
15: Set Δ = V ({aki}) − V ({aki}).
16: With probability equal to exp{ Δ

Tt
}. Update {aki} = {aki}.

17: end if
18: else
19: Update q = q − 1.
20: end if
21: Update q = q + 1.
22: end while
23: Update Tt = Tt ∗ d
24: end while
25: Output {a∗

ki} and V ({a∗
ki}) = V min, ∀i ∈ I, k ∈ K.

4 Numerical Results

We use a scenario of five MUs are randomly distributed within the coverage of
BS. Specially, the coverage of BS is a circle whose radius is RMU , and we place
the BS at the circle center. We model the channel power gain as gBi = �Bi

lκBi
,

where lκBi denotes the distance between the BS and MU i, and κ denotes the
power-scaling factor for the path-loss (we set κ as 2.5). Meanwhile, we set the
BS’s total bandwidth W tot

B = 15 MHz and the power capacity P tot
B = 20 W.

Figure 2 shows the performance of proposed algorithms under different radius
of the MUs compared with FDMA. Specifically, we randomly distribute MUs
within the coverage of BS, vary radius RMU (i.e., coverage of BS is a plane) as
(20 m, 30 m, 40 m, 50 m, 60 m, 70 m, 80 m, 90 m).
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Figure 2 shows that the average total resource consumption cost of FDMA
and the proposed algorithms increases when the radius RMU of circle moves
away from the BS. This result is reasonable. With the expansion of RMU , the
MUs move away from the BS, which causes the resource-consuming long-distance
transmission. Meanwhile, compared with FDMA scheme, Fig. 2 shows that our
proposed algorithm can always save much more resource consumption.

We consider that 10 MUs are randomly distributed within the coverage of the
BS, and the radius RMU is 50 m, 70 m, and 100 m respectively. With the number
of given clusters increase, the changes of the optimal total resource consumption
in the case of three user distributions are shown in Fig. 3. Figure 3 shows that
the total resource consumption increases with the radius of distribution. When
all users are in the same cluster, the total resource consumption is always the
largest, which is because the weak co-channel interference in the cluster is too
large. At the same time, as the number of given user clusters increases, the
total resource consumption decreases first and then increases. This also explains
why the FDMA scheme is not used in 5G networks, but NOMA’s multi-user
grouping scheme is chosen. The difference of the optimal resource consumption
under the cluster number near the optimal cluster number and the optimal
resource consumption under the optimal cluster number are very small.
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Fig. 3. The effect of the number of user clusters on total resource consumption.

5 Conclusion

In order to solve the problem of minimizing the total resource consumption of
multi-user clusters formulated in this paper, we split it into the top-problem
and the sub-problem. This split can make good use of the convexity of band-
width allocation and simplify the process of the grouping optimization. From the
final simulation results, our proposed algorithm can greatly reduce the system
resource consumption.



548 X. Wang et al.

Acknowledgements. This work was supported in part by the National Natural Sci-
ence Foundation of China under Grant 61572440 and Grant 61502428, in part by the
Zhejiang Provincial Natural Science Foundation of China under Grants LR17F010002
and LR16F010003, in part by the Young Talent Cultivation Project of Zhejiang Asso-
ciation for Science and Technology under Grant 2016YCGC011.

References

1. Saito, Y., Kishiyama, Y., Benjebbour, A., Nakamura, T., Li, A., Higuchi, K.: Non-
orthogonal multiple access (NOMA) for cellular future radio access. In: Proceedings
of IEEE VTC Spring, pp. 1–5, June 2013

2. Dai, L., Wang, B., Yuan, Y., Han, S., I, C.-L., Wang, Z.: Non-orthogonal multiple
access for 5G: solutions, challenges, opportunities, and future research trends. IEEE
Commun. Mag. 53(9), 74–81 (2015)

3. Benjebbour, A., Saito, Y., Kishiyama, Y., Li, A., Harada, A., Nakamura, T.: Con-
cept and practical considerations of non-orthogonal multiple access (NOMA) for
future radio access. In: Proceedings of International Symposium Intelligent Signal
Processing and Communications Systems, pp. 770–774, November 2013

4. Wu, Y., Qian, L., Mao, H., Yang, X., Shen, X.: Optimal power allocation and
scheduling for non-orthogonal multiple access relay-assisted networks. IEEE Trans.
Mob. Comput. (2018). https://doi.org/10.1109/TMC.2018.2812722March

5. Di, B., Bayat, S., Song, L., Li, Y.: Radio resource allocation for downlink non-
orthogonal multiple access (NOMA) networks using matching theory. In: Proceed-
ings of IEEE GLOBECOM (2015)

6. Lei, L., Yuan, D., Ho, C.K., Sun, S.: Joint optimization of power and channel allo-
cation with non-orthogonal multiple access for 5G cellular systems. In: Proceedings
of IEEE GLOBECOM (2014)

7. Ding, Z., Fan, P., Poor, H.V.: Impact of user pairing on 5G nonorthogonal multiple-
access downlink transmissions. IEEE Trans. Veh. Technol. 65(8), 6010–6023 (2016)

8. Timotheou, S., Krikidis, I.: Fairness for non-orthogonal multiple access in 5G sys-
tems. IEEE Signal Process. Lett. 22(10), 1647–1651 (2015)

9. Wu, Y., Qian, L.: Energy-efficient NOMA-enabled traffic offloading via dual-
connectivity in small-cell networks. IEEE Commun. Lett. 21(7), 1605–1608 (2017)

10. Ding, Z., Peng, M., Poor, H.V.: Cooperative non-orthogonal multiple access in 5G
systems. IEEE Commun. Lett. 19(8), 1462–1465 (2015)

11. Wu, Y., Chen, J., Qian, L., Huang, J., Shen, X.: Energy-aware cooperative traffic
offloading via device-to-device cooperations: an analytical approach. IEEE Trans.
Mob. Comput. 16(1), 97–114 (2017)

12. Qian, L., Wu, Y., Zhou, H., Shen, X.: Dynamic cell association for Non-orthogonal
Multiple-access V2S networks. IEEE J. Sel. Areas Commun. 35(10), 2342–2356
(2017)

13. Wu, Y., Qian, L., Mao, H., Lu, W., Zhou, H., Yu, C.: Joint channel bandwidth and
power allocations for downlink non-orthogonal multiple access systems. In: 2017
IEEE 86th Vehicular Technology Conference (VTC-Fall), Toronto, ON, pp. 1–5
(2017)

https://doi.org/10.1109/TMC.2018.2812722March


Technologies and Applications
of Narrowband Internet of Things

Jia Chen(B), Jiajun Shi, Xiangxu Chen, Yuan Wu, Liping Qian,
and Liang Huang

College of Information Engineering, Zhejiang University of Technology,
Hangzhou 310023, China

{jiachen zjut,jjshi zjut,xxchen zjut}@163.com,
{iewuy,lpqian,lianghuang}@zjut.edu.cn

Abstract. Narrowband Internet of Things (NB-IoT) is one kind of Low
Power Wide Area Network (LPWAN) technologies to achieve the aims of
deep coverage penetration, low power consumption, low cost and massive
connections. NB-IoT aims at supporting small data and low rate applica-
tions. In this paper, we first introduce the general background of NB-IoT.
Then we overview several performances of NB-IoT and make compari-
son between NB-IoT with other wireless communication technologies,
including WiFi, ZigBee and etc. Finally, we design an environmental
monitoring system based on NB-IoT. In this proposed system, NB-IoT
module transmits the data of the sensor nodes to cloud platform.

Keywords: NB-IoT · Internet of Things · LPWAN

1 Introduction

Over the past 20 years, Internet of Things (IoT) technologies have developed
significantly, and they have been incorporated in various fields. From the per-
spective of transmission rate, the communication services of IoT can be clas-
sified into two categories: high-data-rate services (such as video service) and
low-datarate services (such as meter reading service) [1]. Unlike traditional cel-
lular communications, IoT applications have special requirements that support
massive connections, low cost, low terminal power consumption and superior
coverage capabilities. Low Power Wide Area Network (LPWAN) aims at address-
ing these requirements. The features of LPWAN are battery-powered, low-rate,
ultra-low-power and maximum coverage up to 100 km. LPWAN are suitable for
the IoT applications that only need to transmit tiny amounts of information in
the long range [2,3].

NB-IoT is a cellular network-based LPWAN solution. It supports large num-
ber connections, ultra-low power consumption and ultra-low cost [4]. In addition,
it is well supported by cellular communication networks [5]. The NB-IoT can
support coverage enhancement (20 dB coverage improvement), ultra-low power
consumption (5W/h battery for 10 years), low latency (up to 10 s for uplink
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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delay) and a huge number of connections (a single sector can support more than
50000 connections) at transmission bandwidth of 180 kHz.

Lots of research efforts have been devoted to studying NB-IoT. In [2], Xu et al.
studied NB-IoT’s evolutions, technologies and issues, spanned from performance
analysis, design optimization, to implementation and application. In [5], Chen
et al. reviewed the background and state-of-the-art of the NB-IoT. In [6], Shi et
al. proposed a smart parking system in order to mitigate problems such as high
power consumption of sensor node and high deployment costs of wireless net-
work. In [7], Miao et al. studied construction of NB-IoT model based on OPNET
and verification of its characteristics. In [8], Ratasuk et al. provided an overview
of NB-IoT design and also provided illustrative results with respect to perfor-
mance objectives. In [9], Yang et al. investigated the small-cell assisted traffic
offloading for NB-IoT systems. In [10], Adhikary et al. provided a detailed evalu-
ation of the coverage performance of NB-IoT. Driven by the growing demand for
improving energy-efficiency and greening wireless networks [11–13], many stud-
ies investigated the energy management for NB-IoT [14–17]. In [11], Wu et al.
studied traffic offloading in future heterogeneous cellular networks. In [12], Wu
et al. studied the NOMA downlink relay-transmission to accommodate tremen-
dous traffic growth in future cellular networks. In [13], Wu et al. investigated the
cooperative traffic offloading among mobiles devices. In [14], Malik et al. pro-
posed an efficient resource allocation for NB-IoT with cooperative approaches. In
[15], Liu et al. proposed a new resource allocation method, which includes a new
definition of paging resource set and corresponding resource selection method.
In [16], Zhuang et al. proposed a method for the uplink resource scheduling of
power wireless private network based on NB-IoT and LTE hybrid transmission.
In [17], Kroll et al. studied hardware implementation of the maximum likelihood
crosscorrelation detection for energy savings in NB-IoT devices.

2 Overview of NB-IOT

2.1 NB-IOT in 3GPP

3GPP is promoting the related technology of Machine Type Communication
(MTC), mainly in two directions. Because the challenges of non-3GPP tech-
nologies, the first direction carries out the further evolution of GSM and new
access technologies to fulfill characteristics such as lower complexity, lower cost,
lower power consumption, and stronger coverage [18]. And the second direc-
tion researches new technologies to replace 2G/3G IoT module. 3GPP defines
the terminal types for many scenarios of different service requirements. R-8 has
defined terminal types of cat 1–5 at different rates [19]. While newly defined
terminal types supporting high-bandwidth, high-speed cat 6, cat 9, etc., it also
newly defined cat 0 (R-12) terminal types that are lower in cost and support
lower power consumption [18].

At present, 3GPP mainly focuses on NB-IoT, eMTC and EC-GSM. Among
them, EC-GSM adds Power Saving Mode (PSM) and Enhanced Discontinuous
Reception (eDRX) base on GSM. This is the technology that 3GPP researches in
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the first direction; And NB-IoT is a new radio access system built from existing
LTE functionalities with essential simplifications and optimizations [7]. This is
the technology that 3GPP researches in the second direction.

2.2 NB-IOT vs. Other Wireless Solutions

Nowadays common used wireless communication technologies are 4.0 Bluetooth,
WiFi, ZigBee and etc. These solutions have their own advantages, disadvantages
and applicable scenarios. The main differences are summarized as follows: trans-
mission rate, transmission distance, terminal cost, terminal power consumption
and signal penetration. For low-rate IoT applications, they have high require-
ments for low power consumption, large connections and wide coverage and not
very sensitive to delay. NB-IoT has an excellent performance in terms of cover-
age, power consumption, cost and connection number. Comparison of wireless
technologies as shown in Fig. 1 [5].

Fig. 1. Performance comparison of different wireless technologies

2.3 Features of NB-IOT

NB-IoT has lots of advantages. In this section, we briefly introduce the main
advantages and features of NB-IoT.

Massive connection: By increasing the power spectral density and optimiz-
ing the base station and core network. The theoretical supported number of
connection can reach 52547 per cell site sector.

Low power consumption: This feature is achieved mainly by two technologies:
power saving mode (PSM) and extended discontinuous reception (eDRX) which
provides 10 years battery life.

Super coverage: Due to NB-IoT’s narrowband design and the increase in
power spectral density and retransmission, the gain is increased by 20dB The
transmission power of NB-IOT has increased by 100 times.
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Low cost: NB-IOT’s narrowband design and low complexity directly reduces
the cost of the device unit.

3 Protocol of NB-IOT

The commonly used IoT application layer protocols include MQTT, XMPP,
CoAP, LwM2M and so on. For IoT terminal nodes, simple protocols should be
used as much as possible because of the limited resources they can use. And in
NB-IOT, Lightweight protocols CoAP and LwM2M are used.

3.1 Coap Protocol

The Constrained Application Protocol (CoAP) is a lightweight protocol defined
for resource-constrained conditions (power, storage space, etc.). CoAP is based
on the REST architecture and adopts similar features as HTTP. It’s core con-
tent is resource abstraction, RESTful interaction and extensible header options.
In order to overcome the disadvantages of HTTP for constrained environments,
CoAP considers both the optimization of the data length and reliable commu-
nications. Protocol stack of CoAP as shown in Fig. 2.

Fig. 2. Protocol stack of CoAP

CoAP is an application layer protocol and Based on the UDP protocol. CoAP
complies with the UDP data packet format and transmits according to the CoAP
format. With retransmission mechanism, protocol supports IP multicast, small
protocol header only 4 bytes and low power consumption, CoAP is suitable for
low-power IoT scenarios.

3.2 LwM2M Protocol

Lightweight Machine to Machine (LwM2M) is a lightweight IoT protocol, it can
be applied to various scenarios such as NB-IoT. Because M2M devices are usu-
ally terminals with limited resources, the computing power and communication
capabilities are limited. Therefore, OMA defines a lightweight protocol based
on the traditional OMA-DM protocol for IoT devices, which are mainly used
in devices with limited resources (including storage, power consumption, etc.).
Protocol stack of LwM2M shown in Fig. 3.

LwM2M is an application layer protocol and above the CoAP protocol.
LwM2M can do DTLS encryption processing and transmit it through UDP or
SMS.
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Fig. 3. Protocol stack of LwM2M

4 Cloud Platform OneNET

In this section, we introduce the cloud platform and the configuration of the
cloud platform. In the environmental monitoring system, the cloud platform
is used to store and process the data reported by the NB-IOT module. Using
the cloud platform provided by the operator as the data receiving platform has
multiple advantages: data security storage, rich API support, high concurrent
availability and so on. Huawei’s OceanConnect is an open ecosystem based on
the IoT, cloud computing and big data. OceanConnect provides ecological API
and serialized Agent software to achieve product connection, and supports the
rapid access of various types of smart devices. OneNET is a PaaS IoT open
platform created by China Mobile. The platform can implement device access
and device connection, quickly complete product development and deployment.
It provides comprehensive IoT solutions for smart hardware and smart home
products. The NB-IOT based on the LwM2M protocol and the CoAP protocol
implements communication between the UE and the OneNET platform. The
transport layer protocol is CoAP and the application layer protocol is LwM2M.
The architecture of the OneNET platform is shown in Fig. 4.

OneNET platform development process: North registration is required before
the NB-IOT module interacts with the cloud platform. Each device needs to
register through its International Mobile Equipment Identity (IMEI) and selects
the appropriate transport protocol. After successful configuration, the device
needs to report the data by using the encoded password. The password includes
the IMEI numbers and the reported data. After the cloud platform receives the
data, it will return a response. Configuration of Cloud platform as illustrated in
Fig. 5.

5 Typical Application Scenario

NB-IOT’s data rate is small and slow, high delay and poor real-time perfor-
mance. And it is low data service frequency, poor mobility but the coverage is
deep and wide. From these characteristics we consider deploying NB-IOT in the
following application scenarios: Smart City [20]: NB-IOT can cope with the ever-
growing information data and more and more IOT devices generated in smart
cities. Smart Factory: The industry is moving toward intelligent, information-
based production, resource-saving and high-efficiency. Smart factories require
collect and transmit various data generated during plant operations. Smart agri-
culture: NB-IOT can effectively solve problems in the agricultural environment.
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Fig. 4. Cloud platform communication framework

Fig. 5. Cloud platform configuration process

The cellular network basically achieves full coverage, and the power consumption
of the terminal nodes is relatively ideal. Therefor, NB-IoT can resolve some pain
points in smart agriculture.

6 Application System Test

In this section, we design an environmental monitoring system which includes
NB-IoT devices, cloud platform and sensors. System as illustrated in Fig. 6.
Through this system, we can monitor the environmental status in real time.

Specifically, the environmental monitoring system is mainly composed of data
collection, data processing part, data transmission part and cloud platform part.
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Fig. 6. System design

The first part is the sensors obtain environment data; the second part is the MCU
processes data and the third part is the data transmitted by the NB-IOT module;
the fourth part is configure the cloud platform. For the NB-IOT module, we chose
Quectel’s BC95-B8 and China Mobile’s M5310. The operator is China Mobile.
The IoT platform can use commercial platform, such as Huawei’s OceanConnect
and China Mobile’s OneNet, and it can also use private platform. The system
structure as illustrated in Fig. 7.

Fig. 7. System structure

The environmental monitoring system works as follow: system uses sensors
to collect environmental data. The MCU processes data and uses the NB-IOT
module to transmit data to the cloud platform. After the cloud platform is
configured, it stores and displays data. The data flow as follows: (Fig. 8).

The environment of experiment were indoor and outdoor environments of
laboratory and no cover on the test system. In this environment, the signal
of the base station received by the NB-IOT module was stable, which ensured
stable transmission. To ensure the accuracy of the data, we used more than one
node at the same time. The test time was 10:00 and 21:00. The sensor sampling
time was half a minute and the data stored in the cloud platform. The system
board as shown in Fig. 9. The test results as shown in Fig. 10. And the different
lines in Fig. 11 mean different nodes.
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Fig. 8. Data transmission direction

Fig. 9. System board

Fig. 10. Environmental parameter results
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7 Conclusion

In this paper, we have introduced the general background of NB-IoT and gave
a brief review of features. Then we have designed an environmental monitoring
system that utilizes NB-IoT. The proposed system consists of three components:
(1) the sensing part; (2) the transmission part; and (3) the cloud platform part.
We have implemented this system by hardware and cloud platform. We have
also shown some experiment results through this NB-IoT system.
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Abstract. Aiming at the splicing problem of Synthetic Aperture Radar
(SAR) image, an improved algorithm for SURF is proposed to realize the fast
splicing of SAR image. The SURF feature descriptor has scale invariance and
rotation invariance, and has strong robustness to light intensity and affine
transmission variation. The improved algorithm uses machine learning methods
to build a binary classifier that identifies the key feature points in the SURF
extracted feature points and eliminates the key feature points. In addition, the
relief-F algorithm is used to reduce the dimensionality of the improved SURF
descriptor to complete image registration. In the image fusion stage, a weighted
fusion algorithm with a threshold is used to achieve seamless image mosaic.
Experimental results show that the improved algorithm has strong real-time
performance and robustness, and improves the efficiency of image registration.
It can accurately mosaic multiple SAR images.

Keywords: SAR image � Fast image stitching � Machine learning
SURF � Image fusion

1 Introduction

The image splicing technology spatially aligns and aligns the image sequences with
overlapping regions, and finally splices into a technique with a wide viewing angle
panoramic image [1].

In recent years, it has been widely used in military, machine vision, virtual reality,
medicine and other fields. Image mosaic technology as a hot issue of image processing
has attracted many scholars at home and abroad to study it. Image splicing mainly
includes image registration and image fusion. Among them, image registration is the
core part of splicing.

Image fusion is another important step in image splicing. If the SAR images are
directly and simply combined, there is a clear seam in the overlapped area of the
stitched SAR images. In order to solve the above problems, this paper will study the
fast splicing of SAR images based on machine learning, and propose a machine
learning method to improve the SURF algorithm, identify key feature points, and
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eliminate the key feature points. In addition, the Relief-F algorithm [2] is used to
simplify the improved SURF descriptor reduction and use it to train feature point
classifiers. Finally, an improved weighted fusion algorithm [3] is used to fuse the
images, which effectively solves the problems of blurring and ghosting and achieves
seamless stitching of images.

2 The Basic Principle of SURF Algorithm

The SURF algorithm is an image splicing algorithm based on feature information
proposed by Bay et al. [4]. It is proposed that the SIFT algorithm by Lowe [5] has large
data volume high time complexity, and poor timeliness. SURF inherits the SIFT
algorithm’s advantages of strong anti-interference ability, high discrimination, and
several times improvement in calculation speed [4].

The SURF algorithm is divided into two parts: feature point selection and feature
point description.

(1) Feature point extraction: The SURF algorithm selects Hessian matrix-based
detectors. For a point x; yð Þ on the input image I, the Hessian matrix on the scale
space r is expressed as shown in Eq. (1). Where, Lxx represents the second-order
partial derivative of the Gaussian function to x and the convolution of the function
image at the pixel point; likewise, Lyy represents the second-order partial
derivative of the Gaussian function to y and the convolution of the function image
at the pixel point.

H x;rð Þ ¼ Lxx x; rð Þ Lxy x; rð Þ
Lyx x; rð Þ Lyy x; rð Þ

� �
ð1Þ

Then calculate the discriminant of the Hessian matrix, and determine whether the
point is an extremum point according to whether the discriminant value is positive or
negative. Because the discriminant formula of Hessian matrix is relatively high in
computational complexity, the Hessian value of the candidate feature point and its
surrounding points is calculated by using box filter approximation instead of the
second-order Gaussian filter, and the approximate discriminant value det Happrox

� �
is

obtained, such as formula (2) as shown:

det Happrox
� � ¼ DxxDyy � xDxy

� �2 ð2Þ

When the discriminant of the Hessian matrix has a local maximum, it is determined
that the current point is a brighter or darker point than other points in the surrounding
neighborhood, thereby locating the position of the key point. In a discrete digital image,
the first derivative is the difference in gray levels of adjacent pixels. Dxx,Dyy is the
second derivative of the second derivative of its first derivative.
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(2) Feature point description: The SURF algorithm feature point descriptor first con-
structs a window area centered on the feature point, divides this window into 4 � 4
sub-window areas, takes 5 � 5 sampling points in each sub-window, and calcu-
lates them separately. The Haar wavelet response of each sub-window region is
horizontal and vertical, and the resulting wavelet coefficients are denoted as dx and
dy. The wavelet coefficients of each subarea are weighted by a Gaussian function to
obtain

P
dx;

P
dy;

P
dxj j; P dy

�� ��, which constitute the four dimensions of the
descriptor. Each 4 � 4 sub-window has a four-dimensional vector, so a total of 64-
dimensional vectors are obtained, which is the descriptor of the SURF algorithm.

SURF algorithm provides a similar replacement for SIFT, which greatly reduces the
processing time of feature point detection and matching. However, to further improve
the SURF-based image registration efficiency, it is necessary to study the influence of
different feature points on the matching speed.

3 Improvement of SURF Algorithm Based on Machine
Learning

The main idea of extracting feature points based on machine learning [6] is to classify
the feature points extracted by the SURF algorithm into two categories: (1) key feature
points, which is key areas of image feature recognition, in the two images to be
stitched, these the correspondence between feature points is more important; (2) Non-
critical feature points have little influence on feature point matching and can be
excluded from the matching process. Before machine learning, it is necessary to
remove redundant information from SURF extracted feature points and establish a
binary classifier that can distinguish these two types of feature points. A set of feature
points K is extracted in the image I using the SURF algorithm. Each of the feature
points ki 2 K can be described by a set of features F. The feature F is a feature image
piece QF

x kið Þ having width x centered on ki extracted from. In addition, a classifier
Y QF

x

� � 2 L , L ¼ �1; 1f g gives each feature point a label according to the feature
patch, and when Y QF

x

� � ¼ 1; ki is considered as a key feature. Point; This feature point
is discarded when Y QF

x

� � ¼ �1. Then, feature point matching is performed using the
improved and simplified SURF descriptors, and the feature point classifier is trained
with it to complete the image registration.

3.1 Remove Redundant Information

When the training data set is established, if the feature points extracted from the image
are close in spatial position, the feature image piece may contain redundant informa-
tion, thereby reducing the matching efficiency. In order to avoid redundancy, it is
necessary to add a distance constraint between the extracted feature points. A set of
feature points extracted from image I is represented by KI . For each pair of feature
points k1k2 2 KI of the same mark (all marked as 1 or −1), ensure that the distance
between them is larger than the critical value d, that is dist k1; k2ð Þ[ d, dist is a distance
function, Euclidean distance is used here, d is set to 5 pixels.
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3.2 Balanced Processing of Training Data Sets

The feature points extracted by the above method may lead to imbalance of the training
data set, that is, in the data set, the number of non-key feature points far exceeds the
number of key feature points, and an accurate classification result cannot be obtained
based on the classification of unbalanced data sets.

To solve this problem, a uniform training data set is created by sampling the
original data set, and a classifier is trained using no substitute random sampling [7].
This method creates a data set smaller than the original data set. No replacement
sampling ensures that training is a real-world example and will make the classifier more
accurate.

3.3 Balanced Processing of Training Data Sets

Before entering the learning phase, the characteristics of the training examples need to be
described. The quality of the feature has a direct impact on the performance of the
classifier. The SURF descriptor has 64 dimensions and is generated by calculating the
response of the Harr wavelet in the 4 � 4 sub-area centered on the feature point. In this
paper, SURF descriptors are used to describe feature points, and the following four
attributes are added: (1) Intensity of feature points, positive values represent black
points, and negative values represent white points; (2) Gaussian models of extracted
feature points; (3) Used to Find the traces of the Gaussian matrix of the feature points;
(4) The direction of the feature points. Then 68-dimensional feature vectors are obtained.

In order to further simplify calculations and remove redundancy, the above-
mentioned 68-dimensional SURF descriptor reduction is reduced to 48-dimension
using Relief-F algorithm [2]. The simplified SURF descriptor is used to describe the
key feature points in the classification. The basic idea of the Relief-F algorithm is to
randomly select instances from the training data set, calculate their neighborhood,
adjust the feature weight vector to distinguish the instance from its different categories
of neighboring elements, and use it to train the feature point classifier.

4 SAR Image Fusion

In the process of image collection, due to different shooting fields and errors in image
registration, if the images are directly stitched together, there will be obvious mis-
spellings, so a reasonable fusion strategy should be adopted. Although the traditional
weighted average method can achieve a smooth transition at the image mosaic, the
image overlap region may appear blurred and distorted [8].

The algorithm uses a weighted smoothing process with a threshold [9]. A threshold
value N is introduced in the algorithm. The difference between the pixel value before
the smoothing and the weighted average value is calculated for the stitched image and
compared with the threshold value N. After taking the value. This method divides the
image overlap area into three parts and fuses the three parts separately.

Let the overlapped parts of the two images to be stitched be I1 and I2, and the
values of the corresponding pixel points are respectively im1 and im2, and the weighted
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average value is expressed as Mean ¼ d1 � im1 þ d2 � im2 0� d1 � 1; d1 þ d2 ¼ 1ð Þ,
im3 represents the smoothed pixel value. The three sections divided from left to right in
the overlapping area are denoted as L1; L2; L3.

In L1: when im1 �Meanj j\N; im3 ¼ Mean; otherwise; im3 ¼ im1:
In L2: when max im1; im2ð Þ �Meanj j\N; im3 ¼ Mean; otherwise; im3 ¼ max im1;ð
im2Þ:
In L3: when im2 �Meanj j\N; im3 ¼ Mean; otherwise; im3 ¼ im2:

This smoothing method makes full use of the characteristics of SAR images in
different regions. From the perspective of fusion effects, the resulting images are error-
free stitching seams with good results and high speed.

5 Experimental Results and Analysis

The experimental platform personal computer was configured as an Intel Core i5-
2450M 2.5GHZ with 4 GB of memory and the operating system was 32-bit Windows
7. The algorithm was based on OpenCV 2.4.8, programmed in C ++ and tested in
Visual Studio 2010.

The experimental data is the SAR image captured by the first orbit of the satellite of
No. 1 satellite of the environmental satellite. This experiment uses the Zhengzhou SAR
image as the test image to show the mosaic effect of the proposed mosaic algorithm,
and the algorithm is further analyzed by comparing the running time of the algorithm
(Fig. 1 and Table 1).

(a)Image A (b) Image B

(c) Key feature point maps and fusion result graphs of two images

Fig. 1. Image mosaic experiment result chart
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6 Conclusion

This paper presents a fast learning algorithm for SAR image mosaic based on machine
learning. Using machine learning method, a binary classifier can be constructed to
distinguish two types of feature points. Key feature points and non-critical feature
points are identified to improve the original SURF. In addition, Relief-F algorithm is
used to reduce the dimensionality of the improved SURF descriptors, and it is used to
train feature point classifiers to complete SAR image feature point registration. In SAR
image fusion, a threshold-based weighted fusion algorithm is used to achieve seamless
image mosaic. The experimental results show that the proposed algorithm has good
splicing effect, fast calculation speed, good robustness, and satisfies the practical
application requirements of SAR image mosaic.
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Abstract. Currently, video streaming technology is widely used for
entertainment, advertising, social networking and so on. Dynamic adap-
tive streaming over HTTP (DASH) has largely replaced the previous
release of streaming video using UDP. Many researchers have proposed
algorithms to improve DASH performance. There are two types of meth-
ods: bandwidth-based and buffer-based. Both methods have pros and
cons. In this article, we propose a DASH algorithm that takes both
bandwidth and buffer into account. And we imitate the method of net-
work congestion control to adjust bitrate of the video segment. The
algorithm was implemented and tested, and compared with the state-
of-the-art DASH algorithm–BOLA. The results showed that B2DASH
outperformed BOLA for both the average bitrate and buffer rise time.

Keywords: Adaptive algorithm
MPEG dynamic adaptive streaming over HTTP (MPEG DASH)
Bandwidth and buffer-based algorithm · Congestion control

1 Introduction

With the popularization of the Internet and the rapid development of the com-
puter communications industry, there is an increasing demand on multimedia
data. The Cisco Technical Report [5] predicts that mobile data traffic will
increase significantly in the next few years, reaching 24.3 EB per month by
2019, and nearly 72% of the it will be video traffic. Therefore, the design of an
efficient video streaming algorithm is critical to provide a high quality experience
(QoE) to meet the growing demand for video streaming over wireless networks.

The most popular content provider such as YouTube, Netflix uses adaptive
HTTP streaming technology to transmit video [16]. Adaptive transmission tech-
nologies include HTTP Live Streaming (HLS) and HTTP Dynamic Adaptive
Streaming (DASH) standards [11]. The video is encoded into multiple video rep-
resentations that are segmented into k-second segments. At the end of each
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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segment, the client predicts the available bandwidth for the next k seconds
and requests a video representation so that the segment bitrate matches the
throughput.

According to past research, DASH’s adaptive algorithm can be divided into
two types of methods. First, the bandwidth-based method [1–4] is to select the
video bitrate as close to the actual bandwidth as possible. However, it is difficult
to predict instantaneous bandwidth because it depends on several factors such
as delay, bandwidth change, buffer level or segment duration. Then, the buffer-
based method [6,7] is to select the video bitrate based on the client’s buffer
level status. This method can reduce the number of interrupts, but it does not
consider the bandwidth, and the video bitrate may be lower than it should be.

Since both methods have their own pros and cons, many studies have
attempted to combine them in order to get better QoE. Jiang et al. [8] proposed
an optimized bandwidth estimation algorithm based on the previous bandwidth
average to improve the accuracy of bandwidth estimation and maintain the sta-
bility of the buffer length. Zhou et al. [9] proposed a buffer occupancy model
to smooth short-term bandwidth changes. In order to maintain the smoothing
of the video rate of the proportional-derivative (PD) controller, Zhou et al. [10]
proposed a Markov decision model to estimate the bandwidth accurately, but it
is difficult to obtain a good Markov transition matrix.

In this article, we proposed B2DASH, an adaptive algorithm combined buffer-
based with bandwidth-based technique. The experimental results demonstrated
the effectiveness of B2DASH adaptive algorithm in making users get higher
bitrate and faster video startup speed than before.

We started this article by introducing the background of DASH. We described
the algorithmic flow of the B2DASH algorithm in the third section, and then
introduced our evaluation and data analysis in the fourth section. This article
concluded with the fifth part of the conclusion.

2 Background and Related Work

Adaptive streaming media technology, especially DASH, can dynamically change
video’s quality to suit network conditions. Although DASH is gradually gaining
popularity, there are still some issues that have led to inefficiencies. For example,
Poor bandwidth prediction may causes bitrate fluctuations, especially in mobile
networks; segmented transmission delays increase; video freezes, and may there-
fore have a negative effect on QoE.

Improvements in adaptive strategies can minimize the impact of changing
networks on QoE. Recent work shows that client-side adaptive streaming algo-
rithm uses two different methods: bandwidth-based and buffer-based. The repre-
sentative of the bandwidth-based methods is PANDA [13] and Elastic [14]. The
performance of the method may be affected by the accuracy of its bandwidth
estimator. Bandwidth estimation and prediction are considered daunting tasks
[15,16]. Buffer-based methods, such as the recent BOLA [17] and [18,19], avoid
the inaccuracy of bandwidth estimation and use the system buffer as the main
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factor for bitrate switching. Most proposed buffer-based algorithms assume rela-
tively large buffer sizes which are not suitable for short video. These work show
that: one outstanding challenge was that under the two conditions of bandwidth
stability and bandwidth fluctuation, the adaptive algorithm can play a relatively
stable effect and achieve a higher bitrate.

This article is to develop an adaptive algorithm using both bandwidth and
buffer-based algorithm to enhance the video’s quality when the actual bandwidth
is drastically changed, and the algorithm is combined with theory of congestion
control. Furthermore, the loading speed of video playback has also been greatly
optimized.

3 System Model

In this section, we proposed B2DASH, an adaptive algorithm which combines
buffer-based with bandwidth-based optimization technique. B2DASH predicts
the bandwidth according to the current bandwidth during the transmission of
video, and will determine video bitrate by both bandwidth and buffer level.
In addition, we imitate the TCP congestion control mechanism and divide the
buffer into several levels. Different buffer level will lead to different adaptive
method.

In this work, B2DASH consists of four parts: bandwidth prediction
(Sect. 3.1), selection based on the bandwidth (Sect. 3.2), adjustment based on
the congestion control (Sect. 3.3), algorithm overview (Sect. 3.4) The definitions
of some variables are attached in Table 1.

Table 1. Main symbols and meaning

Symbol Meaning

B(t) The bandwidth at time t

tc The current time

Sc The critical buffer size

Sadq The adequate buffer size

Smax The maximum buffer size

Snow The buffer size at now

QI Quality index

QIn QI of the n−th transmission cycle

bufferLeveln Buffer level at the start of n-th transmission cycle

3.1 Bandwidth Prediction

In order to determine the benchmark value of the segment’s bitrate, we first
need to estimate the future bandwidth. Previous research [20] showed that sim-
ple prediction based on historical information has the best prediction accuracy.
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Therefore, we use the measured bandwidth information of the previous segment
to predict future bandwidth. Specifically, we extract the measurement informa-
tion from the last transmission cycle and use the average as the future band-
width. Assuming that the current time is tc, the last round of transmission time
we chose is Tmax. During the period from Tmax to tc, we selected x sample
points, Tmax<tc−x<...<tc−1 <tc. Since the time is closer to tc, the more ref-
erential for the next cycle of prediction, so we give it a higher weight. Select
a function w(t) monotonically increasing with t and normalize it from Tmax

to tc, i.e.: ∫ Tmax

0

w(t)dt = 1

Then, this transmission bandwidth can be predicted as:

B =
x∑

i=1

B(ti)
∫ tc−ti

tc−ti−1

w(tc − ti)dt

3.2 Selection Based on the Bandwidth

After obtaining the prediction function B(t) of the bandwidth for a period of
time in the future, a basic bitrate b is assigned to the segment during this period
of time;

The test set is assumed to have a total of k bitrates for selection. These
bitrates b are distributed from low to high in a set A={b1,b2, ...bk}. In the
initial of playback, because the bandwidth is unstable and the buffer is limited,
the minimum bitrate b1 or b2 is allocated. After that B2DASH allocate bi which
is closest to bandwidth predicted to video segment. This is the initial allocation
based on bandwidth.

Figure 1 shows the result of the initial allocation based on bandwidth. In the
case of fixed bandwidth, this algorithm can always stabilize the bitrate between
1–2 QI s.

Fig. 1. Initial allocation based on bandwidth
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With bandwidth stability, bandwidth prediction based on past experience
can accurately and efficiently allocate bitrates to video segments without causing
rebuffers. However, if the predicted bandwidth is much higher than the actual
bandwidth, network congestion may occur. And for this reason, the buffer must
be made to play a role in the selection of the bitrate.

3.3 Adjustment Based on the Congestion Control

The so-called congestion control is to avoid too much traffic into the network, to
reduce the load of network communication links. At present, the Internet initia-
tive standards have formulated four types of congestion control mechanisms: slow
start, congestion avoidance, fast recover, and fast retransmission. We mainly use
the method of slow start and congestion avoidance, and adjust bitrate according
to length of buffer.

We assume that the maximum value of the buffer level is Smax. The goal of
the algorithm is to keep the buffer within the interval [Sc, Sadq]. Then, B2DASH
denote the current buffer level as Snow. When Snow is close to 0, use the slow
start algorithm to start. In this way, after establishing the network channel
connection, the congestion window value is increased gradually. At the time of
initial transmission, QI=1 is set. Whenever the transmitter receives feedback
from the receiver, bitrate can be doubled. The idea of the congestion avoidance
algorithm is to slowly increase the video bitrate. After a transmission cycle,
linear increasing bitrate instead of doubling it.

3.4 Algorithm Overview

The total algorithm that combines the bandwidth estimation and buffer conges-
tion control is as follows:

As shown in Algorithm 1, the client first determines the range of transmis-
sion cycle numbers. Then at the begin of each cycle, the client need to get the
throughput predicted (throughput), the length of buffer (bufferLeveln), the QI
of last cycle(QI n−1). Then for each possible n, a suitable bitrate is selected
via B2DASH. Function estimate() represent the process of selection based on
the bandwidth. If the bufferLeveln was within [Sc,Sadq], B2DASH will sim-
ply use throughput to select bitrate. Otherwise slow start or congestion avoid-
ance will adjust bitrate base on the result of estimate(throughput). With such
designs, the algorithm sketches the segment scheduling in a transmission cycle for
B2DASH.
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Algorithm 1. B2DASH
1: for n = 1 to N do
2: if n = 1 then
3: QIn = 1
4: else if bufferLeveln < Sc then
5: if 2 ∗ QIn−1 < estimate(throughput) then
6: QIn = 2 ∗ QIn−1

7: else
8: QIn = estimate(throughput/2)
9: end if

10: else if bufferLeveln < Sadq then
11: QIn = estimate(throughput)
12: end if
13: if bufferLeveln > Sadq then
14: QIn = max[estimate(throughput) + 1, QImax]
15: end if
16: end for

4 Evaluation

4.1 Experimental Environment

The system used in the experiment is Linux Ubuntu 14.04, equipped with a
Linux kernel 3.13.0-66-generic; the server of the B2DASH system is deployed
on a Jetty server. The B2DASH client uses the open source project dash.js[12]
video player. This player is a DASH-compliant JavaScript player. In the network
simulation, we used the Linux Traffic control (tc) to control and The bandwidth
of the network was changed and the network structure was simulated using Linux
netem. The data set used in the experiment was a distributed data set launched
by the GPAC project.

We deployed the DASH standard dataset on the Jetty server and used tc
to simulate the stable and variable network bandwidth. In order to compare
with this proposed B2DASH, BOLA [17] was also simulated the same condi-
tions, because BOLA showed good performance in other proposed works. The
20 bitrates for each video segment in the simulation are 47, 92, 135, 182, 226,
270, 353, 425, 538, 621, 808, 1.1M, 1.3M, 1.7M, 2.2M, 2.6M, 3.3 M, 3.8M, 4.2M
and 4.7 Mbps. Video duration is 1 s. In this study, the performance indicator is
the time of the buffer first rising to a safe level and the average bitrate.

(1) In general, the network conditions are most unstable at the beginning of
video playback. Therefore, establishing a buffer as soon as possible can minimize
video stuck in the initial transmission period.

(2) The average video bitrate is the average bitrate requested from the DASH
server.
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4.2 Buffer Rise Time Test

The test content in this section is: test the time that the video buffer reaches half
of the buffer upper limit for the first time under different bandwidth conditions.

Fig. 2. Buffer rise time at different throughput

As can be seen from the Fig. 2, B2DASH benefits from its slow-start mecha-
nism. It can quickly raise the buffer level to a very safe level at the beginning of
the video’s playback. B2DASH can deal with both high and low throughput. In
contrast, BOLA’s buffer is rise slowly and fluctuates at different throughputs.
Especially when the link throughput is low, BOLA often takes a long time. Only
then can the buffer be pulled up to half the maximum value.

4.3 Bitrate Comparison

There are test under stable throughput and test under variable throughput in
this section.

The stable throughput test’s content is: The throughput of the network is
1 Mbps in 0–100 s, then increase to 2 Mbps in 100–200 s, and then drop to 1 Mbps
again in the following 100 s. The test content of variable throughput is that the
throughput of the network is 1 Mbps within 0–100 s, then the code rate fluctuates
between 1M and 2M every 10 s for 100 s, and then maintains a 2 Mbps for 100 s.

Table 2 shows the comparison of the two algorithms. Compared with BOLA,
the average bitrate of B2DASH is higher, and the bitrate has increased by 15.72%
and 7.36% respectively under the two different conditions of stable bandwidth
and variable bandwidth. From the Figs. 3 and 4, it can be seen that, thanks to
the slow start of B2DASH, when the network suddenly changes and the bitrate
drops sharply, B2DASH can adapt to the change of the bitrate more quickly
and quickly return to the appropriate bitrate. However, BOLA is not sensitive
to bandwidth, and often finds the optimal bitrate after a long period of high
throughput.
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Fig. 3. Segment bitrate between BOLA and B2DASH in stable throughput

Fig. 4. Segment bitrate between BOLA and B2DASH in variable throughput

Table 2. Simulation results between BOLA and B2DASH

Algorithm Avg.video rate(kbps)/stable Avg.video rate(kbps)/variable

BOLA 833.23 914.25

B2DASH 967.21 981.58

Improvement 15.72% 7.36%
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5 Conclusion

In this article, we propose the B2DASH algorithm combining the advantages of
bandwidth and buffer-based methods to provide higher quality for video streams.
And in the algorithm, the method of congestion control is applied to control
the change of the bitrate. The proposed algorithm is implemented using the
dash.js client, and compared with the advanced algorithm BOLA in dash.js,
the performance metrics is the buffer rise time and the average transmission
bitrate, both in the bandwidth stability and the bandwidth fast switching. The
results show that B2DASH outperforms BOLA in both average bitrate and buffer
rise time. Our future work will improve the performance of the B2DASH rate
switching method.
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Abstract. In recent years, localization has been one of the research
hot-spots in Internet of Things (IoT). Device-Free Wireless Localization
(DFWL) that extends the application range of wireless localization has
been considered as a promising technology. In this paper, we propose a
ZigBee-based DFWL system using Artificial Neural Networks (ANNs)
in IoT. The proposed system utilizes Received Signal Strength (RSS)
variations, which is caused by the obstructing of the Line of Sight (LoS)
links, to estimate the location of a target using an ANN model. A non-
linear function is approximated between RSS difference information and
location coordinates using the ANN model. With the ANN model, the
location of the target can be estimated. The experimental results show
that the proposed DFWL system is able to locate the target without any
terminal device and offer a valuable reference for DFWL in IoT.

Keywords: Device-free wireless localization · Internet of Things
Artificial neural networks · ZigBee

1 Introduction

With the rapid development of information technology and Internet of Things
(IoT), Location-Based Service (LBS) has drew more and more attentions [1,2],
especially in some special application scenarios like museum, shopping mall, and
airport, where users have an increasing demand for LBS. However, most of the
existing developed localization systems need users to carry terminal devices like
Wireless Local Area Networks (WLANs), Ultra Wideband (UWB), and Radio
Frequency Identification (RFID) [3–5], which is not suitable for some special
application scenarios such as life detection, the elder monitoring and so on.
To solve this problem, Device-Free Wireless Localization (DFWL) system that
utilizes Received Signal Strength (RSS) variations to estimate the location of a
target has played an important role [6]. Therefore, in this paper, we propose a
ZigBee-based DFWL system in IoT that is able to sense and locate a target in
an Area of Interest (AoI) without any terminal device.
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2 Related Works

Until now, many DFWL systems have been developed. One of the famous sys-
tems presented by Wilson and Patwariis was the DFWL based on Radio Tomo-
graphic Imaging (RTI) [6,7]. Due to the comparable localization performance
of RTI-based DFWL, some other RTI-based DFWL systems were proposed as
well [8,9]. Wang et al. applied saddle surface model, compressive sensing (CS),
and Bayesian grid approach into DFWL and obtained significant achievements
[10–12]. An energy-efficient framework for DFWL was proposed in [13]. The
researchers also applied CS to guarantee high localization accuracy with less
RSS measurements.

Referring to the fingerprinting localization method [4], Zhang et al. mounted
some nodes on the ceiling and divided the tracking area into different triangle
areas. They used Support Vector Regression (SVR) to estimate target locations
in each area [14]. Youssef et al. first proposed a DFWL system based on radio-
map. They computed localization results with probabilistic method [15]. Then
they proposed a different DFWL system using particle filtering [16]. Xu et al.
formulated the DFWL problem with probabilistic classification methods based
on discriminant analysis and mitigated the errors caused by multipath effect [17].
Because the fingerprinting localization method has been proved that it performs
well in multipath environments, we refer to this method and propose a DFWL
system using Artificial Neural Networks (ANNs) in this paper.

3 Proposed Device-Free Wireless Localization System

3.1 System Overview

As shown in Fig. 1, the sensor nodes of the proposed DFWL system are deployed
evenly in the edges of an AoI. When a target goes into the AoI, some wireless
links between sensor nodes are obstructed. RSS variations caused by the target
in the AoI are sensed and used for estimating the location of the target. If we
take Fig. 1 as an example, the wireless links between sensor nodes 1 and 8, 2
and 10, 2 and 11, 3 and 13, 3 and 14 as well as 6 and 16 are obstructed, so the
RSS variations of these wireless links are caused by the target. If we assume L
sensor nodes have been deployed in the AoI with known location coordinates,
then there will be H = L×(L−1)

2 wireless links. All the sensor nodes in the
system send the measured RSS data to a sink node and then the sink node
forwards these data to a localization server where the location coordinates of
the target are computed. When the monitoring area is vacant, we collect the
RSS data and compile them into RSS matrices. When a professional stands
at a number of selected locations with known location coordinates in the AoI,
some relative wireless links are obstructed and then RSS data are collected. We
can also compile these RSS data into the RSS matrices and compute the RSS
difference matrices. We take some RSS difference values and their matrix indices
as the inputs of an ANN model, and also take the known location coordinates
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Fig. 1. The proposed DFWL system with ZigBee sensor nodes.

as the outputs of the model. A nonlinear function between the RSS difference
information and location coordinates can be approximated with the ANN model,
which is used for estimating the location coordinates of the target.

3.2 RSS Difference Matrix Calculation

When the localization server receives enough RSS data from a vacant AoI, these
RSS data are compiled into an RSS matrix R with dimensions of L × L that
can be denoted by (1). The row of the RSS matrix R represents the sensor node
that receives the RSS data and the column of the RSS matrix R represents the
sensor node that sends these data.

R =

⎡
⎢⎢⎢⎣

1 R1,2 · · · R1,L

R2,1 2 · · · R2,L

...
...

. . .
...

RL,1 RL,2 · · · L

⎤
⎥⎥⎥⎦
L×L

(1)

When a professional stands at ith location that is selected in the AoI, the
RSS data can be collected and compiled into an RSS matrix ri with the same
dimensions denoted by:

ri =

⎡
⎢⎢⎢⎣

1 r1,2,i · · · r1,L,i

r2,1,i 2 · · · r2,L,i

...
...

. . .
...

rL,1,i rL,2,i · · · L

⎤
⎥⎥⎥⎦
L×L

, i = 1, 2, · · · ,M (2)
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where, M is the number of selected locations. So the RSS difference matrix Δsi
between R and ri can be computed by:

Δsi = |R − ri| , i = 1, 2, · · · ,M (3)

Sometimes, the RSS data between the sensor nodes in the same edge may
vary greatly due to some interference. If these data are used for localization,
the localization errors might be significant. In order to eliminate the negative
effect, we design a matrix m to set all the RSS difference values between the
sensor nodes in the same edge of the AoI to be 0. So we calculate the final RSS
difference matrix Δs′

i as follows:

Δs′
i = Δsim, i = 1, 2, · · · ,M (4)

When a target moves into the AoI, the real-time RSS data are sent to the
localization server and then the RSS difference matrix can be computed in the
same manner as mentioned above.

3.3 Proposed ANN Model for Localization

Because ANNs have a superior performance in nonlinear function approximation
and data fusion, a three-layer perceptron network is applied as the proposed ANN
model in this paper. As shown in Fig. 2, The proposed ANN model consists of
one input layer, one hidden layer, and one output layer, and the numbers of the
neurons in the three layers are 3K, N , and 2, respectively. After obtaining the
RSS difference matrix Δs′

i, all the RSS difference values are sorted in a non-
increasing order. Then the first K maximum RSS difference values Δs′

i,j , j =
1, 2, · · · ,K are selected and the indices of these values in matrix Δs′

i that are
column ci,j and row ri,j , j = 1, 2, · · · ,K, are determined. Then we fuse the
RSS difference values and their indices as the input vector of the ANN model
denoted by

(
Δs′

i,1, ci,1, ri,1, · · · ,Δs′
i,K , ci,K , ri,K

)
. At the same time, we take the

location coordinates where the professional stands as the output vector denoted
by (xi, yi). Then the nonlinear function between the input vector and output
vector can be approximated through training the ANN model. The nonlinear
function f can be denoted by:

(xi, yi) = f
(
Δs′

i,1, ci,1, ri,1, · · · ,Δs′
i,K , ci,K , ri,K

)
, i = 1, 2, · · · ,M (5)

After the training of the ANN model, when a target moves in and stands at
a location in the AoI, the collected RSS data are processed in the same way and
the RSS difference matrix Δŝ′ can be computed. The first K maximum RSS dif-
ference values Δŝ′

j , j = 1, 2, · · · ,K, as well as the indices of these values ĉj and
r̂j , j = 1, 2, · · · ,K, are fused as an input vector (Δŝ′

1, ĉ1, r̂1, · · · ,Δŝ′
K , ĉK , r̂K).

Then the location coordinates (x̂, ŷ) of the target are estimated with the non-
linear function f by:

(x̂, ŷ) = f (Δŝ′
1, ĉ1, r̂1, · · · ,Δŝ′

K , ĉK , r̂K) (6)
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Fig. 2. The proposed three-layer ANN structure.

4 Experimental Setup, Results, and Analyses

4.1 Experimental Setup

In this paper, we adopt CC2530 ZigBee nodes as the experimental nodes. There
are 16 sensor nodes and 1 sink node. The sensor nodes are deployed evenly in
the edge of the experimental area with 1.8 m gaps and they are fixed on tripods
with a height of 1.2 m. The plan of the experimental area is shown in Fig. 3.
There are some chair and desks in the AoI and the sink node and localization
server are not in the experimental area. A total of 52 locations are selected and
their location coordinates are recorded. As shown in Fig. 3, the ZigBee sensor
nodes are denoted by the black dots and the selected locations are denoted by
the black crosses.

Fig. 3. Plan of the experimental area.
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After the network startup, we collect enough RSS data and then compile
them into 20 RSS matrices for each selected location. These data are divided
into two data sets. One set that consists of 10 RSS matrices of each location is
used for training the ANN model and the rest half of the data are used for testing
the ANN model. The ANN model is trained with the famous back propagation
algorithm. The experimental scenario is shown in Fig. 4.

Fig. 4. Photography of the experimental scenario.

4.2 Experimental Results and Analyses

In the experiment, we set parameter K to be 5, which means the first 5 maximum
RSS difference values are selected, and the number of neurons in the hidden layer
to be 35. With the trained ANN model, localization results are computed. The
mean error of the localization results is 0.98 m and the error standard deviation is

Fig. 5. Cumulative probability curve of the proposed DFWL system.
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1.42 m. The cumulative probabilities within localization error of 1 m and 2 m are
69.2% and 81.5%, respectively. The cumulative probability curve of the proposed
DFWL is shown in Fig. 5. Compared with the state of the art DFWL systems,
the performance of the proposed DFWL system is not superior. The reasons may
be the number of the training RSS data is not sufficient and the parameters of
the proposed DFWL system are not optimal. So we may subsequently collect
more RSS data for training the ANN model as well as optimize numbers of
selected RSS difference values and neurons in the hidden layer to achieve a
better localization performance.

5 Conclusions

In the paper, we propose a ZigBee-based DFWL system in IoT. This system
utilizes RSS variations caused by a target in the AoI to locate the target without
any terminal device. RSS data are collected and compiled into RSS matrices.
Then the RSS difference values between the RSS matrices collected when the
AoI is vacant and with a professional standing in it are computed. The first K
maximum RSS difference values and their matrix indices are determined and
also used as inputs. Meanwhile, the location coordinates of the professional are
used as outputs to train the ANN model. When a target enters into the AoI,
the RSS difference values are computed in the same way, then the selected RSS
difference values and their indices in the RSS difference matrix are input into the
trained ANN model, so the location coordinates of the target can be calculated.
The experimental results demonstrate that the proposed DFWL system is able
to locate the target in the AoI without any terminal device and offer a valuable
reference for the DFWL in IoT.
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Abstract. At present, the collection of environmental information is mostly
accomplished by sensors. In order to reduce the redundancy of sensor data
collection, reduce the energy consumption of nodes, improve the service life of
sensors and reduce the cost of the system, a system that combines compressed
sensing reconstruction with sensors is proposed in this paper to collect and
reconstruct environmental information. The designed system collects the envi-
ronment information with a limited number of nodes. Compressed sensing
reconstructs all the data of the required area through the optimized OMP
algorithm. The final information is displayed by the software based on C#
designing. The final result shows that the verification system proposed in this
paper can realize the accurate reconstruction of the original environmental
information, and it is effective to the collection and processing of complex
environmental information.

Keywords: Compressed sensing � Reconstruction
Environmental information collection � Visualization
Orthogonal matching pursuit algorithm

1 Introduction

The rapid development of wireless communication technologies and computer net-
works has promoted the development of wireless sensor networks. Current wireless
sensor networks consist of a large number of regularly or randomly distributed sensor
nodes and aggregation nodes with advanced data processing capabilities and advanced
power supply reserves. This network is characterized by a large scale, strictly limited
distributed network. The sensor node can be used to detect various environmental
information such as temperature, humidity, light, and pressure. However, as informa-
tion collection continues to increase, the lifespan of the sensor is greatly reduced, which
resulting in high cost investment. In addition, according to the Shannon-Nyquist
sampling theorem, the sampling frequency must be greater than or equal to twice the
signal bandwidth to recover the original signal during the information collection pro-
cess. The collected information does not play a role, resulting in low efficiency, and the
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waste of resources. In addition, the cost of the equipment required for this sampling
method is high. Aiming at the shortcomings of traditional sampling, Donoho, Candes
and Tao et al. proposed compressed sensing [1]. Compressed sensing obtains signals
directly through the transformation of space, collecting valid information in a large
amount of data, which is performing certain compression while data is sampled. Then it
obtains the required information through the sensing matrix. Finally some recon-
struction algorithm will restore the original information. Therefore, when the amount of
data is large, the number of sampling times required for compressed sensing is far
lower than that of Nyquist’s theory. In this paper, the design of the environment
information processing system is designed by combining the sensor with the com-
pression sensing technology, confirmation of the system is performed by adopting two
information of temperature and humidity that have significant and sparse changes in
environmental information, compression and transmission of information through the
sensor, then the receiver reconstructs the original data through the optimized OMP
algorithm. At the same time, the results are displayed on the PC side and error analysis
is performed. The results show that the original data can be recovered accurately with a
certain error, so the feasibility of the sensor and compressed sensing reconstruction
technology cooperation system is verified.

2 Compressed Sensing

2.1 Basic Theory of Compressed Sensing

Compressive sensing technology is the combination of mathematics-based imple-
mentation and engineering applications. The premise of applying compressed sensing
technology is that the information that needs to be collected must be sparse or com-
pressible and irrelevant, so that it can realize simultaneous acquisition in information
compression, so the sampling rate is lower than Nyquist sampling. Compared with
traditional sampling techniques, compressed sensing technology has several differ-
ences. Compressed sensing technology is mainly applied to finite-dimensional vectors;
When sampling, compressed sensing does not directly acquire information, but uses the
inner product operation of the observation function and the acquired information as the
value transmitted to the receiving end; The information reconstruction of the com-
pressed sensing technology is not a simple reversible process, but a problem of
mathematical optimization to find the optimal solution of the indefinite equation.

Assume that X is a N � 1 dimensional column vector of RN space, whose elements
are n½ �; n ¼ 1; 2. . .;N and Wif gNi¼1 is an orthogonal set of RN�N spaces. Therefore X
can be expressed as X ¼ WH: where W ¼ W1;W2; . . .;WN½ �, H ¼ hið Þ ¼ X;Wih i½ � is
the expansion coefficient of X on W. If the number of non-zero coefficients is K and
K � N is satisfied, X is sparse or compressible. Therefore, we can get the compressed
signal Y ¼ UH ¼ WTX, compressed sensing technology information reconstruction
process show in Fig. 1.
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It mainly includes three main problems: determining the sparse matrix of the signal,
determining the observation matrix, and signal reconstruction, which are described in
detail in the following part of this chapter.

2.2 Compressed Sensing Reconstruction Process

(1) The problem of signal sparse representation is that an orthonormal basis W can be
found, so that X can be sparsely represented. The conditions for the sparseness of
the coefficient vector are satisfied in 0\p\2 and R[ 0:

Hp

�� �� �
X
i

hij jp
 !1=p

�R ð1Þ

The key is to find a suitable base W, which is the first step in compressing per-
ceptual reconstruction. Pevre integrates the orthogonal basis into an orthogonal base
dictionary. For a certain signal, it can be found adaptively in the orthogonal base
dictionary to find the optimal one, so that the most sparse representation can be
achieved.

(2) The observation matrix U of size M � N is designed to ensure that it is not related
to the transformation base W and has stability, so that the sparse vector H guar-
antees the integrity of important information in the dimension reduction process.
According to the theory of compressed sensing, the observation matrix needs to
meet the RIP, that is, for the signal X, e satisfies the following formula:

1� eð Þ Xk k22 � UXk k22 � 1þ eð Þ Xk k22 ð2Þ

In the literature [2, 3], it has been proved that most random matrices satisfy RIP, but
the deficiency of this criterion is that the calculation is more difficult. Therefore, the
rationality of the measurement matrix can generally be judged by the correlation dis-
criminant theory, which is the measurement matrix and W is irrelevant, the literature [4]
gives the calculation formula of the correlation coefficient to determine the correlation
between the two:

l U;Wð Þ ¼ max
i	 1;j�N;i6¼j

uiwj

���� �� ð3Þ

Compressible 
original signal

Sparse 
conversion

Observa on 
matrix

Signal reconstruc on

0
min T XΨ CSA X Y=. .s t

Fig. 1. Compressed sensing information reconstruction process diagram
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Therefore, the threshold of the correlation coefficient must be met when designing
the measurement matrix.

(3) The signal reconstruction problem aims to solve the underdetermined equations
sparsely by designing a fast and accurate reconstruction algorithm. Theoretically,
the equations Y ¼ ACSX have infinitely many solutions, but the equations are
guaranteed due to the sparsity and compressibility of the original signal. The
existence of a unique solution to the group means that the original signal can be
accurately reconstructed from observational evidence. In [5] the problem was
solved by l1-norm optimization, as follows:

min WTX
�� ��

1 s:t:ACSX ¼ UWT ¼ Y ð4Þ

Through this method, the linear solution is converted to a convex optimization
problem. Based on this, a BP algorithm, a BPDN algorithm is proposed. However,
these reconstruction algorithms have a large amount of computational deficiencies.
Therefore, the matching quasi-tracking algorithm (MP) and orthogonal matching
tracking algorithm (OMP) are proposed in the follow-up. The OMP algorithm has the
characteristics of high computing speed and easy implementation. Therefore, in this
paper the optimized OMP algorithm is used to complete the data reconstruction [6–8].

3 System Model, Reconstruction Algorithm and GUI
Designing

3.1 Information Acquisition System Model

The design of environmental information acquisition and analysis system based on
compressed sensing is shown in Fig. 2.

In the verification system designed in this paper, the temperature and humidity
environment information collected by the temperature and humidity sensor has real-
time and accuracy, and then the data is transmitted to the PC through the wireless serial
port, which can reduce the delay and ensure the accuracy of the data in practical
applications. On the PC side, through the joint design of MATLAB and C#, the user
can manipulate the set parameters in the visual interface, and then use MATLAB to
reconstruct the data, and finally feed the results back to the user interface.

Collec ng 
temperature 

and humidity by 
sensor
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Fig. 2. Environmental information acquisition system block diagram
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3.2 Compressed Sensing Reconstruction Algorithm

In order to restore the original temperature and humidity accurately, the design of com-
pressive sensing reconstruction algorithm is very important. The optimization algorithm
based on the orthogonal matching pursuit algorithm adopted in this paper, because the
OMP algorithm has the characteristics of high computing speed and easy to implement
The strong anti-interference ability is very suitable for environmental information with
complex features [9, 10]. The basic idea of the OMP algorithm is based on K�
sparse. The goal is to find K larger components than the absolute values of other N � K
components. Therefore, the algorithm needs to find the column vectors involved in the
original signal measurement from the observationmatrix. The OMP algorithm process is:

3.3 GUI Designing

This article is mainly to develop the demonstration software based on the information
reconstruction of compressed sensing environment, and complete the software design
through the mixed programming of C# and MATLAB. The user interface design
consists of four parts: start module, system parameter setting module, simulation
analysis module, and information display module, as shown in Fig. 3.

Part of the parameter setting module is set by user’s menu, part of which is set
according to the algorithm of reconstruction and the number of data collected ran-
domly. In the data processing part, it is mainly to realize the call of the MATLAB
program, and to complete the reconstruction processing and analysis of the collection
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interface

the relevant 
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Data 
processing and 
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Display event 
informa on

Fig. 3. Software design block diagram
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data. In the user interface, the received data and the results of the processed data can be
observed in real time. Specific design is such as Fig. 4.

4 Analysis of Results

Firstly, the influence of the sparsity and the number of measurement samples on the
success probability of OMP algorithm reconstruction is verified by simulation. The
original signal length is N ¼ 300 and the sparsity is s ¼ 15. The measurement matrix is
the Gauss random measurement matrix of M � N. The simulation results are shown in
Figs. 5 and 6.

Fig. 4. User interface
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Fig. 5. Simulation diagram of the influence of sparsity on reconfiguration performance
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The simulation results show that on the one hand, with a certain degree of
sparseness, the greater the number of measurement samples, the greater the probability
of success of OMP reconstruction, and the probability of reconstruction success is
100% when a certain threshold is reached; on the other hand, when the measurement
sample number is constant, the lower the sparseness is, the greater the probability of
successful OMP reconstruction.

Secondly, we simulate the relationship between the measurement matrix and the
reconstruction success probability. Let the length of the signal be N ¼ 256, and the
sparsity be taken as 16 and 30 respectively, for Gaussian random measurement matrix,
Bernoulli random measurement matrix, partial Hadamard measurement matrix, Toplitz
measurement matrix and cyclic measurement matrix have been verified, simulation
results shown in Figs. 7 and 8.

Through the simulation results, we can find that in the case of low sparsity, the
performance of the five measurement matrices is similar and data reconstruction can be
achieved when the number of measurement samples reaches a certain value. In the case
of high sparseness, the performance of some Hadamard measurement matrices out-
performs the other four.

Based on the above simulation and verification of the performance of OMP algo-
rithm, certain optimization is performed, reasonable parameters are set, the optimal
situation is selected, and applied to the system designed in this paper. The collected
temperature and humidity are reconstructed and verified. The results are shown in
Figs. 9 and 10.

The results show that the temperature and humidity reconstruction errors are very
small, and within a certain range of error, it can be demonstrated that the original
temperature and humidity information is completely and accurately reconstructed
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through compressed sensing. That is compressed sensing theory is feasible in sensor
data processing.

Finally, a complete design system operation test is performed. The test result is
shown in Fig. 11.

The software operation interface mainly includes a user parameter setting section,
which can set related parameters; the received temperature and humidity information
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Fig. 7. Effect of five kinds of measurement matrices on the reconstruction performance when the
sparsity is 16

0 20 40 60 80 100 120 140 160 180 200
0

10

20

30

40

50

60

70

80

90

100

Number of measurements(M)

Gaussian random measurement matrix
Bernoulli Random Measurement Matrix
Partial Hadamard Measurement Matrix
Topiltz Measurement Matrix
Cyclic measurement matrix

Fig. 8. Effect of five kinds of measurement matrices on the reconstruction performance when the
sparsity is 30

590 Q. Zhao et al.



display part can be displayed in real time and stored; the other part is reconstructed
based on a small number of temperature and humidity information. The reconstruction
result of all the information is compared with the original data in order to verify the
accuracy in this design, and the reconstruction error is calculated.

Fig. 9. Temperature reconstruction simulation based on compressed sensing

Fig. 10. Humidity reconstruction simulation based on compressed sensing
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5 Conclusion

In the wireless sensor network of environment information collection, in order to
collect data and transmit a large amount of data in real time, the energy consumption of
the node is large and the service life is short. Compressed sensing technology provides
a solution to this problem. This paper designs and develops an environment infor-
mation reconstruction system based on compressed sensing technology, which can
realize data collection in some unreachable environments, adopt compressed sensing
technology to observe, then use the selected reconstruction algorithm to perform
reconstruction and perform error and other performance analysis. In the process of this
paper, we mainly use the random access compression sensing technology, C# and
MATLAB mixed programming technology, as well as the optimization and
improvement of the existing reconstruction algorithms. Finally, we verify the research
results of the paper through the running test of the software.

The system designs in this paper has great significance. Firstly, Compressed
Sensing technology is combined with sensors to verify the availability of compressed
sensing theory in the acquisition of sensors, which can reduce the energy consumption,
extend the life span, and reduce costs for the use of sensors; Secondly, through the
verification of the system design, it can be found that compressed sensing technology
can accurately reconstruct the original temperature and humidity data, and transmit data
to the PC through wireless transmission. Therefore, for some environments where
human beings cannot perform activities, such as underwater data collection and
recovery can be performed through this system, then observations or analysis can be
performed; In the software design of this article, a modular design is implemented
through C#, and mixed programming is performed according to MATLAB’s powerful
data processing capabilities, so that it has a certain degree of scalability, portability, and
application; Finally the design of the software has a good degree of display, simple

Fig. 11. Software running test interface
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operation, good interface, user-friendly and secondary development. Subsequent ver-
ification of changes to the software’s test environment and real-time accuracy of the
interface feedback have yet to be improved.
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Abstract. Inter-satellite networking is the development trend of satellite nav-
igation system through inter-satellite link technologies. How to schedule inter-
satellite link resources is the key to whether the navigation satellite constellation
network has the best performance in the time division multiple access system.
To achieve this goal, this paper assumes a linking rule based on a multi-layer
satellite constellation and constructs a corresponding mathematical model to
describe the linking process of inter-satellite links. Based on the assumed linking
rule and the proposed mathematical model, a time-division topology design
scheme is proposed. The process of data transmission is simulated with the
simulation software MATLAB and STK. The results show that the inter-satellite
network topology generated under this scheme gets a very considerable pro-
motion on inter-satellite measurement accuracy and transmission characteristics.

Keywords: TDMA � Inter-satellite link � Time-division topology
Simulation

1 Introduction

In the navigation satellite system, the topology of the inter-satellite network depends on
factors such as constellation configuration, the shaped-beam and scanning range of on-
board antenna, and network topology control strategy [1]. The interaction between
satellites relies mainly on inter-satellite links for connecting satellite nodes. The inter-
satellite link (ISL) plays an important role in satellite constellation communication
networks. Especially in satellite navigation systems, it is mainly used for inter-satellite
communications and inter-satellite ranging. At present, only GPS is used to apply the
inter-satellite link technology more skillfully when other navigation systems are still at
a preliminary stage of development in this technology [2].

The inter-satellite links work under the TDMA system in GPS, with the frame as
the minimum period and the time slot as the minimum unit. The communication
channel resources are used by all satellites in the constellation in the form of frame-
timeslot. How to generate the topology of the inter-satellite link network in time-
division multiplexing mode to minimize data transmission time is one of the most
important issues in satellite network management.
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The design of time-division topology in satellite networks is based on time-slot
allocation of inter-satellite links. At present, the research results for the time-division
inter-satellite link topology generation issues are as follows: Literature [3] proposed a
slot seize-able TDMA mechanism under the definition of a new TDMA frame structure
and preemptive mode, using the vertex coloring in graph theory to allocate time-slots.
Although this method can reduce the communication time-delay, there is no guarantee
that the inter-satellite links will work efficiently. In literature [4], the time-division
inter-satellite link topology generation problem based on Walker constellation is
studied, and the topology structure that minimizes the data transmission time while
satisfying the transmission constraints is proposed. The literature [5] presented an inter-
satellite links time-slot allocation and design based on STDMA.

Most previous works have focused on the inter-satellite topology design of a single-
layer constellation, and there are few researches for time-division topology of multi-
layer constellations. This paper adopts MEO + GEO/IGSO constellation model, inter-
satellite links are divided into intra-layer ISLs and inter-layer ISLs by orbit altitudes of
satellites [6]. Within the simulation analysis of the constellation, this paper proposes an
inter-satellite link time-slot allocation scheme to obtain the time-division topology of
satellite network, which provides a basis for further research.

2 Constellation Network Topological Characteristics
Analysis

2.1 Double-Layer Satellite Network Structure

The spatial system studied in this paper consists of twenty four MEO satellites, three
GEO satellites, three IGSO satellites and three ground stations. According to the
altitude of orbits, it can be divided into the following two satellite layers:

1. Medium Earth Orbit Satellite

All MEO satellites in this layer are organized in the form of Walker constellation.
The satellite orbits of Walker constellation use equal height and inclination. The
satellites are evenly distributed across the orbits. The constellation configuration is
N=P=F, where N represents the number of satellites in the whole constellation, P
denotes the number of orbits, and F represents the phase of the eastern orbital over the
western side [7]. The system in this paper adopts the configuration of Walker 24=3=1.

2. High Earth Orbit Satellite

GEO is located above the equator. It has the advantages of global coverage, less
switching and simple control. IGSO have the same altitude as GEO and have the same
inclination angle as MEO. They mainly provide coverage of polar regions in high
latitudes [8].
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2.2 Visibility Analysis

For running satellites, the necessary and sufficient condition for visibility is that the line
that connects two satellites does not intersect the earth [9]. Figure 1 is a schematic
diagram of the inter-satellite link. Assuming the earth is a sphere, then O is the earth
core, Re is the radius of the earth, S1 and S2 are two satellites on the orbit, respectively,
and their orbital radiuses are respectively r1 and r2. Among them, the elevation angle of
S1 is e, h is geocentric separation angle, d and h are the instantaneous distance and
vertical distance of the two satellites, respectively.

According to the sine theorem, the following formula can be obtained.

d
sin h

¼ r2
sin u

: ð1Þ

According to the cosine theorem, the following formula can be obtained.

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r21 þ r22 � 2r1r2 cos h

q
: ð2Þ

According to the geometric relationship in Fig. 2, we get the following equation.

h ¼ r1 cos e ¼ r1r2 sin h=d: ð3Þ

The function that describes whether two satellites are visible to each other is
defined as follows.

Dh ¼ h� Re: ð4Þ

On the other hand, the satellite will not be visible because of the antenna scanning
range constraint að Þ, so the satellite and link normal angle should satisfy the following
relationship.

Fig. 1. Inter-satellite link schematic diagram.
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u\a: ð5Þ

So the inter-satellite visible satellite set is , and only the
satellites that meet the visibility conditions can establish the inter-satellite links.

3 Time-Division Topology Design

3.1 Time Division Multiple Access Mode

The Ka-band is adopted to establish the links between satellites in this paper, and the
satellite antenna is a kind of narrow-beam antenna. Thus, the ISL adopts the connection
mode of point-to-point in the TDMA mode. Each satellite links with other satellites in
turn according to the allocated time-slots in a frame. In order to reduce the interference
among beams, it is assumed that there is only one antenna on each satellite for linking
between satellites, that is, each satellite has only one inter-satellite link in each time-
slot. A time slot reflects a linking of satellite networks, the topology of the inter-
satellite link may change only when the time-slot changes.

The satellite-site link is not the main research content of this paper. In order to
reduce its influence on the inter-satellite link, it is assumed that the satellites use the
additional frequency band and antenna to transmit data with ground stations. The
ground stations do not participate in the time-slot allocation.

3.2 Link Characteristics Analysis

Due to the large orbital radius, GEO satellites and IGSO satellites will have large time
delays, it is sensible to consider using ISL within the MEO layer for information
forwarding. Since the characteristics of the satellites in Walker constellation are con-
sistent, taking MEO21 as an example to describe the characteristics of inter-satellite
links. From the inter-satellite visibility analysis in Sect. 2.2, each MEO satellite has
eight satellites that are continuously visible. These satellites can be used as the linking
objects of complete links. Among them, four satellites are in the same orbit as MEO21,
and the remaining four are evenly distributed on the other two orbits.

The system model can be established quickly by STK. Then let STK connect with
MATLAB through STK/MATLAB interface. Establishing a connection between the
objects and producing a report is achieved through the command ‘stkAccReport’ which
can return the related information when there is a path between the two objects. Use the
command ‘stkFindData’ to export the required data from the report, such as the visible
time and distance of the two objects. It is known from STK that the average visible
MEO satellite number of each MEO satellite is about sixteen.

3.3 Time-Division Topology Design

The inter-satellite link system designed in this paper is using the time-division trans-
mission mode. Assuming that the slot-size is five seconds, the time for each MEO
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satellite to link with all visible satellites respectively is about 16 time-slots, then the
frame-size is eighty seconds.

As the satellites keep moving, their inter-satellite visibility also changes. Through
finite state thought, two satellites that are visible at any moment in each frame are
defined as visible, and they are defined as invisible once they are not visible at a certain
moment. After processing in this way, the distribution strategy of inter-satellite links is
simplified.

Mathematical Definition and Description. 24 MEO satellites are numbered by 1–24.
GEO satellites are numbered by 25–27, and IGSO satellites are numbered by 28–30.
The definition and description of the symbols involved in the algorithm are as follows.

(1) There are three ground stations in the system. Define the matrix V1¼ vij
� �

30�3 to be
a visibility matrix of satellite-site in a frame.

vij ¼ 1; Si and Pj are visible
0; Si and Pj are unvisible

�
: ð6Þ

The satellite with the number ‘i’ is denoted by Si and the ground station with the
number ‘i’ is denoted by Pi. In this paper, a satellite that is not visible to all three
ground stations is defined as an overseas satellite, and a satellite visible to at least one
ground station is defined as a domestic satellite.

(2) Define the matrix V2¼ vij
� �

30�30 to be an inter-satellite visibility matrix in a frame.

vij ¼ 1; Si and Sj are visible
0; Si and Sj are unvisible

�
: ð7Þ

(3) Define the matrix C¼ cip
� �

30�16 as the time-slot allocation matrix of all the satellites
within a frame, where the element cip represents the linking satellite of Si in the
p�th time-slot. It should be noted that CM denotes the time-slot allocation matrix
of MEO satellites. Because the links are bidirectional, the elements in C must
satisfy the following formula.

ccipp ¼ i: ð8Þ

(4) Define the matrix T¼ tij
� �

30�30 as the inter-satellite network topology matrix in a
time-slot.

tij ¼ 1; ISL established between Si and Sj
0; No ISL established between Si and Sj

�
: ð9Þ
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Link Priority. For the multi-layer satellite network designed in this paper, there are
multiple types of inter-satellite links. In order to achieve the best performance of time-
slot allocating, adopt the principle that the links with high quality link first. The priority
analysis of inter-satellite links is performed below.

The inter-satellite link can be divided into inter-layer links and intra-layer links
according to the different orbit altitudes of the satellites. Inter-layer links include GEO-
MEO links and IGSO-MEO links. The inter-satellite distance is too large, resulting in
poor link quality and lower priority than intra-layer links.

The intra-layer links include IGSO/GEO intra-layer links and MEO intra-layer
links. For links in sub-constellations consisting of GEO satellites and IGSO satellites,
since the high-orbit satellites are mainly used as relay satellites in the system, time-slots
are not allocated for this type of links. The links in MEO layer can be divided into
complete links and incomplete links according to whether the two satellites are con-
tinuously visible during a constellation period or not. Because the complete link can
remain unblocked throughout the period, it can be used as the basis for link design, and
its priority is higher than incomplete link. Complete links can be further subdivided
into same-track links and off-track links. The same-track links have slow-changing
inter-satellite distance and fixed topology attributes. Therefore, the priorities are greater
than the complete links of the different tracks.

Intra-ISL Design. According to the inter-satellite visibility analysis, each MEO
satellite has eight completely visible satellites and eight incompletely visible satellites
during a constellation period. Taking MEO21 as an example, the design process of its
links in a certain frame is as follows.

(1) Read the matrix V2 to obtain all the satellite numbers that are permanently visible
and intermittently visible with MEO21, and arrange the eight complete links into
the first eight time-slots of the time-slot allocation matrix according to the link
priority. The incomplete links are arranged into the last eight slots. Due to the
instability of the topology of incomplete links, the time-slot arrangement changes
with time and is represented by s tð Þ, and the matrix CM can be obtained as follows

CM ¼
� � � � � � � � � � � � � � � � � � � � � � � � � � �
1 6 11 12 14 15 17 20 s tð Þ
� � � � � � � � � � � � � � � � � � � � � � � � � � �

2
4

3
5
24�16

: ð10Þ

(2) The eight complete links of the MEO satellite consist of four same-track links and
four off-track links. In accordance with the link priority, the complete same-rack
links are placed in the first half of the first eight slots, and the complete off-track
links are put into the second half of the first eight slots. Then the matrix CM can be
obtained as follows.
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CM ¼
� � � � � � � � � � � � � � � � � � � � � � � � � � �
11 12 14 15 17 20 6 1 s tð Þ
� � � � � � � � � � � � � � � � � � � � � � � � � � �

2
4

3
5
24�16

: ð11Þ

(3) Considering that the purpose of introducing the inter-satellite link technology is to
enhance the communication of domestic and overseas satellites, for the two
satellites within the borders at the same time, the existence of inter-satellite links
reduces the data transmission efficiency on the contrary. Read the satellite-site
visibility matrix V1 to obtain the probability that other satellites will be visible to
the ground stations when the MEO21 is out of the borders, and arrange them in
descending order to obtain the following matrix CM .

CM ¼
� � � � � � � � � � � � � � � � � � � � � � � � � � �
12 14 11 15 1 17 6 20 s tð Þ
� � � � � � � � � � � � � � � � � � � � � � � � � � �

2
4

3
5
24�16

: ð12Þ

Since these links are always present, all the frames in the constellation period can
be arranged in this way.

For incomplete links, the inter-satellite visibility changes with time, so the time-slot
allocation also changes accordingly. Each MEO satellite in the frame has eight satel-
lites that are intermittently visible. The longer the visible time is, the higher the quality
of the incomplete link is. Similar to the method of allocating the complete links, the
satellites are listed in the last eight time-slots in descending order of the visible time to
the ground stations. The stability of the incomplete link is poor. On this basis, the
matrix V2 restrains the invisible satellites establishing a link. Therefore, the links that
do not exist are set to zero in matrix CM .

Other MEO satellites are arranged according to the above method on the premise of
satisfying bidirectional linking, and a complete MEO intra-layer link allocating matrix
CM can be obtained.

Inter-ISL Design. High Earth Orbit satellites are added on the basis of the links within
the MEO layer. The HEO satellites have strong coverage. When the number of MEO
satellites in the country is insufficient, they can be forwarded to satellites outside the
borders through HEO satellites. The allocating method of HEO satellites is as follows:
In the condition that two satellites are mutually visible, the satellites with a small
number of inter-satellite links are preferentially selected for linking, and a complete
time-slot allocation matrix C for all satellites can be obtained.

In order to reduce the number of routes and improve the efficiency of relaying, the
domestic and overseas links in C are eliminated, and the corresponding positions of the
original links are set to zero. Then connect the free domestic satellites to the overseas
satellites and get the final time-slot allocation matrix in the frame as follows:
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C ¼
Mi Mj Mm Mn 0 Mk � � � Gp

..

. ..
. ..

. ..
.

Iq Ml � � � ..
.

" #
30�16

: ð13Þ

Time-Division Topology Generation. Every satellite is connected to another satellite
and switches to another satellite in the new time-slot. It keeps the topology of the
network unchanged in a time-slot, but will be regenerated following the time-slot
allocating matrix when the next time-slot arrives. The topology matrix is continuously
updated during a constellation period to generate the inter-satellite link network
topology in TDMA mode.

The element cip in the time-slot allocation matrix C indicates that Si and Scip have an
inter-satellite link in the p�th slot of the frame. A complete topology matrix of the
satellite network in the time-slot can be obtained from the slot matrix column vector.

tij ¼ 1; j ¼ cip
0; others

�
: ð14Þ

Among them, ‘1’ indicates that there is an inter-satellite link between Si and Sj in
the p�th time-slot, ‘0’ indicates that there is no inter-satellite link at this time.

4 Simulation Analysis

The performance of the designed mixed links and complete links is simulated from two
aspects of inter-satellite transmission performance and inter-satellite orbit determina-
tion below. The transmission performance reflects in the domestic and overseas
communication delays and the positioning accuracy is based on the position dilution of
precision of the satellite.

1. Position dilution of precision

The effect of constellation geometry on the pointing accuracy of satellites is usually
described by dilution of precision. This paper takes the position dilution of precision as
the basis for measuring the link location accuracy. A small PDOP value means that the
navigation constellation has a better geometric configuration. Taking the MEO21
satellite as the locating point, the PDOP values were calculated by MATLAB and STK
under the complete link and mixed link. The simulation result is shown in Fig. 2.

From Fig. 2, it can be found that the PDOP values of the constellation are dis-
tributed between 1.3 and 1.4 in the time division topology scheme using the mixed
links proposed in this paper, and that of the complete links are approximately 3 to 5. It
can be seen that the inter-satellite link topology obtained by the method designed in this
paper has higher accuracy in ranging and the positioning performance is superior to the
complete link.
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2. Domestic and overseas communication delay

Figure 3 shows the average communication delay of a ground station to overseas
satellites under two linking allocations.

It can be seen from Fig. 3 that the average communication delay under the scheme
of the mixed links is about 6 s, and that of complete links is about 20 s. It can be seen
that the scheme of the mixed links greatly shortens the delay of domestic and overseas
communications and improves communication performance.
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5 Conclusion

Based on the analysis of the link characteristics and linking feasibility of the 24/3/1
Walker + GEO/IGSO multi-layer satellite constellation, a time-division topology
generation scheme for the inter-satellite link network is proposed in this paper. The
process of linking is described in detail based on the principle that high-quality links
link first. The simulation and performance evaluation of the scheme has proved that the
proposed scheme has good communication performance and positioning accuracy.

The topology generation scheme in this paper is only a preliminary result. The next
step will continue to improve the proposed model in order to accommodate the more
complex transmission requirements in inter-satellite link networks.
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Abstract. For the tracking of multiple maneuvering targets under radar
observations, the Cardinality-Balanced Multi-Bernoulli based Sequential
Monte-Carlo Filter (SMC-CBMeMBer) tracking algorithm gets its shortcomings
that the estimation of number is inaccurate and the state estimation accuracy is
degraded. This paper presents an improved tracking algorithm based on SMC-
CBMeMBer smoothing filter. In the prediction process, the algorithm uses
Multi-objectIve Particle Swarm Optimization (MOPSO), combined with the
measured values at the current moment, to move the particles to the location
where the posterior probability density distribution takes a larger value; Besides
the smooth recursive method is used to smooth the filter value with multi-target
measurement data, and the estimation accuracy of the algorithm is improved on
the basis of sacrificing certain operation efficiency. The simulation results show
that compared with the traditional filter and smoothing methods, the proposed
algorithm performs better in terms of the accuracy of the estimation of the
number of maneuvering targets and the accuracy of the target state estimation.

Keywords: Particle swarm optimization � Particle filter � CBMeMBer filter
Forward-backward smoothing

1 Introduction

Multi-target Multi-Bernoulli (MeMBer) filter [1] is another multi-target tracking
method based on RFS proposed by Mahler after PHD [2] and CPHD [3] filter. For
multi-objective nonlinear filtering, B-N Vo gives advantages of MeMBer [4] over the
other two algorithms in terms of filtering accuracy and computational complexity, and
on this basis, an improvement, i.e. Cardinality Balanced Multi-target Multi-Bernoulli
(CBMeMBer) filter [5] was proposed to dispose the overestimation of the number of
targets caused by MeMBer. The literature [6] proposed using Bernoulli random finite
set to model the single-target motion state and complete forward-backward smoothing.
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Bernoulli forward-backward smoothing improves the recognition accuracy of the
disappearance of the target and the accuracy of the state estimation. In addition, it
validates the feasibility of the Bernoulli filtering forward-backward smoothing filter.

Based on the known background, this paper proposes an improved multi-target
tracking method based on CBMeMBer smoothing, which consists of forward filtering
and backward smoothing. Forward filtering uses CBMeMBer filtering. Multi-objective
particle swarm optimization is added between prediction and updating step. Particles
move in the direction of higher posterior probability density; backward smoothing still
uses CBMeMBer probability density to approximate the multi-objective smooth states,
and obtain the backward recursive formula of CBMeMBer probability density
parameter, thereby achieving multi-targets Backward recursive calculation of smooth
state probability density. Finally, the simulation experiments show that the tracking
performance of the newly proposed algorithm is better than the previous algorithm in
the multi-objective maneuvering scenario.

2 CBMeMBer Smoothing Filter

In contrast to MeMBer filtering, the probability generation functional of CBMeMBer is
more accurate than that of MeMBer in the updating process, which averts a potential
cardinality deviation. The implementation of CBMeMBer filtering needs to satisfy the
following assumptions: (1) the RFS of the newborn target state is formed by a multi-
Bernoulli random finite set; (2) the clutter obeys the multi-target Poisson process, and
the clutter density is not too large; (3) The target has a higher detection probability.

The CBMeMBer forward-backward smoothing filter utilizes more measurement
information, and can improve the estimation performance of the target number and the
targets’ state.

2.1 Forward Filtering Process

Prediction. Suppose that Multi-objective posterior probability density at time k � 1 is
a form of multiple Bernoulli RFS.

pk�1 ¼ r ið Þ
k�1; p

ið Þ
k�1

� �n oMk�1

i¼1
ð1Þ

So as to the Multi-objective predict probability density is of the same form,

pkjk�1 ¼ r ið Þ
P;kjk�1; p

ið Þ
P;kjk�1

� �n oMk�1

i¼1
[ r ið Þ

C;kjk�1; p
ið Þ
C;kjk�1

� �n oMC;k

i¼1
ð2Þ

where

r ið Þ
P;kjk�1 ¼ r ið Þ

k�1 p ið Þ
k�1; pS;k

D E
ð3Þ
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p ið Þ
P;kjk�1 ¼

fkjk�1 xj�ð Þ; p ið Þ
k�1pS;k

D E
p ið Þ
k�1; pS;k

D E ð4Þ

fkjk�1 �jnð Þ denotes single-target transfer probability at time k, pS;k denotes the

survival probability. r ið Þ
C;kjk�1; p

ið Þ
C;kjk�1

� �n oMC;k

i¼1
refers to Bernoulli RFS newborn

parameters at time k.

Update. The predicted multi-target density at time k is still in the form of multi

Bernoulli pkjk�1 ¼ r ið Þ
kjk�1; p

ið Þ
kjk�1

� �n oMkjk�1

i¼1
, Then this posterior probability density can

be represented by a multiple Bernoulli union.

pk � r ið Þ
L;k; p

ið Þ
L;k

� �n oMkjk�1

i¼1
[ rU;k zð Þ; pU;k �; zð Þ� �� �

z2Zk ð5Þ

Where

r ið Þ
L;k ¼ r ið Þ

kjk�1

1� p ið Þ
kjk�1; pD;k

D E
1� r ið Þ

kjk�1 p ið Þ
kjk�1; pD;k

D E ð6Þ

p ið Þ
L;k xð Þ ¼ p ið Þ

kjk�1 xð Þ 1� pD;k xð Þ
1� p ið Þ

kjk�1; pD;k
D E ð7Þ

rU;k zð Þ ¼

PMkjk�1

i¼1

r ið Þ
kjk�1

1�r ið Þ
kjk�1

� �
p ið Þ
kjk�1

;wk;z

D E
1�r ið Þ

kjk�1
p ið Þ
kjk�1

;pD;k

D E� �2

jk zð Þþ PMkjk�1

i¼1

r ið Þ
kjk�1

p ið Þ
kjk�1

;wk;z

D E
1�r ið Þ

kjk�1
p ið Þ
kjk�1

;pD;k

D E
ð8Þ

pU;k x; zð Þ ¼
PMkjk�1

i¼1

r ið Þ
kjk�1

1�r ið Þ
kjk�1

p ið Þ
kjk�1 xð Þwk;z xð Þ

PMkjk�1

i¼1

r ið Þ
kjk�1

1�r ið Þ
kjk�1

p ið Þ
kjk�1;wk;z

D E ð9Þ

wk;z xð Þ ¼ gk zjxð ÞpD;k xð Þ ð10Þ

Zk denotes observation set, gk �jxð Þ and pD;k xð Þ respectively refer to single-target
measurement likelihood function and target detection probability given the state at time
k. jk �ð Þ is Poisson clutter intensity parameter.
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2.2 Backward Smoothing Process

The purpose of smoothing is to use the data at time l to estimate the state value at time
k l[ kð Þ. Given the multi-Bernoulli smoothing density parameters rkjl and pkjl �ð Þ,
backward recursion is displayed as follow [7].

rk�1jl ¼ 1� 1� rk�1jl�1
� �

aB;kjl þ bB;kjl

Z
pkjl fð Þ

pkjk�1 fð Þ bkjk�1 fð Þdf
� 	

ð11Þ

pk�1jl xð Þ / pk�1jk�1 xð Þ aS;kjl xð Þþ bS;kjl xð Þ
Z

pkjl fð Þ
pkjk�1 fð Þ fkjk�1 fjxð Þdf

� 	
ð12Þ

where

aB;kjl ¼ ð1� pbÞ
1� rkjl

1� rkjk�1
ð13Þ

bB;kjl ¼ pb
rkjl

rkjk�1
ð14Þ

aS;kjl xð Þ ¼ 1� pS;kjk�1 xð Þ� � 1� rkjl
1� rkjk�1

ð15Þ

bS;kjl xð Þ ¼ pS;kjk�1 xð Þ rkjl
rkjk�1

ð16Þ

2.3 Shortcomings of SMC-CBMeMBer Smoothing

Particle filter using Sequential Importance Sampling [8] (SIS) method, recursively
sampling according to the weights of the particles to obtain an approximate distribution
of posterior probabilities. An important flaw in resampling particles is the lack of
particle diversity. When the observation information is so accurate that the peak of the
likelihood function is narrow, the overlap space between the likelihood probability and
the prior probability distribution is extremely limited. As an end, only a small fraction
of overlapping particle weights will increase after the update. In addition, similar
problems exist when the observation probability distributed at the tail of the prior
distribution, since only a small part of the particles generated by the prior probability is
located in the high likelihood region. It is very likely that the prediction result will lose
important particles and miss good assumptions.

Another significant problem is that when faced with the actual initial state of the
system is unknown, the state estimation of the system requires a large number of
particles, which makes the calculation efficiency of particles greatly reduced.
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3 MOPSO Optimized CBMeMBer Smoothing

In order to solve the problems described in Sect. 2.3 above, this chapter proposes an
improved method that combines the particle swarm optimization algorithm with the
CBMeMBer smoothing filter to improve the problem of the particle diversity.

3.1 Multi-objective Particle Swarm Optimization

Particle Swarm Optimization (PSO) is a cluster intelligent global optimization algo-
rithm based on population search strategy jointly proposed by Kennedy and Eberhart
[9].

In each iteration, the individual optimal solution is updated after one iteration of the
particle pj, and the global optimal solution in the entire particle swarm gj are used,
where j ¼ 1; 2; � � � ; n, n is the maximum number of iterations.

Update each particle with the following speed update formula and position update
formula, so that we can improve the position information carried by the particles,

vi ¼ wvi þ c1rand pj � xi
� �þ c2Rand gj � xi

� � ð17Þ

xiþ 1 ¼ xi þ rvi ð18Þ

where rand and Rand are random numbers between 0 and 1, w is the inertia coefficient,
c1 and c2 are positive numbers, xi is the initial particle swarm state, vi is the updated
speed, and r is the constraint factor.

In the multi-objective optimization, this paper uses multi-objective particle swarm
optimization (MOPSO). The MOPSO screens particles based on multiple objective
functions by means of the NSGA-II algorithm [10]. The algorithm is an improvement
over conventional genetic algorithms. The key steps are the following three processes.

(1) Non-dominated sort.

The algorithm stratifies the population based on individual non-inferiority levels.
The individuals are included in the 1st front F1, and they are given the non-dominated
order irank ¼ 1; Then continue to identify non-dominated solutions and repeat this until
the whole population is assigned.

(2) Crowding distance calculation.

The individual crowding distances are calculated in order to be able to selectively
rank individuals within the same non-dominant sequence irank. For different objective
functions, we need to calculate repeatedly to obtain the individual’s crowding distance.

(3) Recombination and selection.

Firstly, the entire population is placed in new descendants in descending order of
non-dominated sorting irank until the population size exceeds the particle group N when
placed in a certain layer Fj; secondly, filling is continued in descending order of
individual crowding distances of Fj until the number of particle swarms reaches.
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Besides, in order to avoid the problem of particle swarm optimization speeding up
the convergence too quickly and causing a local optimal solution, this paper added a
mutation mechanism to the algorithm to increase the diversity of particles.

3.2 Improved Smoothing Filter Optimized by PSO

The improved process is expressed as follow.
The whole algorithm can be illustrate by Fig. 1. Firstly, we need to initialize the

essential parameters, such as existence probability r, particle state x and particle weight
w. Then the parameters will be used to describe the state of targets which is estimated
by a series of work: prediction, PSO optimization, updating and smoothing. It should
be noted that the raw observation data is utilized in the PSO optimization and updating
process. Secondly, we will prune the tracks whose existence probability r can not reach
the threshold, merge the tracks which are adjacent to each other to one track. Finally,
we resample the particles based in their weights. The existence probability r can be
used to get the targets’ number. The particles’ weights and state can be calculated to
estimate the targets’ state and can be used to join in the next filter iteration. The detailed
description is stated as follows.

Initialize 
parameters

Multi Bernoulli 
parameter 
prediction

PSO optimizes 
particle 

distribution

Multi Bernoulli 
parameter 
updating

Observation data

Multi Bernoulli 
parameter 
smoothing

Pruning and 
merging tracks

Particle 
resampling

State extraction

Output the state

Fig. 1. The flow chart of PSO optimized CBMeMBer forward-backward smoothing
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Prediction. Suppose that we have the posterior parameters at time k � 1 are given with
rk�1jk�1 and pk�1jk�1 in the form of particle filter:

pk�1jk�1 �
XNk�1

i¼1

w ið Þ
k�1dx ið Þ

k�1
xð Þ ð19Þ

Then the prediction parameters can be displayed as:

rkjk�1 � pb 1� rk�1jk�1
� �þ rk�1jk�1

XNk�1

i¼1

w ið Þ
k�1pS;kjk�1 x ið Þ

k�1

� �
ð20Þ

pkjk�1 xð Þ ¼
XNk�1 þ Jk

i¼1

w ið Þ
kjk�1dx ið Þ

k
xð Þ ð21Þ

where the particles and weights are generated as [7]:

x ið Þ
k � qk �jx ið Þ

k�1; zk
� �

; i ¼ 1 : Nk�1

sk �jzkð Þ; i ¼ Nk�1 þ 1 : Nk�1 þ Jk

(
ð22Þ

w ið Þ
kjk�1 ¼

rk�1jk�1

rkjk�1

pS;kjk�1 x ið Þ
k�1ð Þfkjk�1 x ið Þ

k jx ið Þ
k�1ð Þw ið Þ

k�1

qk x ið Þ
k jx ið Þ

k�1;zkð Þ ; i ¼ 1 : Nk�1

1�rk�1jk�1

rkjk�1

pbbkjk�1 x ið Þ
kð Þ

Jksk x ið Þ
k ;zkð Þ ; i ¼ Nk�1 þ 1 : Nk�1 þ Jk

8>>><
>>>:

ð23Þ

and pb denotes probability of target newborn or reentry, bkjk�1 x ið Þ
k

� �
is spatial density

of newborn process, qk, sk respectively denotes the survival density and newborn
density.

Optimization. The particle swarm optimization algorithm is applied after the predic-
tion step of the multi-Bernoulli filtering, combining the current time measurement,
taking into account the distance between the particles and the measurement points. For
the nth measurement, the objective function value of the ith particle is as follows.

fitni ¼ exp � 1
r2

parn �measið Þ2

 �

; i ¼ 1; � � � ; length measð Þ; n ¼ 1; � � � ;N ð24Þ

where r2 denotes observation noise variance, meas denotes observation set, measi
refers to the ith observation value, N is the total particle number. The particle swarm
optimization algorithm motivates all particles to the Pareto optimal solution set by
calculating the objective function value.

The optimized particle weights need to be redistributed by considering the parti-
cle’s objective function values, and then normalized.
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wn ¼
X

i
fitni ;wn ¼ wnPN

n¼1 wn
ð25Þ

The optimization process makes the particles far away from the real state move to
the areas which have higher posterior probability and improves the effect of each
particle. Even when the initial state is unknown, the problem of particle filtering that
requires a large number of particles for accurate state estimation is also attenuated.

Updating. After the optimization, the particle state, weight, and probability of exis-
tence rkjk�1 participate in the update [11].

rkjk ¼
rkjk�1

PNk
i¼1 ~w

ið Þ
k

1� rkjk�1 þ rkjk�1
PNk

i¼1 ~w
ið Þ
k

ð26Þ

pkjk xð Þ �
XNk

i¼1

w ið Þ
k d

x ið Þ
k

xð Þ ð27Þ

~w ið Þ
k /lk zkjx ið Þ

kjk�1

� �
w ið Þ
kjk�1 ð28Þ

In order to maintain the diversity of particles in the next smoothing process, the re-
sampling operation is not performed after the update is completed, and is performed
after the smoothing is completed.

Smoothing. Given rkjl and pkjl ¼
PNkjl

i¼1
w ið Þ
kjldx ið Þ

kjl
xð Þ, we

rk�1jl � 1� 1� rk�1jk�1
� �� 1� rkjl

1� rkjk�1
1� pbð Þþ rkjl

rkjk�1
pb

XNkjl

j¼1

w jð Þ
kjj

bkjk�1 x jð Þ
kjl

� �
pkjk�1 x jð Þ

kjl
� �

0
@

1
A

ð29Þ

pk�1jl xð Þ �
XNk�1jk�1

i¼1

~w ið Þ
k�1jldx ið Þ

k�1jk�1
xð Þ ð30Þ

~w ið Þ
k�1jl /

1� rkjl
1� rkjk�1

1� pS;kjk�1w
ið Þ
k�1jk�1

� �
þ rkjl

rkjk�1

XNkjl

j¼1

pS;kjk�1w
jð Þ

kjl
fkjk�1 x jð Þ

kjl jx ið Þ
k�1jk�1

� �
pkjk�1 x jð Þ

kjl
� � w ið Þ

k�1jk�1

ð31Þ

pkjk�1 x jð Þ
kjl

� �
¼

XNk�1jk�1

i¼1

w ið Þ
k�1jk�1fkjk�1 x jð Þ

kjj jx ið Þ
k�1jk�1

� �
ð32Þ
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Track Pruning and Resampling. Only the track whose probability of existence gets
greater than the threshold can be preserved. In the meanwhile, we need to select and
reproduce particles with large weight values, i.e. resample the particle set.

xki ;
1
N

� N

i¼1
¼ xki ;w

k
i

� �N

i¼1 ð33Þ

4 Simulation

4.1 Maneuvering Target Cooperative Turning Model Establishment

In this CT model, the maneuvering target is a collaborative turn CT model. The state
equation and measurement equation are as follows [12–14]:

X kð Þ ¼ F kð ÞX k � 1ð ÞþC k � 1ð Þv k � 1ð Þ ð34Þ

Z kð Þ ¼ H kð ÞX kð ÞþW kð Þ ð35Þ

F kð Þ ¼

1 sinxT
x 0 cosxT�1

x 0
0 cosxT 0 � sinxT 0
0 1�cosxT

x 1 sinxT
x 0

0 sinxT 0 cosxT 0
0 0 0 0 1

2
66664

3
77775 ð36Þ

C k � 1ð Þ ¼
T2=2 T 0 0 0
0 0 T2=2 T 0
0 0 0 0 0

2
4

3
5

0

ð37Þ

H kð Þ ¼ 1 0 0 0 0
0 0 1 0 0


 �
ð38Þ

4.2 Experimental Simulation

Suppose that the radar was located in the origin point; the detection area was defined as
[−2000 m, 2000 m] � [−500 m, 2000 m]; sampling interval T ¼ 1 s and the total
tracking time was set as 100 s. As for the CT model, the detection probability
pD;k ¼ 0:98. Assume that there are multiple targets in the detection area for continuous
motion within the detection area, and the ith target’ state at time k was

xk;i ¼ xk;i; yk;i; _xk;i; _yk;i;x
� �T ; the survival probability pS;k ¼ 0:99. Table 1 has set the

initial state of each target and its starting and ending time, where the w was positive for
a clockwise turn and negative for a counterclockwise rotation [15]. Figure 2 has dis-
played the true tracks of the simulation.
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In the particle swarm optimization process, the number of iterations gen ¼ 10 and
the fitness function threshold Thfit ¼ 0:01 are counted at a time t. In the state extraction
process, the track pruning threshold Thprune ¼ 10�3 and the maximum track number
Tmax ¼ 100 are set; the combined threshold Thcap ¼ 10�5 of the track is set, the
merging distance D ¼ 4m; the maximum number of particles Jmax ¼ 1000, and the
minimum Jmin ¼ 300.

Assume that the location of clutter points is uniformly distributed in the detection
area at each time, and its number obeys a poisson distribution with an average value of
20. Under the condition of a clutter density of kc ¼ 2� 10�6m�2.

After 100 times monte carlo experiments, the simulations found that all three can
accurately estimate the number of targets, but the details can be seen at Fig. 3. when the
number of targets changes, the new proposed algorithm is better than the general
smoothing algorithm, both are better than the traditional filtering algorithm.

Table 1. The initial state, start and end time of targets

No Start time (s) End time (s) Initial state

1 1 100 [1000, −10, 1500, −10, p/36]
2 10 100 [−250, 20, 1000, 3, −p/225]
3 10 100 [−1300, 11, 300, 10, −p/90]
4 10 70 [−1500, 43, 250, 0, 0]
5 20 80 [−250, 11, 750, 5, p/180]
6 40 100 [−500, −12, 1000, −12, −p/90]

Fig. 2. Target actual movement status

MOPSO Optimized Radar CBMeMBer Forward-Backward Smoothing Filter 613



From the Figs. 4 and 5, we can thoroughly analyze the standard deviation and
OSPA error [16] of the three methods’ estimation. In terms of specific estimation
indicators, we can see that the two smoothing algorithms have better improvement
effects than the traditional filtering methods in terms of estimation accuracy; while in
the accuracy of the estimation number, the smoothing method has a certain degree of
improvement over the filtering method. While the improved smoothing method again

Fig. 3. Comparison of the number estimation of three tracking methods

Fig. 4. Standard deviation of the three methods’ estimation
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suppresses the standard deviation at the same level comparable to filtering. However,
inevitably, the improved smoothing algorithm is longer in terms of running time than
the former two kinds of algorithm. For more details, the numerical data was given in
Table 2.

5 Summary

In order to deal with the tracking problem of multiple maneuvering targets, an SMC-
CBMeMBer forward-backward smoothing filter with multi-objective particle swarm
optimization was proposed. The simulation results show that the introduction of the
particle swarm optimization algorithm improves the convergence performance of the
CBMeMBer forward-backward smoothing filter algorithm for the maneuvering target,
which improves the accuracy of the estimated number and position. In the next study,
the predicted particles are selectively optimized, and the adaptive optimization is
completed by setting the threshold of the objective function, focusing on improving the
efficiency of the particle swarm optimization and saving the calculation cost.

Fig. 5. OSPA error of the three methods’ estimation

Table 2. The mean value of the standard deviation, OSPA error and running time

Mean value CBMeMBer
filter

CBMeMBer
smoothing

PSO-CBMeMBer
smoothing

Standard
deviation

1.1606 1.2139 1.1882

OSPA error(m) 16.6089 15.0336 12.6689
Running time(s) 10.7 16.7 24.3
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Abstract. Neural network as an important aspect of artificial intelligence has
received extensive research and long-term development. Radar target range
profile recognition is a commonly used method in radar target recognition, in
this paper, it is combined with neural network. The LVQ (Learning Vector
Quantization) neural network has excellent classification and identification
capabilities. This paper applies it to radar target one-dimensional range image
recognition and achieves good results. This paper studies the problem of LVQ
neural network sensitive to initial connection weights, and uses PSO (Particle
Swarm Optimization) algorithm to optimize it of recognition classification. The
experimental results show that the study of radar target range profile recognition
algorithm based on optimized neural network can overcome the sensitivity of
the LVQ neural network to the initial weight and improve its recognition ability.

Keywords: 1-D range profile recognition
LVQ (Learning Vector Quantization) � PSO (Particle Swarm Optimization)

1 Introduction

The radar target one-dimensional range image recognition uses the relevant information
provided by the target echo of the high-resolution radar to make a corresponding
decision on the class attribute of the target. The one-dimensional range image can
reflect the geometric shape and structural information of the target, and can provide
more required feature information than the low-resolution radar, and is easy to obtain
and process. Therefore, target recognition based on one dimensional range profile of
radar target has become a popular method [1, 2]. Some studies have proposed the
application of subspace method, optimal clustering center method and BP neural
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network to radar target one-dimensional range image recognition [3–5], and achieved
good results.

Neural network as an important aspect of artificial intelligence has received
extensive research and long-term development. LVQ neural network has strong clas-
sification recognition ability and has been widely used [6]. In this paper, it is applied as
a classifier to the radar target’s one-dimensional range image recognition, which has
achieved good results. The LVQ network algorithm is sensitive to the initial connection
weights of the output layer and the competition layer. For this paper, the PSO algorithm
is used to optimize and improve, and a PSO-LVQ radar target one-dimensional range
image recognition algorithm is proposed. Experimentally verified that this method
significantly improves the recognition effect.

2 LVQ Neural Network Model Analysis

The LVQ neural network is a supervised network for training the competition layer.
And the algorithm is derived from the Kohonen [7] competition algorithm.

Figure 1 shows the structure of LVQ neural network [8]. LVQ neural network has
three layers of neurons, input layer, competition layer and output layer. Set each
distance image as a vector Xi, each input mode of the input layer is a distance image.
The network input layer and the competition layer are fully connected, and the con-
nection weights will change when the network is trained. The network training is the
learning classification of the input vector based on the distance criterion. It is assumed
that there are a total of M distance images from the K class targets, The input is
M ¼ x1; x2. . .; xMð Þ, Then the number of input neurons is also M. Follow these steps to
train:

Fig. 1. The model of LVQ neural network
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Step 1: Initialize the connection weight xij between the input layer and the com-
petition layer and learning rate g 0ð Þ. i ¼ 1; 2; . . .;P. P is the number of neurons for
the competition layer, j ¼ 1; 2; . . .;M
Step 2: Send the one-dimensional range image as input to the network and calculate
the Euclidean distance between the input vector and the competitive layer neuron

di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XM

j¼1

xj � xij
� �2

vuut ð1Þ

Step 3: Establish the minimum Euclidean distance standard
Step 4: Determine if the classification is correct. Adjust the weight vector according
to the following rules:

If Cx ¼ Ci

wij new ¼ wij old þ g x� wij old
� � ð2Þ

If Cx 6¼ Ci

wij new ¼ wij old � g x� wij old
� � ð3Þ

Step 5: Adjust the learning rate
Step 6: Determine whether the number of iterations exceeds, if it exceeds, the
iteration ends, otherwise go to the second step.

Each neuron in the output layer corresponds to a radar target category.
The advantage of this training method is that there is no need to normalize and

orthogonalize the input vector, only the distance between the input vector and the
competitive layer neuron is calculated.

It was observed that the “winning” neurons were determined by calculating the
minimum distance by (1). Using only information of “winning” neurons results in
insufficient utilization of information resources between the input samples and the
competition layer. Observing formula (1), it is easy to find that when the initial weight
deviation is too large, the calculation error will be very large, which will affect the
convergence speed and classification recognition effect of the LVQ network.

3 PSO-LVQ Radar Target One-Dimensional Range
Recognition System

To solve the problem that the LVQ network mentioned above is sensitive to the initial
connection weights of the output layer and the competition layer, this paper proposes a
PSO-LVQ radar target one-dimensional range profile recognition system.

The particle swarm optimization algorithm is an optimization algorithm that was
proposed by Kennedy and Eberhart [9] and others to simulate the swarm intelligence
behavior of birds. In the particle swarm algorithm, a particle represents a bird. Each
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particle is represented by its own position and velocity, and is updated according to its
own initial orientation, its own optimal direction of experience, and the empirical
optimization direction of the surrounding particles. The performance of each particle is
evaluated by defining a fitness function.

In this paper, particle swarm optimization algorithm is used to optimize the initial
weights of LVQ neural network. The particle coding of the particle swarm is directly
assigned to the weights and threshold matrix of the LVQ neural network. Then the
predicted value is predicted by the LVQ neural network, and compared with the actual
value of the training data to predict the error rate and the objective function to obtain
the fitness of each particle.

The specific implementation steps of the PSO-LVQ radar target one-dimensional
range profile recognition system are as follows:

Step 1: Create an LVQ network

An LVQ neural network is created, and each target selects a certain number of
samples as input vectors for network training. Randomly generate n � m-dimensional
matrices (n is the number of hidden layer neurons of the LVQ network, m is the
dimension of the one-dimensional distance image) as the initial weight of the network.
The number of neurons in the hidden layer affects the effect of the network. Too few
will affect the recognition accuracy, and too many will affect the training speed.
Determine the number based on the actual experiment.

Step 2: Initialization

Set the PSO algorithm parameters c1, c2, r1 and r2. Initialize the particle swarm,
which defines parameters such as population size, number of iterations, and initializes
the particle’s velocity and position.

Step 3: Iterative optimization, adjusting the particle’s velocity and position

Population iteration updates:
The speed of the particles is updated according to formula (4):

vij tþ 1ð Þ ¼ vij tð Þþ c1r1 yij tð Þ � xij tð Þ
� �þ c2r2 ŷj tð Þ � xij tð Þ

� � ð4Þ

The position of the particle is updated according to formula (5):

xij tþ 1ð Þ ¼ xij tð Þþ vij tþ 1ð Þ ð5Þ

vij tð Þ is the velocity of particle i in j th dimension at t, i ¼ 1; 2; . . .;m, m indicates
the number of particles. j ¼ 1; 2; . . .; J, J represents the dimension of the particle. c1, c2
express acceleration constant. r1, r2 are the random numbers between the intervals
[0, 1]. yij tð Þ indicates the past optimal position of the i th particle while ŷj tð Þ indicates
the past optimal position of the entire particle swarm. xij tð Þ is the position of particle
i in j th dimension at t.
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Step 4: Calculate the fitness value and update the individual extremum and popu-
lation extremum
Step 5: Repeat (3) (4) two steps until the iteration is completed
Step 6: Assign an optimal value to the LVQ neural network and input samples for
training.

4 Experiment

4.1 Data Preprocessing

One-dimensional range images have azimuthal sensitivity and amplitude sensitivity,
which are one of the key issues in the identification of one-dimensional range images.
In order to effectively identify the target, the data must be pre-processed. The fast
Fourier transform (FFT) [10] method is used to divide the observation interval to solve
the azimuth sensitivity. The HRRP sequence in the observation interval is defined as a
frame distance image and represents a corresponding angle field. Normalize the range
image amplitude spectrum to resolve amplitude sensitivity.

The experimental data is 260 distance images taken for each of the three types of
aircraft. The data is processed as follows:

Step 1: Normalize, normalize each image with its total energy
Step 2: Distance alignment, using the Fourier invariant translation invariance, aligns
a one-dimensional range image as a Fourier transform.

Each target selected 160 samples to form a training set, and the remaining 100
samples formed a test set. The number of neurons in the hidden layer is set to 20 and
the number of output layer neurons is 3, the number of training is 100, the size of the
population of particles is 50, and the number of iterations is 50.

4.2 Result Analysis

As shown in Table 1, the classification accuracy of LVQ algorithm and PSO-LVQ
algorithm.

Table 1 summarizes the performance of the two methods mentioned in the article
applied to the radar target one-dimensional range image recognition. The LVQ algo-
rithm can achieve a good classification effect, and after being optimized by the particle

Table 1. Comparison of classification accuracy of LVQ and PSO-LVQ algorithms

Target Accuracy of LVQ (%) Accuracy of PSO-LVQ (%)

Target 1 75.652 86.149
Target 2 95.023 95.293
Target 3 96.873 98.856
Average recognition rate (%) 89.183 93.433
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swarm optimization algorithm, the classification and recognition performance can be
further improved. The classification accuracy of PSO-LVQ algorithm is much better
than LVQ, and the average accuracy rate can reach 93.433%.

This shows that after optimizing the weights of the LVQ neural network through
the PSO algorithm, the sensitivity of the LVQ neural network to the initial weight is
overcome to a certain extent, and the classification effect of the network is better.
Experiments prove the correctness of the algorithm.

5 Conclusion

In this paper, the LVQ neural network method is applied to the radar target’s one-
dimensional range image recognition to obtain a good recognition effect. And for the
problem that the LVQ algorithm is sensitive to the initial weights, the particle swarm
optimization algorithm is used to optimize the initial weights of the LVQ neural
network. Through experimental tests, it is verified that this method can overcome the
sensitivity of LVQ neural network to the initial weight to a certain extent and improve
the classification effect of the classifier.
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Abstract. In this paper, we mainly study simultaneous wireless information
and power transfer (SWIPT) for the multiuser resource allocation. All subcar-
riers are divided into two parts, part of which are for information decoding and
another part are for energy harvesting. We optimize the subcarrier allocation and
power allocation to maximize the energy that collected by all users under the
target rate constraint. The original optimal problem is complicated, so it is hard
to find the optimal solution directly. By transforming the primal problem, we
finally solved the original problem by using the Lagrange dual method.

Keywords: Simultaneous Wireless Information and Power Transfer (SWIPT)
OFDM � Multiuser system � Energy harvesting

1 Introduction

Simultaneous Wireless Information and Power Transfer (SWIPT) is a new type of
wireless communication that can transmit information and harvest energy simultane-
ously. More and more people are devoted to study this field [1–6]. Through this
technology, it is expected to realize the power supply and control of equipment in harsh
working environment. In addition, it has broad application prospects in the field of
biomedicine. The traditional research is mainly for one user. There are a lot of literature
on SWIPT in the aspect of single user performance analysis. [7] proposed two trans-
mission protocols, namely power splitting (PS) protocol and the transmission mode
adaptation (TMA) protocol. The authors studied amplify-and-forward (AF) and
decode-and-forward (DF) protocol in [8, 9]. Different from the traditional single-user
research, we studied the multiuser OFDM systems. There are also some scholars
studying multiuser systems, a subcarrier separation (SS) strategy in multiuser OFDM
systems was proposed in [10]. In [10], the authors put forward an optimization algo-
rithm that maximizes the total transmission rate. Unlike [10], in this article, we provide
a new optimization algorithm that maximizes the energy received by all users. The sum
energy optimization problem is a complex multivariable problem. Although the
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original problem is non-convex, after conversion, the original problem can be sim-
plified. Then, we use the Lagrange dual method to get the optimal solution.

The rest of paper is organized as follows. In Sect. 2, we introduce the system model
and provide optimization problem that maximizes the harvested energy. Section 3
solves this problem by the Lagrange dual method. The simulation results are presented
and discussed in Sect. 4. Finally, we summarized this article in Sect. 5.

2 System Model and Problem Formulation

We consider a multiuser OFDM system, in this system, there are N subcarriers and K
users. The set of subcarriers is represented as S = {1…N}, and all users are denoted as
K = {1…K}, as shown in Fig. 1.

All subcarriers are divided into two parts, some subcarriers are used to harvest
energy (denoted by SPk for user k), while the others are used to decode information at
the same time (denoted by SIk for user k). The channel power gain on each subcarrier is
assumed to be constant (expressed as hk;n for user k over subcarrier n), let pk;n denote
power allocated on user k over subcarrier n. And each subcarrier is only allowed for
one user to transmit information. We specify that each user has the minimum required
target rate (denoted by Rk for user k), and Bk represent the minimum required energy
for user k, if less than this minimum energy, it does not reach its sensitivity and does
not receive it. The sum power constraint of the whole system is expressed as P. So the
transmission rate rk;n achieved by user k on subcarrier n can be written as

X

n2SIk
logð1þ hk;npk;n

r2
Þ ð1Þ

where r2 is denoted as noise power and the energy Qk;n harvested by user k on
subcarrier n can be expressed as

User1

User2 User K-1

User K

Base Station
Information 

Transfer
Power 

Transfer

Fig. 1. System model
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X

n2sPk
ðehk;npk;n þ r2Þ ð2Þ

Our target is to maximize the sum harvested energy, this optimization problem can
be given as

P1 : max
pk;n;SPk

PK

k¼1

P
n2sPk

ðehk;npk;n þ r2Þ

s:t:
P
n2sIk

logð1þ hk;npk;n
r2 Þ�Rk; 8k ¼ 1; 2; . . .:K

P
n2sPk

ðehk;npk;n þ r2Þ�Bk; 8k ¼ 1; 2; . . .:K

PK

k¼1

P
n2N

pk;n ¼ P

SIk1 \ SIk2 ¼ £; 8k1; k2 ¼ 1; 2; . . .:K; k1 6¼ k2
SIk \ SPk ¼ £
SIk [ SPk ¼ N

ð3Þ

where e denote energy harvesting efficiency, in this article, we make it equal to 1 for the
sake of convenience.

3 Optimal Solution

Solving (3) is a difficult task because it is an optimization problem with multiple
variables. Our original idea was to get the optimal solution for each variable by the
exhaustive method. Then, by comparing the energy in all cases, the optimal solution is
selected and the optimal solution is determined. However, in practice this enumerative
method is too complex. So we choose to solve the problem (3) with the following
method.

In order to solve (3), first given SIk and SPk , we only focus on the power for
information decoding and energy harvesting (pk;nðn 2 SIkÞ; pk;nðn 2 SPk Þ). So the (3) can
be simplified as

P2 : max
pk;n;SPk

PK

k¼1

P
n2sPk

ðehk;npk;n þ r2Þ

s:t:
P
n2sIk

logð1þ hk;npk;n
r2 Þ�Rk; 8k ¼ 1; 2; . . .:K

P
n2sPk

ðehk;npk;n þ r2Þ�Bk; 8k ¼ 1; 2; . . .:K

PK

k¼1

P
n2N

pk;n ¼ P

ð4Þ
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If the “timesharing” condition [11] can be satisfied, the duality gap of the non-
convex optimization problem is zero. So we can use the dual method to solve (4). The
Lagrange equation of P2 can be expressed as

Lðp; bÞ ¼ PK

k¼1

P
n2SPk

ðehk;npk;n þ r2Þ

þ PK

k¼1
b1;k½

P
n2SIk

logð1þ hk;npk;n
r2 Þ � Rk�

þ PK

k¼1
b2;k½ð

P
n2SPk

ðehk;npk;n þ r2ÞÞ � Bk�

þ b3½P� PK

k¼1

P
n2N

pk;n�; k ¼ 1; 2; � � �K

ð5Þ

where b ¼ fb1;k; b2;k; b3g; 8k ¼ 1; 2; 3; � � �K, b1;k � 0, b2;k � 0, b3 � 0 are Lagrange
multipliers that are determined by the sub-gradient method below.

3.1 Dual Variables Optimizing

The dual function of the optimization problem in (5) can be expressed as

gðbÞ ¼ max
p;b

Lðp; bÞ ð6Þ

and the dual optimization problem is

min
b

gðbÞ
s:t:b �¼ 0

ð7Þ

According to [12], we can get sub-gradient easily given as

Db1;k ¼
X

n2SIk
logð1þ hk;npk;n

r2
Þ � Rk ð8Þ

Db2;k ¼
X

n2SPk
ðehk;npk;n þ r2Þ � Bk ð9Þ

Db3 ¼ P�
XK

k¼1

X

n2N
pk;n ð10Þ

Denote Db ¼ ðDb11;Db12; � � �Db1;K ;Db21;Db22; � � �Db2;K ;Db3Þ. The dual vari-

ables are updated as bðtþ 1Þ ¼ bðtÞ þ dðtÞDb, where dðtÞ denote step size. Using the step
size following the diminishing step size policy in [12], the optimal dual variable b� can
be converged by this sub-gradient method.
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3.2 Optimizing Primal Variables with Given Dual Variables

Next we will divide into two steps to find the optimal power allocation and the optimal
subcarrier sets.

(1) Deriving the optimal power for fixed subcarrier sets:

Take the derivatives of Lðp; bÞ with pk;nðn 2 SIkÞ, pk;nðn 2 SPk Þ, respectively, so we
can obtain

@L
@pk;n

¼ b1;khk;n
r2 þ hk;npk;n

� b3; ðn 2 SIkÞ ð11Þ

@L
@pk;n

¼ ðehk;n þ eb2;khk;nÞ � b3; ðn 2 SPk Þ ð12Þ

According to Karush-Kuhn-Tucker (KKT) conditions [13], let (11), (12) be equal to
zero, so we can obtain optimal pk;nðn 2 SIkÞ, pk;nðn 2 SPk Þ, respectively.

p�k;n ¼ ðb1;k
b3

� r2

hk;n
Þþ ; ðn 2 SIkÞ ð13Þ

p�k;n ¼
pmax; ðehk;n þ eb2;khk;nÞ[ b3
pmin; otherwise

�
; ðn 2 SPk Þ ð14Þ

where pmax and pmin represent the peak and lowest power constraints, and
½x�þ ,maxf0; xg.
(2) Deriving the optimal Subcarrier sets:

Substituting the optimal pk;nðn 2 SIkÞ, pk;nðn 2 SIkÞ into (5), so (5) can be rewritten
as (15) and (16)

Lðp; bÞ ¼ PK

k¼1

P
n2SPk

½ðehk;np�k;n þ r2Þþ b2;kðehk;np�k;n þ r2Þ

�b1;k logð1þ
hk;np�k;n
r2 Þ� þ PK

k¼1

P
n2N

½b1;k logð1þ
hk;np�k;n
r2 Þ�

�PK

k¼1

P
n2N

b3p
�
k;n þ b3P� PK

k¼1
ðb1;kRk þ b2;kBkÞ;

k ¼ 1; 2; � � �K

ð15Þ

Lðp; bÞ ¼ PK

k¼1

P
n2SPk

Fk þ
PK

k¼1

P
n2N

½b1;k logð1þ
hk;np�k;n
r2 Þ�

� PK

k¼1

P
n2N

b3p
�
k;n þ b3P� PK

k¼1
ðb1;kRk þ b2;kBkÞ;

k ¼ 1; 2; � � �K

ð16Þ
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where

Fk ¼ ðehk;np�k;n þ r2Þþ b2;kðehk;np�k;n þ r2Þ
�b1;k logð1þ

hk;np�k;n
r2 Þ ð17Þ

so the optimal subcarrier set SP�k can be obtained to maximize Fk , i.e.

SP�k ¼ argmax
X

n2SPk
Fk ð18Þ

and the optimal SI�k can be derived as

SI�k ¼ N � SP�k ð19Þ

In this way, we obtain the optimal power allocation and the optimal subcarrier sets,
and the above algorithm can be described as the following Algorithm 1.

4 Simulation Results

In the simulation, we use Rice fading channel, the number of subcarriers set to 32,
energy conversion efficiency e set to 1. Minimum required target rate of each user is set
to uniform simplicity, Similarly, the minimum required energy is also set to the same.

Figure 2 compares the performance of our proposed algorithm with an algorithm
shown as follows.

Algorithm 1: Each subcarrier is assigned the same power for information decoding
and energy harvesting.

It can be seen from Fig. 2 that our proposed algorithm is superior to Algorithm 1.
And we note that as the target rate increases, the amount of sum harvested energy
decreases. This is because when the sum power (P = 0.5 W) and the minimum required
energy (Bk = 0.2 mW) remain unchanged, as the target rate increases, the power used
to decode the information increases, so the power used to harvest energy decreases.
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Figure 3 presents that as the total transmission power increases, the sum energy
also increases. The reason is that when the target rate and the minimum required energy
remain unchanged (Bk = 0.2 mW), as the total power increases, the power used to
decode information remains unchanged, so more power are used to harvest energy.

Fig. 2. The target rate versus sum harvested energy

Fig. 3. Sum harvested energy versus sum power
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Also, the value of a curve in Fig. 3 is 0, indicated that the sum harvested energy is 0,
this is because the sum transmit power is too small, the total energy collected by each
user is lower than the minimum required energy.

From Fig. 4 we can see that when the minimum required energy increases, the sum
harvested energy decreases.

5 Conclusion

In this article, we propose an algorithm that maximizes the sum harvested energy with a
minimum harvested energy constraint and a minimum target rate constraint. The initial
optimization problem cannot get the optimal solution directly, by transforming the
original problem, we use Lagrange dual method to get the optimal power allocation and
the optimal subcarrier sets.
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Abstract. The non-line-of-sight (NLOS) error in wireless network is the main
factor that affects the accuracy of positioning algorithm. Therefore, this paper
proposes an improved range-scaling-algorithm (RSA) using the Lagrange
multiplier method in the wireless sensor networks, where we account for two
kinds of nodes, i.e., the static nodes (SN) and the mobile nodes (MN). The key
of the proposed algorithm is to construct a composite cost function by the
Lagrange multiplier method. Meanwhile, the SN grouping operation followed
by a positioning combination is proposed to further improve the performance.
Simulation results show that the proposed algorithm can effectively suppress the
loss of positioning accuracy caused by non-line-of-sight error. Moreover, the
proposed algorithm performs better with increasing number of SNs.

Keywords: Wireless localization � Non-line-of-sight error
Quadratic programming � Wireless sensor networks

1 Introduction

In the wireless sensor network (WSN) and the Internet of things, wireless positioning
technology and location-based services such as vehicle-mounted mobile communica-
tion services have received wide attention [1]. Generally, the WSN may include three
more static nodes (SN) and a number of mobile nodes (MN), in which the SN positions
are known while the MN position requires to be estimated by the measurement
information [2–5]. In order to realize the precise positioning, it is often divided into two
steps, i.e., the localization parameter estimation and the position estimation. The
localization parameter usually includes the time of arrival (TOA), angle of arrival
(AOA) and their combinations [6–8].

The traditional positioning algorithm suffered from many uncertain factors in a real
environment, such as measurement noise and non-line-of-sight error. These factors led
to negative impacts for location [9–11]. Generally, the measurement noise is introduced
in the measurement process, while the NLOS error is caused by obstacles blocking
signal transmission. Unlike the Gaussian modeled measurement noise, the NLOS error
usually cannot be modeled accurately. Therefore, researchers try to model the NLOS
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localization as an optimization problem [12–14], where the geometric relationship of
MN and SN is employed to construct the constraints. However, these optimization
methods only limitedly suppressed the influence of NLOS error.

Based on the RSA location [15], an improved algorithm is proposed by addressing
the composite costs, in which we construct a cost function accounting for both the
original RSA cost and the new cost. Two costs are combined through the Lagrange
multiplier method, and the optimal multiplier is derived analytically. Then, the new
optimization problem is solved by the quadratic programming. Furthermore, we put
forward a group positioning scheme to improve the positioning performance, where
appropriate SN subgroups are employed to obtain the final position estimation. The
simulations demonstrate the effectiveness of the proposed algorithm, and its superiority
over other tested methods. In addition, we have found that the increased SN number
also benefits the localization performance.

2 Original RSA Location Algorithm

2.1 Measurement Distance Model

The positioning algorithm based on TOA uses the measured distance between SN and
MN, and the true distance between MN and SN can be expressed as

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� xiÞ2 þðy� yiÞ2
q

; i ¼ 1; . . .;N ð1Þ

where ðxi; yiÞ represents the coordinates of SN, which is known to MNs. In (1), (x, y)
denotes the MN position to be estimated. If the corresponding measurement distance is
Ri, then the relationship between the real distance and the measured distance can be
established as

ri ¼ aiRi ð2Þ

Since the signal is refracted or reflected, the measurement distance is greater than
the true distance, then, ai always falls between 0 and 1 in the NLOS environment. In
addition to the influence of NLOS, there are errors caused by measurement noise far
less than the NLOS error. According to (1) and (2), the following expression is
obtained

ðx� xiÞ2 þðy� yiÞ2 ¼ a2i R
2
i ; i ¼ 1; . . .;N ð3Þ

The definition of weight vector is as follows

v ¼ ½v1; . . .; vN �T ¼ ½a21; . . .; a2N �T ð4Þ

If the weight vector is known and perfect, the scaled distance equals the actual
distance, then the equation group (3) must produces an accurate position estimation.
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Hence, how to find the good solution of weight vector is the key issue of RSA and
algorithms like RSA.

In [15], the optimization model of RSA follows

Minimize
v

FðvÞ
s:t: v� vmax ; MN 2 FR

ð5Þ

where FR denotes the feasible region and vmax¼ ½1; 1;. . .; 1�T . In (5), the cost function
is defined as

F vð Þ ¼ normðe� XAÞ2 þ . . .þðe� XlastÞ2 ð6Þ

where the vertices of FR are represented as Xk ¼ fðxk; ykÞgk2fA;B;C;...;LASTg, and

e ¼ x; y½ �T .
Once the optimal weight vector is found through solving (5), equation group (3)

can be expanded as

v1R2
1 � K1 ¼ R� 2x1x� 2y1y

. . .
vNR2

N � KN ¼ R� 2xNx� 2yNy

8

<

:

ð7Þ

where Ki ¼ x2i þ y2i ;R ¼ x2 þ y2. The matrix form of (7) can be shown as

Y ¼ Ax ð8Þ

where Y ¼
v1R2

1 � K1

v2R2
2 � K2

. . .
vNR2

N � KN

2

6

6

4

3

7

7

5

; A ¼
�2x1;�2y1; 1
�2x2;�2y2; 1

. . .
�2xN ;�2yN ; 1

2

6

6

4

3

7

7

5

; x ¼
x
y
R

2

4

3

5.

Using the least-squares principle, we have the final position estimation

x ¼ ðATAÞ�1ATY ð9Þ

3 Improved RSA Algorithm Using Lagrange Multiplier
Method

3.1 Cost Function from Lagrange Method

Equations (7) and (8) indicate the following relationship in the ideal environment

x2 þ y2 ¼ R ð10Þ

However, the measurement noise and NLOS error will break this relation, i.e., the
solution of (9) cannot satisfy (10). Hence, we can use the following new object
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x2 þ y2 � R ð11Þ

This object will be approached if the NLOS influence is reduced.
Then, a novel cost function can be derived by Lagrange multiplier method, i.e.

L x; y; kð Þ ¼ FðvÞþ kðx2 þ y2 � RÞ ð12Þ

Then, the matrix form of (12) can be shown as

LðvÞ ¼ FðvÞþ kðx̂Tpxþ qxÞ ð13Þ

where p ¼
1 0 0
0 1 0
0 0 0

2

4

3

5; q ¼ 0 0 �1½ �; x̂ ¼ ½x0; y0; r0�T ; and r0 ¼ x02 þ y02. Note

that (x′, y′, r′) represents the least square estimate of MN position.
Then, the optimization problem of the improved RSA algorithm is changed as

follows

Minimize
v

LðvÞ
s:t: v� vmax ; MN 2 FR

ð14Þ

Let the partial derivatives w.r.t. x, y and r equal zeros, i.e.,

rxL x; y; kð Þ ¼ 0

ryL x; y; kð Þ ¼ 0

rkL x; y; kð Þ ¼ 0

ð15Þ

Without tedious solving process, we present the following solution of Lagrange
multiplier:

x ¼ c �
ffiffiffiffiffiffiffiffiffiffiffiffi

r02

c2 þ 1

r

; y ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

r02

c2 þ 1

r

; k ¼ xA þ . . .þ xlast
x

� 3 ð16Þ

where c ¼ xA þ ...þ xlast
yA þ ...þ ylast

. Then, Substituting (16) into (14), the final optimization model
can be obtained.

3.2 A Group Location Scheme

In our study, we have found that the proposed algorithm owns higher advantages with
less SN numbers. For example, when the SN number is three, the proposed algorithm
shows the largest superiority over other localization methods. Therefore, we need to
group M SNs into three-SN subgroups, viz., M SNs are divided into N groups
(N ¼ C3

M), and then, we can obtain N position estimates for all subgroups. Again, we
have found there are subgroups producing bad estimates, which should be eliminated.
Finally, we propose the following localization process (Table 1).
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4 Simulation and Analysis

In this section, we use MATLAB to simulate the positioning performance, where the
CLS method [13], RSA method [15], and LS method [16] are employed as the com-
parisons. Moreover, the classical seven-SN topology are exploited, i.e., the SN locates

at (0, 0), (D, 0), (D2,
ffiffi

3
p

D
2 ), (� D

2,
ffiffi

3
p

D
2 ), (�D, 0), (� D

2, �
ffiffi

3
p

D
2 ), (D2, �

ffiffi

3
p

D
2 ), respectively,

where D is 100 m in our study. Besides, the measurement error is modeled as a
Gaussian variable with standard deviation (SD) of one meter, and the NLOS error is
uniformly distributed in MIN and MAX. Each simulation runs 1000 times
independently.

4.1 The Influence of NLOS Error

Figure 1 presents the cumulative distribution function (CDF) at the extreme serious
NLOS environment, where the value of MAX equals 60% of R. From it, we explicitly
see that the proposed algorithm outperforms all tested opponents. Moreover, the gap
between the original RSA and the proposed one is significant.

Table 1. The improved RSA algorithm of lagrange multiplier.

The algorithm starts

Step1 Divide SNs into N subgroups
Step2 Using formulae (9), (13)–(16) to estimate MN position for each SN subgroup
Step3 Average all estimates of subgroup to obtain an initial position
Step4 Check and choose subgroups if the initial position falls into the triangle of it
Step5 Average all position estimates of chosen subgroups to obtain the final position

estimation
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Fig. 1. The effect of NLOS error: MIN = 15 m, MAX = 60 m.
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From Fig. 2, we clearly see the results agreeing with those of Fig. 1. When
MAX = 40 m, i.e., a high but not extremely high NLOS error, the proposed produces
the root-mean-square-error (RMSE) about 6.2 m, which is about 2.5 m lower than that
of original RSA method.

4.2 Influence of Standard Deviation of Measurement Noise

In Fig. 3, we have seen an approximately flat curve for the proposed algorithm, which
demonstrates the robustness of the proposed algorithm. By contrast, the tested oppo-
nents show the sensitivity to the SD variations. Yet, the proposed algorithm yields the
best performance. Besides, when SD = 7 m, the RMSE gap between the proposed
method and the original RSA method is about 2 m.

4.3 The Influence of SN Number

In addition to Fig. 1, here we further present the results of five SNs and nine SNs,
where the SN topologies are shown as

(1) Five SNs: (0, 0), (D, 0), (D2,
ffiffi

3
p

D
2 ), (� D

2,
ffiffi

3
p

D
2 ), (�D, 0).

(2) Nine SNs: (0, 0), (D, 0), (�D, 0), (D, D), (D, �D), (�D, D), (�D, �D), (0, D),
(0, �D).

Moreover, the NLOS error varies from 15 m to 40 m, and the SD of measurement
error is one meter.

Combining Figs. 1, 4 and 5, we can conclude that the proposed algorithm always
performs best. Moreover, the increasing SN number helps to increase the CDF per-
formance. When the SN number is nine, the localization error is about 7.5 m with
probability 0.9, which is accurate for many WSN applications.
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Fig. 2. The effect of MAX: MIN = 15 m, SD = 1 m.
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Fig. 3. Localization accuracy v.s. standard deviation of measurement noise: MAX = 40 m.
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Fig. 4. CDF of five-SN case.
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Fig. 5. CDF of nine-SN case.
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5 Conclusions

Since the NLOS error significantly affects the localization performance in the WSN,
this paper proposes an improved RSA method to suppress the influence of NLOS error.
First, a Lagrange multiplier method is included to construct a composite cost function,
and then the analytical multiplier is derived. Second, the grouping, choosing and
averaging process is employed to enhance the localization performance. Finally, we
can obtain accurate position estimation for the MN. The simulations demonstrate that
the proposed algorithm is superior to the contrast algorithms, and the performance
improves when the SN number increases.
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Abstract. In this paper, we present a particle swarm optimization based loca-
tion recommendation scheme (PSO-LR) for Device-to-Device (D2D) Commu-
nication underlying Long Term Evolution (LTE) cellular networks. The
proposed scheme enables D2D users to move to new locations which provide
better link qualities and a higher system capacity. Also, it can balance resource
allocation between cellular users and D2D users. The simulation results illustrate
that the proposed PSO-LR scheme can effectively improve the total system
capacity by location recommendation for D2D users, and reduce both the dis-
tance and time of location recommendation by comparison with other location
recommendation scheme [11].

Keywords: Device-to-Device (D2D) communication
3GPP Long Term Evolution (LTE) � Interference mitigation

1 Introduction

Recently, Device-to-Device (D2D) communication has been widely investigated for
the growing demands of Internet of Things (IoT). Different from traditional D2D
techniques like Bluetooth or Wi-Fi, D2D communication underlying Long Term
Evolution (LTE) cellular networks is able to use operator legal license band for pro-
gressing high-speed and large-scale proximity discovery or direct communication [1].
D2D communication underlying LTE cellular networks can improve power-saving
efficiency by enabling a direct data transmission between User Equipment (UE) within
a short range without the relay by Base Station (BS). Furthermore, it can enhance the
spectrum utilization by frequency reuse, and thus improve the total system capacity.

However, D2D communication might cause inter-interferences to cellular networks
and degrade the overall system performance. The interferences in a D2D communi-
cation underlying LTE cellular networks can be classified into two types: cross-tiered
(i.e., between the D2D communication and cellular networks) and co-tiered (i.e., solely
between D2D communication) [2]. There have been some recent works on the miti-
gation of interferences and/or the cooperation of resource allocation between macrocell
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user equipment (MUE) and D2D user equipment (DUE) [1–10]. In [3], the authors
discuss the cross-tiered interference problem between the D2D communication and 3G
Wideband Code Division Multiple Access (WCDMA) cellular networks. In [4–10], the
authors investigate the interference problem of D2D communication underlying Long
Term Evolution (LTE) cellular networks. [7] concludes that the a severe interference
situation can be mitigated using orthogonal resource distribution. However, using
orthogonal resource distribution restricts the frequency reuse and hence degrades
spectrum utilization efficiency. [8] investigates that the mutual interference between
D2D Communication and Cellular Networks can be limited to a certain area. It is
mentioned that D2D Communication is similar to the secondary user in cognitive
networks. The difference between D2D Communication and the secondary user is that
the latter will not be controlled by the primary user whereas D2D communication can
be controlled by cellular networks. [9] discusses that in downlink of LTE, all the
resources can be divided into center part and edge part. Edge part is for partial fre-
quency reuse. If D2D communication uses edge part of resources, the interference can
be limited to this area.

In this paper, we tackle the cross-tiered interference problem between the D2D
communication and cellular networks, and propose a particle swarm optimization
(PSO) based location recommendation scheme for D2D Communication underlying
cellular networks. PSO is often used in the field of automatic control [12, 13]. In this
paper, we apply PSO in location recommendation for D2D users to reduce the inter-
ference between D2D communication and cellular networks and hence improve the
link qualities of both MUE users and D2D users. The results of simulations show that
comparing with our existing scheme [11], the proposed PSO location recommendation
scheme effectively reduces both the cost and time of location recommendation. The rest
of this paper is organized as follows. Section 2 illustrates the proposed PSO location
recommendation scheme. Section 3 explains the simulation setup and results. Finally,
the conclusion is given in Sect. 4.
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Fig. 1. Example of D2Ds with the proposed PSO LR scheme.
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2 Proposed PSO Location Recommendation Scheme

To illustrate our resource allocation scheme and PSO Location Recommendation,
consider the scenario shown in Fig. 1. The Transmission User Equipment (TxUE) of
D2D communication can share the spectrum resources with cellular networks when it
transmissions data to the Receiver User Equipment (RxUE). However, TxUE will
produce mutual interference to MUE 2 because MUE 2 is within the transmission range
of TxUE. Now, we consider the use of location recommendation for D2D users as
shown in Fig. 2. When D2D communication pairs move, the interference from TxUE
to MUE 2 is mitigated, and the total system capacity can be increased. The example
illustrates that a location recommendation approach for D2D users can improve the
overall transmission efficiency.

As Fig. 2 shows, location recommendation for D2D users can affectively increase
the system capacity of cellular networks and D2D communication. In general, the
location recommendation problem can be expressed as:

Î ¼ F I;u;wð Þ ð1Þ

where Î represents the recommended location for D2D users; I represents the current
location of D2D users; u and w represents the current and the desired system capacity
of cellular networks and D2D communication, respectively. First, we mark m coordi-
nate points in the space of interest, measure the system capacity in each point, and
record that in the database. Once the system capacity in the current point is inadequate,
D2D users will be recommended to move to another location which provides sufficient
system capacity. In this paper, the location recommendation approach is implemented
based on a particle swarm optimization technique [13]. The fitness function in particle
swarm optimization can be expressed as:
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Fig. 2. Example of D2Ds in a co-channel interference scenario.
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Fig. 3. The proposed particle swarm optimization location recommendation algorithm (PSO-
LR).
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f dmoveð Þ ¼ wfit CD2D particle
� �

dmoveð Þ�1

0
; CD2D after � CD2D before [CD2D target

; elsewhere

�
;

ð2Þ

where wfit is the fitness weight; CD2D partide is the system capacity where the particle
locates; CD2D before is hypothetical system capacity before D2D users move; CD2D after

is hypothetical system capacity after D2D users move; CD2D target is the target value of
increased system capacity after a move. The objective of (2) is to provide a location
recommendation which meets the situation CD2D before � CD2D after [CD2D target. To
combine PSO into the location recommendation approach, we use Eqs. (3) and (4)
presented in [12],

vi;d nþ 1ð Þ ¼ nvi;d nð ÞþC1 rnd0;1
� �

pbi;d � xi;d nð Þ� �

þC2 rnd0;1
� �

gbd � xi;d nð Þ� �
;

ð3Þ

xi;d nþ 1ð Þ ¼ xi:d nð Þþ vi;d nþ 1ð Þ � T ; ð4Þ

where i represents the particle’s index; d represents the considered dimension; n is the
number of iteration; C1 represents the acceleration constant for the cognitive compo-
nent; C2 is the acceleration constant for the social component; T represents the sys-
tematic sampling time.

Once we complete the design of fitness function, the PSO-LR scheme will initialize
all particles with random location xi;d and velocity vi;d , and start to evaluate the fitness
value of all particles. We divide our evaluation into two steps. In the first step, the
current fitness value of each particle is compared with the best location pbi;d till now. If
the current fitness value is better, pbi;d is updated with the current location. In the
second step, the current fitness value of each particle is compared with the best overall
location of particle swarm gbd till now. If the current fitness value is better, gbd is
updated with the current location.

After updating particles’ speed vi;d and location xi;d in Eqs. (3) and (4), PSO-LR
will check whether the stop criteria is satisfied. If not, it will return to evaluation of the
first phase, or select the position that has the shortest moving distance to D2D users.

Finally, since the shortest recommended distance does not represent the perfor-
mance of the whole system, in order to get more accurate analysis to reinforce our
proposed algorithm, we design a cost function for location recommendation, which can
be expressed as Eq. (5),

LRcos t wcos t; cave; rave ; tave; daveð Þ
¼ wcos t cave � raveð Þ�1�tave � dave;

ð5Þ

where dave represents the average recommendation distance; wcos t represents the cost
weight; cave represents the growth rate of system capacity; rave represents the increasing
rate of resource utilization; tave represents the average calculation time. With the cost
function, we can analyze the total effect of the advantages and disadvantages that PSO-
LR produces. The pseudo code of the proposed PSO-LR scheme is shown in Fig. 3.
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3 Performance Evaluation and Discussion

In this section, we conduct simulation scenarios of D2D communications underlying
LTE cellular networks to demonstrate the effectiveness of the proposed PSO-LR
schemes. The simulation is programmed using C++ by following the LTE standard
[14]. The system parameters and their values are listed in Table 1. The simulation setup
assumes a square area where the D2D users are randomly deployed. We compare the
performance of the proposed PSO-LR scheme with that of our existing scheme [11]
using brute force for producing location recommendation. The co-channel reuse
scheme is used for resource allocation (i.e., the use of frequency spectrum will prevent
interference as well as possible) to clearly examine the achieved performances with
different LR schemes. The performance metrics are indexed as the recommended
distance and recommended cost.

According to our simulation scenarios, we respectively compare the data in dif-
ferent iteration number of brute-force LR with that of our PSO-LR scheme. We use
both map sizes 1000 m * 1000 m (Case 1) and 2000 m * 2000 m (Case 2) with 5
pairs of D2D communication. The simulation results are illustrated with the average
data in one thousand times.

The recommended distances using the proposed PSO-LR scheme and brute-force
LR scheme [11] with different map sizes are shown in Fig. 4. As Fig. 4 shows, the
recommended distance with PSO-LR is significantly lower than that with the brute-

Table 1. Simulation parameters

Notation Parameter Value

DTxUEj;RxUEj The distance between D2D (meter) 10

k Number of MUEs 30
h Number of D2D pairs 5
r Number of resource block 30
PMBS;RxUEj Transmit power of BS (dBm) 46

PTxUEj;k Transmit power of TxUE (dBm) 23

N Noise power (dBm) −174
a Path-loss exponent 5
CD2D target Location recommendation capacity (bps) 50
Wfit Fitness weights 10000
Wcos t Cost weights 0.01
C1 Constant value 2
C2 Constant value 2
d Dimensions (x, y) 2
i Number of particles 45
n Iterations 200–2000
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force LR scheme. Also, the more iteration number is, the shorter recommended dis-
tance is. Since the map size of Case 2 is bigger than that in Case 1, it has a slower
convergence speed.

The average execution time with different LR schemes are shown in Fig. 5. It is
shown that the recommended times with PSO-LR are far less than that with the brute-
force LR scheme. Also, in Case 2 with a bigger map, the advantage of shorter rec-
ommended time will be more obvious when using our PSO-LR scheme.

Figure 6 compares the average system capacity with the proposed PSO-LR scheme
and brute-force LR scheme. It is shown that the system capacity with PSO-LR is
merely lower than that brute-force LR (about 3.5% and 2.6% in Case 1 and Case 2,
respectively). Although the increased system capacity with PSO-LR is beyond that
brute-force LR, PSO-LR still can effectively increase the overall system capacity by
location recommendation. Figure 7 shows the average resource reuse utilization ratio
with the proposed PSO-LR scheme and brute-force LR scheme. It is shown that the
resource reuse utilization ratio with PSO-LR is merely worse than that brute-force LR.
The performance difference between PSO-LR and brute-force LR in Case 2 with a
bigger map is less than that in Case 1.

Finally, we collect the recommended distance, execution time, capacity increase
utilization ratio and resource reuse utilization ratio mentioned above to evaluate the
cost in Eq. (5) to analyze the total effect of the advantages and disadvantages that PSO-
LR produces. As Fig. 8 shows, our PSO-LR scheme is superior to brute-force LR
scheme in terms of lower cost. From the simulation results shown in Figs. 4, 5, 6, 7 and
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8, it is demonstrated that by comparison with brute-force LR scheme, the proposed
PSO-LR scheme can effectively decrease the recommended distance and recommended
time with a minor degradation of system capacity for D2D Communication underlying
LTE cellular networks.
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4 Conclusion and Future Work

In this paper, we present a particle swarm optimization based location recommendation
scheme (PSO-LR) for D2D Communication underlying LTE cellular networks. The
proposed scheme enables D2D users to move to new locations which provide better
link qualities and a higher system capacity. Also, it can balance resource allocation
between cellular users and D2D users. The simulation results illustrate that the pro-
posed PSO-LR scheme can effectively improve the total system capacity by location
recommendation for D2D users, and reduce both the distance and time of location
recommendation by comparison with other location recommendation scheme [11]. Our
future research will investigate the joint problem of the location recommendation for
D2D users combined with the deployment of cellular base stations.
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Abstract. In this paper, we propose a dual SIS epidemic model to study the
dynamics of virus spread for a cluster-based wireless sensor network (WSN).
The dual SIS model consists of two groups of general sensor nodes (SNs) and
cluster heads (CHs) and describes the dynamics of virus spread through the
interactions among the SNs and CHs. We transfer the proposed model to a
nonlinear system of differential equations and perform detailed analysis about
equilibrium points and stability. We develop the system stability conditions (i.e.,
R0 and R1) and draw the conclusions for the proposed system. Under specific
conditions, the epidemic (virus spread) in both groups will either die out with
any number of initial infectives or remain endemic and the number of infectives
in each group will approach a nonzero constant positive level. We provide
numerical results to validate our analysis. The proposed model and analysis is
applicable to different types of networks with multiple groups of users.

Keywords: Wireless sensor network � SIS epidemic model � Susceptible node
Infective node � Equilibrium point � Stability

1 Introduction

Recently, wireless sensor networks (WSNs) have received great attention due to their
wide applications and the advances in micro-electro-mechanical systems (MEMS)
technology. WSNs typically consist of a large number of sensor nodes (SNs) with
limited signal transmission range. Cluster-based WSNs [1] can be managed locally by
cluster heads (CHs). SNs in a cluster collect data and send them to its CH. An SN may
exchange information with its neighbor SNs that are within its signal transmission
range. Each CH manages the SNs in its cluster and relays the collected data to other
CHs or the sink. A CH is located within the signal transmission range of all the sensors
of its cluster and can communicate with its neighbor CHs at farther places. Thus in
some applications, CHs may be more powerful than the SNs in terms of energy,
bandwidth and memory [2] and provide inherent optimization and data aggregation/
fusion.

Sensors are resource-restrained devices with low defense capabilities and become
vulnerable to software attacks such as sensor worm [3] or virus attack. Thus, security is
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of great importance to WSNs. One promising method of analyzing virus spread in
WSNs is to use the epidemiological models due to the similarity between software
virus spread and epidemic disease transmission. In epidemic modeling, the total pop-
ulation is generally divided into three groups: susceptibles S, infectives I, and removed
or immune R. Group S are the individuals that may be infected with a desease. Group
I are the individuals that have been infected and can infect susceptibles. Group R are
the individuals that have recovered from the desease and are immune to further
infection. A model composed of the above three groups is referred to as a susceptible-
infective-recovered (SIR) model. For some deseases, such as malaria, the recovered
individuals are not immunized and can be infected again. These deseases are usually
described by susceptible-infective-susceptible (SIS) models, where there are only two
groups of population: S and I. Susceptibles become infectives due to infection,
recovered after some infectious period due to medical or other factors, and become
susceptibles again. Much research on epidemic modeling has been done for WSNs [4–
9].

In [4], an SIR-M model was proposed to characterize the dynamics of virus spread
process from a single node to the entire network. The proposed model can capture both
the spatial and temporal dynamics of the virus spread process. In [5], a modified SIS
epidemic model was proposed for virus spread analysis and an adjustable virus spread
control scheme was developed to effectively restrain the virus outbreak. In [6], a
susceptible-infected-quarantine-recovered-susceptible (SIQRS) model was proposed to
describe the dynamics of worm propagation in WSNs. In [7], a hop-by-hop worm
propagation model was proposed in mobile sensor networks and the worm infection
capability was analyzed under a carryover epidemic model. In [8], a susceptible-
infectious-quarantine-recovered (SIQR) model was proposed to describe dynamics of
worms propagation with quarantine and to study the attacking behavior of possible
worms in WSNs. In [9], an energy efficient susceptible-infected–terminally infected-
recovered (SITR) model was formulated to analyze the attacking behaviour of worms
in WSNs as well as the existence of equilibrium points and stability.

In this paper, we propose a dual SIS epidemic model to study the dynamics of virus
spread for a cluster-based WSN. The dual SIS model describes the behavior of indi-
vidual SNs and CHs and the interactions among them as well as incorporates specific
WSN parameters such as number of neighbor nodes of an SN/CH. Based on the
proposed model, we answer two basic questions under the occurrence of some initial
viruses in SNs and/or CHs: (1) Under what conditions will the viruses in both SNs and
CHs die out? (2) Under what conditions will the viruses in both groups of SNs and CHs
remain endemic and if so, will the number of infectives in each group approach a
constant positive level?

The remainder of the paper is organized as follows. Section 2 develops the mod-
eling of a clustered-based WSN by the dual SIS model. Section 3 presents the detailed
analysis and discussion. Section 4 presents numerical results. Finally, the paper is
concluded in Sect. 5.
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2 System Description and Modeling

The cluster-based WSN consists of a constant number of N1 SNs and N2 CHs, which
are divided into two groups: susceptibles and infectives of SNs; susceptibles and
infectives of CHs. Let S1(t) and I1(t) denote the number of susceptible and infective SN
nodes at time t; S2(t) and I2(t) denote the number of susceptible and infective CH nodes
at time t. Then, S1(t) + I1(t) = N1, S2(t) + I2(t) = N2. The N2 clusters are deployed
identically with m SNs and one CH in each cluster, i.e., N1 = mN2. SNs and CHs are
installed with anti-virus programs that check the nodes periodically and equipped with
omnidirectional antennas that have limited signal transmission range. Figure 1 shows a
model of a cluster and some of its neighbor clusters. The data sensed from individual
SNs can be transmitted to their respective CHs. Each CH can communicate with its
neighbor CHs and with all the SNs inside its cluster. An SN can also communicate with
its neighbor SNs for necessary information exchange if the neighbor nodes are inside
the signal transmission range of the SN.

In the dual SIS model without vital dynamics of population, i.e., no occurence of
births and deaths of nodes, there are a constant number of susceptibles and infectives
divided into two groups for the SNs and CHs respectively. The transition between
different groups for a certain virus may be described as follows: a susceptible SN (in
the first group, S1) may become infected inside the same group (I1) by contact with
either an infective SN (in the first group, I1) or an infective CH (in the second group,
I2), and after some infectious period, it is recovered by treatment and becomes a
susceptible SN (S1) again. Similarly, a susceptible CH (in the second group, S2) may
become infected inside its group (I2) by contact with either an infective SN (I1) or an

Fig. 1. A model of the cluster-based WSN.
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infective CH (I2), and after some infectious period, it is recovered by treatment and
becomes a susceptible CH (S2) again.

Assume that initially some SNs and/or CHs in the WSN become infected by viruses
due to software attacks. The viruses can be spread together with normal data from the
compromised node to its CH or its neighbor SNs through different communication
protocols. As the virus spread process continues and the number of infected nodes
increases, the virus spread might lead to endemic outbreak in a certain range, even the
entire network failure due to insufficient workable nodes. On the other hand, anti-virus
programs installed in SNs or CHs periodically check nodes and kill viruses for infective
nodes. Thus, infective nodes (either SNs or CHs) can become susceptible (normal)
from time to time and the viruses are possible to die out eventually in the network.

In order to formulate mathematical expressions, we make the following assump-
tions for the proposed model:

• The virus spread only happens through contact between a susceptible and an
infective. Thus, contacting a neighbor does not necessarily lead to a new infective
node. Only a susceptible neighbor of the infected node can become a new infective
node. Contacting an infected neighbor by an infective obviously does not change
the state of the system.

• The infection rate bij represents the average number of infections per unit time of an
infective in the jth group with the susceptible nodes in the ith group. For example,
b11 is the infection rate of an infectious SN with its susceptible neighbor SNs.
Similarly, b12 is the infection rate of an infectious CH with its susceptible SNs. b21
is the infection rate of an infectious SN with its susceptible CH. b22 is the infection
rate of an infectious CH with its susceptible neighbor CHs. Clearly, bij depends on
the infectivity of a virus and the communication rate of a protocol since the virus
spreads itself by piggybacking on normal data via regular communications. The
larger the value of bij, the more susceptible nodes get infected every time.

• Infective nodes in group i (i = 1, 2) recover and are removed from the infective
group at a constant rate ci (called recovery rate) proportional to the number of
infectives in the group. c1 is the recovery rate of infective SNs; c2 is the recovery
rate of infective CHs. The probability of nodes that is infected at time t0 and still
remains infective at time t0 þ t is exp(-cit), and the mean infectious period is 1=ci.

• Each SN has m1 neighbor SNs. Not all neighbors of an infective SN become
infected every time. Let p0 be the fraction of susceptible neighbor SNs infected by
an infective SN every time; p1 be the fraction of susceptible SNs infected by an
infective CH every time.

• Similarly, each CH has m2 neighbor CHs. Not all neighbors of an infective CH
become infected every time. Let p2 be the fraction of susceptible neighbor CHs
infected by an infective CH every time.

For tractable analysis, we normalize the proper differential equations on dI1 tð Þ=dt
and dI2 tð Þ=dt by dividing every I1 tð Þ and I2 tð Þ the population size N1 and N2 respec-
tively, then the meanings of the variables I1 tð Þ and I2 tð Þ are changed to be the fractions
of the total population in each group. Thus, the basic differential equations that describe
the rate of change of the infective nodes in different groups are determined as:
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I 01ðtÞ ¼ b11I1
p0m1

m
S1 þ b12I2

p1
N1

S1 � c1I1; ð1Þ

I 02ðtÞ ¼ b21N1I1
S2
N2

þ b22I2
p2m2

N2
S2 � c2I2; ð2Þ

S1 þ I1 ¼ 1; S2 þ I2 ¼ 1; ð3Þ

and initial condition

I1ð0Þ ¼ I10; I2ð0Þ ¼ I20: ð4Þ

Note that in the above differential equations, we omit the parts of S01ðtÞ and S02ðtÞ
due to the relationship in (3).

3 Analysis

We rearrange the above equations via a series of mathematics and obtain the following
nonlinear system of differential equations:

I 01ðtÞ ¼ aI1 þ bI2 � ðaþ c1ÞI21 � bI1I2; ð5Þ

I 02ðtÞ ¼ cI1 þ dI2 � cI1I2 � ðdþ c2ÞI22 ; ð6Þ

where a ¼ b11
p0m1
m � c1; b ¼ b12p1

N2
N1
, c ¼ b21

N1
N2
; d ¼ b22

p2m2
N2

� c2.
We can write the above Eqs. (5) and (6) in a vector form:

~I 0ðtÞ ¼ A~IðtÞþ~GðtÞ; ð7Þ

where ~I 0ðtÞ ¼ I 01
I 02

� �
, A ¼ a b

c d

� �
, ~IðtÞ ¼ I1

I2

� �
, ~GðtÞ ¼ G1

G2

� �
, G1 ¼ �ðaþ c1ÞI21 �

bI1I2; and G2 ¼ �cI1I2 � ðdþ c2ÞI22 .
Therefore, the analysis of the virus spread in the proposed dual SIS model has been

transferred to the analysis of a nonlinear system of differential equations represented by
(7). In general, it may not be possible to find solutions for such a nonlinear system in
terms of elementary functions. However, we can analyze some interesting questions
without finding an explicit solution for the system. For example, what is the equilib-
rium point (or equilibrium solution) of the system? Is the equilibrium point stable?
Under what condition does the equilibrium point converge to the origin or at a constant
positive level on the phase plane?

3.1 Origin and Stability

An equilibrium solution of the nonlinear system (7) is a point (I�1 , I
�
2 ) on the phase plane

(i.e., I1I2 plane) that makes I 01ðtÞ ¼ 0 and I 02ðtÞ ¼ 0, which is also called critical point,
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stationary point or rest point. By observation, it is easily determined that the point (I�1 ,
I�2 ) = (0, 0) is an equilibrium solution. This point denotes that no virus of SNs and CHs
exists eventually (the viruses die out) and thus is referred to as a virus-free equilibrium.
The proposed nonlinear system may have several equilibrium points. However, it is
difficult to find them in terms of elementary functions. All the equilibrium points
should be in the rectangular region D bounded by the I1 and I2 axes:

D ¼ I1; I2 0� I1; I2 � 1; I1 þ S1 ¼ 1; I2 þ S2 ¼ 1jf g: ð8Þ

In order to find the local behavior of the proposed nonlinear system and determine
the stability property of equilibrium points, one of the most useful methods is to
approximate the nonlinear system with a linear system around the equilibrium points,
which is referred to as linearization of the nonlinear system. We observe that the
proposed system is almost linear system [10] since the vector~I 0ðtÞ is a continuously
differentiable function and the Jacobian matrix of the system at this equilibrium point is
invertible (i.e., its determinant is not equal to zero). The Jacobian matrix is calculated
by respectively differentiating (5) and (6) with respect to I1 and I2 [11]:

J ðI1;I2Þ¼ð0;0Þ
�� ¼ @F1=@I1 @F1=@I2

@F2=@I1 @F2=@I2

� �
¼ a b

c d

� �
: ð9Þ

Equation (9) also verifies that J = A in the almost linear system [10]. The char-
acteristic equation associated with (9) is

k2 � ðaþ dÞkþ ad � bc ¼ 0

with the characteristic roots are given by

k1;2 ¼ ½ðaþ dÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ða� dÞ2 þ 4bc

q
�=2: ð10Þ

From the stability properties of differential equations [10, 11], if the characteristic
roots are distinct and both are negative, then the equilibrium point is asymptotically
stable. That is, if k2\k1\0, (I1, I2) approaches the equilibrium point (0, 0) as t
approaches infinity. The condition can be easily transferred to the following condition:

aþ d\0 and ad � bc� 0: ð11Þ

From the above condition and substituting in (11) by the specific arguments of a, b,
c and d, we derive the following theorem.

Theorem 1. For the dual SIS model in (7), if the two thresholds R0 < 1 and R1 � 1,
then the epidemic (virus) will die out in both groups for any number of initial infectives
(i.e., the origin is asymptotically stable in the rectangular region D in (8)). The
thresholds are defined as follows.
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R0 ¼
b11

p0m1
m þ b22

p2m2
N2

c1 þ c2
; ð12Þ

R1 ¼ b11b22p1
ðb11 p0m1

m � c1Þðb22 p2m2
N2

� c2Þ
: ð13Þ

3.2 Endemic Equilibrium Point and Stability

If ad – bc < 0, we can check from (10) that the characteristic roots k1 and k2 will have
one positive and one negative. Note that this result is obtained regardless of the sign of
(a + d). From the stability properties of differential equations [10, 11], if the charac-
teristic roots have different signs, then the equilibrium system state will get away from
the origin. In this case, the point (0, 0) is called a saddle point and is obviously
unstable. Then another question arises, under this condition (i.e., ad – bc < 0), is there
any other equilibrium point at some positive level in the region D for the proposed
system (7)?

We observe that in the system, the number of infectives in each group at a positive
equilibrium point is impossible to be 1 (for example, if I1 = 1 in (5), then I 01ðtÞ\0).
The only equilibrium point where the stable value is zero is the origin (for example, for
I 01ðtÞ ¼ 0 with I1 = 0, we have I2 = 0). Thus, we limit the analysis of equilibrium points
to the region:

D0 ¼ I1; I2 0\I1; I2\1; I1 þ S1 ¼ 1; I2 þ S2 ¼ 1jf g: ð14Þ

Consider our analysis in the I1I2-plane. For 0 < I2 < 1, applying I1 = 0 to (7), we
have I 01ðtÞ I1¼0j ¼ bI2 [ 0; applying I1 = 1 to (7), we have I 01ðtÞ I1¼1j ¼ �c1\0.

Therefore, there exists a value I�1 2 ð0; 1Þ such that I 01ðtÞ I1¼I�1

��� ¼ 0 and the value is

unique. The following gives the proof of uniqueness.
Assume that there is another nonzero equilibrium solution K1 2 ð0; 1Þ in (7) that is

not equal to I�1 . Without loss of generality, we let I�1\K1, then we have

0 ¼ aI�1 þ bI2 � ðaþ c1ÞðI�1 Þ2 � bI�1 I2 ¼ aK1 þ bI2 � ðaþ c1ÞK2
1 � bK1I2 : ð15Þ

Multiplying K1=I�1 on both sides of the first equation and noting that a, b, and c1 are
all positive, we have

0 ¼ aK1 þ bI2
K1

I�1
� ðaþ c1ÞK2

1
I�1
K1

� bK1I2 [ aK1 þ bI2 � ðaþ c1ÞK2
1 � bK1I2 : ð16Þ

There is a contradiction for (16) and (15), so there is only one equilibrium solution
of I1(t) in (7) in D0.
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Similar result can be shown that there is a unique equilibrium solution I�2 2 ð0; 1Þ
of I2(t) in (7) in D0. The earlier condition ad – bc < 0 can be converted as R1 > 1. The
expression of R1 is referred to as (13). We give the following theorem to summarize the
above analysis.

Theorem 2. For the dual SIS model in (7), if the threshold R1 > 1, then the epidemic
(virus) will remain endemic in both groups for any number of initial infectives and the
number of infectives in each group will approach a nonzero constant positive level (i.e.,
a unique equilibrium point exists inside the region D0 in (14)).

4 Numerical Results

In this section, we present numerical results to validate our analytic results for the dual
SIS model. We study the phase portraits in the I1I2-plane to visualize how the tra-
jectories traced by the solutions of the proposed system would behave in the long run
as well as the number of infective SNs and CHs I1(t) and I2(t) with respect to time
t. The evaluation is performed under a WSN of m = 40 identical clusters with 25 SNs
and one CH in each cluster. The values of other parameters are shown in individual
figures. Note that all parameters are given in dimensionless units, which can be mapped
to specific units of measurement.

Figure 2 shows the direction field for our system of differential equations along
with two trajectories on the phase plane. Two starting points (I10, I20) = (0.55, 0.25)
and (0.25, 0.15) are evaluated respectively. It is clearly observed that the equilibrium
point (0, 0) is asymptotically stable regardless of any starting points. The trajectories of
two different starting points eventually converge to the origin. This verifies the result of
Theorem 1. The thresholds under the given parameter configuration are obtained as
R0 = 0.0145 < 1; R1 = 0.1238 < 1. Note that the arrows from the top left of the tra-
jectories go down towards to the origin, while the arrows from the bottom right of the

Fig. 2. A direction field and some trajectories for the dual SIS system with origin equilibrium
point (Parameter values: p0 = 0.2; p1 = 0.3; p2 = 0.1; m1 = 5; m2 = 4; b11 = 0.3; b12 = 0.5;
b21 = 0.7; b22 = 0.4; c1 = 0.5; c2 = 0.6).
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trajectories go up along with the trajectories to the origin. The arrows in the direction
field [11] are tangents to the actual solutions to the differential equations, in which we
can learn the solution property of the nonlinear system. The direction field can also be
used to find information on the long term behavior of the solution.

Figure 3 shows the numerical simulations of the virus spread dynamics of I1(t) and
I2(t) with respect to time for the dual SIS system with origin equilibrium point. We
observe that under the current system configuration, I1(t) decreases with respect to
time; while I2(t) first increases with respect to time and when it goes to a certain
infection level, it begins to decrease. Both I1(t) and I2(t) eventually approach to the
origin (0, 0), which means the infectives eventually die out regardless of their initial
conditions.

Figure 4 shows the direction field for the nonlinear system along with two tra-
jectories on the phase plane. Two starting points (I10, I20) = (0.55, 0.25) and (0.10,
0.10) are evaluated respectively. It is observed that the system state approaches to a
constant positive equilibrium point. Each group of SNs and CHs has a different con-
stant value. The equilibrium point is asymptotically stable regardless of any starting
point. This verifies the result of Theorem 2. The threshold condition in this case is
obtained as R1 = 4.9205 > 1.

Figure 5 shows the numerical simulations of the virus spread dynamics of I1(t) and
I2(t) with respect to time for the dual SIS system with a positive equilibrium point. We
observe that under the current system configuration, when the starting point is (I10,
I20) = (0.55, 0.25), I1(t) decreases from its initial value to a constant positive value
(endemic of SNs); I2(t) first increases from its initial value and when it goes to a certain
infection level, it begins to decrease to another constant positive level (endemic of
CHs). When the starting point is (I10, I20) = (0.10, 0.10), I1(t) increases from its initial
value to a constant positive value (endemic of SNs); I2(t) also increases from its initial
value to another constant positive level (endemic of CHs).

Fig. 3. The dynamics of I1(t) and I2(t) for the dual SIS system with origin equilibrium point (See
Fig. 2 for the parameter values).
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5 Conclusions

We proposed a dual SIS epidemic model to study the dynamics of virus spread for a
cluster-based WSN. The dual SIS model consists of two groups of SNs and CHs and
describes the dynamics of virus spread through the interactions between SNs and CHs.
We performed detailed analysis about equilibrium points and stability and developed
the system stability conditions. Finally, we drew the conclusion for the proposed
system: if the two thresholds R0 < 1 and R1 � 1, then the epidemic (virus) will die out
in both groups for any number of initial infectives; if the threshold R1 > 1, then the
epidemic (virus) will remain endemic in both groups for any number of initial infec-
tives and the number of infectives in each group will approach a nonzero constant

Fig. 4. A direction field and some trajectories for the dual SIS system with endemic equilibrium
point (Parameter values: p0 = 0.8; p1 = 0.8; p2 = 0.1; m1 = 5; m2 = 2; b11 = 0.7; b12 = 0.8;
b21 = 0.1; b22 = 0.15; c1 = 0.15; c2 = 0.45).

Fig. 5. The dynamics of I1(t) and I2(t) for the dual SIS system with endemic equilibrium point
(See Fig. 4 for the parameter values).
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positive level. We provided numerical results to validate our analysis. The proposed
model and analysis is applicable to different types of networks with multiple groups of
users.
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Abstract. This paper presents a novel approach enabling communic-
ation-efficient decentralized data analytics in sensor networks. The pro-
posed method aims to solve the decentralized consensus problem in a
network such that all the nodes try to estimate the parameters of the
global model and they should reach an agreement on the value of the
model eventually. Our algorithm leverages broadcasting communication
and is performed in a asynchronous manner in the sense that each node
can update its estimate independent of others. All the nodes in the net-
work can run the same algorithm in parallel and no synchronization is
required. Numerical experiments demonstrate that the proposed algo-
rithm outperforms the benchmark, and it is a promising approach for
big data analytics in sensor networks.

Keywords: Big data · Data analytics · Decentralized computing
Sensor networks · Asynchronous algorithm

1 Introduction

In the era of big data, the goal of transforming big data into actionable insights
brings opportunities and also challenges into the community. High volume of
data is generated from all over the world everyday. At the same time, data is
coming in at a much higher speed, often close to real-time. Thus, there is a huge
demand for efficient fast data analyzing approaches. In addition, to analyze big
data, big model is always equipped in order to empower deep insights extraction.
It is known that many big data analytics problems boil down to: How to apply
advanced data analytics programs to large-scale problems with Big Data and Big
Model. Essentially, convex optimization is at the core of solving many of these
models. Convex optimization has applications in a wide range of disciplines, such
as smart grid [1–3], seismic imaging [4,5], and sensor networks [6,7]. Recently,
distributed optimization attracts a lot of attention in the optimization and com-
puting society. It has shown potential to be a promising approach for designing
scalable big data analytics solution. In general, distributed optimization can be
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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categorized into synchronous optimization and asynchronous optimization. In
synchronous optimization, each node needs to wait for its slowest neighbor’s
information in order to proceed. On the contrary, asynchronous optimization
can avoid this issues allowing each node to perform its decision independently
and locally. Distributed optimization methods for asynchronous models have
been designed in [8–10]. In [8,9], the alternating direction method of multipliers
(admm) based algorithms have been proposed. Regarding their communication
scheme, every node needs to wake up one of its neighbors randomly to exchange
information in each iteration. However, the two works are based on unicast,
which is much less preferable than broadcast communication, especially in real-
world wireless sensor network scenario. Tsitsiklis [10] proposed an asynchronous
model for distributed optimization, while in its model each node maintains a
partial vector of the global variable. It is different from our goal of decentral-
ized consensus such that each node contains an estimate of the global common
interest. The first broadcast-based asynchronous distributed/decentralized con-
sensus method was proposed in [11]. However, the algorithm is designed only
for consensus average problem without “real objective function”. Nedic [12] first
filled this gap by considering general decentralized convex optimization under the
asynchronous broadcast setting. It adopted the asynchronous broadcast model
in [11] and developed a (sub)gradient-based update rule for its computation. By
replacing (sub)gradient computation with full local optimization, an improved
algorithm has been designed in terms of the number of communication rounds
[13]. In this presenting work, we propose a novel method combing neighbors’
(sub)gradient information in order to further speed up the algorithms in [13].

2 Problem Formulation

The formulation of the problem investigated in this paper can be described as
follows. Consider an undirected connected network G = (V, E) where V denotes
the node set and E is the edge set. The size of network is m = |V| (cardinality
of the set V) and two nodes i, j are called neighbors if (i, j) ∈ E . Assume an
objective Fi : Rn → R is only available to each node (sensor or agent) i. It is the
data and acquisition process at node i. The goal is to find the global consensus
solution x ∈ X to minimize the optimization problem as follows.

min
x∈X

{
F (x) :=

m∑
i=1

Fi(x)

}
. (1)

Solving (1) in (wireless) sensor networks is nontrivial. First, data is gener-
ated in a distributed manner and it would be very costly and even infeasible to
transmit all the data into a central place for post-processing due to bandwidth
and energy constraints. Each node is able to access its local data only. Second,
each node needs to exchange information with other nodes in order to obtain
the optimal solution for the whole model. However, each node is assumed to
communicate with its immediate neighbors only since multi-hop communication
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in the presenting application is very expensive and undesriable. In this work,
we adopt broadcasting in our communication scheme. Third, the key challenge
solving (1) in the network is the potential high communication cost because
each node has only partial knowledge of the whole network. Hence, designing
a communication-efficient algorithm would make decentralized data analytics in
sensor networks feasible.

Notation. Let x ∈ R
n be a column vector in problem (1), and xi ∈ R

n be the
local copy held privately by node i for every i ∈ V. Without further remark,
vectors are all column vectors. Subscript k is outer iteration number, which is
also the number of communication.

Problem Setup. Each sensor node is assumed to have its local clock that
ticks at a user-customized Poisson rate for unit time, which is independent of
the clocks of the other nodes. Each node broadcasts its current estimate to
its neighbors at each tick of its local clock. During broadcasting, each sensor
receives neighbors’ information subject to link failures. For example, when node
i broadcasts, its neighbor j will receive i’s iterate with probability pij . It is
equivalent to consider a virtual global clock existing in the network for the
algorithm analysis. Since the Poisson clock of each node (suppose rate = 1) is
independent of each other, it is same as a global clock with Poisson rate m. We
can then analyze the problem given that in each global iteration only one node
broadcasts its value. There are several additional assumptions adopted in this
paper as follows.

Assumption 1. The gradient of function Fi is bounded such that ‖∇Fi‖ ≤ G,
where G > 0 is some positive number.

Assumption 2. The solution set of (1) is nonempty. The private local objective
function Fi, i ∈ V is (sub)differentiable and convex.

Assumption 3. The constraint set X is bounded.

Assumption 4.
∑∞

k=1
ρi,k

kαi,k
< ∞,

∑∞
k=1

βi,k

kαi,k
< ∞ almost surely.

3 Proposed Algorithm

3.1 Local Full Minimization + Neighbor’s (sub)gradient

The main computation steps in this proposed algorithm are:

yi
k = θx

ik
k−1 + (1 − θ)xi

k−1,

xi
k = PX

⎡
⎣argmin

x

⎧
⎨
⎩

1

2αi,k
‖x − yi

k‖2 + Fi(x) + ρi,k

⎛
⎝ ∑

u∈Ni

∇̃Fu(x
u
τu,k

)T
(
x − yi

k

)
⎞
⎠

⎫
⎬
⎭

⎤
⎦ .

(2)

The algorithm can be summarized as follows.
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Algorithm 1. Decentralized Cooperative Data Analytics (DCDA)
Algorithm
Input: Starting point x1

0, x
2
0, · · · , xm

0 .
while each node i, i ∈ {1, 2, · · · ,m} asynchronously do

if node ik’s local clock ticks now then

Node ik broadcasts its estimate xik
k−1 and (sub)gradient ∇̃Fi(x

ik
k−1) to

its neighbors; Node i who receives node ik’s broadcast updates its
solution xi

k based on (2).
end

end

Remark 1. In (2), neighbor’s (sub)gradients
(∑

u∈Ni
∇̃Fu(xu

τu,k
)T

(
x − yi

k

))
are

incorporated in the update. Node i then computes its next iterate by performing
local minimization over all the terms in second equation of (2).

Theorem 1. Let
{
xi

k

}
,∀i ∈ V, k ≥ 0 be the sequence generated by DCDA Algo-

rithm and given that all the assumptions are satisfied. Then we can have:
∞∑

k=1

1
k

‖xi
k−1 − x̄k−1‖ < ∞, and lim

k→∞
‖xi

k − x̄k‖ = 0 almost surely.

Theorem 2. Let
{
xi

k

}
,∀i ∈ V, k ≥ 0 be the sequences generated by DCDA

Algorithm and given that all the assumptions are satisfied. Then the sequences
converges to a same optimal point almost surely for any node i.

Remark 2. Theorem 1 implicates that all the nodes in the network will reach
a consensus on the solution of the global model defined in (1). In addition,
Theorem 2 indicates that the consensus solution is optimal. The attack plan
for the proof is similar to the counterpart in [13]. The difference between our
proposed algorithm and the local optimization based one in [13] is the extra item
from neighbor’s (sub)gradients

(∑
u∈Ni

∇̃Fu(xu
τu,k

)T
(
x − yi

k

))
. The main task

is to bound this extra item and then we can use the proof framework in [13] to
verify Theorems 1 and 2. We leave the details of the proof to the longer report
due to page limit of this conference.

4 Interpretation of the Proposed Algorithms

4.1 Algorithm Interpretation

In this section, we will interpret and show the rationale of proposing DCDA
algorithm. Now assume every node i in the network can access all the local
objective functions Fi, i ∈ {1, 2, · · · ,m}. The optimal strategy for every node i
to obtain the solution then becomes as follows.

xi = argmin
x

m∑
j=1

Fj (x) ,∀i ∈ {1, 2, · · · ,m} . (3)
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That is, each node can directly try to minimize the summation of all the local
objective functions as a “centralized” machine does (assuming all the data is
available in this centralized node). To solve (3), we can evaluate a proximal
operator as follows [14].

xi = proxαF (v) = argmin
x

{
1
2α

‖x − v‖2 + F (x)
}

,∀i ∈ {1, 2, · · · ,m} , (4)

with certain constant v (independent of decision variable x) and parameter α >
0. Note that each node i can obtain the optimal solution by evaluating (4),
and more importantly there is no communication needed between nodes since
F (x) contains all the information in the network. However, this is under an ideal
scenario (every node i has the knowledge of all the local functions Fj) which will
not be valid in our setting of decentralized sensor networks. Considering that Fi

is only available to node i locally (according to our assumption in this paper), if
we replace the term F (x) in (4) with Fi and let v = yi

k and α = αi
k, the update

rule for node i in [13] is then derived as follows.

yi
k = θxik

k−1 + (1 − θ)xi
k−1,

xi
k = proxαi,kFi

(
yi

k

)
= argmin

x

{
1

2αi,k
‖x − yi

k‖2 + Fi(x)
}

.
(5)

Further linearizing Fi (x) in (5) yields Nedic’s algorithm as follows [12].

yi
k = θxik

k−1 + (1 − θ) xi
k−1,

xi
k = argmin

x

{
1

2αi,k
‖x − yi

k‖2 +
〈
∇̃Fi

(
yi

k

)
, x

〉}
= yi

k − αi,k∇̃Fi

(
yi

k

)
.

(6)

The deduction of the last step in (6) is based on the optimality condition
described as follows.

1
αi,k

(
xi

k − yi
k

)
+ ∇̃Fi

(
yi

k

)
= 0.

The first step in (5) and (6) takes the weighted average of node i’s solution
and neighbor ik’s solution which is the most recent broadcast received. This
averaging step aims to mix the neighbor’s information and enforce consensus
of solutions among all the nodes in the network. Next, the proximal step in
(5) forces the new solution x to be close to yi

k (the weighted average) and opti-
mizes the local objective function Fi simultaneously. Parameter αi,k controls the
trade-off between the aforementioned two objectives. To speed up the process of
decentralized consensus optimization, we are motivated to propose algorithms
by adding the following item into the proximal steps in (5).∑

u∈Ni

∇̃Fu(xu
τu,k

)T
(
x − yi

k

)
(7)
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The term in (7) contains node i’s neighbors’ (sub)gradient information
and it can be seen that (7) is a linear approximation to

∑
u∈Ni

Fu. Compar-
ing (2) with (5) we can see that in (2) node i is (approximately) optimizing
Fi (x) +

∑
u∈Ni

Fu (x) while (5) is optimizing local objective function Fi (x)
only. Hence, (2) is a better approximation to the ideal case in (4). In order to
execute the computations in (2), node ik needs to broadcast its estimate xik

k−1

and (sub)gradient ∇̃Fi(xik
k−1) to its neighbors.

Fig. 1. Network model and asynchronous computing. Left: An example of decentralized
sensor network. Right: Asynchronous computing model.

4.2 An Example of Executing the Proposed Algorithm

We assume the algorithms are performed in a decentralized sensor network illus-
trated in Fig. 1. There are four nodes in this cyclic network and it is clear to see
that N1 = {2, 3}, N2 = {1, 4}, N3 = {1, 4}, N4 = {2, 3}. The algorithms run as
follows.

Iteration 1: Node 2’s clock ticks and it broadcasts x2
0 and ∇̃f2

(
x2
0

)
. Node 1

and 4 receive the broadcast and use x2
0 and ∇̃f2

(
x2
0

)
to update x1

1 and x4
1

based on (2), respectively. Set x2
1 ← x2

0, x3
1 ← x3

0.
Iteration 2: Node 1’s clock ticks and it broadcasts x1

1 and ∇̃f1
(
x1
1

)
. Node 2

and 3 receive the broadcast and use x1
1 and ∇̃f1

(
x1
1

)
to update x2

2 and x3
2

based on (2), respectively. Set x1
2 ← x1

1, x4
2 ← x4

1.
Iteration 3: Node 4’s clock ticks and it broadcasts x4

2 and ∇̃f4
(
x4
2

)
. Node 2

and 3 receive the broadcast and use x4
2 and ∇̃f1

(
x1
1

)
+ ∇̃f4

(
x4
2

)
to update

x2
3 and x3

3 based on (2), respectively. Set x1
3 ← x1

2, x4
2 ← x4

2.
Iteration 4: Node 3’s clock ticks and it broadcasts x3

3 and ∇̃f3
(
x3
3

)
. Node 1

and 4 receive the broadcast and use x3
3 and ∇̃f2

(
x2
0

)
+ ∇̃f3

(
x3
3

)
to update

x1
4 and x4

4 based on (2), respectively. Set x2
4 ← x2

3, x3
4 ← x3

3.

It can be seen that after four iterations, each node has gathered all its
neighbors’ (sub)gradient information. As the algorithm goes on, the neighbors’
(sub)gradient information will be updated for each node.
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Fig. 2. Comparison of convergence speed. Application in decentralized regularized
least-squares (a–b). Decentralized logistic regression problem (c–d).

5 Numerical Tests

In this section, we test and analyze the performance of the proposed DCDA algo-
rithm. Two types of objective functions are adopted: regularized least-squares
and logistic regression. Sensor networks are generated randomly with certain
average node degrees (with 200 nodes in total). We investigate the performance
of the proposed DCDA algorithm by showing the curve of average objective value
and node consensus versus the number of communication rounds.

In decentralized regularized least-squares, node i’s local objective function is
Fi(x) = 1

2‖Aix − bi‖22 + λi‖x‖22, where the regularization parameter λi is set
to 1/200, Ai and bi (same dimension for each i) are data points available in
node i. In this scenario, the size of Ai is 800 × 3000 and the dimension of bi is
set accordingly. In decentralized logistic regression, the local objective function

(of node i) Fi is set to Fi(x) =
∑pi

j=1

(
log

[
1 + exp

((
aj

i

)T

x

)]
− bj

i

(
aj

i

)T

x

)

where pi = 10, n = 200,
(
aj

i

)T

represents j-th row of Ai and bj
i is the j-th entry
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of bi. We generate Ai ∈ R
pi×n,∀i randomly except the first columns are set to

1. Binary vector bi ∈ R
pi is generated randomly.

In Fig. 2, we compare the performance of the proposed DCDA with the decen-
tralized algorithm in [13]. It is clear that DCDA outperforms the benchmark in
both applications, in terms of the speed to reach optimal objective function value
as well as consensus among the nodes in the network.

6 Conclusion

We proposed a broadcast-based asynchronous decentralized optimization mecha-
nism for data analytics in sensor networks. Our mechanism leverages the compu-
tational capability of each node and let all the nodes in the network cooperate to
solve the problem of big data analytics with big model. Our future work includes
evaluation of the proposed algorithm using more realistic measures.
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1. In Algorithm 1, the output of Sawake, Ssleep, TH and Eu are depending on the input of
Eh,u, Ec,u, Eres,u, u and η, in which Eh,u and Ec,u denote the harvesting energy and the
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obtain the Eh,u and Ec,u are not given in the paper.
2. Equation (7) is not correct. Eh,u denotes the harvesting energy for the uth node,
which have already considered η. η should not multiply with Eh,u in equation (7). Thus,
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which means the node cannot harvest energy.
5. In the simulation results and discussion, the simulation is performed 100 times
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