
Chapter 12
Towards Molecular Movies of Enzymes

Christopher Kupitz and Marius Schmidt

12.1 Introduction

Biological macromolecules can be thought of as molecular machines. The com-
ponents of these machines are in constant motion, even in their “rest” states.
This constant motion causes structural heterogeneity visible in high resolution
measurements [1], revealed as regions of disorder or as multiple conformations. The
nature and relevance of this heterogeneity and its underlying fluctuations is of large
scientific interest, and it is widely investigated as they have functional importance
[1–5]. In order to understand macromolecular function, “static” structures are
simply not sufficient. As a reaction proceeds, the macromolecular structure has
to change in order to promote function. The determination of both structure
and dynamics is possible through the use of time-resolved crystallography [6–9].
This requires that a reaction is triggered successfully inside crystals. For this to
be feasible, the duration of reaction initiation must be significantly shorter than
the fastest process of interest in the biomolecule. If time-resolved methods are
not applicable, reactions can be examined on longer time scales. Molecules can
accumulate into a steady state regime [10] or they can be trapped in intermediate
states by lowering the temperature [11]. For example, trap-freeze is a technique
in which a reaction in a crystal is started at room temperature, and the crystal is
subsequently flash frozen after a targeted intermediate state has been occupied. The
introduction of amino acid mutations into the protein may also be an effective
method to trap intermediates [12]. However, the time-scale of the population
formation and its decay is lost.
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The goal of time-resolved crystallography is to create a “movie” of reacting
protein molecules, which proceed along a reaction pathway. Using the term “movie”
can be slightly misleading, so it is important to understand what type of information
is actually being obtained. Rather than showing the trajectory of the molecules in the
ensemble, it shows a population increase or decrease in a succession of intermediate
states along the reaction pathway. An example of a chemical kinetic mechanism of
a reaction catalyzed by an enzyme is shown below:

E + S
k1
�
k−1

ES
k2→ EP

k3→ E + P

To start this reaction, the free enzyme (E), is mixed with substrate (S). The
substrate binds to the enzyme forming the enzyme-substrate complex (ES). Here,
k1 is a second order rate coefficient for the binding, while k−1 accounts for the
dissociation of ES. The reaction then proceeds along the catalytic pathway leading
to an enzyme-product (EP) complex. Finally, free enzyme (E) is recovered, and the
product (P) is released. ES and EP are reaction intermediates while k2 and k3 are
first order rate coefficients.

A reaction can also be successfully triggered by light provided that a pho-
tosensitive group (a chromophore) is bound to the protein. After activation, the
molecules within the crystal travel along the reaction pathway and may occupy
intermediate states. Intermediate states correspond to local energy minima in
configurational space [13–15] (See Fig. 12.1a). Intermediate states are characterized
by distinct structures. In Fig. 12.1a, two intermediates denoted as I1 and I2 are
shown. Molecules only briefly (transiently) populate these states before moving
on to the next state. Structures of the intermediate states can only be determined
when they are occupied by reacting molecules. To determine their structures, the
concentrations of molecules in these states must build up to detectable levels. Even
if the chemical kinetic mechanism allows for a sufficient buildup in a particular
intermediate state, other intermediate states are occupied at the same time, hence
they might mix in. There might, however, exist time points where only a single
intermediate is occupied. Moreover, there might be periods of time when concen-
trations of molecules in intermediate states do not change (see Fig. 12.1). Then a
single time point may be sufficient to determine the structure of an intermediate.
In general, however, multiple intermediates contribute to any point in time, and
methods for deconvoluting the X-ray data into pure constituents are needed in order
to determine the individual structures [17, 18]. In contrast to intermediate states,
transition states are located at the top of the barriers of activation; an example is
shown in Fig. 12.1b. A protein molecule may pass from one minimum to another
minimum by acquiring sufficient energy from the thermal bath to surmount this
barrier. Transition states are only visited very shortly. Molecules do not persist there
long enough that they can accumulate sufficiently (build up sufficient occupancy)
for time-resolved experiments to detect them.

Synchrotron-based time-resolved crystallography has been highly successful at
elucidating cyclic (reversible) reactions, which are activated by short light pulses
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Fig. 12.1 Chemical kinetics. (a) Diagram of intermediate states with the energy minima corre-
sponding to intermediate states (I1 and I2) and the transitional state (T) at the peak of the activation
barrier. Reaction coordinate can refer to many variables such as distance, or torsional angle. (b)
Time-dependent concentrations as determined for Photoactive Yellow Protein at −30 ◦C [16]. The
red arrow indicates a time point where several intermediate states are occupied at the same time
(ICT, pR1, and pR2). The blue arrow points out a time regime where the concentration of molecules
in two intermediate states does not change. Since the time dependence of pR1 and pR2 are similar
it is difficult to separate them using the time information. The green arrow shows a point in time
where only one intermediate is occupied (pB1). The structure of this intermediate can be solved at
this time point

[16, 19–27], but irreversible (non-cyclic) reactions are a challenge to study at
synchrotrons. A major difficulty lies in having to reset the reaction before every
X-ray pulse in order to ensure an accumulation of signal from a single X-ray
pulse. While light activated reactions can also be non-cyclic, many of the interesting
systems that contain irreversible processes do not involve light sensitive molecules.
This implies that general methods to start reactions other than by light activation
are developed. With the appearance of the first free electron lasers (FELs) for hard
X-rays, time-resolved crystallography is on the verge of a revolution [28–32], which
opens the door to optically and non-optically triggered non-cyclic (single path)
reactions. Several prominent features of X-ray FELs promote a new paradigm for
time-resolved crystallography: (1) The “diffraction-before-destruction” principle
[33] states that the X-ray pulses are so short that a diffraction pattern is collected
before radiation damage destroys the sample [28, 29, 34]. Early SFX experiments
have demonstrated that the data sets are essentially free of radiation damage [28].
(2) The high intensity allows the use of micron-sized crystals that are exposed to the
X-ray pulse only once at a given time delay, a requirement to investigate irreversible
reactions. Crystals are injected in random orientations as a serial data collection
strategy is employed [29, 30, 32, 35, 36]. (3) Micron-sized crystals make it easier
to excite the sample consistently with light or trigger the reaction chemically by
diffusion based methods. (4) The ultrafast pulses allow the crystallographic data to
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be collected at ambient (i.e., biologically relevant) temperatures [37], and (5) the fs
X-ray pulses available at the X-ray FEL, as opposed to the 100 ps pulse duration at
synchrotrons, improves the time-resolution that can be achieved, if needed.

12.2 Reaction Initiation

The ability to trigger or initiate a reaction is essential for any time-resolved
experiment. The reaction initiation must occur essentially simultaneously across as
many molecules as possible in a crystal. In addition, the trigger must be significantly
shorter than the lifetime of the intermediates of interest. A number of methods
can be employed to trigger reactions (Table 12.1), and two methods are widely
used: light activation and chemical activation via adding substrates, ligands, and
other small molecules. Reaction initiation techniques can cause large structural
changes, which might compromise crystal integrity. For example, crystals of the
Photosystem I–ferredoxin complex quickly fall apart upon light excitation [35, 42].
Therefore, these experiments are particularly difficult to perform at synchrotrons,
when multiple pump–probe sequences on the same crystal are required to produce
a single diffraction pattern. At the X-ray FEL, however, experiments are performed
in a different way. (1) Microcrystals are used, which might support larger structural
changes. (2) The experiment is not impaired if the crystal fails or cracks after the
single shot measurement, because crystal cracking takes longer than most time-
points of interest. As a consequence, the dynamics can be measured up to the time
point where the crystal is falling apart (see below).

12.2.1 Activation by Light

Reaction initiation by short laser pulses provides undoubtedly the highest temporal
resolution for time-resolved crystallography. The photo-dissociation and rebinding
of CO to heme proteins [26, 43], and the isomerization of the photoactive yellow
protein (PYP) chromophore from trans to cis [19] are both examples. Both

Table 12.1 Methods of reaction initiation in protein crystals

Method Time resolution Experimental complexity

Light driven proteins [31] Ultrafast, ∼100–280 fs achievable Low
Caged substrates,
macrocrystallography [38]

>100 ns High

Diffusive mixing, serial
crystallography [39, 40]

∼100 μs Low

Electric fields, temperature
jump, etc. [41]

Variable but typically moderate Variable
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myoglobin and PYP were essential to develop new techniques in time-resolved
crystallography [16, 18, 20, 22, 23, 25, 26, 31, 32, 44–50]. Protein macrocrystals
contain between 1013 and 1014 individual protein molecules, depending on the size
and the packing in the crystal. The optical density in the absorption region of the
chromophore is unusually high due to the tight packing of molecules in a crystal.
Consequently, the penetration depth into a crystal can be very small, on the order
of a few micrometers [16, 32]. Therefore, wavelength and illumination geometry
have to be carefully considered [32]. Microcrystals are clearly advantageous as
the optical path through a microcrystal is, by definition, small. This allows the
excitation wavelength to be closer to the absorption maximum, which results in
a more effective reaction initiation [51, 52]. However, the laser peak power needs
to be carefully selected. Too high a laser power could lead to damaging effects such
as two photon absorption and radical formation, especially when ultrashort laser
pulses are used. In contrast, if the laser power is too low, not enough molecules are
excited and the occupation of molecules in intermediate states might be too small to
be detected. A broad range of laser pulse energy densities have been used, typically
ranging from 0.5–5 mJ/mm2. This should be tailored to the individual protein and
experiment for best results, by examining the reaction spectroscopically ahead of
time [30, 32, 35, 43].

12.2.2 Activation by Caged Substrates

The majority of proteins are not naturally photosensitive. In these cases, there are
other options that need to be explored to trigger the protein dynamics. Photoreactive
caged substrates, also known as photoactivatable bio-agents can be used. These
agents are composed of small molecules and compounds, for example a cofactor,
substrate, or even a protein residue, which has been chemically inactivated by
a photosensitive protecting group [11, 53, 54]. Oxygen, phosphate, adenosine
triphosphate, and nucleotides are just a few examples that are available in caged
form [55]. In time-resolved crystallography, caged substrates are soaked into
crystals and then activated using a light pulse with some notable examples. Caged
guanosine triphosphate was successfully used to study Ras P21 [56], the reaction
catalyzed by isocitrate dehydrogenase was investigated using caged nicotinamide
adenine dinucleotide phosphate [57], and acetylcholinesterase was examined with
caged choline [11]. However, wide spread use of caged compounds in time-resolved
crystallography is challenging due to several factors: (1) the design and fabrication
of caged substrates requires significant expertise, (2) each substrate is specifically
tailored to the protein and the reaction to be investigated, (3) the photo-removable
protecting groups need to meet high specifications such as high quantum yield of the
photoreaction, and high absorbance above the 300 nm wavelength to limit protein
photo-damage [55], (4) once the protecting group has been removed, the byproducts
should not harm the protein nor inhibit the reaction with the substrate, (5) activation
must occur on a faster time-scale than the reaction being probed (Table 12.1), and
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(6) cleavage of the protecting group induced by X-ray exposure must be kept to a
minimum when longer or multiple X-ray pulses are required. All of these largely
impede the routine application to time-resolved crystallographic investigations.

12.2.3 Other Activation Mechanisms

By recombinantly attaching a light activated domain to an enzyme its activity can
be controlled by light [58, 59]. The time delay between light activation and signal
transmission to the effector domain is in the range of microseconds, which allows
the observation of enzymatic processes that occur on the millisecond time-scale
[60]. Recently, a reaction has been triggered by an electric field [41], which would
alter charges, dipoles, and polarizability. This will affect any movement of charge
within a protein, and therefore is a general method to study structural dynamics.
However, it is not clear how the vast number of very specific enzymatic reactions
can be triggered by this method.

12.2.4 Activation by Diffusion

A versatile option to initiate a reaction for non-photosensitive proteins is through
diffusion. The crystals are simply mixed with substrate such as small molecules,
redox reagents, or other cofactors. Although this is conceptually a simple method, in
practice diffusive studies with crystals are difficult because diffusion is an inherently
slow process. Depending on crystal size, protein packing density in the crystal,
size of the substrate, and the type of chemicals that are used for crystallization,
the substrate can take seconds to even minutes to diffuse throughout the crystal
[61–64].

For previous diffusion-based work at synchrotrons, flow cells were used to collect
data [65–67]. A flow cell works by immobilizing a crystal inside of a capillary while
flowing a solution with the substrate over the crystal [67]. This approach has been
successfully used to determine the structure of rate-limited species that accumulate
enough in the steady state [10]. Common challenges when working with flow cells
are crystal mounting, keeping the crystal centered, and keeping it immobilized in
the X-ray beam even as the substrate solution is flowing [6, 68]. On the other
hand, serial femtosecond crystallography seems to be almost tailor made for a
diffusion-based method, as microcrystals allow for rapid diffusion. Microcrystals
mixed with substrate can be utilized at high-intensity X-ray FEL sources, or with
micro-focused pulsed X-ray beams from synchrotrons, using a technique called
“mix-and-inject serial crystallography” (MISC) [40]. MISC works through rapid
diffusion of a substrate into a slurry of microcrystals or nanocrystals just prior
to the X-ray interaction region [69]. The method to accomplish this is discussed
below. With sizes approximately 10 μm or less, microcrystals allow millisecond or
even sub-millisecond diffusion times [69] with estimated diffusion times for several



12 Towards Molecular Movies of Enzymes 363

Table 12.2 Diffusion times into crystals as determined by calculation, simulation and experiment

Crystal size (μm3) 0.5 × 0.5 × 0.5 1 × 2 × 3 3 × 4 × 5 10 × 20 × 30 400 × 400 × 1600
Diffusion time 17 μsa 150 μsa 1 msa 15 msa 16 sa24 sb<1 minc

aTimes from [69]
bTime from [61]
cTime from [62]

crystal sizes shown in Table 12.2. Fortunately, very fast enzyme catalysis is still in
the range of tens of microseconds [70], while most enzymatic reactions occur in the
millisecond time regime.

12.3 Sample Delivery

In synchrotron-based crystallography a single large crystal can be used to collect
multiple data sets [22, 24–26] or even a complete time-series [16, 19, 21]. In most
room temperature synchrotron experiments, crystals are individually mounted and
sealed in a capillary with a small amount of mother liquor to prevent them from
drying out. This is very different from serial crystallography, in which tens of
thousands of microcrystals are introduced into the X-ray interaction region one
at a time in random orientation. Serial crystallography can be performed at X-ray
FELs and at synchrotrons. At synchrotrons, somewhat large crystals (>10 μm) are
needed, which ameliorate radiation damage and scatter with higher intensities. The
velocity at which the crystals move through the X-ray interaction volume needs
to be adjusted so that there is negligible crystal motion during the longer (100 ps)
synchrotron pulse. In the case of X-ray FELs, crystals sizes can be smaller, allowing
for more rapid diffusion and all crystal displacements are negligible during the
femtosecond X-ray pulses. In recent years, numerous microcrystalline injection
methods have been developed. Depending on factors like time scale and sample
consumption, sample delivery systems such as the gas dynamics virtual nozzle
[71], viscous jet [72, 73], electrospun jet [74, 75], fixed target system [76–79],
and the droplet on demand system [80] are all viable options. These systems are
compatible with time-resolved studies triggered by light, however none of these
were designed for introducing small molecules for mixing. Therefore for mix-and-
inject experiments special injectors had to be developed such as the one shown in
Fig. 12.2. Mixing times must be as quick as possible, and diffusion times fast to
allow for sufficient time-resolution. The time delay is given by the difference in
distance between the mixing region and the X-ray interaction volume divided by the
jet velocity. New generations of injector technology allows for the rapid mixing of
substrate with enzyme in crystal form [39, 40]. Current capabilities support mixing
times on the microsecond to millisecond time scales, significantly faster than the
majority of enzymatic reactions. If longer time scales are of interest, a simple T-
junction mixer can also be used, as shown in Fig. 12.3.
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Fig. 12.2 Mixing injector, picture modified from Calvey et al., Structural Dynamics, 3, 054301,
2016. Crystal suspension, simulated by central red flow, is focused by the substrate flow, blue
arrows. The mixture is then gas focused to produce a jet to be probed by the X-ray FEL pulse.
The time delay is variable depending on the distance between the mixing region and the X-ray
interaction region. This allows for the collection of multiple time points [39]

Fig. 12.3 Schematic example of the T-junction mixer used at LCLS for mix-and-inject serial
crystallography. Substrate is pumped by HPLC 1, crystals are pumped by HPLC 2. The distance
from the mixer to the X-ray interaction zone along with the velocity of crystal flow determines the
time-delay. In this setup, the crystals are injected into the X-ray interaction region via a standard
gas dynamic virtual nozzle
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12.4 Data Analysis of Serial and Time-Resolved
Crystallography

Data analysis of X-ray FEL data has come a long way since the first days of X-
ray FEL based crystallography. All the standard methods for hit finding and Bragg
intensity integration developed for SFX apply to time-resolved SFX as well. It is
a simple matter of properly tagging which shots are “delayed” after the initiation
of a reaction in the crystals, and what the delay times are for each X-ray exposure.
Separate data sets of structure factor amplitudes for each time delay (including the
reference with t = 0) are then available. Details on SFX data analysis can be found
in Chap. 7 of this book. An overview of the entire data analysis process is shown in
Fig. 12.4.

12.4.1 Difference Maps

A time-series of difference electron density maps lies at the core of time-resolved
crystallography. If the unit cell does not change during the reaction, isomorphous
difference maps can be calculated from reference amplitudes collected without
reaction initiation (|Fr|) and the time-dependent amplitudes (|Ft|) collected some
time interval (t) after reaction initiation. Phases (φcalc) are obtained from an
accurate reference model. Difference amplitudes are calculated by subtracting the
Ft

obs from the Fr
obs: �Ft = |Ft

obs| - |Fr
obs| . �Ft can be weighted [32, 49,

81] in order to account for errors in the measured amplitudes that might impair
the proper interpretation of the maps. The weighting factor ensures that those
difference structure factor amplitudes, which are erroneously large or contain large
experimental error values, are down-weighted appropriately. An example of a
difference map is shown in Fig. 12.4.

If unit cell parameters largely change [30], or even the space group changes [82]
during a reaction, the reference and the time-dependent crystallographic data are

Fig. 12.4 SVD-based analysis of experimental difference maps allows the determination of the
structures of the intermediates by applying a kinetic model. The kinetic mechanism is further
post-refined (see text). As a result the concentrations of the intermediates at all time points (the
concentration profile) can be determined

http://dx.doi.org/10.1007/978-3-030-00551-1_7
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no longer isomorphous. Difference maps cannot be calculated by subtracting the
observed reference data. In this case omit maps, preferentially generated using a
simulated annealing (SA) refinement strategy, can circumvent this problem. Before
the refinement, parts of the model where changes are expected are deliberately
removed. Then this structural model is heated in the computer to several thousand
Kelvin, gradually cooled and simultaneously refined against the time-resolved
structure factor amplitudes [83, 84]. This strategy eliminates model phase bias
which would otherwise impair the reliability of the difference map [84]. After the
refinement, structure factors Fcalc with amplitude |Fcalc| and phase φomit can be
determined. Maps calculated with �Ft

omit = |Ft
obs|-|Fcalc| and model phases φomit

show unbiased difference electron density, which accounts for the local structural
changes during a reaction. This SA omit map can then be structurally explained
either by reinterpreting the missing part that was omitted in the refinement, or
by adding ligands that coordinate during the reaction, or both. Either way, omit
maps (when there is non-isomorphism) or isomorphous difference maps are equally
suitable to extract the kinetics.

The methods discussed above in conjunction with high-resolution time-resolved
serial femtosecond crystallographic experiment at the LCLS were demonstrated to
be highly successful. Difference maps were generated that contain features with
high signal to noise ratio and show chemically sensible structural changes of PYP
[32]. An example of the difference maps generated for PYP can be seen in Fig. 12.4.
Here the difference density clearly shows changes between the reference model
(PG, yellow) and the pR2 model (red) and pR1 model (magenta), with the negative
features of the electron density map primarily on top of the atoms of the reference
model. These structures are part of the photocycle as shown in Fig. 12.4a.

12.4.2 Kinetic Mechanism and Intermediates and Detangling
Multiple States

Chemical kinetics is governed by a kinetic mechanism with one or more intermedi-
ate states connected by rate coefficients (see above). Intermediate states are occupied
(or visited) by macromolecules whose concentrations then vary as a function of
time. This means multiple states may be occupied at the same time (see Fig. 12.5
for an example). Thus, a time-resolved experiment will probe this mixture of states.
As mentioned earlier, a way to separate this mixture into its components is required.
The singular value decomposition (SVD) method has been successfully used for this
purpose [16, 18, 32, 85]. The SVD method separates out the spatial and temporal
dependencies in the time-series of difference maps [18]. Two sets of vectors are
obtained, the left singular vector (lSV) and the right singular vector (rSV). The
lSV contains the spatial components, which are difference maps, while the rSVs
contain the corresponding time evolutions. The significant rSVs are then interpreted
with a kinetic model. This requires a kinetic mechanism with a corresponding set
of coupled differential equations that contain rate coefficients [18]. A compatible
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Fig. 12.5 Photoactive yellow protein (PYP). (a) Overview of the PYP photocycle. The reaction
can be triggered by 450 nm light. IT is an early intermediate already in the cis configuration. pR1
is an intermediate also identified by spectroscopy. Its absorption maximum is red-shifted. ICT is
slightly changed from IT. pR2 is the second red-shifted intermediate. The red box denotes a part of
the photo cycle that is faster than the time-resolution of synchrotrons. The red line denotes the 1 μs
time point that is observed in (c). (b) An overview of PYP structure. (c) An isomorphous difference
map of the chromophore pocket of PYP calculated from a 1 μs time delay data set collected at the
LCLS. Green denotes positive difference density, red denotes negative difference density, both are
contoured to 3σ and −3σ respectively. The structures of pR1, pR2, and pG (reference) are shown in
magenta, red and yellow respectively. The chromophore has undergone photo isomerization from
trans to cis. Several nearby residues have changed their conformation

mechanism must match the observed relaxation times in the rSV. Globally fitting
sums of exponentials to the significant rSVs provides this number of relaxation
times. The number of significant right singular vectors, significant singular values,
and the exponentials should all be compatible with the number of distinguishable
intermediates. After fitting the right singular vectors with concentration profiles of
a compatible chemical kinetic mechanism, time-independent difference maps can
then be calculated for each intermediate state using a projection algorithm [18, 86].

12.4.3 Structures of the Intermediate

Once the mixture-free, time-independent difference electron densities of the inter-
mediates have been extracted, the structures of the intermediates can be determined.
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A convenient way is to use extrapolated, conventional electron density maps for
this purpose. To calculate these maps, difference structure factors �Fj

ind for all
intermediates, j = 1 . . . J are determined by Fourier transforming the time-
independent difference maps. A multiple, N, of these difference structure factors
need to be added to the calculated structure factors Fr

calc derived from a reference
model.

Extrapolated maps for all the intermediates, ρj
ext, are calculated from the

Fj
ext. The multiplier N must be optimized so that the electron density in a

particular extrapolated map vanishes where negative electron density is present in
the corresponding difference map. Extrapolated maps can be interpreted just like
conventional electron density maps. Since structural changes are usually small, most
of the electron density in the extrapolated map can be explained already by the
reference model. This will also allow for a direct structural refinement. In areas
where there is a strong deviation between the reference model and the electron
density, a program like “Coot” [87] is used to adjust the model by hand to better
match the electron density. The resulting model can be refined in real space against
the electron density before performing the final refinement in reciprocal space using
the |Fj

ext| with standard programs such as “Refmac” [88] or “Phenix” [83].

12.4.4 Post-Analysis

The purpose of this analysis is to refine a candidate kinetic mechanism by making
use of the experimentally determined intermediate structures. Calculated time-
dependent difference maps (�ρ(t)calc) must agree with the observed time-dependent
difference maps (�ρ(t)obs). In order to obtain the �ρ(t)calc, several steps are
required. (1) Structure factors for each of the J intermediates are computed from
their respective structural models. From these, time-independent difference structure
factors, �Fj

calc, can be determined by subtracting the structure factors of the
reference model. (2) The �Fj

calc are used to determine time-independent difference
electron density maps (�ρj

calc). (3) Time-dependent concentrations, c(t,k)j, for each
intermediate are calculated by integrating the coupled differential equations of the
candidate kinetic mechanism [18]. Note that c(t,k) is determined by the magnitude
of the rate coefficients of the mechanism. Finally, (4) �ρ(t)calc is calculated
by adding together individual time-independent difference electron density maps
�ρj

calc, which are weighted by their time-dependent concentrations c(t)j at all time-
points.

The time-series of �ρ(t)calc can then be compared to the observed �ρ(t)obs. The
�ρ(t)calc are dependent on both the rate coefficients and a global scaling factor (sc).
The sc accounts for the difference in scale between the observed and calculated
difference electron densities. The rate coefficients and the scale factor are iteratively
changed to optimize the agreement between the difference density maps at all
time-points. The final result of this analysis is a series of refined rate coefficients,
which can be used to determine a refined concentration profile (Fig. 12.1b) for all
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intermediates. The scale factor is a measure for the extent of reaction initiation. It
accounts for the number of molecules that enter the reaction in the crystal. In some
cases the extent of the reaction initiation is small, only around 5–10%, however
activation yields as high as 40–50% have been reported [21, 25, 32].

12.5 Results of Mix-and-Inject Serial Crystallography

Results using MISC have recently been reported [40, 82], in which a T-junction
(Fig. 12.3) was used to mix substrate and microcrystals. In one study, an overall
reaction time of 2 s [40] was selected, and in the other reaction times of 10 s as well
as 10 min were reported [82]. These results are summarized below.

Successful experiments on a ß-lactamase (BlaC) mixed with the third generation
lactam antibiotic Ceftriaxone were published by Kupitz et al. [40]. BlaC from M.
tuberculosis is responsible for broad resistance of the bacteria to lactam antibiotics,
such as penicillin and cephalosporin derivatives [89, 90]. BlaC microcrystals were
grown via ammonium phosphate in thin plates, and then crushed using glass beads
to small shards. These shards, which contain ∼16 mmol/L of BlaC, were mixed
with 200 mmol/L ceftriaxone. The crystal-substrate suspension was probed by an
X-ray FEL pulse approximately 2 s after mixing (Fig. 12.3). The results from this
experiment were maps generated at approximately 2.4 Å resolution. The electron
density was found to have changed in the catalytic cleft of BlaC in two out of four
subunits of the asymmetric unit (Fig. 12.6).

Since the turnover time of Ceftriaxone is 1.2 s [91], most likely a steady state
was observed. In the steady state, three states can contribute to the electron density.
The enzyme-substrate complex (ES) in which the full ceftriaxone molecule is intact
prior to any attack by Ser70 is the first contributor. The second contributor is the
covalently bound serine-adduct in which ceftriaxone is bound to Ser70. The lactam
ring is cleaved opened, and a portion of the ceftriaxone molecule has been cleaved
off [92]. It might also be that the third contributor is the product form in which
the ceftriaxone molecule is hydrolyzed from Ser70 after the lactam ring has been
opened. The full length model of ceftriaxone fits the electron density best, although
the two other models both might provide slight perturbations, which improve the
fit to the electron density. Moreover it is both interesting and important to note
that the electron density reported here only shows ceftriaxone in two (subunits B
and D) of the four subunits present in the asymmetric unit. Not all subunits may
react equally, depending on accessibility of the binding pocket and its chemical
environment. In addition, crystal lattice constraints might influence the dynamics
of the enzyme molecules. Therefore, reaction rates may be different in the crystal
compared to those in solution.

MISC has also been used to determine structures during the binding of adenine
to a RNA-riboswitch [82] at 10 s and approximately 10 min. For the 10 s time
point, the injection method was similar to the double HPLC T-junction setup shown
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Fig. 12.6 BlaC tetramer after 2 s mixing with ceftriaxone, subunits (a–d) labelled. (b) and (d)
subunits show ceftriaxone electron density (blue density inside solid black box), (a) and (c)
subunits show only phosphate density (red density inside blue dashed box). The catalytic clefts
of subunits (a) and (c) are blocked from interaction by the neighboring subunits

in Fig. 12.3. For the 10 min time point substrate was directly added to crystals and
allowed to react before injection. During this time, unit cell parameters changed. For
example, the length of cell parameter b increased from 46.7 to 154.9 Å. Even the
crystallographic space group changed from P21 to P21212. Remarkably, the crystals
accommodated these large changes, and still diffracted to 3.0 Å.

As discussed above, mixtures can only be separated when a time-series with
shortly space time-points is used. The ability to collect X-ray data at various time-
delays is a major goal at X-ray FEL facilities. Enzymatic intermediates along a
catalytic pathway can then be extracted. The mix-and-inject method, when applied
to medically or pharmaceutically important targets, will become an integral tool
in the field of structural based drug design. The above examples demonstrate that
it is necessary to collect full time-series on catalytically active targets routinely.
With continued effort in injector technology [39, 93] to decrease mixing times, the
time resolution can be improved, and faster reactions can be visualized on the sub-
millisecond time scale.
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12.6 Moving Forward

Time-resolved crystallography is currently entering a new era. Previously, time-
resolved crystallography was mostly limited to light-activated reversible reactions,
such as those observed in PYP [17, 19, 27, 81] or in various heme proteins [22, 25,
26, 43]. Most biological, pharmaceutical and medical important reactions have not
been explored.

The advent of the X-ray FEL allows the use of microscopic crystals. This
provides new opportunities to investigate enzymes. Several studies have already
been reported that have successfully used diffusion-based techniques at an X-ray
FEL to explore structural changes on the second time scale. Continuing work on
injector technology promises mix-and-inject delivery with time resolution as fast as
microseconds [39]. Through the use of slightly larger micron sized crystals, mix-
and-inject experiments can also be performed at synchrotrons. A 5 μm crystal still
allows for an achievable time resolution of better than 10 ms, which is sufficient for
most enzymatic reactions, while still tolerating the radiation dose deposited by the
synchrotron pulses [94]. Beamtimes at XFELs are limited. Synchrotron light sources
may provide additional beamtime for these investigations, so that more biologically
and biomedically important biomolecules can be examined this way.

With all of these new techniques and sources on the horizon, the future of struc-
tural biology and specifically structural enzymology is bright. Moving forward, the
goals of crystallographers will change from the determination of static images and
stills of protein molecules to the collection of comprehensive time-courses. From
one well-planned, essentially routine experiment not only the three-dimensional
structure of the biological macromolecule can be solved, but also its function,
kinetics, and dynamics may be extracted.

From one well-planned, essentially routine experiment not only the three-
dimensional structure of the biological macromolecule can be solved, but also it’s
function, kinetics, and dynamics may be extracted, as most recently demonstrated
by Olmos et al, 2018
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