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Preface

Ship stability is a topic combining scientific rigor with practicality. With floatability
and strength, they are traditionally regarded as the most fundamental safety
requirements in ship design. In the last decades, very significant progress was
achieved toward understanding ship dynamic behavior under extreme conditions of
operation. This progress is reflected in the current efforts at IMO for developing
new stability criteria which are intended to provide fuller and more effective pro-
tection for the ships. Nonetheless, dynamic stability continues to be a challenging
topic of research: The mathematical modeling of extreme ship motions still relies
heavily on empiricism and efforts to approach it from basic scientific principles
have some way to go until such models can stand alone. Capsize phenomena are
nonlinear and the assessment of a ship’s susceptibility for capsize calls for a
probabilistic approach going clearly beyond the current state of the art.
Experimental methods for testing dynamic stability need to be able to deal with the
rare nature of capsize. Last but not least, new knowledge should be continually
ingrained in the applied design rules and ship operation guidelines.

For these reasons, the current book serves an important purpose: to update the
wider naval architecture community about the frontiers of current ship stability
research. It is actually the third in a series started in the year 2000, with the second
volume appearing in 2011. The initiative belongs collectively to the International
Standing Committee for the Stability of Ships and Ocean Vehicles who overlook
the organization of stability conferences and workshops. In recent years, the
International Conference on the Stability of Ships and Ocean Vehicles (STAB) is
held triennially, with international ship stability workshops (ISSW) taking place
every year in-between. These are, generally, well-attended events, despite the fact
that ship stability is a rather specialist topic. The current book covers the three
events held from 2010 to 2012. Specifically, it is a collection of representative
papers originally presented during the 11th Stability Workshop (Wageningen,
2010), the 12th Stability Workshop (Washington DC, 2011), and the 11th STAB
Conference (Athens, 2012). All papers selected by the editorial committee went
through an additional review process, with at least two reviewers allocated for each.
Actually, many of the papers were significantly enhanced compared to their original
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version, In order to become up to date and reflect better the state of knowledge
about stability that exists in the year of the book’s publication.

The book is organized in four major divisions with each individual paper
appearing as a different chapter. In these, divisions are covered in depth the
mathematical modeling of ship motions, the study of extreme dynamic behavior,
experimental research and, last but not least, the regulatory and ship operation sides.
The structure of the book is summarized in detail in an introductory note written by
the editor-in-chief Dr. Vadim Belenky who is especially thanked for leading the
effort as well as for bearing most of the burden. The thanks extend of course to all
the editorial committee members. Many thanks and congratulations are appropriate
also for the authors, who contributed with their valuable material. We express our
gratitude to the organizing committees and to the sponsors of the three stability
events covered in this book. We acknowledge the important impact made by the
expert reviewers whose names appear in the editor’s introductory text as indication
of our appreciation. Last but not least, we thank the participants whose consistent
presence justifies our efforts.

Athens, Greece Prof. Kostas J. Spyrou
On Behalf of the International
Standing Committee for the

Stability of Ships and Ocean Vehicles
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Editor’s Introductory Note

The purpose of this introductory note is twofold: to attempt to summarize the
contents of the book and to put those contents into a context that emphasizes the
relationship between different chapters, which is always a challenge for such a
collection of works.

As the reader was properly warned in the Preface, the assessment of a ship’s
susceptibility to capsizing goes beyond the current state of the art. Model tests and
time-domain numerical simulations based on first principles are the main tools for
the evaluation of large-amplitude ship motions because of significant nonlinearity
of ship dynamics in severe seas. The appearance of novel, unconventional designs
may call into question any stability assessment based solely on previous experience.
As a result, the focus of recent efforts has been on developing numerical simulation
tools capable of evaluating complex stability failures.

This book consists of four major divisions; each division is further subdivided
into parts corresponding to detailed subject areas, while each part contains chapters
with individual contributions. The four major divisions are:

1. Mathematical Model of Ship Motions in Waves (parts I through V, 15 chapters)
2. Dynamics of Large Motions (parts VI through VIII, 12 chapters)
3. Experimental Research (parts IX and X, 11 chapters)
4. Requirements, Regulations and Operations (parts XI through XIV, 17 chapters)

Mathematical Model of Ship Motions in Waves

A mathematical model is the centerpiece of any numerical tool. The first division
of the book reports on progress in the development of mathematical models for
large ship motions in waves.

The development of a new simulation code is an expensive, time-consuming,
and risky endeavor. Supporting such tools is also not trivial. That is why there are
few simulation codes capable of handling extreme ship motions, such as FREDYN
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(de Kat and Paulling 1989) and LAMP (Lin and Yue 1990; Shin et al. 2003); other
relevant codes are reviewed in Peters et al. (2011). That is why the appearance of a
new tool is a report-worthy event and also why there is only one chapter in Part I:
“Mathematical Model of Ship Motions in Waves: New Simulation Tools”, Chapter 1
describing Tempest—the newest addition in the family of numerical codes. A more
thorough discussion of the types and capabilities of simulation tools can be found in
Beck and Reed (2001) and Reed and Beck (2016).

Correct modeling of the wave environment is an instrumental part of any valid
simulation of large ship motion and capsizing. The results of time-domain simu-
lation can only be as good as the model of encountered waves, as well stated by
Krylov’s citation of Huxley that “mathematics may be compared to a mill of
exquisite workmanship, which grinds your stuff of any degree of fineness; but,
nevertheless, what you get out depends upon what you put in…”. Practically all
time-domain simulations use the classic model originally proposed in St. Denis and
Pierson (1953), in which the instantaneous wave elevation at a point is represented
with a Fourier series whose amplitudes are determined from a spectrum and whose
phase-shift angles are uniformly distributed random variables. This model, fre-
quently referred to as a Longuet-Higgins model, was originally intended for the
linear seakeeping and wave loads problem. How much of a stretch is it to apply it to
nonlinear simulations of stability in waves and what alternatives are available?
Attempts to address this question are included in Part II, titled “Mathematical
Model of Ship Motions in Waves: Environment.”

Chapter 2 considers the autoregressive/moving average (ARMA) model for
representing waves for the stability problem. ARMA model has a long history of
application for modeling stochastic processes (Box et al. 2008) and has been
proposed for ocean waves many years ago (Spanos 1983). One of the issues con-
sidered in Chap. 2 is how well ARMA model represents the physics of surface
waves. Another issue is the computation of the hydrodynamic pressure field cor-
responding to ARMA-modeled waves. A method to calculate these pressures is
described in Chap. 3.

Once the wave environment is defined, the next step is the consideration of the
forces acting on a ship in waves. Part III reports on progress in the study of
wave-body hydrodynamic forces, with the exception of roll damping, which
deserves special attention and is considered in Part IV.

“Potential flow” remains the main approach for numerical models of wave-body
hydrodynamics in practical simulations of stability in realistic waves, with forces of
non-potential flow nature often included through lower-order models such as
polynomials with empirical coefficients derived from model testing or CFD com-
putation. This approach, frequently referred to as a “hybrid” method, allows
computational performance sufficient for generating a representative volume of a
response sample in irregular waves. The main objective of hydrodynamic compu-
tations is to obtain the values of the potential field. The gradient of the potential is
velocity, from which pressure can be computed using Bernoulli’s equation. The
integration of pressure over the ship surface yields the forces acting on the
ship. However, it is not the only possible way to get the forces from the potential.
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Chapter 4 describes an alternative approach for computing forces directly from the
potential without using Bernoulli’s equation, which avoids a number of computa-
tional difficulties.

Models for vortex-related hull forces are frequently based on model tests or
viscous flow calculations (e.g., RANS) in calm water, so the submerged portion
of the ship hull remains constant. However, the submerged portion changes rather
drastically when the ship is moving in large waves, and these changes may have a
strong effect of such viscous forces. Chapter 5 proposes a model of how to account
for the changing in the submerged geometry when calculating the hull lift and
cross-flow drag forces, using just the calm water maneuvering data.

Another way to obtain forces from a model test or CFD calculation is described
in Chap. 6—System Identification Method. The idea is to extract the forces from a
path of the ship and the associated kinematic data, i.e., from the solution of the
equations of motion. The problem is formulated as the inverse to the solution of a
system of differential equations. Here, the solution and the structure of the equations
are given—while the values of the coefficients are to be found. The approach has
previously been used for calm water maneuvering using trials' data (Abkowitz
1980; Crider et al. 2008); Chapter 6 considers its use for maneuvering in waves.

Roll damping forces have large viscous and vortical contribution and cannot be
modeled within the assumptions of potential flow; so they also have to be treated
within the “hybrid” approach, where information of the non-potential components
comes from a model test or viscous flow calculations. Vortical contribution,
however, can be predicted by a lifting surface code that assumes inviscid flow. As
roll damping has been a focus of many recent research efforts, it “deserved” its own
section of this book, Part IV. The damping created by bilge keels is a matter of
particular interest because, firstly—it is a significant portion of damping for many
ships and secondly—it can be controlled by a designer to a certain extent. Chapter 7
describes a mathematical model for bilge keels based on a nonlinear
low-aspect-ratio lifting surface theory. Chapter 8 considers the effect of shallow
draft, large-amplitude roll motion, non-periodic roll and transitional motions. The
results are compared with Ikeda’s method (the de facto standard empirical method
for roll damping assessment; see Ikeda et al. 1976). Chapter 9 provides comparisons
between Ikeda’s method and CFD calculations, looking into a number of effects,
including maneuvering.

Empirical methods are simple to use, but they are generally developed using a
limited set of experimental data for a narrow range of ships. Using empirical
methods for a novel hull that may be outside of the range of the experimental data
requires caution. The comparison with higher fidelity data (experiment or CFD) for
such cases provides necessary verification of the applicability and robustness.
Chapter 10 presents the results of a model test and full-scale measurement of a
Panamax pure car and truck carrier at speed. Chapter 11 describes a comprehensive
comparison between CFD results and empirical methods (Ikeda’s method and
neural network results based on Blume’s roll damping measurements) for a
twin-screw vessel.
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When a ship is damaged, the mathematical model has to include additional
forces related to water flowing into and out of the ship as well as flow inside the
flooded compartments, which can be very complex. Part V reports recent progress
in modeling those forces.

Chapter 12 focuses on the shipping of green water on deck and how it may
trigger flooding. The proposed method is based on potential flow—the fundamental
idea is to get an accurate wave profile along the ship hull, which will indicate the
amount of water that can get shipped onto the deck and then flood an internal
compartment through its openings. Chapter 13 looks into quasi-static and
quasi-dynamic models of the forces created by flooded compartments of a cruise
ship, and describes a numerical study supported by a model test.

Chapter 14 describes a CFD-based solution for the forces generated by fluid
motions in a flooded compartment, including sloshing. The volume-of-fluid model
was used within a Naiver–Stokes solver, while the external hydrodynamic forces
were computed using potential flow. This hybrid approach is aimed at describing
the dominant phenomena in the flooded compartment, mainly the nonlinear inter-
action between floodwater and ship motion (water/wave sloshing in the extended
compartment). Further development of these ideas can be found in Gao et al.
(2013).

Sloshing in flooded compartments is a formidable hydrodynamic problem due to
the very complex nature of the flow. An alternative to traditional RANS solvers,
which require a large mesh, is the method of smoothed particle hydrodynamics
(SPH) that does not require any mesh. Chapter 15 describes how the SPH method
can be implemented using graphic processing units (GPUs) that could be a much
less expensive alternative to high-performance computers normally required for
CFD. Note that sloshing may also be encountered in intact ships transporting liquid
cargo in partially filled tanks.

In summary, the first division describes contemporary mathematical modeling of
large-amplitude ship motions in waves. The models are typically of a hybrid nature,
in which the wave and hydrodynamic forces are computed using potential flow
methods, while CFD is more used in the modeling of forces of viscous and vortex
nature, including maneuvering forces, forces in flooded compartments and roll
damping forces. At the same time, Ikeda’s method continues to provide a practical
model for many cases and its applicability is being analyzed for more cases.

Dynamics of Large Motions

Having a valid mathematical model is a necessary but not a sufficient condition to
obtain a practical assessment of dynamic stability. The results of numerical mod-
eling must be interpreted to be properly understood. Correct interpretation identifies
which ship parameters can be adjusted to achieve a desired effect. Without a correct
interpretation, a naval architect must resort to trial and error. Dynamics provides the
means to correctly interpret the results of numerical simulation.
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The study of dynamics relies on suitable mathematical models. These models are
sometimes schematic and generally simpler than the mathematical models of ship
motions in waves, although the trend is for these models to become more complex
as computational power is increased. In most cases, such “dynamical” mathematical
models alone are not enough for obtaining an engineering solution, but the
numerical values produced by such models reveal important qualitative trends—
they provide guidance as to key design parameters and toward how the practical
problem should be approached.

Parametric roll, which is a focus of Part VI, may also serve as an illustration of
this approach. Parametric roll is a result of the parametric resonance that a ship
experiences because of periodic stability change in waves. Any ship motion model
with a body-nonlinear formulation for the hydrostatic and Froude–Krylov forces is
capable of reproducing parametric roll. The “dynamic” model for parametric res-
onance is the Mathieu equation, which is a single degree of freedom (DOF) linear
ordinary homogenous differential equation with a periodic coefficient. While the
Mathieu equation is a very simplistic model of the phenomenon (its solution tends
to infinity or stays at zero and does not even include a steady-state amplitude), it is
an invaluable tool for interpretation. Analysis with Mathieu equations guided the
successful reproduction of parametric roll in numerical simulations and model tests,
as described by France et al. (2003).

Chapter 16 describes a mathematical model specifically developed for the
numerical simulation of parametric roll. The objective was to produce quantitatively
correct results, which were confirmed by favorable comparison with an experiment.
The mathematical model has three degrees of freedom and is based on nonlinear
strip theory. Froude–Krylov forces are computed by pressure integration over the
instantaneous submerged body. Diffraction and radiation forces are found from a
solution of the boundary integral equation for velocity potential. The hydrodynamic
lift effect on the roll moment is also included. As it is specialized for parametric roll,
the model is simpler than more universal ship motion codes.

Parametric resonance and Mathieu instability occur not only on single-hull ships.
Spar platforms also can experience parametric resonance caused by periodic
changes of the hydrostatic restoring forces. Chapter 17 describes a mathematical
model of a spar platform and shows how Mathieu instability can develop following
large-amplitude heave motions. Chapter 18 continues the discussion of Mathieu
instability observed in offshore installations. It was found that a tension leg platform
may exhibit parametric resonance in close proximity to an FPSO. The chapter
describes a mathematical model of two moored bodies and summarizes a related
model experiment. Energy exchange between sway and yaw was among the
interesting phenomena found while solving this challenging two-body problem.

Part VII is focused on current developments related to surf-riding. Surf-riding is
not a dangerous phenomenon by itself, but most ships are not directionally stable
after being caught by a wave. This directional instability may result in broaching-to—
an uncontrolled turn that may be sharp enough to create a dangerous heel angle or to
capsize the ship. Mechanisms of surf-riding and broaching-to in regular waves are
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now well understood (Spyrou 1996), and the application of this understanding to a
hybrid ship motion code has motivated a study of how conventional dynamical
analysis techniques will work with a code. The continuation method is a technique of
particular interest, as it allows the “big picture” to be seen. Chapter 19 describes a
way in which the hydrodynamic memory associated with numerical hydrodynamics
codes can be treated within the continuation method.

The consideration of surf-riding in irregular waves has proved to be a significant
challenge. Chapter 20 describes a simple mathematical model for surf-riding in
irregular waves. While considering how to identify surf-riding in irregular waves, a
peculiar mechanism of catch-and-release was found. The transition to surf-riding in
regular waves means an attraction to an equilibrium created by wave force, thrust,
and resistance at the wave celerity. But what is the proper definition of wave
celerity in irregular waves? What patterns of motion should one expect? Chapter 21
tries to answer such questions. The most practical way for calculating celerity uses
the concept of instantaneous frequency in time and in space. Other possibilities
include computing the velocity of characteristic points on the wave profile, say
zero-crossing or maximum slope points. More details on that study are also
available in Spyrou et al. (2014), while an abridged version in Chap. 21 is deemed
necessary for completeness in reporting a contemporary state of the art.

Random variability, which is an essence of a realistic wave environment, brings
many challenges. Part VIII tracks contemporary development in applied proba-
bilistic methods suitable for ship stability applications. The practical implementa-
tion of randomness in seakeeping started with the seminal paper of St. Denis and
Pierson (1953) that was based on linear dynamical systems under Gaussian exci-
tation. As the linear system is a model for small motions, it cannot be applied to
stability problems. Including nonlinearity of motion with the stochasticity of
excitation is the central problem of the probabilistic approach to ship stability in
realistic waves taking into account the rarity of stability failures.

One way to address this problem is to detect wave events that are likely to lead to
large responses. The evaluation of the probability of such waves (or wave groups)
separately from ship dynamic considerations significantly simplifies the problem.
Chapter 22 considers the most basic statistical aspects of the problem: assessing the
uncertainty of direct counting of events in time and the evaluating wave conditions
that may lead to dynamic stability failure.

The wave that results in an extreme event may be difficult to find, as it may
require a very long Monte Carlo simulation. Chapter 23 describes a technique for
“manufacturing” such a wave by manipulating random phases; the technique is
known as Design Load Generator (DLG), as it was originally developed for
extreme loads. Chapter 23 gives a quick description of the DLG’s application for
parametric roll in near head seas, and more details can be found in Kim and Troesch
(2013).

Sea waves have a group structure. That means that a large wave comes (most
probably) with two other large waves that are slightly smaller; the largest wave
is typically in the middle. Moreover, wave hydrodynamics make the nearest
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environment of a large wave almost deterministic. Using the statistical properties of
wave groups, Themelis and Spyrou (2007) formulated a practical method for finding
the extreme response, considering only critical wave groups, i.e., wave groups
capable of invoking “interesting dynamics.” Chapter 24 describes the practical
application of the approach for a container ship. Other aspects of the wave group
method development can be found in Anastopoulos et al. (2015) and Chap. 30.

By the most general definition, a stochastic process is a set of mutually
dependent random variables. In the physical world, however, the dependence does
not last forever. This provides a chance to simplify mathematical models of
stochastic processes. White noise or Wiener process does not have any dependency
at all, while for Markov process the current state depends only on the previous state,
but not on the pre-previous state. If an excitation of a dynamical system can be
described by white noise, its repose will be a Markov process. Best of all, the PDF
of the response is a solution of the Fokker–Planck–Kolmogorov (FPK) equation.
These models and solutions make a very powerful apparatus known as Itô calculus.

Chapter 25 describes two applications of these ideas for the dynamic stability of
ship in irregular waves. Ocean waves cannot, of course, be modeled as white noise,
but adding a forming filter in the form of a linear differential equation to the
considered dynamical system obtains a response with Markovian properties. The
first application is based on the moment equation technique and provides a moment
of roll response higher than variance. The second application delivers a distribution
of roll motion by solving the FPK equation with the path integral method.

The application of capsizing probability is not limited to intact ship stability
assessment. The physics of the motion of a damaged ship is more complicated than
for an intact ship, but on the other hand capsizing is no longer a rare event—this
makes an approximate solution, from a probability perspective, viable. Chapter 26
describes a method for obtaining an analytical approximation of the capsize band,
which is the critical significant wave height that leads to capsizing in 30 min with a
probability greater than 0.5.

Chapter 27 shows an example of how unexpected the statistical properties of roll
motion in waves can be. It was found that roll angles and rates actually are
dependent, but not correlated, in simulations in stern quartering seas. This effect has
not been encountered in beam seas.

In summary, the second division of the book describes recent progress in
studying the dynamics of large ship motion in waves. The study of parametric roll
in irregular waves has continued and been extended to offshore installations.
Continuation methods for surf-riding and surging have been adopted to account for
wave radiation effects, while the study of surf-riding in irregular waves has led to a
formulation for celerity in irregular waves. In terms of stochastic dynamics, sig-
nificant attention has been focused on a critical wave/wave group approach. Other
topics include the application of Markov processes as well as an approximate model
for damaged ships and some unexpected statistical properties of large-amplitude
roll motions in stern quartering seas.
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Experimental Research

An early record of contemporary science was when Galileo used an experiment to
validate logic-based considerations. Since then, the role of experiments in research
has been twofold: discovering new facts and confirming or rejecting the results of
logical inference. In a more modern language, this can be called experimental
evaluation and experimental validation. For both types of experimentation, testing
technique is essential as it defines what can be seen in an experiment. Part IX
describes the state of the art in experimental techniques and some notable results in
experimental evaluation.

Capsizing in irregular waves is an especially challenging subject for experi-
mental study. Its dependence on the phase of the roll motions makes test repeata-
bility a very difficult objective. So, it makes sense first to study capsizing in regular
waves in order to map the parametric domain. Chapter 28 describes a technology
and results of the evaluation of dynamic stability in regular waves for systematically
changing wave lengths, wave steepness, speed, and heading. The model test out-
come was compared with numerical simulation using FREDYN. As the test was
carried out in regular waves, the results are very consistent and help to define the
ranges of parameters of concern for dynamic stability in waves.

Parametric roll in irregular waves is another nonlinear phenomenon for exper-
imental study that is subject to repeatability problems. Chapter 29 describes a
regular wave experiment on parametric roll in head seas. The model has a wide
breadth and shallow draft, which leads to strong nonlinearity in restoring. As a
result, the frequency range of parametric resonance is extended. Irregular wave tests
were performed to complement the regular wave study, and parametric roll was
observed when a wave group with the “correct” wave frequency was encountered.

The wave group approach for computation was introduced in Chap. 24, but it has
very serious potential for experimental research as well. “Dangerous” wave groups
are relatively short, so if initial conditions for the model test can be controlled, the
test may turn out to be repeatable. Chapter 30 addresses technological issues for
implementing the wave group method in a model basin. Once fully implemented,
this approach has the potential to significantly cut test time as only “dangerous”
wave groups need to be tested. A review of wave group applications is available in
Anastopoulos et al. (2015).

Planing craft represents a difficult subject for experimental study due to their
propensity for unstable behavior even in calm water. Chapter 31 describes a towing
test that reveals the relationship between the hydrostatic, hydrodynamic, and total
restoring moments of a craft at planing speeds. The results are presented for various
model speeds at two model displacements.

A damaged ship is also a more complex subject for experimental research, as
water in the flooded compartment as well as the water flowing in and out of the
flooded compartment may considerably change the dynamics. Chapter 32 describes
a fundamental experimental study of this problem. The model is a cylindrical body
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with open compartment, forced to roll in calm water. Not surprisingly, the effects
of the inflow and outflow can be largely characterized as damping.

A not-so-surprising experimental result is good news, especially when it comes
to validation, which is the main focus of Part X. Validation has become one of the
central topics over the last decade as more engineering decisions are made based on
numerical simulation. That takes the validation of numerical codes well outside the
pure research domain, so one must expect such validations to become more pro-
cedural and formal.

Chapter 33 gives a “big picture” of the validation of a numerical code for
assessment of dynamic stability. It comes with three main challenges: (1) validation
metric and criteria, (2) uncertainty characterization, and (3) validation scope. The
review of available answers to these challenges is the main contents of the chapter.

Extrapolation methods also require validation in terms of self-consistency: One
must prove that the extrapolation technique produces correct results. Chapter 34
considers a procedure for validating extrapolations. The idea is to create a very
large data set where rare events become observable, then take small subsets of this
data and apply the extrapolation to these subsets. If the extrapolation repeatedly and
correctly predicts the value observed from a large set, the extrapolation method is
valid.

Dead-ship condition is a classical assumed situation for stability assessment.
Chapter 35 describes a model test carried out to validate a 4-DOF (sway, heave,
pitch, and roll) mathematical model for estimating the probability of capsizing in
this condition. The model test was run with irregular waves and gusty wind gen-
erated by wind blowers. The judgment was made by an overlap of capsizing
probability estimates obtained from model test and numerical simulation. The
comparison was favorable for the 4-DOF mathematical model.

A probability estimate is generally a good metric for comparison, because it
averages out small differences, although it requires large amounts of data. What
if one wants to compare specific time histories between a model test and a code?
The problem is to obtain reliable information on the wave acting on the model.
Chapter 36 offers an approach to this problem by reconstructing the waves. This
approach was used to validate a 6-DOF panel code called PANSHIP for the case of
parametric roll in head seas.

Chapter 37 continues the discussion of parametric roll, describing a procedure
and results of a benchmark study, carried out by the Stability in Waves Committee
of the 26th International Towing Tank Conference (ITTC). Results of numerical
simulation with six different numerical codes were compared with a single model
test time history for each condition. The benchmark outcome was inconclusive:
Due to practical non-ergodicity, a single record does not contain sufficient infor-
mation for robust comparison. This latter point is an important observation, in and
of itself, because this same deficiency has affected previous benchmarking efforts,
which were inconclusive while providing no explanation as to why.

Chapter 38 describes the validation of a ship flooding simulation tool. The
approach is to initially validate the flooding model and the vessel model separately
and then couple the two models together for the final step in the validation process.
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A series of model tests have been undertaken and the data obtained has been
utilized as part of the validation process.

In summary, the third division of the book describes recent progress in exper-
imental techniques and research, validation, and benchmarking. Five model
test/experimental techniques are described: capsizing in waves, parametric roll,
wave group approach, stability of high-speed craft, and inflow/outflow of water for
a damaged ship. General validation procedures for numerical codes with model test
data and a specific validation procedure for extrapolation were considered in details.
Two validation experiments were described: dead-ship condition and for parametric
roll. In addition, results of the 26th ITTC parametric roll numerical simulation
benchmark are reported as well as validation of flooding simulations.

Requirements, Regulations, and Operations

Engineering practice plays a dual role for the development of applied science. It is a
consumer and a motivator. The fourth division reports progress on the “practical
side of the house.” It is placed at the end of the book in the hope of showing how
knowledge that was developed through theoretical considerations, experiments, and
numerical observations will result in better regulations and safer practices.

Part XI covers the development of intact stability regulations, but it is not the
only one to address this development. Many of the chapters, including those in the
other parts of the book, have been motivated by regulatory development because
regulations play a central role in providing marine vehicles with sufficient stability.

Goal-based standards (GBS) are high-level standards and procedures currently
under development by the International Maritime Organization (IMO)—a special-
ized agency of the United Nations responsible for regulating international shipping
and related matters. The central idea of GBS is to formulate a goal of safety, rather
than prescribe how to achieve it (MSC Circ.1/1394). Chapter 39 describes research
toward achieving the goal of safer container shipping. Large accelerations acting on
a containership in heavy weather represent a serious hazard to human life, property,
and the environment.

Modern design does not always allow hazards to be fully excluded through the
design process, so safety provisions must be brought into operations in the form of
operational guidance. Parametric roll of a containership provides a good example of
this. The variation of stability in longitudinal waves is the main driver of this
phenomenon. A buttock-flow type stern and flared bow are the hull form features
that are “responsible” for significant stability variation in such waves. Levadou and
van’t Veer (2006) have shown that it is not possible to fully eliminate parametric
roll through reasonable changes in the hull form, as the latter is dictated by the
intended service of the ship and fuel efficiency requirements. For this reason, the
responsibility for ensuring safety is increasingly shifting from design toward
operation.
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Another major development at IMO is the second-generation intact stability
criteria. The idea is to apply modern computation assessments for stability failure
types that are not covered or not completely covered by the current intact stability
regulations. A discussion of the main ideas and overview can be found in Peters
et al. (2011). Chapter 40 considers existing experience of numerical simulation that
can be brought into a regulatory framework for these new criteria. In fact, many
other chapters of this book were motivated by this IMO development, in particular
Chaps. 16, 33 and 35.

Chapter 41 looks into recent developments of stability regulations for European
sea–river ships. These vessels are mostly operated in inland waters, but are capable
of sailing in coastal routes as well. The combination of these two operational modes
makes regulatory development complicated, so a probabilistic approach is con-
sidered. The chapter also provides a review of current national and international
stability regulations.

Part XII describes regulatory development in damage stability. It starts from an
in-depth review of the development in Chap. 42. This chapter reflects the changes
in assumptions used to revise the regulations since the 1960s. Special attention in
this context is paid to ROPAX ships, whose subdivision has always been an issue.

Chapter 43 looks at the very same problem from a different perspective: pre-
vention of collision. The idea is to put prevention into the center of regulations
rather than simply mitigating its consequences. Crashworthiness is introduced as a
prerequisite to survivability. Discussion of the influence of structural factors con-
tinues in Chap. 44. Here, the focus is on how structural degradation may affect safe
return to port. Calculation results are presented for a ROPAX with side damage and
for an Aframax tanker with asymmetric bottom damage.

Watertight doors are, without a doubt, a critical survival element of a
ship. Chapter 45 presents a detail discussion on whether watertight doors should be
allowed to be kept open during navigation. The watertight doors cannot stay open
during navigation, but can be used for passenger and crew traffic in a controlled
manner. The chapter provides a unique “inside” view on those deliberations.

Continuing with the subject of passenger vessels, Chap. 46 tracks the evolution
of damage stability regulations, noting how progress in computational capabilities
and mathematical modeling has increased the number of flooding scenarios that are
considered: from one in mid-1960s to tens of thousands nowadays. The chapter
presents a view of a way forward and makes the case to abandon “grandfather
clauses” in regulations.

While going through the book, the reader probably noted more and more dis-
cussions on risk assessment/management approaches being considered for regula-
tory use. Taking a rational approach toward stability regulations, the question on
how safe is safe enough will be inevitable. Chapter 47 looks into that question,
considering the distribution of time before capsizing and the probabilistic charac-
terization of passenger evacuation.

While regulations do play a central role in providing sufficient stability for a
ship, the ultimate responsibility is shared between a designer and operator. Part XIII
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reports on new ideas and approaches to stability in design and operation. Chapter 48
discusses a new hull form concept that is meant to provide good stability at large
roll angles, while keeping the metacentric height very small, resulting in very small
motions in large waves. The chapter also looks into the role of water on deck and
considers the influence of the deckhouse architecture on stability in severe weather.

As noted above, a modern design does not always allow a hazard to be com-
pletely excluded at the design stage. Operational guidance, developed with
ship-specific data has become an important tool to ensure stability and safety during
operation. How efficient this tool is going to be depends on how well a crew is
trained to use it. Chapter 49 considers the crew training issues. It is noted that the
traditional focus of formal ship handing training has been on maneuvering in calm
water. Handing of a ship in heavy weather conditions is learned from experience.
However, this experience is limited even for seasoned ship handlers, as those
conditions usually are avoided. Use of a simulator for training is one possible
solution.

The third element of providing operational stability in heavy weather—together
with operational guidance and crew training—is onboard measurement and anal-
ysis. Onboard systems increase the crew’s situational awareness in heavy weather,
but to be useful those systems must run real time or faster. One idea discussed in
Chap. 50 is using an autoregressive modeling procedure. These procedures are fast,
as they use very few wave components—see also Chap. 2 of this book. In addition,
Chap. 50 describes testing of the proposed scheme with a parametric roll model
experiments.

Providing sufficient operational stability is not limited to heavy weather issues.
Some operations require special engineering preparation and carefully monitored
execution. One such operation was the transporting the damaged USS Cole with a
semi-submersible heavy lift ship, which is described in Chap. 51. A semi-submersible
heavy lift ship is an ocean-going vessel capable of submerging its open deck below
the water’s surface in order to allow another vessel to be floated over it. The operation
is also known as “float-on, float-off” or FLO/FLO.

Part XIV discusses the stability of naval vessels. The physics of stability failure
does not, of course, depend on whether a ship belongs to a navy or not, but stability
requirements are managed differently for naval and commercial ships. Naval vessels
are not covered by IMO instruments since they are either ships of war or troopships.
Nevertheless, international cooperation plays an important role in naval stability
assessment. The central place in this cooperation belongs to Cooperative Research
Navies (CRNav) and its Naval Stability Standards Working Group (NSSWG).

Chapter 52 gives a review of naval stability standards and describes the moti-
vations and objectives of international cooperation, including the forming of
CRNav and the NSSWG. The main simulation tool for this cooperation is
FREDYN. The chapter describes the work of the NSSWG toward a set of rational
criteria for the stability of naval frigates and the limitations of these criteria. The
relationship between the parameters of a GZ curve and the probability of capsizing
has been one of the cooperative research objectives.
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Chapter 53 continues the consideration of the NSSWG work, focusing on how
naval stability requirements influence the design and acquisition process. Different
methods for dynamics stability assessment are described, including relative prob-
abilistic assessment (comparing to a ship with known stability safety) and direct (or
absolute) assessment of capsizing probability. The probabilistic approach to
dynamic stability naturally rolls into risk-based procedures.

Consideration of capsizing risk is continued in Chap. 54, which addresses the
question of acceptable level of capsizing risk for a naval vessel. A concept of the
tolerability of risk is introduced; boundaries of tolerability are compared for dif-
ferent types of human activities. Finally, a value of 1 � 10−4 annual capsize risk
was proposed as a suitable level for the tolerable risk boundary for the loss of a
naval frigate at sea.

The discussion of naval developments in the assessment of dynamic stability,
probability of capsizing, and including stability hazard into overall risk assessment
would have been incomplete without relating it to similar developments in the
commercial fleet, namely GBS. This task is performed by Chap. 55, which con-
cludes with an overarching scheme of risk assessment.

In summary, the fourth division of the book describes recent development in
stability regulations, including goal-based standards. Notable developments include
direct stability assessment within the framework of the second-generation IMO
intact stability criteria, as well as crashworthiness, safe return to port, and role of
watertight doors in damage stability regulations. Operational issues include the
development of operational guidance, severe weather ship handing training, and
onboard measurements. Discussion of specific aspects of naval stability require-
ments has led to risk-based approaches, interrelated with similar development for
commercial fleet.
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Chapter 1
TEMPEST—A New Computationally
Efficient Dynamic Stability Prediction
Tool

William F. Belknap and Arthur M. Reed

Abstract The US Navy has embarked upon the development of a new
computational tool for simulating the responses of a ship operating in severe
sea states. This new tool, TEMPEST, is designed to be computationally efficient
to support real-time training simulators as well as high-resolution evaluation of
surface-ship, dynamic-stability performance across a wide range of possible envi-
ronmental conditions. TEMPEST aims to improve the state-of-the-art for real-time
computations through the inclusion of nonlinear (body-exact) hydrodynamic pertur-
bation forces and physics-based, viscosity-influenced lift and cross-flow drag forces.
Slender-ship and low-aspect-ratio lifting-surface theories provide the ability tomain-
tain computational efficiency while including the dominant nonlinearities within the
dynamic stability problem. This paper argues for the efficacy of TEMPEST’s theory
in reconciling the need for accurate predictions with computational efficiency.

1.1 Introduction

Ship operability and safety are often linked to its motions in waves and eventually to
its dynamic-stability risk. Evaluation of dynamic-stability risk is primarily achieved
through the gathering of performance data in the wave environment and speed-
heading condition of interest. The performance data can be obtained from model
tests or simulations.Model tests are expensive, limited in flexibility (wave conditions,
run length), and can have scale effects. If the design changes, or even the loading
condition changes, an entirely newmodel test needs to be executed. Simulations offer
the opportunity to include scale effects, provide nearly any environmental input
desired, and are generally easier to re-run when geometry or loading conditions
change. However, there is a significantly higher burden on simulations to validate
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the theory for full-scale ship performance. Regardless, there remains a need for the
designers and/or regulatory authorities who need to evaluate dynamic-stability risk
to have several tools at their disposal. Model tests, high-fidelity computational tools
(like CFD), and fast simulations all have their roles.

The number of conditions that must be simulated depends upon the resolution
to which dynamic stability needs to be characterized. If the failure modes are not
known a priori, it may be necessary to obtain motion statistics over a complete
range of environmental and ship-operating conditions. If the matrix of conditions
includes multi-directional seas with two or more wave systems (swell is more than
likely not correlated to the wind-driven system), the total number of simulations
quickly grows. For a nominal speed-heading resolution of every 5 knots and every
15°, each environmental condition could have approximately 150 conditions for
which extreme value statistics need to be generated. Because of this, there is a need
for computational efficiency. However, computational speed does not provide the
designer or regulatory authority any benefit if the answer is wrong. The goal then
is to generate sufficiently accurate results as computationally efficiently as possible.
The evolving understanding of the relevant physics allows for theory to be only as
complex as needed. It is with this objective that the U.S. Navy has embarked upon
the development of a new dynamic-stability simulation tool—TEMPEST.

1.2 Physical Problem

A simulation tool needs to be able to include the physical phenomena that are relevant
to the full-scale problem. As such, the first step in developing a computational tool
is to identify what the physical problem is and decompose it in a manner that can be
modeled. At the highest level, the physical problem can be described by the ambient
environment, the ship-control condition, and the forces acting on the ship. Figure 1.1
illustrates the physical problem to be modeled.

Rudder lift 
and drag
Rudder lift 
and drag

Propeller 
axial and 
side forces

Skeg lift and 
drag

Bilge keel 
forces Fluid Forces:

Wave excitation
Radiation forces (added mass & damping)
Hydrostatic pressure
Circulatory lift and cross-flow drag

Hydrodynamic 
and hydrostatic 
pressure

Wind
Forces

Fig. 1.1 Illustration of the physical problem to be simulated
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1.2.1 Environment

The definition of the ambient environment for the dynamic stability problem must
include both the wind and wave environments. In realistic sea conditions, the wave
environment is generally considered multi-directional. An example polar spectrum
showing two distinct wave systems is shownwithin Fig. 1.1. It is important to be able
to include multiple wave directions in a computational model because of the unique
physics that occur in such a situation. For example, one wave system may degrade
transverse hydrostatic stability while another may provide a rolling moment.

Another aspect of the wave environment that is strongly correlated to dynamic-
stability risk is the steepness of the seas. Steep seas have a more significant impact
on the change in wetted geometry, which has a large effect on the forces acting on the
hull. Within steep seas, nonlinear effects become stronger, such as the asymmetry of
the wave profile and the nonlinear pressure and particle kinematics.

The wind environment may or may not be aligned with the wave systems, which
produces another variable in the dynamic-stability-assessment matrix. Therefore, in
addition to a reference mean speed, the wind environment includes a mean direction.

In order to determine the force on the ship due to wind in high sea states, the wind
profile must be understood at the “local” scale, meaning that the effect of the nearby
wave shadowing is included. This results in an apparent gustiness from the effect of
being in the trough versus being on the crest. It is unclear whether or not capturing
these effects has a significant effect on the final ship-motion results, but it is has been
decided that the effects should be included until otherwise deemed unnecessary.

1.2.2 Ship Control

In a traditional “seakeeping” framework, the ship’s speed and heading is considered
known or prescribed. The solution of the seakeeping problem is the characterization
of the motions about this nominally constant speed and heading. This framework is
adequate and appropriate for determining the non-rare motion statistics, such as the
RMS or significant values.

In the characterization of the large-amplitude, or rare-motion problem, it is nec-
essary to consider the forces and responses that arise from large deviations from
the constant speed-heading condition. These may include, but are not limited to,
surf-riding and broaching. To allow for these, the ship must be self -propelled and
self -steered. As such, the physical problem is best characterized as a maneuvering-
in-waves problem.

To be self-propelledmeans that a propulsormodel of some sort provides a thrust to
balance the resistance forces present due to the air and water. Rather than prescribing
a speed, the thrust and resistance, both of which can be time-dependent, determine
the speed.
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Self-steered means that a rudder, azimuthing propulsor, or other steering device
is used to provide a yaw moment that counters a yaw moment induced by the aero-
dynamic and hydrodynamic forces on the hull. The time-changing balance of these
forces and moments leads to the time-changing heading of the ship.

1.2.3 Forces

The forces acting on the vessel in the defined ambient environment for the ship under
self-propulsion and self-steering control largely follow from the typically understood
seakeeping and maneuvering problems. The unique aspects of the dynamic stability
problem are the coupling of the forces and the effect of large-amplitudemotion and/or
large-amplitude waves.

The fluid forces on the hull consist of hydrostatic pressure, wave excitation
(Froude-Krylov and diffraction), radiation forces (i.e., the added-mass and wave-
making damping effects), resistance forces, and circulatory lift and cross-flow drag
that arise from viscosity. In a high sea state, these forces can act on a hull with large
changes in wetted geometry.

In the special case that the deck is submerged, the fluid flow must be treated as
a “green water” problem. The green water problem describes the time delay in the
force due to the time it takes for the fluid to cover the deck, as well as the shipping
of water as the deck reemerges.

In addition to the bare hull, the bilge keels provide a lifting force and a cross-flow
drag, as well as contribute to the added mass. As with other parts of the hull, the
bilge keels can exit and re-enter the free-surface.

Propeller forces depend on the advance coefficient, J , which in turn is affected
by the ambient environment (via wave-orbital velocities) and ship motions. In large
waves the propellers can exit and re-enter the water, which will affect thrust and con-
sequently speed of the ship. Furthermore, in the extrememotion and wave conditions
present, large inflow angles of attack can result that lead to side forces that can be
up to 40% or more of the axial force.

The rudder forces are coupled both with the propeller thrust and the ambient wave
environment. As with other appendages, the rudders are subject to exit and re-entry
through the free surface.

Finally, thewind environment imparts forces andmoments on the exposed parts of
the hull. The wind loads are dependent upon the time-changing, wind-speed profile
acting on the ship.

1.3 Importance of Nonlinearity

There are a number of nonlinearities that manifest themselves in the prediction of
motions of ships in extreme seas and dynamic stability. These range from: the equa-
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tions of motion, to the geometry of the vessel, to the hydrodynamics as exemplified
by the nonlinear free-surface boundary condition applied to the ambient wave field
and the hydrodynamic disturbance (radiated and diffractedwaves), and to Bernoulli’s
equation for pressure. The use of the fully nonlinear equations of motion is endemic
among dynamic-stability codes, but otherwise there are as many differences as there
are choices as to which nonlinearities are important and need to be included.

1.3.1 Hydrostatics and Froude-Krylov Forces

That nonlinearities are important for large-amplitude motion predictions has been
recognized for many years, and is illustrated by the extensive use of “blended”
methods that combine linear and nonlinear forces to predict large-amplitude ves-
sel motions (Beck and Reed 2001). Blended methods typically incorporate nonlin-
ear hydrostatic-restoring forces and nonlinear Froude-Krylov exciting forces due
to the incident waves, with linear radiation and diffraction forces. Both the nonlin-
ear hydrostatic-restoring forces and Froude-Krylov exciting forces account for body
nonlinearities, particularly in the presence of large-amplitude waves and extreme
motion responses.

The nonlinear hydrostatic-restoring forces arise from integrating the gZ term in
Bernoulli’s equation over the instantaneouswetted surface of the vessel in the incident
waves, so there is little ambiguity as towhat is to be computed (cf, deKat and Paulling
1989). The issue here is how is the “incident wave” defined—is it purely linear, or
does it include nonlinear (second-order or higher) terms? Since the mid 1800s, it has
been known that steep second-order waves have higher crests and shallower troughs
than linear waves (Stokes 1847), which will clearly affect the instantaneous wetted
surface of the vessel and thus the hydrostatic-restoring force on the vessel. (More on
the ambient wave description later in this section.)

The Froude-Krylov contribution to the exciting forces results from integrating
the hydrodynamic terms of Bernoulli’s equation (φt + 1/2∇φ · ∇φ), which result
from the incident waves over the immersed surface of the ship’s hull. In this case,
it is not as clear what terms should be integrated as it was for the hydrostatic term.
Many codes linearize Bernoulli’s equation to either φt or φt + Uφ, where U is the
forward speed of the vessel, either instantaneously or on the average. This leaves the
possibility of significant variation in results for the Froude-Krylov component of the
force without even considering the representation of the incident wave. Telste and
Belknap (2008) and Belknap and Telste (2008) present and discuss some examples
of this type of variation. The representation of the wave which will be presented later
adds even more variation.



8 W. F. Belknap and A. M. Reed

1.3.2 Hydrodynamic Forces

To develop an understanding of the hydrodynamic forces and moments on a vessel
undergoing large-amplitude motions, a numerical experiment was performed using
a variety of computational tools. These computational tools ranged from linear, to
blended, to fully nonlinear. The complete experiment is documented in a massive
report (15240 p.), Telste and Belknap (2008). Belknap and Telste (2008) and Reed
(2009) contain summaries of the results.

In the numerical experiment, thousands of the force andmoment calculationswere
made and compared for two hulls: oscillating in various modes of motion in calm
water (Task 1), fixed in waves (Task 2), and simulating large-amplitude motions by
contouring waves (Task 3). The results are presented in the form of time-history plots
showing simulated forces and moments at two speeds, for a variety of headings and
wave/motion amplitudes. It was not the purpose of the study to evaluate any one code
relative to another, but rather to evaluate the differences between various complexities
of theory; and in general, codes with a consistent level of theory produced quite
consistent results.

Figure 1.2 shows a time history of ship-fixed vertical force from predictions for
a hull undergoing forced heave in calm water at FN � 0.3 and ω � 1.1 rad/s, with
heave amplitude/draft of 0.8. Many of these Task 1 force and moment predictions
demonstrate the importance of nonlinearity in the radiation forces. An obvious indi-
cator of nonlinearity is the departure of the components of force and moment from a
simple sinusoidal form. This is seen in the predictions by the three nonlinear codes
shown in Fig. 1.2. A surprising finding was that the body-exact strip theory is capable
of capturing these important nonlinearities—comparable to the two fully nonlinear,
3-dimensional codes. This result provides hope for the development of fast codes to
predict dynamic-stability failures on the order of real time.

Figure 1.3 provides a time-history of ship-fixed vertical forces [hydrodynamic
(i.e., radiation and diffraction); Froude-Krylov; hydrostatic] on a hull which is con-
touring waves in following seas at FN �0, λ/L �2, and H/λ � 1/20. From these
Task 3 computations, it was found that the hydrostatic and Froude-Krylov forces
are an order of magnitude greater than the hydrodynamic forces. The hydrostatic
and Froude-Krylov forces calculated by all of the codes are in remarkable agree-
ment—there is no difference in the hydrostatic force, and the differences in the
Froude-Krylov force predictions are small. The hydrodynamic forces show signif-
icant variation between the codes. As it was impossible to distinguish between the
radiation and diffraction components of the hydrodynamic force, one cannot iden-
tify the sources of the difference. However, the hydrostatic and Froude-Krylov forces
are 180° out of phase with each other, so they largely cancel each other. Thus the
difference between the hydrostatic and Froude-Krylov forces is the same order of
magnitude as the hydrodynamic force, which means an accurate calculation of the
hydrodynamic force is very important.
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Fig. 1.2 Time-history of
ship-fixed vertical force from
Task 1 predictions for
ONRTH hull undergoing
forced heave at FN � 0.3
and ω � 1.1 rad/s, with
heave amplitude/draft of 0.8
(Belknap and Telste 2008)

1.3.3 Second-Order Waves

As discussed earlier, nonlinear ambient-wave models have the potential to signif-
icantly influence predictions of dynamic stability. Two aspects of this are impor-
tant: the shape of the wave profile; and the pressure within the wave. Stokes (1847)
showed that the second order waves had steeper crests and shallower troughs than
linear waves. According to linear theory, the pressure in wave crests (that portion of
the wave above the calm free surface) is not zero at the free surface, which leads to
significant errors in the predicted forces and moments on the ship’s hull, particularly
when the ship is in the wave crest in steep waves.

Figure 1.4 illustrates this for a wave of steepness (H/λ) of 1/10. It shows the
pressure contribution from the zeroth- [p0/(ρg) � −z], first- [p1/(ρg) � 2Aeνz cosθ],
and second-order [p2/(ρg) � −2νA2e2νz] terms in the pressure. As can be seen, the
sum of the zeroth- and first-order pressure terms (p0 + p1) differs significantly from
zero—providing an over prediction of the actual pressure at the free surface.

One method of dealing with this discrepancy with linear waves is the so called
Wheeler stretching (Wheeler 1970), where the origin of the vertical coordinate is
essentially shifted to the wave surface from the calm-water equilibrium surface,
resulting in zero pressure at the free surface. The Wheeler-stretching approximation
leads to much more realistic pressure distributions, and thus forces, than those forces
which result from no stretching.

In the case where one is employing second-order wave theory to obtain realistic
wave profiles in extreme seas, the use of second-order theory for the wave pressures
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Fig. 1.3 Timehistory of ship-fixed vertical force fromTask 3predictions forModel 5514hull,while
contouring following seas at FN �0, λ/L � 2,H/λ � 1/20, a hydrodynamic force, b Froude-Krylov
force, c hydrostatic force (Belknap and Telste 2008)

leads to accurate predictions of the pressure within the wave profile for regular
waves.1 The sum of the zeroth-, first-, and second-order pressure terms (p0 + p1
+ p2) in Fig. 1.4 provides an example of the second order pressure distribution,
which comes quite close to zero at the free surface, much closer than the first-order
approximation (p0 + p1).

A consistent implementation of second-order wave theory for irregular seas
leads to sums containing exponentials of sum- and difference-frequency terms. The
exponential-sum terms can become quite large near the wave crests, resulting in
extremely unrealistic pressures near the free surface of wave crests. This is illus-
trated in Fig. 1.5 for two waves of differing frequencies such that the ratio of their
wavelengths is 10.

1The second-order pressure equation does not require second-order wave theory; it can be used
with linear wave theory.
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Fig. 1.4 Pressure under a wave crest through second order divided by ρg, as a function of the
distance below the crest: H/λ � 1/10, ζ1 � 2Acosθ, ζ2 � 2A2ν cos(2θ), p0/(ρg) � −z, p1/(ρg) �
2Aeνz cosθ, p2/(ρg) � −2νA2e2νz (Courtesy of J. Telste)

Fig. 1.5 Pressure under a wave crest through second order, (p0 + p1 + p2)/ρg, for the sum of two
waves versus the distance below the crest, z − (ζ1 + ζ2), for two frequencies: λ1/λ2 � 10, H/λ �
1/10, (θ1, θ2)� (0, 0) (Courtesy of J. Telste)

There are several possible approaches that can be used to resolve the sum-
frequency issue for irregular seas. One suggestion is to use a 2- or 3-term Taylor
series expansion of the exponential rather than an exact-function evaluation. Stans-
berg et al. (2008) propose the use a low-pass filter applied to the linear horizontal
velocity. The reason for such a filter is given by Gudmestad (1993), who states that
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the exponential term becomes very large near wave crests if the low-pass filter is not
used.

1.3.4 Second-Order Forces

As a ship maneuvers in steeper and steeper waves, there are greater and greater inter-
actions between seakeeping and maneuvering, to the point that one cannot predict
maneuvering in steep waves by simply superimposing seakeeping and maneuver-
ing in a linear fashion (cf, Reed 2009). One of the reasons for this is the fact that
in steep waves the second-order hydrodynamic forces and moments (second-order
drift forces and moments, and added resistance in waves) begin to play a significant
part in the maneuvering behavior of the ship—slowing it down and speeding it up as
it executes a turn in waves (Skejic and Faltinsen 2008). For this reason, it is impor-
tant to have a comprehensive model of the physics that includes these forces. The
Froude-Krylov forces and moments capture a portion of these forces and moments,
but only the components due to ambient waves. There is a significant hydrodynamic
component that must be captured accurately.

1.3.5 Nonlinear Dynamical System

Finally, it needs to be recognized that a ship undergoing large-amplitude motions
in extreme seas represents a nonlinear dynamical system. As a consequence, the
vessel response can change drastically with small increases in excitation—this is
particularly true near and beyond the peak in the righting-arm curve, where the
restoring moment remains essentially constant or even decreases as the heel angle
(roll angle) increases. Conceptually this is easy to understand in calm water, but in a
seaway, there is even more variability due to the ship being posed on a wave—as the
wave passes along the hull the magnitude of the righting armwill fluctuate relative to
the calm-water righting arm and the angle corresponding to the peak of the righting
arm will vary. Whether the peak of the righting-arm curve increases or decreases
in magnitude and the angle at which the peak occurs is a function of the shape of
the hull above and below the calm-water waterline and the phase of the wave along
the hull. Statistically, this says that there will be significant uncertainty as to the
response of the ship under these circumstances. This has significant implications for
the validation of computational tools and it is important for one to understand these
concepts when validating the tools.
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1.4 Code Approach Options

Having identified the components of the maneuvering-in-waves physical problem
and understanding the importance of nonlinearity within the dynamic-stability prob-
lem, several modeling approaches were evaluated for implementation in TEMPEST.
Vassalos et al. (1998) provide an overview of the numerical tools and approaches
available for predicting dynamic-stability events. Further evaluation of options relied
on experience with existing ship-motion computational tools, though physical con-
siderations played a large role as well. One reason for this is that existing tools are
fallible; e.g., some of the tools may not have been adequately verified, meaning that
seemingly poor validation results can not be separated from potential bugs in the
code. A key argument for developing a tool from scratch is that it allows for best
verification practices (thorough documentation, unit tests, etc.) to be built in from
the beginning.

Perhaps the first high-level-approach question to consider is whether to follow a
complete flow solver (such as RANS or Euler VoF) or a potential flow-based track.
While the option to compute a total solution of the fluid flow is attractive because it
would include nearly the entire physical problem in a single computation, the compu-
tational cost is prohibitive given the number of conditions that need to be simulated.
For that reason, a framework that follows the traditional seakeeping decomposition of
a radiation and diffraction potential-flow solution added to a circulatory-lift solution
is the only practical path. The argument for such an approach is that there is weak
and/or one-way coupling between the hull radiation and diffraction (or “hydrody-
namic disturbance”) force and the lift and cross-flow drag on the appendages and the
hull itself. While this assertion requires validation, there is no apparent alternative
that meets computational speed requirements.

There are two basic paths that can be followed within the framework described
above. One approach is to combine a maneuvering theory with a seakeeping theory,
such as the two-time scale model employed by Skejic and Faltinsen (2008) that
attempts to break the problem into its low-frequency part (maneuvering) and high-
frequency part (seakeeping). The difficultywith this approach is avoiding any double-
counting of forces. The attractiveness of this option is that trusted maneuvering
models can be used. The second approach is to attempt to model the circulatory lift
problem by itself, thereby avoiding double-counting issues. The challenge then is
providing a robust model for this force.

Within the community of potential-flow approaches, a code can be described in
simple terms by how 3-dimensional it is and how much nonlinearity is captured. In
general, the more 3-dimensional and the more nonlinear a code, the less computa-
tionally efficient it will be. Table 1.1 provides a high-level view of the computational
expense within the matrix of nonlinearity-assumption and slenderness-assumption
ranges. “Linear” denotes potential-flow codes that are completely linear, whereas
“Blended” includes nonlinear (body-exact) hydrostatic and Froude-Krylov forces.
The term “Nonlinear” refers to codes with nonlinear hydrodynamic-disturbance
forces as well as nonlinear hydrostatic and Froude-Krylov forces. The item “2D”
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Table 1.1 Computational efficiency (computational seconds/simulated seconds)

Linear Blended Nonlinear

2D O(10-3) O(10-1) O(100) 

Slender ship est. O(101) 

3D* O(101) O(101) O(103)

*Time-domain solution of hydrodynamic disturbance for linear and blended methods

Table 1.2 Capturing physics and nonlinearity

Linear Blended Nonlinear

2D

Slender ship

3D

is strip theory; “Slender ship” means strip theory with some 3D effects or correc-
tions; “3D” refers to a fully 3D code. The cells of the table are colored green if
the computational speed is considered acceptable for providing a sufficient level of
data resolution for dynamic-stability risk characterization while red is considered
unacceptable.

Table 1.2 is organized identically to Table 1.1, but rather than color-coding accord-
ing to computational speed, the cells are color-coded based on an intuitive assess-
ment of the code’s ability to capture the relevant physical phenomena. This assess-
ment largely follows the arguments laid out on the importance of nonlinearity to the
dynamic stability problem.

These tables may provide simplistic views of the code-approach options for the
solution of the hydrodynamic forces, but they help the theory developer navigate the
solution space.

1.5 TEMPEST Approach

The philosophy driving the development of TEMPEST’s theory has been to include
all aspects of the maneuvering-in-waves physical problem as described earlier and
model these components such that they capture the important nonlinearities. The
review of code-approach options has given the development team confidence that a
computationally-efficient approach is feasible as long as the simplifying assumption
of ship slenderness is adopted. This is supported by Table 1.3, which provides an



1 TEMPEST—A New Computationally Efficient Dynamic Stability Prediction Tool 15

Table 1.3 Estimated composite ranking of computational efficiency and ability to capture the
relevant physics

Linear Blended Nonlinear

2D

Slender ship

3D

estimated composite ranking of the hydrodynamic-solution approaches within the
criteria of accuracy and speed. As noted earlier, accuracy is weighted more heavily
than speed, because quick but incorrect data is of no value to the user. The result is that
the TEMPEST approach is based on a fully body-nonlinear hydrodynamic solution
with advanced models: for the environment; for circulatory lift and for cross-flow
drag on the hull and appendages; and for other superimposed forces.

1.5.1 Environment

As input to the force models, the modeling of the environment becomes just as
important as the force models themselves. While the user generally describes the
wave spectrum and wind speed, it is the environmental models that interpret these
higher level inputs to provide ambient pressures and velocities at many places on the
hull at every time step.

Waves In TEMPEST, the seaway is modeled by second-order waves with arbi-
trary directionality. Though the modelling of second-order waves adds significant
computational cost relative to linear waves, it was determined that the steep waves
that lead to dynamic-stability events are best captured by a second-order model. It
is believed that the pressure and particle-velocity profiles obtained from the second-
order model, while requiring additional validation, are more accurate than linear
waves with Wheeler stretching in the “surf zone” above z � 0.

To alleviate some of the computational cost, FFT techniques are used to accelerate
the computations. An additional feature of the TEMPEST wave model is the avail-
ability of an integral-equation iterative solution in the special case of unidirectional
seas to find the linear input spectrum, when given the target second-order spectrum.

Long-term solutions may include a higher-order wave model that solves for the
evolving wave field. This may significantly increase computational time, but may be
necessary if the pressures and velocities are found to be not accurate enough in the
steepest waves using lower-order wave models.

Wind The TEMPEST ambient wind environment model defines the vertical wind
speed profile above the free surface at any point in space and time. The notable
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Fig. 1.6 Sample ambient-wave pressure on a 3D meshed hull

attribute of the TEMPEST wind model is that it attempts to account for the effects
of shadowing near large steep waves. This model is currently in development using
environmental data obtained from a North Sea oil rig.

1.5.2 Hydrodynamic Forces

The hydrodynamic forces acting on the ship are composed of:

• Hydrostatic and Froude-Krylov
• Hydrodynamic disturbance (radiation and diffraction)
• Green water on deck
• Resistance
• Bilge-keel
• Hull circulatory lift and cross-flow drag
• Propeller
• Rudder
• Wind

In all the force components, the effect of geometric nonlinearity is included by
accounting for the position of the hull and appendages relative to the incident waves.

Froude-Krylov and Hydrostatic Forces The Froude-Krylov and hydrostatic
forces are obtained by integrating the ambient-wave dynamic and static pressures,
respectively, over the instantaneously wetted hull. The wetted hull is determined
by the position of the ship and the undisturbed incident wave. To best capture the
longitudinal force, the pressures are evaluated on 3D panels. An illustration of the
body-exact Froude-Krylov plus hydrostatic pressure on a 3Dmesh is given in Fig. 1.6.

Hydrodynamic-Disturbance Forces The force that captures the traditional sea-
keeping radiation and diffraction forces is the hydrodynamic-disturbance force.
TEMPEST obtains this disturbance force by solving the time-domain potential-flow
boundary-value problemon the time-changingwetted surface of the hull. The conclu-
sion of the theory development team was that applying a slender-ship approximation
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Fig. 1.7 Illustration of the body-exact strip theory problem for a the entire ship, and b a single 2D
section

Fig. 1.8 Numerical solution of the time-domain boundary value problem for an example section
(from Bandyk 2009)

would still capture the dominant physics while allowing the computations to occur
at or near “real-time” speed. The theory behind this approach is given in a report to
be published by Sclavounos et al. (2010).

The body-exact hydrodynamic disturbance solution in TEMPEST is being imple-
mented in a two-phase process. In Phase 1, a strictly 2D approach is taken via a
body-exact strip theory. Phase 2 implements a slender-ship theory, built upon body-
exact strip theory that incorporates 3D effects.

The body-exact strip theory in Phase 1 follows the theoretical and numerical
approach presented byBandyk (2009). In this approach, impulsive andwave-memory
problems are solved on 2D strips at each time step, an example of which is shown in
Fig. 1.7. The boundary value problem is numerically solved by a 2D Rankine-panel
method where the body section has sources distributed on 2D panels and the free
surface uses desingularized panels. An example of this is shown in Fig. 1.8. Memory
effects are automatically captured in the solution of the free-surface panels’ source
strengths.
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In the Phase 2 hydrodynamic-disturbance potential solution, 3D effects are added
through the use of a 3D time-domain Green function that operates on the impulsive
source strengths determined on 2D sections.While this approach is presumablymore
computationally intensive than the body-exact strip theory, it may include 3D effects
that are significant to the dynamic-stability problem. In this approach, as opposed to
the body-exact strip theory in Phase 1, the wave-memory effects are obtained through
evaluations of convolution integrals within the Green function. To address the com-
putational burden, efficiency may be gained by simplifying the convolution integral
functions and/or determining equivalent impulsive source-dipole line distributions
within the interior of the wetted hull.

In both implementations of the body-exact hydrodynamic-disturbance problem,
the force can be calculated from the velocity potentials through pressure integra-
tion or a momentum formulation. Calculating pressure for the 2D problem involves
the difficult task of determining x-derivatives. Bandyk (2009) describes the use of
radial-basis functions to overcome this difficulty. The momentum formulation (see
Sclavounos et al. 2010) simplifies the force evaluation by requiring only a time-
derivative on the integrated potentials.

Finally, hydrodynamic-drift forces that arise from the disturbed free-surface ele-
vation are included. This is done in a simplified manner by evaluating a waterline
integral that provides a hydrostatic correction due to the disturbance-wave elevation
around the hull.

Green Water on Deck To account for the physics of deck submergence and re-
emergence, a semi-empirical green-water model is included. This model has been
implemented and successfully tested in LAMP (Liut et al. 2002). This model uses
empirical relationships to get water height on deck given the deck-edge exceedence
following Zhou et al. (1999). A notable deficiency of this green-water-on-deckmodel
is that it does not capture the lag in elevation across the deck due to the flow of water
on and off the deck. However, until it can be shown that the lag effect is important
to the dynamic-stability problem, computational efficiency requirements dictate the
use of this semi-empirical model.

Ship Resistance The TEMPEST resistance model uses a user-supplied resistance
curve with the wave drag removed via a series of speed-calibration runs. The cali-
bration runs remove any double-counting with the hydrodynamic-disturbance force.
To account for body nonlinearity, the resistance curve is modified to account for the
instantaneous wetted surface. The quasi-steady resistance is then obtained based on
the instantaneous velocity through the water which includes the influence of wave
orbital velocities.

Bilge-Keel Forces Low-aspect-ratio lifting-surface theory is the foundation of
the TEMPEST bilge-keel force model (cf, Greeley and Peterson 2010). The work of
Bollay (1936) inspired the model by showing that the trailing vortex sheet comes off
the edge of the surface at an angle equal to half the angle of attack. By prescribing
this trajectory of a trailing vortex sheet, a vortex-lattice method can be used to solve
for the circulation strength and determine the (quasi) steady and unsteady forces due
to lift. This method breaks down at angles of attack greater than about 50 (generally
low-ship-speed conditions) where there is no true lift, so a Morison equation-based
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model is used. An “instantaneous” Keulegan-Carpenter (KC) number is estimated
through the use of a short-time spectral analysis of normal velocity using a discrete
Fourier transform. In large-amplitude roll cases, the effect of the bilge keels piercing
the free surface is captured by means of a piece-wise damping model that accounts
for various pieces of the hull entering and leaving the water (Bassler et al. 2010).

Hull Lift and Cross-Flow Drag Similar to the hydrodynamic-disturbance force,
the hull lift and cross-flow drag-force model is being implemented in a two-phase
manner. The initial model uses low-aspect-ratio lifting-surface theory to estimate
time-changing (due to waves and motion) side-force and yaw-moment coeffi-cients.
These coefficients are calibrated based upon user-supplied coefficients. This lift force
is phased out over increasing drift angle, β, through a cos2β multiplier that approx-
imates stall. A cross-flow drag force is also calculated at each section for the time-
changing geometry. This force follows a sin2β behavior due to the fact that the only
influence is the square of the cross-flow velocity. The cross-flow drag coefficients
can be user-supplied or estimated based on shape coefficients. Reynolds-number
dependence of cross-flow drag coefficients is included.

The second phase of the hull lift and cross-flow drag-force model implementation
will apply the vortex-lattice techniques developed for the bilge-keel force model.

Propeller Forces The propeller forces are included as external forces to the hull.
The key attribute of the TEMPEST propeller-force model is that it includes not just
the axial force but also side forces when the inflow velocity provides an angle of
attack to the propeller. The inflow velocity includes the effects of body velocity
(including rotations), wave-orbital velocities, and an estimate of the viscous wake
due to the presence of the hull.

The forces developed by the propellers due to the time-varying inflow are deter-
mined by a blade-element model. The blade-element model will properly account
for partial or full emergence of the propeller. Pending more study, scale effects may
be included to account for lost of thrust due to cavitation.

Rudder Forces The TEMPEST rudder-force model provides the forces due to
lift and drag only. The contribution to the radiation and diffraction problem is not
considered. Scale effects are accounted for by adjusting the angle of attack at which
stall, with its fall off of lift, occurs as a function of Reynolds number. To account for
body-nonlinearity, the rudder force is scaled by the immersed area of the rudder.

Wind Forces Wind forces are determined on the hull following a horizontal strip-
theory approach similar to that given by Gould (1982). The benefit to a strip-theory
approach is that it allows the use of an arbitrary wind-speed profile while still taking
advantage of calibratedwind-drag andmoment coefficients.Given the need to include
non-traditional wind profiles due to the local presence of large, steep waves, such an
approach is necessary.
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1.6 Conclusions

TEMPEST is a new dynamic-stability simulation tool currently in development by
the US Navy. The requirements of the tool are accuracy and computational speed.

After careful study of the physical problem, a comprehensive set of environment
and force models has been described that is expected to provide a viable solution
to the dynamic-stability prediction problem that advances the state-of-the-art. The
fundamental argument behind the TEMPEST approach is the requirement for body-
nonlinearity in all forcemodels, including the hydrodynamic-disturbance force (radi-
ation and diffraction).

The TEMPEST development will be followed by extensive validation at the com-
ponent level and as a system.
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Chapter 2
Modeling of Incident Waves Near
the Ship’s Hull (Application
of Autoregressive Approach in Problems
of Simulation of Rough Seas)

Alexander B. Degtyarev, Arthur M. Reed and Vladimir Mareev

Abstract This chapter introduces the basics of the ARMA (Autoregressive Moving
Average) model of short-crestedwindwaves. Themodel consists of an autoregressive
component for temporal dependence and evolution and a two-dimensional moving
average component for spatial dependence and propagation. A brief description of
the validation of the model is given with special emphasis on the analysis of the
dispersion relationship.

Keywords Autoregressive/moving average model (ARMA) · Short-crested waves

2.1 Introduction

Mathematical modeling of the behavior of a ship at sea requires a description of the
wind driven wave field. The most popular models for describing wind waves are
models based on the linear expansion of a stochastic moving surface as a system of
independent random variables, such as the models by St. Denis and Pearson (1953),
Rosenblatt (1957), Sveshnikov (1959) and Longuet-Higgins (1962). The most pop-
ular model is that of Longuet-Higgins, which is based on a stochastic approximation
of the moving wave front as a superposition of elementary harmonic waves with
random phases and random amplitudes, εn, cn:
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ς (x, y, t) �
∑

n

cn cos(unx + vn y − ωnt + εn) (2.1)

where the un and vn are wave numbers; the frequency ωn associated with wave
numbers through a dispersion relation

ωn � ω (un, vn)

The phases εn are jointly independent random variables uniformly distributed in
the interval [0, 2π].

Longuet-Higgins’ model is simple, easily computed, and incorporates the physi-
cal fundamentals of the wind waves in a consistent manner; see a brief argument in
Degtyarev and Reed (2013). As noted in this reference, the model also has several
deficiencies, mostly related to computational performance. In particular, its applica-
tion becomes very computationally expensive in long records due to self-repeating
effect (Belenky 2011). The effect is especially strong if a spectrum is broad and has
several peaks.

The recent development of computationally efficient ship motion simulation tools
(see Chap. 1 of this book) may greatly benefit from the computationally efficient way
of modeling the wave environment with autoregressive model, the fundamentals
of which are examined in this text. This chapter is focused on a short-term wave
modeling; the long-term and synoptic scale modeling is considered in the previous
book (Degtyarev 2011).

2.2 Basic Autoregressive Model of Ocean Waves

The basic idea of the autoregressivemodel (AR) is based on aMarkov process, but the
dependence is extended further in the past. AR presents a stochastic moving surface
as a linear transformation of white noise with memory. ARs are commonly used
in other areas of probabilistic mechanics and dynamics to model stationary ergodic
Gaussian random processes with given correlation characteristics (Box et al. 2008),
but they have not been applied extensively to wind waves. The formal mathematical
framework of the ARM for waves was developed by Spanos (1983), Gurgenidze and
Trapeznikov (1988) and Rozhkov and Trapeznikov (1990).

In the ARM, the time history of the wave elevation ζt at a fixed point can be
presented as:

ζt �
N∑

i�1

�i ζt−i + εt (2.2)



2 Modeling of Incident Waves Near the Ship’s Hull … 27

where t is time, N is the order of the model, �i are autoregressive coefficients, ζt − i

are the values of the elevation at the last N last time instants, and εt is a Gaussian
white noise.

The autoregressive coefficients�i can be estimated from the autocovariance func-
tion (ACVF) using the Yule-Walker equations, which are derived as follows. Start
by multiplying both sides of (2.2) by ζt :

ζ2t � ζt

N∑

i�1

�i ζt−i + ζtεt

Integrate both sides from 0 to T and multiply by 1/T :

1

T

T∫

0

dtζ2t � 1

T

T∫

0

dtζt

N∑

i�0

�iξt−i +
1

T

T∫

0

dtζtεt

In the limit as T→∞, the integral on the left-hand-side becomes the variance of
the elevation, V ζ , and the second integral on the right-hand side goes to zero, leaving:

Vζ � 1

T

T∫

0

dtζt

N∑

i�1

�i ζt−i

Rearranging the order of integration and summation gives:

Vζ �
N∑

i�1

�i
1

T

T∫

0

dtζtζt−i

In the limit as T→∞, 1
T

∫ T
0 dtξtξt−i becomes the autocovariance function K ζ

with lag i.

Vζ �
N∑

i�1

�i Kζ(i) (2.3)

Equation (2.3) is the first of a series of linear equations for the unknown coeffi-
cients of the autoregression model for ζt . To develop the second equation, multiply
both sides of (2.2) by ζ t − 1, resulting in:

ζt−1ζt � ζt−1

N∑

i�1

�i ζt−i + ζt−1εt

As with the first equation, integrate both sides from 0 to T and multiply by 1/T :
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1

T

T∫

0

dtζt−1ζt � 1

T

T∫

0

dtζt−1

N∑

i�1

�i ζt−i +
1

T

T∫

0

dtζt−1εt .

In the limit as T→∞, the integral on the left-hand-side becomes the autocovari-
ance function of ζt with lag 1, K ζ(1); and the second integral on the right-hand side
goes to zero, leaving:

Kζ(1) � 1

T

T∫

0

dtζt−1

N∑

i�1

�i ζt−i

Rearranging the order of integration and summation gives:

Kζ(1) �
N∑

i�1

�i
1

T

T∫

0

dtζt−1ζt−i

In the limit, 1
T

T∫

0
dtζt−1ζt−i becomes the autocovariance function K ζ with lag i –

1,

Kζ(1) �
N∑

i�1

�i Kζ(i − 1) (2.4)

Equation (2.5) is the second in a series of linear equations for the unknown coeffi-
cients of the autoregressionmodel for ζt . Generalizing this,multiply (2.2) by ζt − n and
follow the same procedure used in deriving the first two linear equations, resulting
in:

Kζ(n) �
N∑

i�1

�i Kζ(i − n) (2.5)

Recognizing that the variance is the autocovariance function with a lag of zero,
V ζ � K ζ(0), Eq. (2.7) is valid for n � 0, 1, 2,…. Thus, we have a general formula for
defining the system of linear equations for the unknowns �k , k=1,…, N needed to
define the autoregressive model for ζt of order N , Eq. (2.2).

These equations for the coefficients of the autoregression equation are known as
the Yule-Walker equations (Box et al. 2008). They are named after G. Udny Yule
and George Walker who developed the first autoregressive models in the late 1920s
and early 1930s (Yule 1927; Walker 1931).

The order of AR model is chosen to satisfy the condition that the difference
between the variance of modeled process and the given variance is less than a certain
threshold—usually 3–8%. The number of coefficients usually does not exceed 15,
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however it could be as low as 3 for the for a narrow-band process. Typical order for
real waves consisted of wind waves and swell is about 8.

After the coefficients �k have been computed, the variance of white noise is
calculated as:

σ2
ε � σ2

ζ −
N∑

i�1

�i Kζ(i)

σζ is the standard deviation of the wave elevation.
Autoregressive models for wind waves require a remarkably small number of

components (N), to recreate the wave surface. The periodicity of such a model is
determined solely by the period of random number generator used in the simulation,
which fully resolves the self-repeating effect. The computational algorithm is rel-
atively simple and converges fairly quickly. Furthermore, the AR is not limited to
Gaussian processes. To get a non-Gaussian distribution, a nonlinear transformation
of white noise with memory can be used; also one can use non-Gaussian white noise.

2.3 Autoregressive Moving Average Model of Ocean Waves

The autoregressive model (2.2) represents wave elevation at a point. The propagation
of the wave is modeled by adding a moving average model to Eq. (2.2). The moving
average model presents the current values of a stochastic process as a sum of current
and previous random variables–values of Gaussian white noise εj

ζt �
N∑

j�0

� j εt− j (2.6)

where �j are the coefficients expressing the dependence. These coefficients are can
be found from the following equation (Box et al. 2008):

Kζ(i) � σ2
ε

N∑

j�i

� j� j−i (2.7)

where σε is the standard deviation of white noise. The standard deviation of white
noise is found as:

σ2
ε � σ2

ζ

1 +
∑N

j�0 �2
j

(2.8)

Equations (2.7) and (2.8) make a system of nonlinear algebraic equations, which
can be solved numerically with the Newton-Raphson method (Box et al. 2008).
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Fig. 2.1 Autocorrelation function versus x for t=0 and versus t for x=0

Themoving averagemodel has a similar function as the autoregressivemodel. The
choice of one over another depends on the shape of spectrum. AR works better for a
“peaky” spectrum—like a temporal spectrum of ocean waves. The moving average
model was found to perform well numerically for spatial spectrum of ocean waves.
A combination of autoregressive and moving average model is known in statistics
as ARMA. The autoregressive part is used to reflect the temporal dependence while
the moving average describes the spatial dependence:

ζt �
N∑

i�1

�i ζt−i +
M∑

j�0

� j εt− j (2.9)

As an example, an ARMAmodel for long-crested progressive waves is developed
for a nominal autocorrelation function of the following form:

Kζ(x, t) � exp(−0.42(t + x)) cos(t − 1.8x)

Figure 2.1 plots the autocorrelation function versus x for t=0 and versus t for
x=0.

An ARMA model was constructed with order N=20 for the auto-regressive term
and M=5 for the moving average term, with a 1 s increment for time and a 1 m
increment in space. Figure 2.2 shows the resulting waves simulated presented as a
series of spatial “snapshots”. The “base” points computed at the AMRA space/time
increments are interpolated with a cubic spline to reveal the waves. Attempting
to construct the ARMA using smaller increments may result in an ill-conditioned
set of linear equations for the ARMA coefficients. This is probably caused by the
accumulation of numerical error.

2.4 Short-Crested Ocean Waves

Todescribe short-crested oceanwaves, the approachhas been extended to any random
scalar field (Degtyarev and Boukhanovsky 1995; Boukhanovsky et al. 1998, 2001):
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Fig. 2.2 Plane progressive wave—collection of spatial snapshots

ζ(x,y,t) �
N∑

i�1

�i ζ(x,y,t−i) +
Mx∑

j�0

My∑

k�0

� j,kεt− j,t−k (2.10)

where Mx is the order of the moving average model on coordinate x and My is the
order of themoving average on coordinate y. Thewhite noise values ε and coefficients
� have double indexes.

The calculation of the autoregression coefficients �i is no different than for the
single-dimension case (2.5). However, it is difficult to apply the Newton-Raphson
method for 2D spatial moving average model. Instead, a fixed point iteration can be
used with the following formula:

�i,m � −Kζ(i,m)

σ2
ε

+
Mx∑

j�i

My∑

k�m

� j,k� j−i,k−m

whereK ζ(i,m) is a spatial autocovariance function for indexes i andm, corresponding
to coordinates x and y.

Details of the computational aspect of this model can be found in Gankevich and
Degtyarev (2018).
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2.5 Validation of Autoregressive Model

The Longuet-Higgins model (1) has a placeholder for the dispersion relationship, as
both wave number and frequency have to be specified for each wave component. The
ARMAmodel takes the spectra/ autocorrelation functions as inputs, so the dispersion
relationship must be included implicitly through the modeled dependencies. Is that
so?

This problem was addressed by Degtyarev and Reed (2013). Consider a point
spectra of wave elevation and wave slope. The ratio of these spectra reveals the
dispersion relationship:

Sα(ω) � (k(ω))2Sζ(ω) as α(t) ≈ dζ(x, t)

dx

where α is the angle of wave slope, x is the direction of wave propagation, ω is
the wave frequency, Sζ is the spectral density of wave elevations, Sα is the spectral
density of angles of wave slope, and k(ω) is the wave number (spatial frequency).
The dependence between the wave number and wave frequency is the dispersion
relationship. It is found as:

k(ω) � a
ω2

g

where g is the acceleration of gravity and a is an empirical coefficient; a=1 corre-
sponds to the case of Airy theory for small-amplitude waves. Linear regression is
used to find a for the estimated spectra.

Figure 2.3 shows results for wave measurements corresponding to sea state 5 and
8. The measurements were taken at a single-point in a towing tank of Kaliningrad
Institute of Technology (Degtyarev and Boukhanovsky 1995). The estimates of the
empirical parameter are greater than 1. As expected, the parameter increases with sea
state, as the waves become larger and steeper, and the small-amplitude wave theory
becomes less applicable.

The dispersion relationship is “embedded” in the estimated spectra of wave ele-
vation and wave slope and will be “inherited” by corresponding auto-correlation
functions. Thus, the coefficients �i of the autoregressive model (2) will carry the
information of the dispersion relationship. In principle, one could restore the records
of wave elevations and wave slope angle with (2) and then compute their spectra
and repeat the regression. However, as the autoregressive model is known to keep
the input autocorrelation function, the result is not expected to differ from the one
shown in Fig. 2.3. Thus the answer is: the correct dispersion relationship is a matter
of the consistency of the input.

This analysis of the dispersion relationship is the first step towards validation.
Once one is able to demonstrate that the modeled moving stochastic field has the
physical properties of gravity waves in the water surface, the next step is verification
of statistical properties.



2 Modeling of Incident Waves Near the Ship’s Hull … 33

0.2 0.4 0.6 0.8 1.0 1.2 1.4
0

0.1

0.2

0.3

ω, 1/s

k(ω), 1/m
Sea state 8 (a=1.314)

Sea state 5 (a=1.225)

Small-amplitude wave theory
a=1.0

Fig. 2.3 Dispersion relationship estimates

Degtyarev and Reed (2013) describe this effort using simulated aerial pho-
tographs. Given a rectangle, ARMA is capable of generate wave elevations within
this rectangle, corresponding to a particular instant of time. The resulting sample
is similar to an aerial photograph of the sea surface, wherefrom the name has been
taken.

The “true” values to compare with were taken from Davidan et al. (1978), which
includes Welbull approximations for wave height, length, steepness and length of
the crest developed from full scale measurements. The comparison was carried out
using Q-Q plots and found ARMA to perform quite satisfactory.

Another validity check was done on the dependence between wave height and
wave length. The comparisonwas carried out between sampled and “true” conditional
mean values and between sampled and “true” conditional variance. The “true” values
for conditional mean and variance were taken fromDavidan et al. (1978). The results
of the comparison were favorable for the ARMA model.

The importance of this successful comparison is that themodel’s input was limited
by the spectra/ autocorrelation function and did not contain any explicit data on wave
height, wave length and their dependence. Nevertheless, the model has managed to
reproduce these “derived” characteristics correctly in a statistical sense; this is the
best demonstration of the probabilistic validity of the model.

Other validation tests, described in Degtyarev and Reed (2013), include mixed
ocean waves (wind waves plus swell).
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2.6 Summary and Conclusions

This chapter has introduced the basics of Autoregressive Moving Average—AR-
MA—for short-crested oceanwaves. As indicated by its name, ARMAconsist of two
parts: Autoregressive Model and Moving Average Model. Both models are intended
to restore a record of a stochastic process from its autocorrelation function (or a
spectrum) by filtering Gaussian white noise.

The ARMA model of short-crested ocean waves uses an autoregressive model
to represent temporal dependence and evaluation and a two-dimensional moving
average model to represent spatial dependence and propagation.

Compared to the conventionalLonguet-Higginsmodel, theARMAmodel requires
considerably fewer coefficients for a record of the same length, which promises
significant savings in computational cost. These computational cost savings are
expected to be especially substantial for long records as the ARMA is not prone
to the self-repeating effect. In addition ARMA is, in principle, capable of modelling
non-Gaussian wave if a nonlinear transformation of white noise is used.

The ARMA is a statistical model; the correct reproduction of the physics of
gravity surface waves depends on consistency of the input autocorrelation functions.
The chapter gives a brief review of the statistical validation carried out for the ARMA
model.

The ARMA provides only the wave elevation, so the practical application of the
ARMA model for numerical simulation of ship motions in irregular waves requires
a method to compute the hydrodynamic pressure and velocity field associated with
the wave field (Degtyarev and Gankevich 2015). This is the topic of the next chapter.
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Chapter 3
Evaluation of Hydrodynamic Pressures
for Autoregressive Model of Irregular
Waves

Alexander B. Degtyarev and Ivan Gankevich

Abstract This paper proposes a new way of simulating the pressure field of the
incident wave near a ship’s hull. The approach is based on an autoregressive moving
average (ARMA) model of the incident wave surface. This model retains all of the
hydrodynamic characteristics of sea waves and allows the accurate solution of the
potential flow problem and calculation of the hydrodynamic pressures below the sur-
face. This chapter describes the solution of two-dimensional and three-dimensional
problems.

Keywords Autoregressive/moving average model (ARMA) · Short-crested waves

3.1 Introduction

Direct assessment of ship stability in irregular waves requires the use of advanced
hydrodynamic codes for numerical simulation of ship motions (e.g. see Beck and
Reed 2001; Chap. 1 of this book). Amodel of irregular waves is an important compo-
nent of these numerical simulations.Most current shipmotion applications usemodel
based on Longuet-Higgins (1962). Autoregressive moving average (ARMA) models
have become a standard for modeling random excitation in many areas of proba-
bilistic mechanics (Box et al. 2008; Spanos and Zeldin 1996), but the development
of ARMA models for ship motions is still in progress (Spanos 1983; Bukhanovsky
et al. 1998; Degtyarev 2011; Degtyarev and Reed 2013). The latter reference offers
an analysis of the computational advantages of an ARMA wave model and suggests
that it would make it a good fit for a new generation of computationally efficient
tools (Chap. 2 of this book), thus renewing the interest.

The problem of modeling ocean waves in a form suitable for numerical simula-
tion of ship motions is a complex one. Not only are the wave elevations a random
moving surface—the computation of forces acting on ship requires the knowledge of
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wave pressures around the ship hull. Modeling wave pressure is straightforward for
a Longuet-Higgins model as an explicit expression for the 3-D pressure field is avail-
able, while theARMAmodel provides only thewater surfacewith required statistical
characteristics. Thus, the calculation of the pressures becomes a separate problem.
The fundamentals of this problem are considered inDegtyarev andGankevich (2012)
and further development is presented in Gankevich and Degtyarev (2015), Weems
et al. (2016). This chapter is focusedmostly on the fundamentals of thewave pressure
problem under moving random surface.

The ARMA model of a moving wavy surface in three dimensions (2-D space+
1-D time) is expressed as (Chap. 2 of this book):

ζ (x, y, t) �
N∑

i�0

�iζx,y,t−i +
Mx∑

j�0

My∑

k�0

Θ j,kεx− j,y−k,t (3.1)

(Mx, My) is the order of the moving average model on coordinate x and My is
the order of the moving average on coordinate y, t is time, N is the order of the
autoregressive model, �i are autoregressive coefficients, ζt − i are the values of the
elevation at the previous N time increments, �j,k are the coefficients expressing the
spatial dependence through the moving average, and ε is Gaussian white noise.

3.2 Hydrodynamic Pressure Under the Wave Surface

To determine the evolution of the hydrodynamic pressure under the wave surface,
consider the two-dimensional problem fromwave theory. The traditional formulation
is reduced to finding the wave potential (Kochin et al. 1964). The solution to this
problem provides a complete definition of the hydrodynamic pressure of the wave
surface:

∇2ϕ � 0

∂ϕ

∂t
+
1

2
|∇ϕ|2 + gζ � p0

ρ
on z � ζ (x, y, t)

Dζ

Dt
� ∇ϕ · �n on z � ζ (x, y, t) (3.2)

whereϕ is a velocity potential, g is gravity acceleration, p0 is an atmospheric pressure,
ζ is the free surface elevation, ρ is water density, D/Dt is a total derivative; vectors
are identified by an arrow above the symbol; �n is a normal vector, ∇ is a gradient
operator, and ∇2 is a Laplacian.

TheLaplace equation for the velocity potentialϕ(x, y, z, t) in the coordinate system
shown in Fig. 3.1 is supplemented by two boundary conditions on the wave surface.
These are the conditions that the pressure at the surface is equal to atmospheric pres-
sure p0 (dynamic boundary condition) and the continuity of fluid motion (kinematic
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Fig. 3.1 The coordinate
system

x

z

ζ(x,y,t)

y

condition). The last condition states that a liquid particle belonging to the surface
cannot go into (or out of) the fluid domain and must remain on the surface.

The complexity of (3.2) is that the boundary conditions are nonlinear and have to
be satisfied at the unknown free surface. The system (3.2) can be reduced to Laplace’s
equation with one combined boundary condition by eliminating the unknown ele-
vation of free surface (Kochin et al. 1964; Newman 1977). It is known that this
formulation assumes the transfer of boundary conditions to the unperturbed surface
z�0.

Thepresent case is different, however, as the free surface is known from theARMA
representation (3.1). This free surface is a result of statistical modeling that does not
necessarily always describe real-world physics. The physicality of the ARMAmodel
is dependent on the consistency of the auto covariance functions from which the
ARMA model was developed; see the argument in Degtyarev and Reed (2013) or in
Chap. 2 of this book. For the purpose of the numerical simulation of shipmotions, any
stationary realization of waves can be used, so the initial conditions for the system
(3.2) may be taken random.

As the free surface is known, one of the boundary conditions in the system (3.2)
can be dropped from further consideration. It is logical to exclude the first (dynamic)
condition, as it contains a derivative of the potential over time. The Laplace equation
itself and the second boundary condition do not contain derivatives of the unknown
function of time. Note that the first boundary condition is usually linearized and used
to find the free surface:

ζ(x, y, t) � 1

g

∂ϕ

∂t
(3.3)

Since the surface is already known, the first boundary condition for can be used
to find the temporal derivative of the potential:

∂ϕ

∂t
� p0

ρ
− 1

2
|∇ϕ|2 − gζ (3.4)

As a result, the system of Eq. (3.2) is reduced to solution of the Laplace equation
with the kinematic boundary condition:
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∂2ϕ

∂x2
+

∂2ϕ

∂y2
+

∂2ϕ

∂z2
� 0

∂ζ

∂t
+

∂ζ

∂x

∂ϕ

∂x
+

∂ζ

∂y

∂ϕ

∂y
� ∂ϕ

∂x
cos(x, n) +

∂ϕ

∂y
cos(y, n) +

∂ϕ

∂z
cos(z, n)

on z � ζ(x, y, t) (3.5)

Having in mind that

cos(x, n) �
∂ζ

∂x

∓
√(

∂ζ

∂x

)2
+

(
∂ζ

∂y

)2
+ 1

; cos(y, n) �
∂ζ

∂y

∓
√(

∂ζ

∂x

)2
+

(
∂ζ

∂y

)2
+ 1

;

cos(z, n) � 1

±
√(

∂ζ

∂x

)2
+

(
∂ζ

∂y

)2
+ 1

The derivatives ∂ζ/∂x ; ∂ζ/∂y; ∂ζ/∂t and the angles between the normal vector to
the surface and velocity of a liquid particle on the surface are known. These quantities
can be evaluated from the ARMA model at each time instant at each point included
in the computational grid.

Equation (3.5) is a mixed boundary value problem for the Laplace equation also
known as the Robin’s problem (Zachmanoglou and Thoe 1976).

3.3 Solution of 2D Problem

Consider a case of hydrodynamic pressures caused by a plane progressive wave,
expressed as:

ζ(x, t) �
N∑

i�0

�i ζx,y,t−·i +
Mx∑

j�0

Θ j εx− j,t (3.6)

The system of equations expressing the Robin’s problem is reduced to 2D. Also
taking into account that the angle of wave steepness changes in the interval [−0.142;
0.142] rad (for the steepest wave possible):

ϕxx + ϕzz � 0

ζt + ζxϕx � ζx√
1 + ζ2x

ϕx − 1√
1 + ζ2z

ϕz on z � ζ(x, t) (3.7)

where indexes are used to identify derivatives:
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ϕxx � ∂2ϕ

∂x2
; ϕzz � ∂2ϕ

∂z2
; ϕx � ∂ϕ

∂x
; ϕz � ∂ϕ

∂z
;

ζt � ∂ζ

∂t
; ζx � ∂ζ

∂x

Introduce direct and inverse Fourier transform that maps x to a new variable u:

F(ϕ) � �(u, z) �
∞∫

−∞
ϕ(x, z)e−2πi xudx

F−1(�) � ϕ(x, z) �
∞∫

−∞
φ(u, z) e2πi xudu

The application of Fourier series to both sides of Laplace equation turns it into
ordinary differential equation (using derivative properties of Fourier transform and
swapping integration and differentiation):

φzz(u, z) − 4πu2φ(u, z) � 0 (3.8)

The second-order linear ordinary differential Eq. (3.8) has a closed-form solution:

φ(u, z) � Ae2πuz + Be−2πuz (3.9)

whereA andB are arbitrary constants that can be found from boundary conditions. As
the potential has to go to zero at the infinite depth, B=0. To find the arbitrary constant
A, apply the kinematic boundary condition on the free surface. A is a constant relative
to z, but may depend on u. The derivatives of the potential can be expressed as:

ϕx � ∂

∂x
F−1(A(u)e2πuz) �

∞∫

−∞

∂

∂x

(
A(u)e2πu(z+i x)

)
du � iF−1(2πuA(u)e2πuz)

ϕz � ∂

∂z
F−1(A(u)e2πuz) �

∞∫

−∞

∂

∂z

(
A(u)e2πu(z+i x)

)
du � F−1(2πuA(u)e2πuz)

(3.10)

Note that the difference between these derivatives is only multiplication by i,
which is expected due to the circular trajectories of particles in wave within the
potential theory. Also, it can easily be verified that the derivatives (3.9) are part
of the solution of the Laplace equation by taking one more derivative by x and z
respectively. This will produce identical expressions, but with the opposite sign,
which will turn the Laplace equation into a true equality.
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To complete the solution, the function A(u) needs to be found from the kinematic
boundary condition:

F−1(2πuA(u)e2πuz) � ζt
√
1 + ζ2x

(1 − √
1 + ζ2x )ζx i − 1

(3.11)

In order to preserve Fourier transform, the function being transformed must
depend on u and not on x, but substitution z= ζ(x, t) makes it depend on x. To
solve this problem we rewrite left hand side as a convolution:

F−1(2πuA(u)) ∗ F−1(e2πuz)

and introduce a function D(x, z) as:

D(x, z) � F−1(e2πuz) � δ(x + i z)

where δ is the Dirac delta function of complex argument. It is computed using its rep-
resentation as a Lorentzian, noting that since the argument of Lorentzian is squared,
the imaginary part vanishes. Introducing function D ensures that after substitution
there will be no function which depends both on u and x and to which Fourier trans-
form is applied. Applying Fourier transform to both sides of Eq. (3.11) with the new
left hand side, one can express the function A(u):

A(u, v) � 1

2πuF(D(x, ζ(x, t)))
F

(
ζt

√
1 + ζ2x

(1 − √
1 + ζ2x )ζx i − 1

)
(3.12)

Substitution of Eq. (3.12) into (3.9) and application of inverse Fourier transform
leads to the potential:

ϕ(x, y, z) � F−1(�)

� F−1

(
e2πuz

2πuF(D(x, ζ(x, t)))
F

(
ζt

√
1 + ζ2x

(1 − √
1 + ζ2x )ζx i − 1

))
(3.13)

In order to get the final answer, take the real part of the resulting complex-valued
potential: 2Re(ϕ).

The solution cannot involve the imaginary part of the complex-valued potential
for computational reasons. The exp(2πuz) term causes the integral in Eq. (3.13) to
diverge for large wave numbers, which is a consequence of neglecting fluid viscosity
in the original system of equations. To circumvent this, a range of wave numbers is
computed numerically from the known wavy surface and used for the integration of
the inverse Fourier transform, which can then be computed via FFT. This technique
defines the velocity potential to be the real part of ϕ in the same manner as the one
produced by linear wave theory formulae (when second-order elevation derivatives
are omitted).
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3.4 Approximate Solution of 3D Problem

To solve the Laplace equation for the 3D case, a 2D Fourier transform is used:

F(ϕ) � φ(u, v, z) �
∞∫

−∞

∞∫

−∞
ϕ(x, y, z)e−2πi(xu+yv)dxdy

F−1(φ) � ϕ(x, y, z) �
∞∫

−∞

∞∫

−∞
φ(u, v, z)e2πi(xu+yv)dudv

Similarly to the previous case, the application of the Fourier transform to each
term of Laplace equation leads to the second-order ordinary differential equation
relative to �:

�zz − 4π2(u2 + v2)� � 0 (3.14)

The solution of Eq. (3.14) is expressed as

�(u, v, z) � Ae2πz
√
u2+v2 + Be−2πz

√
u2+v2

where A and B play the role of arbitrary constants that can be found from boundary
conditions. As before, the potential has to go to zero at the infinite depth, so B=0:

�(u, v, z) � A(u, v)e2πz
√
u2+v2 (3.15)

The fluid velocities are then expressed as:

ϕx � iF−1
(
2πuA(u, v)e2πz

√
u2+v2

)

ϕy � iF−1
(
2πvA(u, v)e2πz

√
u2+v2

)

ϕz � F−1
(
2π

√
u2 + v2A(u, v)e2πz

√
u2+v2

)
(3.16)

One more differentiation of the velocities (3.16) and further substitution to the
Laplace Eq. (3.5) turns the latter into the true equality.

To find the function A(u, v), the solution (3.15) is substituted to the boundary
condition in Eq. (3.5). Using a technique similar to the 2D case, the function D(x, y,
z) is defined as:

F−1
(
e2πz

√
u2+v2

)
� D(x, y, z)
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Replace u and v with
√
u2 + v2 in inverse Fourier transforms of (3.16) to collect

all transforms into one and apply forward Fourier transform to them. It can be done
because:

• First, integration is done over positive wave numbers, so the sign of u and v is the
same as the sign of

√
u2 + v2.

• Second, the growth rate of exponent term of the integral kernel is much higher than
that of u or

√
u2 + v2 i.e.:

√
u2 + v2e2π(z

√
u2+v2+i(xu+yv)) ≈ ue2ππ(

√
u2+v2+i(xu+yv)) so

the substitution has small effect on the magnitude of the solution.

Then,

A(u, v) � 1

2π
√
u2 + v2F(D(x, y, ζ(x, y, t)))

F
⎛

⎝
ζt

√
1 + ζ2x + ζ2y

i(ζx + ζy)(1 −
√
1 + ζ2x + ζ2y) − 1

⎞

⎠

Finally, the potential is expressed as:

ϕ(x, y, z) � F−1(�)

� F−1

(
e2πz

√
u2+v2

2π
√
u2 + v2F(D(x, y, ζ(x, y, t)))

F
⎛

⎝
ζt

√
1 + ζ2x + ζ2y

i(ζx + ζy)(1 −
√
1 + ζ2x + ζ2y) − 1

⎞

⎠

⎞

⎠

(3.17)

Formulae (3.16) can be used to express the velocities. However, it is more com-
putationally efficient to calculate the potential first and then get the derivatives using
finite differences. Other computation aspects are considered in Gankevich and Degt-
yarev (2018). Once the potential field is available, the computation of hydrodynamic
pressure is trivial.

3.5 Evaluation

The formula for the three-dimensional case was verified on the basis of the ARMA
model against formula from linear wave theory. The ARMA model was used to
generate short-crested waves using notional auto-covariance functions. The velocity
potential field was computed using linear wave theory and formula (3.17).

The comparison showed that formula (3.17) gives the same field as the linear
formula when angles of wave slope are assumed small in the kinematic boundary
condition (3.5), i.e.

ζt � −ϕz on z � ζ(x, t)

When all the terms in the boundary condition (3.5) are retained, formula (3.17)
gives a fieldwith the same shape but slightly highermagnitude (19% in the considered
case). The difference in amplitude depends onwave steepness, or, more precisely, the
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z, m

z, m

x, m

b) Velocity poten al ϕ, m2/s, computed with formula (17)

a) Velocity poten al ϕ, m2/s, computed with linear wave theory

Fig. 3.2 Velocity potential field produced by linear wave theory (a) and formula (3.17) (b)

Fig. 3.3 Three-dimensional velocity potential field produced by formula (3.17)

values of spatial derivatives of the wave surface. Figure 3.2 shows the potential at an
x-axis slice of the three-dimensional surface. Figure 3.3 shows the three-dimensional
view of the wave surface along with velocity potential contours on both x- and y-
axis slices.
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3.6 Summary and Conclusions

Autoregressive/moving average model (ARMA) of sea waves may be seen as an
attractive alternative to the traditional Longuett-Higgins model; it is computationally
efficient and does not have limitations in terms of length of the record. However, the
use of a wave model for numerical simulation of ship motions requires the hydrody-
namic pressure field beneath the wave surface. The Longuett-Higgins model has this
capability inherently as it is a solution of linear wave problem. To consider ARMA
as a serious candidate for ship motion simulation, one needs to be able to compute
those pressures efficiently.

ARMA provides a model of a moving random field. All of the physical properties
of the waves are derived from temporal and spatial autocovariance functions. As was
shown in Chap. 2, this is sufficient to create hydrodynamically valid wave surface.
Thus, the ARMA surface can be considered a boundary condition for a potential flow
problem. It is simpler that the wave problem in a hydrodynamic sense as the free
surface in the kinematic boundary condition is given. It is known as Robin’s problem
in mathematical physics. The dynamic boundary condition is no longer necessary
for the correct formulation of the problem.

One of the advantages ofARMAis that themodel seamlessly propagates nonlinear
properties reflected in the temporal and spatial autocovariance functions. Thus, the
kinematic boundary condition has to be formulated for the normal velocity of liquid
particle—without small angle assumption.

Fourier method is a convenient tool for the solution of the Laplace equation
with numerically defined kinematic boundary condition. It provides a formula for
potential and the velocities as quadratures, containing the direct and inverse Fourier
transform. The formulae only require FFT for numerical evaluation. The chapter
contains derivations of these formulae for both 2D and 3D cases.
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Chapter 4
Application of Computing
Hydrodynamic Forces and Moments
on a Vessel Without Bernoulli’s Equation

Arthur M. Reed and John G. Telste

Abstract Traditionally the hydrodynamic force on a ship’s hull is obtained by
integrating the pressure over the hull, using Bernoulli’s equation to compute the
pressures. Due the need to evaluate Φt , Φx, Φy, Φz at every instant in time, this
becomes a computational challenge when one wishes to know the hydrodynamic
forces (and moments) on the instantaneous wetted surface of a vessel in extreme
seas. A methodology that converts the integration of the pressure over the hull sur-
face into an impulse, the time derivative of several integrals of the velocity potential
over the surface of the vessel and possibly the free surface near the vessel is intro-
duced. Some examples of applying the impulsive theory to 2- and 3-dimensional
bodies are presented.

4.1 Introduction

Prof. Paul Sclavounos has developed a nonlinear slender-body model for the treat-
ment of the potential flow problem governing the responses of a vessel in steep ran-
dom waves (Sclavounos 2012; Sclavounos and Lee 2012; Sclavounos et al. 2019).
Boundary value problems have been derived for the disturbance radiation and diffrac-
tion velocity potentials relative to the ship-fixed coordinate system. The evaluation of
the sectional force (and moment) distributions based on the solution of these poten-
tial flow sectional boundary value problems is the subject of the present chapter. A
sectional force method treats as unknown the sectional force distribution along the
ship length as opposed to the local pressure, which is natural within a slender-body

This chapter is the union of two papers presented at a Stability Workshop (Reed & Telste 2011) and
a STAB Conference (Reed 2012).
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framework. Combined with additive viscous models, these sectional force models
lead to the evaluation of the integrated forces and moments which are input to the
vessel nonlinear equations of motion.

4.2 Background

Traditionally, the derivation of correct sectional force distributions has played a
central role in slender-body theory of aerodynamics and hydrodynamics. The direct
application of Bernoulli’s equation is complicated by a number of facts. The first
is the need to evaluate gradients of the velocity potential, which may be a delicate
computational task within a panel method. The second is the proper treatment of
the longitudinal gradients of the ambient and disturbance potentials, which may
not be possible to ignore in light of the slenderness approximations. A third fact
which arises in connection with the present nonlinear time-domain slender-body
theory is the proper interpretation of time derivatives with respect to the ship-fixed
coordinate system and their careful treatment in the vicinity of the free-surface ship-
hull intersection.

These complications with the direct application of Bernoulli’s equation within
a slender-body theory are mitigated if the integrated sectional forces are instead
evaluated by the proper application of the momentum conservation theorem. This
approach has several merits that have been taken into account in the development
of strip theory and subsequent linear and nonlinear slender-body theories. Drawing
upon the work of Lighthill (1960) and Newman and Wu (1973) on the swimming of
slender fish, expressions can be derived for the sectional force distributions which
are simple functions of the sectional integrals of the velocity potential. This impor-
tant result circumvents in an elegant and robust manner the need to interpret the
longitudinal convective terms in Bernoulli’s equation. Moreover, the presence of a
sectional integral of the velocity potential in the force expression suggest that this is
the fundamental quantity needed for the evaluation of the sectional and total forces,
as opposed to the local values of the pressure or velocity potential. This in turn may
lead to simple—or even analytical—expressions for the sectional force distributions
within a slender-body framework in a number of settings. Finally, this sectional force
formulation allows for a simple and robust interpretation of time derivatives when
the sectional wetted surface is time dependent as the vessel sections move in and out
of the free surface.

4.3 The Boundary Value Problem and Its Decomposition

Let us assume as an earth-fixed reference a right-handed coordinate system (X ,Y ,Z)

and a ship-fixed right-handed coordinate system (x, y, z) centered at an arbitrary
point B with the xy-plane parallel to the calm water surface Z = 0 when the ship is
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Fig. 4.1 Coordinate systems for the nonlinear ship response problem

at rest (Fig. 4.1). The ship position in space is completely defined by the rectilinear
displacement vector �B(t) = ξ1(t)i + ξ2(t)j + ξ3(t)k from the origin of the earth-
fixed coordinate system to the origin of the ship-fixed coordinate system and the
Euler angles defined in the order [ξ6(t), ξ5(t), ξ4(t)].

The free surface is assumed to be a single-valued function of the horizontal coordi-
natesX andY . Surface tension is negligible. The fluid is assumed to be homogeneous,
incompressible, and frictionless. The fluid flow is assumed to be irrotational. These
conditions are sufficient to guarantee the existence of a velocity potential.

4.3.1 The Total Velocity Potential

In the fluid surrounding the ship, the total velocity potential is Φ. It satisfies the
Laplace equation

∇2Φ = 0

within the fluid domain bounded by the free-surface Z = ζ(X ,Y , t) and the hull of
the ship. The total potential satisfies at least a linear free-surface boundary condition
on Z = ζ(X ,Y , t).1

1As the free-surface boundary condition is not used in the development of the momentum theory
for the force, the specific free-surface boundary condition chosen is not important.
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4.3.1.1 Hull Boundary Condition for the Total Potential

Since the hull boundary condition is derived with vectors defined to be independent
of frames of reference or coordinate systems, the appropriate boundary condition
expressed in termsof either the earth-fixedor ship-fixed frameof reference is obtained
from the components of vector equations.

4.3.1.2 Velocity of Points on the Hull

To obtain the hull boundary condition satisfied by Φ, we first consider a point fixed
on the hull (fixed in the ship-fixed frame of reference). It has ship-fixed coordinates
x, y, z and earth-fixed coordinates X , Y , Z . The vectors x and X from the origins of
the ship-fixed and earth-fixed coordinate systems to the point, respectively, satisfy
the equations

X = X i + Y j + Zk

x = xi + yj + zk

x = X − �B(t)

where �B(t) = ξ1i + ξ2j + ξ3k is the vector from the origin of the earth-fixed coor-
dinate system to the origin of the ship-fixed coordinate system. Since the point is
fixed on the hull, x, y, and z are independent of time. Consequently, the ship-fixed
time derivative of x vanishes. We have

0 = d∗x
dt

= dX
dt

− d�B

dt
− � × x

where d∗/dt and d/dt operating on a vector obtain the ship-fixed and earth-fixed
time derivatives of the vector, respectively. The velocity vSHIP of the point on the hull
is then

vSHIP = dX
dt

= d�B

dt
+ � × x. (4.1)

If the point slides along the hull surface, it is not fixed in the ship-fixed frame of
reference and d∗x/dt �= 0. However, it is true that n · d∗x/dt = 0 so that

n · dX
dt

= n ·
(
d�B

dt
+ � × x

)
n · vSHIP

where vSHIP is the velocity of a fixed point on the hull coinciding with the position
of the sliding point at time t.
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4.3.1.3 Equation for the Hull Surface

The hull surface SB(t) is rigid and therefore independent of time in the ship-fixed
frame of reference. Points on the surface are those points whose ship-fixed coordi-
nates x, y, z satisfy a mathematical equation of the form

h(x, y, z) = 0.

The unit normal n on the hull surface is defined by the equation

n = ∇h

|∇h| .

The gradient points in the direction of maximum increase of h. For that reason it is
stipulated that h(x, y, z) > 0 for points inside the hull with ship-fixed coordinates x,
y, z and h(x, y, z) < 0 for points outside the hull. Then n is guaranteed to point into
the hull.

4.3.1.4 Hull Boundary Condition

To obtain the hull boundary condition, we now consider an arbitrary point with ship-
fixed coordinates x, y, z and earth-fixed coordinates X , Y , Z . The point moves and
traces out a smooth trajectory so that both the ship-fixed and earth-fixed coordinates
are functions of time. The derivative of h following the point is

Dh

Dt
= ∂h

∂x

dx

dt
+ ∂h

∂y

dy

dt
+ ∂h

∂z

dz

dt

= ∇h · d
∗x
dt

= ∇h ·
(
dX
dt

− d�B

dt
− � × x

)
.

If the point is a fluid particle sliding along the surface of the hull, then Dh/Dt = 0,
dX/dt = ∇Φ, and

0 = n ·
(

∇Φ − d�B

dt
− � × x

)
.

The hull surface boundary condition requires that the normal velocity of a fluid
particle on the hull surface match the normal velocity of the hull:

n · ∇Φ = n ·
(
d�B

dt
+ � × x

)
n · vSHIP

where vSHIP is given by (4.1).
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4.3.2 Incident Wave Potential

In the absence of a body, the velocity potential would have been the ambient velocity
potentialφI , which satisfies the Laplace equation

∇2φI = 0

in the fluid below the free-surface elevation Z = ζI (X ,Y , t).
The ambient wave velocity potential φI is assumed to satisfy the same free-surface

boundary condition as the total velocity potential, but on Z = ζI (X ,Y , t). It is also
assumed that the incident wave elevation differs little from the total wave elevation
except possibly near the vessel.

4.3.3 The Disturbance Velocity Potential

When ζI < ζ , it is assumed that φI can be analytically continued above Z = ζI
to define a continuation everywhere outside the hull in the fluid below the free-
surface elevation Z = ζ . Then a disturbance potential φD is defined everywhere in
this domain according to the equation

φD = Φ − φI .

The difference in wave elevation between the total wave elevation around the hull
and the ambient wave potential that would have existed in the absence of the ship is
ζD. It obviously satisfies the equation

ζD = ζ − ζI .

The free-surface boundary condition for the disturbance potential potential is
derived from that of the total velocity potential, substituting φI + φD and ζI + ζD for
Φ and ζ in the total velocity potential free-surface boundary condition and linearizing
in φD and ζD.

4.3.3.1 Hull Boundary Condition for the Disturbance Potential

Using the assumed decomposition of the total potential as the sum of the incident
wave potential and a disturbance potential, we obtain the equation

n · ∇φD = n · vSHIP − n · ∇φI .

where vSHIP is given by (4.1).
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4.3.3.2 Boundary Condition at Infinity for the Disturbance Potential

At infinity, the velocity due to the disturbance velocity potential approaches zero,
and the free-surface waves generated by the interaction of the ship with the ambient
waves radiate outward. This is the radiation boundary condition.

4.4 The Fluid Force on the Vessel

The purely three-dimensional case of a vessel oscillating in six degrees of freedom
in steep ambient waves is considered. The most general fully nonlinear problem
is formulated first leading to the treatment of special cases. The sectional force
is evaluated first relative to the inertial frame and next relative to the ship-fixed
coordinate system.

Figure4.2 illustrates a 3D vessel undergoing rectilinear and rotational displace-
ments in steep ambient waves. The fully nonlinear free-surface elevation ζ(t) is the
sum of the ambient wave elevation and the disturbance caused by the vessel displace-
ment and the corresponding total free surface is denoted by ST

F (t). The nonlinearwave
elevation of the ambient wave alone is ζI (t) and the corresponding free-surface ele-
vation is denoted by SI

F (t). The difference between the two free-surface elevations is
assumed to be finite. Yet, this difference is expected to be small, except perhaps near
the waterline. This assumption is essential for the derivation of an approximate form
of the three-dimensional force acting on the vessel using the momentum theorem
developed below. The fluid in the volume V bounded by the wetted surface ST

B of
the hull, the free surface ST

F , and a control surface ST∞ is considered:

ST = ST
B + ST

F + ST
∞.

S∞

Z

Y

X X

g

n

SB(t)

n
SF(t)

z

y

SF(t)
I

T

Fig. 4.2 Coordinate system for vessel undergoing rectilinear and rotational displacement in steep
ambient waves
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The control surface is fixed with respect to the earth-fixed coordinate system. It is
also bounded until the end when the surface is moved to infinity in all directions.
The rate of change of the fluid momentum in the volume is

Ffluid = ρ
d

dt

∫∫∫
V

dV ∇Φ = ρ
d

dt

∫∫
©
ST

dS Φn (4.2)

where Gauss’ theorem has been used to convert the volume integral to a surface
integral. (Here, partial derivativeswith respect to time are earth-fixedwhere the earth-
fixed coordinates X , Y , Z of a point in space are fixed.) According to the transport
theorem (Serrin 1959; Smirnov 1964, §120), the rate of change of momentum is also
given by the equation

Ffluid = ρ

∫∫∫
V

dV ∇ ∂Φ

∂t
+ ρ

∫∫
©
ST

dS Un∇Φ

= ρ

∫∫
©
ST

dS
∂Φ

∂t
n + ρ

∫∫
©
ST

dSUn∇Φ

whereUn = n · U is the outward normal component of the velocity U of the surface
ST . Putting these results together, we obtain the equation

ρ
d

dt

∫∫
©
ST

dS Φn = ρ

∫∫
©
ST

dS
∂Φ

∂t
n + ρ

∫∫
©
ST

dSUn∇Φ

= ρ

∫∫
©
ST

dS

(
∂Φ

∂t
+ 1

2
∇Φ · ∇Φ

)
n + ρ

∫∫
©
ST

dS

(
Un∇Φ − 1

2
∇Φ · ∇Φn

)

= ρ

∫∫
©
ST

dS

(
∂Φ

∂t
+ 1

2
∇Φ · ∇Φ

)
n + ρ

∫∫
©
ST

dS

(
Un − ∂Φ

∂n

)
∇Φ

= ρ

∫∫
©
ST

dS

(
∂Φ

∂t
+ 1

2
∇Φ · ∇Φ

)
n − ρ

∫∫
ST∞

dS
∂Φ

∂n
∇Φ.

(4.3)
The third equality is obtained by using Newman’s identity

∫∫
©
S

dS

[
∇ϕ

∂ϕ

∂n
− 1

2
∇ϕ · ∇ϕ n

]
= 0

which holds for any velocity potential ϕ within a volume enclosed by a surface
S (Newman 1977, p. 134, Eq. 89). The last equality in (4.3) is obtained from the
equations Un = 0 on ST∞ and Un = ∂Φ/∂n on ST

F and ST
B . The total fluid force FTOT
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acting on the body is the integral of pn over the wetted surface of the hull. Thus we
obtain the equation

FTOT = −ρ

∫∫
ST
B

dS

(
∂Φ

∂t
+ 1

2
∇Φ · ∇Φ + gZ

)
n

= −ρ
d

dt

∫∫
©
ST

dS Φn − ρ

∫∫
ST∞

dS
∂Φ

∂n
∇Φ

− ρg
∫∫

ST
B +ST

F

dS Zn + ρ

∫∫
ST∞

dS

(
∂Φ

∂t
+ 1

2
∇Φ · ∇Φ

)
n

(4.4)

for the total fluid force acting on the body. The fact that the pressure vanishes on ST
F

has been used to obtain this equation.
Equation (4.4) is an important intermediate result which was derived without

invoking any approximations. It accomplishes one of the objectives of the momen-
tum formulation, namely to reduce the definition of the force by pressure integration
into integrals that are much easier to evaluate or further reduce as indicated below.
The superscript T has been used to indicate surfaces for the total nonlinear problem.

The fluid that would have existed inside the volume bounded by the ambient wave
free surface SI

F and the control surface SI∞, if the ship had not disturbed the water,
is now considered. The surface SI∞ is slightly different from ST∞ only due to the
difference between the ambient wave elevation ζI (t) and the total nonlinear wave
elevation ζ(t). The total bounding surface is SI where

SI = SI
F + SI

∞.

Just as was done for the fluid in the volume V outside the hull below the surface
ST
F , one can consider the rate of change of the fluid momentum inside the volume
bounded by SI . It can be obtained from Eqs. (4.2) to (4.3) by letting the hull shrink to
infinitesimal size. The integrals over ST

B then vanish, ST
F becomes SI

F and ST∞ becomes
SI∞. The force acting on the vanishingly small ship is zero and is given by either side
of the equation

0 = −ρ
d

dt

∫∫
©
SI

dS φIn − ρ

∫∫
SI∞

dS
∂φI

∂n
∇φI − ρg

∫∫
SI
F

dS Zn

+ ρ

∫∫
SI∞

dS

(
∂φI

∂t
+ 1

2
∇φI · ∇φI

)
n.

(4.5)
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Equation (4.5) is subtracted from (4.4) to obtain the equation

FTOT = −ρ

∫∫
ST
B

dS

(
∂Φ

∂t
+ 1

2
∇Φ · ∇Φ + gZ

)
n

= −ρ
d

dt

∫∫
ST
B

dS Φn − ρg
∫∫
ST
B

dS Zn − ρ
d

dt

⎡
⎢⎣

∫∫
ST
F

dS Φn −
∫∫
SI
F

dS φIn

⎤
⎥⎦

− ρg

⎡
⎢⎣

∫∫
ST
F

dS Zn −
∫∫
SI
F

dS Zn

⎤
⎥⎦ − ρ

d

dt

⎡
⎢⎣

∫∫
ST∞

dS Φn −
∫∫
SI∞

dS φIn

⎤
⎥⎦

− ρ

⎡
⎢⎣

∫∫
ST∞

dS
∂Φ

∂n
∇Φ −

∫∫
SI∞

dS
∂φI

∂n
∇φI

⎤
⎥⎦

+ ρ

⎡
⎢⎣

∫∫
ST∞

dS

(
∂Φ

∂t
+ 1

2
∇Φ · ∇Φ

)
n

−
∫∫
SI∞

dS

(
∂φI

∂t
− +1

2
∇φI · ∇φI

)
n

⎤
⎥⎦ .

It is argued that the sums of the terms within the last three pairs of square brackets
are negligibly small when the control surfaces are moved infinitely far away from
the ship. The force FDYN acting on the body due to the dynamic pressure is

FDYN = −ρ

∫∫
ST
B

dS

(
∂Φ

∂t
+ 1

2
∇Φ · ∇Φ

)
n

� −ρ
d

dt

∫∫
ST
B

dS Φn − ρ
d

dt

⎡
⎢⎣

∫∫
ST
F

dS Φn −
∫∫
SI
E

dS φIn

⎤
⎥⎦

− ρg

⎡
⎢⎣

∫∫
ST
F

dS Zn −
∫∫
SI
E

dS Zn

⎤
⎥⎦ + ρ

d

dt

∫∫
SI
W

dS φIn + ρg
∫∫
SI
W

dS Zn.

Here SI
E is the portion of SI

F that is outside the hull and SI
W is the portion of SI

F that
is inside the hull:

SI
F = SI

E + SI
W .
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The functions φI and Φ are continued analytically about Z = ζI and Z = ζ , respec-
tively, so that the function φI is defined for Z ≤ ζ and Φ is defined for Z ≤ ζI . Then
Φ may be expanded about the ambient free-surface elevation ZζI . The dynamic force
satisfies the approximation

FDYN = −ρ

∫∫
ST
B

dS

(
∂Φ

∂t
+ 1

2
∇Φ · ∇Φ

)
n

� −ρ
d

dt

∫∫
ST
B

dS Φn − ρ
d

dt

∫∫
SI
E

dS φDn − ρg
∫∫
SI
E

dS ζDn

+ ρ
d

dt

∫∫
SI
W

dS φIn + ρg
∫∫
SI
W

dS Zn

(4.6)

where n points into the body on ST
B and upward (n · k > 0) on SI

E and SI
W .

We now follow the steps taken in considering the rate of change of the momentum
in the fluid outside the hull in Eqs. (4.2) and (4.3). However, this time we consider
the rate of change of the momentum of the fluid inside the volume bounded by the
surface SI

B and the ambient free surface SI
W that would have been the case if the ship

had not disturbed the fluid. The surface SI
B is the part of the hull surface that lies

below the ambient free surface Z = ζ I
F(t). The bounding surface S INT is now the

disjoint sum of the hull surface SI
B and the nonlinear waterline SI

W :

S INT = SI
B + SI

W .

In this case, the velocity potential is φI . Since Un = n · U and ∂/∂n = n · ∇, the
final result given by (4.3) is unchanged if n is replaced by −n. The normal is chosen
to point into the volume enclosed by S INT so that it matches the normal on ST

B in
previous equations. In (4.3), Un is the same as ∂φI/∂n on SI

W . After rearranging
terms, the equation corresponding to (4.3) is therefore

ρ

∫∫
©
S INT

dS

(
∂φI

∂t
+ 1

2
∇φI · ∇φI

)
n′

= ρ

∫∫
SI
B

dS

(
∂φI

∂t
+ 1

2
∇φI · ∇φI

)
n′ − ρg

∫∫
SI
W

dS Zn′

= ρ
d

dt

∫∫
©
S INT

dS φIn′ + ρ

∫∫
S INT

dS
(∇φI · n′ − U · n′) ∇φI

= ρ
d

dt

∫∫
©
S INT

dS φIn′ + ρ

∫∫
SI
B

dS
(∇φI · n′ − U · n′) ∇φI

(4.7)
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where n′ is an inward normal that points into the body on SI
B and downward on SI

W .
We now add (4.7) to (4.6) while accounting for the different meaning of n and

n′ on SI
W in the two equations. The result is the disturbance force FD given by the

equation

FD � −ρ

∫∫
SI
B

dS

(
∂φD

∂t
+ 1

2
∇φD · ∇φD + ∇φD · ∇φI

)
n

� −ρ
d

dt

∫∫
SI
B

dS φDn − ρ
d

dt

∫∫
SI
E

dS φDn − ρg
∫∫
SI
E

dS ζDn

+ ρ

∫∫
SI
B

dS

(
∂φI

∂n
−Un

)
∇φI ,

which assumes that an integral over ST
B is approximated well by an integral over SI

B.
This is the part of the dynamic force acting on the body that depends on φD. The part
that depends on φI but not on φD is obtained from (4.7):

FF-K = −ρ

∫∫
SI
B

dS

(
∂φI

∂t
+ 1

2
∇φI · ∇φI

)
n − ρ

d

dt

∫∫
SI
B

dS φIn

+ ρ
d

dt

∫∫
SI
W

dS φIn − ρ

∫∫
SI
B

dS

(
∂φI

∂n
−Un

)
∇φI

+ ρg
∫∫
SI
W

dS Zn

(4.8)

where n points into the body on SI
B and upward on SI

W . The sum of the nonlinear
Froude-Krylov and disturbance forces is

F = −ρ

∫∫
SB

dS

(
∂Φ

∂t
+ 1

2
∇Φ · ∇Φ

)
n

� −ρ
d

dt

∫∫
SI
B

dS φDn − ρ
d

dt

∫∫
©

SI
B+SI

W

dS φIn′ − ρg
∫∫
SI
W

dS Zn′

− ρ
d

dt

∫∫
SI
E

dS φDn − ρg
∫∫
SI
E

dS ζDn

(4.9)

where the unit normal n′ points into the body on SI
B and downward on SI

W .
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The total force acting on the vessel may be obtained by adding the force due to
the hydrostatic pressure in (4.9) as shown in the equation

FTOT = −ρ

∫∫
SB

dS

(
∂Φ

∂t
+ 1

2
∇Φ · ∇Φ + gZ

)
n

� −ρ
d

dt

∫∫
SI
B

dS φDn − ρ
d

dt

∫∫
©

SI
B+SI

W

dS φIn′ − ρg
∫∫
©

SI
B+SI

W

dS Zn′

− ρ
d

dt

∫∫
SI
E

dS φDn − ρg
∫∫
SI
E

dS ζDn,

(4.10)

where n′ points downward on SI
W and into the body on SI

B. Three force components
may be identified in (4.10).

4.4.1 Nonlinear Buoyancy Force

Applying the Gauss divergence theorem to the third term on the right side of (4.10),
we obtain

F̃H = −ρg
∫∫
©

SI
B+SI

W

dS Zn′ = ρg∇(t)k (4.11)

where n′ points into the enclosed volume. The nonlinear hydrostatic force given by
(4.11) acts in the vertical direction and on the volume of fluid enclosed by the ship
wetted surface and the ambient wave surface interior to the vessel. This buoyancy
force which results from the application of the momentum theorem differs from the
conventional hydrostatic force that acts on the open wetted surface of the body and
which in the nonlinear problem may not point in the vertical direction.

4.4.2 Momentum Froude-Krylov Force

The momentum Froude-Krylov force is the time derivative of the impulse integral
involving just the ambient wave potential over the instantaneous ship surface:

F̃F-K = −ρ
d

dt

∫∫
©

SI
B(t)+SI

W (t)

dS φIn′. (4.12)



64 A. M. Reed and J. G. Telste

Againn′ points into the enclosed volume. ThemomentumFroude-Krylov force given
by (4.12) differs from the conventional Froude-Krylov forceFF-K which involves the
integral of the hydrodynamic pressure due to the ambientwave over the instantaneous
ship wetted surface. Although a different force, expression (4.12) is simpler to eval-
uate numerically since it does not involve the time derivative and spatial gradients
of the ambient velocity potential under the integral sign.

4.4.3 Momentum Radiation and Diffraction Force

Themomentumdisturbance force has a similar form to its Froude-Krylov counterpart
and involves the disturbance radiation and diffraction velocity potentials under the
integral sign in the definition of the corresponding impulse

F̃D = −ρ
d

dt

∫∫
SI
B(t)

dS (φRAD + φDIF)n. (4.13)

An advantage of (4.13) relative to the conventional definition of the nonlinear radi-
ation and diffraction forces is that no time derivative and spatial gradients of the
disturbance potentials are present under the integral sign in the definition of the dis-
turbance impulse. This is a significant advantage of (4.13) which may be readily
evaluated robustly assuming knowledge of just the values of the disturbance velocity
potentials over the instantaneous ship wetted surface.

4.4.4 Interpretation of Momentum Hydrostatic and
Froude-Krylov Forces

The momentum formulation derived above decomposes the total ideal fluid force
into three components which are interpreted as the Momentum Hydrostatic, Froude-
Krylov (F-K) and Disturbance Forces.

There exists an interdependence between the hydrostatic and Froude-Krylov
forces, the understanding of which in the nonlinear ship response problem is essential
for the study of the vessel stability problem in steep waves. As pointed out by Telste
and Belknap (2008) and Belknap and Telste (2008), the nonlinear hydrostatic and
Froude-Krylov force may cancel each other out in certain wave conditions, under-
scoring the significance of the accurate evaluation of these forces and the remaining
disturbance forces. The discussion below explains how such a cancellation occurs.
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4.4.4.1 The Momentum F-K Force

The derivation of the momentum hydrostatic and Froude-Krylov forces entailed no
approximations in the use of Bernoulli’s equation so they are considered exact, given
an accurate representation of the kinematics of the ambient wave. The hydrostatic
force always points upwards and its magnitude depends on the time dependent dis-
placed volume of the vessel and is given by expression (4.11).

The nonlinear Froude-Krylov force given by (4.8) may be reduced further by
adding and subtracting an integral over the nonlinear waterplane area of the vessel
over the ambient wave free surface internal to the vessel:

FF-K = −ρ
d

dt

∫∫
©

SI
B(t)+SI

W (t)

dS φIn′ + ρ
d

dt

∫∫
SI
W (t)

dS φIn′

= F̃F-K + ρ
d

dt

∫∫
SI
W (t)

dS φIn′.
(4.14)

Here n′ points downward on SI
W and into the body on SB. In (4.14) the first integral is

over a surface enclosing the time dependent volume of the vessel. The second integral
is taken over the nonlinear waterplane area and will be seen to be the nonlinear
extension of the Froude-Krylov hydrostatic-like restoring force acting on a floating
vessel. For a submerged body this term vanishes. For a surface piercing body and
in the limit of small amplitude waves which are long relative to the dimension of
the vessel this term is proportional to the heave hydrostatic restoring coefficient
C33ρgAW , whereAW is the static waterplane area, times the ambient wave amplitude.

By applying Gauss’s theorem, the first term may be reduced to a volume integral:

FF-K = ρ
d

dt

∫∫∫
∇(t)

dV ∇φI + ρ
d

dt

∫∫
SI
W (t)

dS φIn′. (4.15)

The first term in (4.15) is the time rate of change of the linear momentum of all
the fluid particles of an ambient wave enclosed by the time dependent volume of
the vessel. In long waves the volume integral in (4.15) may to leading order be
approximated by evaluating the ambient wave velocity vector at the centroid of the
time dependent volume of the vessel. It is noted that the location of this centroid is
time dependent.

The second integral in (4.15) has a familiar interpretation within linear theory.
Recall that the linear dynamic free surface condition takes the form

ζI = −1

g

(
∂φI

∂t

)
Z=0

.
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Substituting in (4.15), exchanging the time differentiations with the surface and
volume integrations and taking into account that the unit vector points inside the
volume we obtain the linearized version of the momentum Froude-Krylov force

FF-K, LINEAR = ρ

∫∫∫
∇

dV
∂

∂t
∇φI + ρgk

∫∫
SI
W (t)

dS ζI . (4.16)

The first term in (4.16) is the inertia component of the momentum Froude-Krylov
force which is equal to the integral of the acceleration of the ambient wave fluid
particles within the linearized volume of the vessel below the calm water surface,
multiplied by their density. The second term is the hydrostatic contribution which is
proportional to the integral of the ambient wave elevation over the static waterplane
area of the vessel. For long waves this integral may be approximated to leading
order by the product of the waterplane area and the ambient wave elevation at the
origin of the coordinate system. In this limiting case the hydrostatic component of
the momentum Froude-Krylov force, per unit ambient wave elevation, reduces to the
heave restoring coefficient which appears in the left hand side of the linearized vessel
equations of motion. As expected, for submerged bodies the hydrostatic component
of the momentum Froude-Krylov force vanishes.

In large amplitude waves the hydrostatic component of the Froude-Krylov force
(4.15) may be comparable to the time dependent buoyancy force (4.11). Moreover,
while the buoyancy force always points vertically upwards, the hydrostatic compo-
nent of the Froude-Krylov force component has an oblique orientation which is a
function of the inclination of the ambient wave surface contained in the unit nor-
mal vector. In the limit of linear theory this Froude-Krylov hydrostatic force points
vertically upwards.

4.5 Application of Momentum Theory

In order to investigate the validity of the momentum theory based impulsive forces
derived in Reed and Telste (2011), Sclavounos (2012) and Sclavounos and Lee
(2012); and summarized above, the results of two studies will be presented. First
there will be response-amplitude operators (RAO’s) for a containership, and second
there will be the results from a nonlinearity study for a two-dimensional circular
cylinder that is compared with linear experimental results.

For these computations, a linearized version of themomentum theory is employed,
where it is assumed the −ρ d

dt

∫∫
SI
E
dS φDn in (4.10) is negligible, resulting in
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FLIN � −ρ
d

dt

∫∫
SI
B

dS φDn − ρ
d

dt

∫∫
©

SI
B+SI

W

dS φIn′

− ρg
∫∫
©

SI
B+SI

W

dS Zn′ − ρg
∫∫
SI
E

dS ζDn

≈
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z=0

dS

(
∂φ

∂t
+ gζ

)
k,

(4.17)

where the latter form of the equation represents the linear dynamic free-surface
condition.

4.5.1 RAO’s for S-175 Containership

To understand the general applicability of the impulse theory for the forces and
moments on a ship, the linear motions of the S-175 containership are predicted in
head and stern-quartering seas at two Froude numbers, Fn = 0.0 and 0.2. The S-175
containership (Watanabe et al. 1989) is a 175.0m vessel, with a beam of 25.4m and
a draft of 9.5m; it displaces 24,742 t. The body plan and bow profile of the vessel
are shown in Fig. 4.3. This vessel has been used as a standard geometry for many
seakeeping studies by the International Towing Tank Conference (ITTC), (cf., O’Dea
et al. 1992).

The motions of the S-175 are predicted using three or four different methods,
three using pressure integration over the hull surface with Bernoulli’s equation; the
fourth being momentum-theory based impulse method. The first pressure integration

Fig. 4.3 Body plan and bow profile for S-175 containership (O-model). (Watanabe et al. 1989)
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Fig. 4.4 Heave response-amplitude operator and phase angle as a function of L/λ for S-175 at
Fn = 0.0 & 0.2 in head seas (β = 180◦) [Note In the legend “Current method” means UMBest]
(Courtesy of R. F. Beck, et al.; U. Mich.)

method is a conventional strip theory, similar to that of Salvesen et al. (1970), imple-
mented in the University of Michigan code SHIPMO; the second is the conventional
strip theory with the Ogilvie-Tuck corrections (Ogilvie and Tuck 1969); and the third
is the University of Michigan nonlinear strip theory (UMBest)2 (cf., Bandyk 2009).

Starting with the traditional head-seas case, the heave and pitch response ampli-
tude operators (RAO’s) and phase angles of the responses of S-175 are predicted at
Fn = 0.0 and 0.2. The heave and pitch RAO’s and phase angles of the containership
are presented in Figs. 4.4 and 4.5, respectively, as a function of wave length over ship
length, L/λ.

At Fn = 0.0 the heave and pitch RAO’s and phase angles from predictions by all
four methods are in very close agreement over the entire range of L/λ’s. However,
at Fn = 0.2, there is a distinct increase in the RAO’s at the peaks of the responses
for both UMBest and momentum-theory results relative to the conventional strip
theory and Ogilvie-Tuck predictions—the conventional strip theory and Ogilvie-
Tuck results agree with each other, as do UMBest and momentum theory results.
The phase angles for all four methods agree.

As a consequence of this simplest linear ship-motion prediction case, it can be
concluded that the momentum formulation is correct. We shall now examine its
performance in a full six-degrees-of-motion case.

The next comparison of the theories is for S-175 in stern-quartering seas at two
Froude numbers, wheremotion responses in all six-degrees-of-freedomare expected.

2In the plots that follow, the UMBest results are labeled “Current Method”.
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Fig. 4.5 Pitch response-amplitude operator and phase angle as a function of L/λ for S-175 at
Fn = 0.0 & 0.2 in head seas (β = 180◦) [Note In the legend “Current method” means UMBest]
(Courtesy of R. F. Beck, et al.; U. Mich.)

In this case, we only have results for conventional strip theory and the nonlinear strip
theory—no Ogilvie-Tuck predictions to compare with the momentum theory results.
These results are presented as RAO’s and phase angles versus L/λ in Figs. 4.6, 4.7,
4.8, 4.9, 4.10 and 4.11 for each mode of motion—surge, sway, heave, roll, pitch and
yaw, respectively.

As was the case for head seas, at Fn = 0.0 the predictions in all modes of motion
agree substantially for all threemethods.Where there are slight deviations, the results
from the nonlinear strip theory and the momentum formulation agree quite well.

For Fn = 0.2, there are significant differences in the results from the three pre-
diction methods, particularly for sway and yaw—this is likely due to the effect of
the method in which the “controller” is implemented and operates to keep the ship
at speed and on heading, the results for each mode of motion will be discussed in
order.

The Fn = 0.2 surge results (Fig. 4.6) agree well across the entire range of L/λ,
except for a slight spread between all three methods of prediction for a short interval
around L/λ = 2.0–2.25, where the surge response is relatively small anyway. The
surge phases agree between all three prediction methods.

For smaller L/λ’s, the sway results (Fig. 4.7) agree reasonably well, with the
momentum method, the RAO being slightly higher than those of the conventional
and nonlinear strip theories. However, for L/λ > 1.5, the RAO from the nonlinear
strip theory increases relative to the other two methods, to exceed the conventional
strip theory by a factor of roughly 2.5 times, but by L/λ ∼ 3, all three methods are
back in agreement. Except at the highest L/λ’s, the phases agree. However, the L/λ
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Fig. 4.6 Surge response-amplitude operator and phase angle as a function of L/λ for S-175 at
Fn = 0.0 & 0.2 in Stern-quartering Seas (β = 45◦) [Note In the legend “Current method” means
UMBest] (Courtesy of R. F. Beck, et al.; U. Mich.)

Fig. 4.7 Sway response-amplitude operator and phase angle as a function of L/λ for S-175 at
Fn = 0.0 & 0.2 in Stern-quartering Seas (β = 45◦) [Note In the legend “Current method” means
UMBest] (Courtesy of R. F. Beck, et al.; U. Mich.)
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Fig. 4.8 Heave response-amplitude operator and phase angle as a function of L/λ for S-175 at
Fn = 0.0 & 0.2 in Stern-quartering Seas (β = 45◦) [Note In the legend “Current method” means
UMBest] (Courtesy of R. F. Beck, et al.; U. Mich.)

Fig. 4.9 Roll response-amplitude operator and phase angle as a function of L/λ for S-175 at
Fn = 0.0 & 0.2 in Stern-quartering Seas (β = 45◦) [Note In the legend “Current method” means
UMBest] (Courtesy of R. F. Beck, et al.; U. Mich.)
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Fig. 4.10 Pitch response-amplitude operator and phase angle as a function of L/λ for S-175 at
Fn = 0.0 & 0.2 in Stern-quartering Seas (β = 45◦) — Legend is as given in Fig. 4.9 (Courtesy of
R. F. Beck, et al.; U. Mich.)

Fig. 4.11 Yaw response-amplitude operator and phase angle as a function of L/λ for S-175 at
Fn = 0.0 & 0.2 in Stern-quartering Seas (β = 45◦) — Legend is as given in Fig. 4.9 (Courtesy of
R. F. Beck, et al.; U. Mich.)
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at which the phase of the nonlinear strip theory jumps is lower than that of both
conventional strip theory and momentum theory.

Examination of the predicted heave RAO’s (Fig. 4.8) shows results that are very
similar to those for surge, but with even smaller differences. Accounting for the
wraparound in the phase angle, at Fn = 0.2 the phase for heave is very similar to that
of surge, which is not the case for Fn = 0.0.

The comparison of the roll results (Fig. 4.9) is also similar to those of surge and
heave. However, there is a slight shift to the right (higher L/λ) in the location of the
peak of the RAO for the nonlinear strip theory and the momentum theory results
relative to the location of the peak for conventional strip theory. It is noted that after
achieving a minimum at around L/λ = 2.0, the RAO starts to increase again. This
increase in RAO is probably a consequence of the roll moment created by the rudder’s
activation as a consequence of the controller that keeps the vessel on heading.

Through the resonant peak of the pitch RAO (Fig. 4.10), the momentum theory
and the nonlinear strip theory agree quite well, and are slightly below the conven-
tional strip theory results. However, for L/λ > 1.75, the nonlinear strip theory and
momentum theory results start to separate, with the momentum theory results stay-
ing below the conventional strip theory results, while the nonlinear strip theory RAO
increases to slightly above that of the conventional strip theory. By L/λ = 2.75, all
three sets of predictions have converged to the same result.

At Fn = 0.2 the yaw results (Fig. 4.11) show the greatest differences in RAO
responses of all the modes of motion across the three computational models. At
the lowest and highest L/λ values, the three methods agree reasonably well. But in
between the three sets of predictions show a resonant-like natural frequency peak,
with the conventional strip theory having the smallest response and the nonlinear
strip theory having the highest response by almost a factor of 2. The momentum
theory results are in between, but closer to the nonlinear strip theory than to the
conventional strip theory. Consistent with the sway observations, the peaks of the
RAO for nonlinear strip theory and momentum theory are slightly to the right of
the peak for the conventional strip theory. Again, this resonant like peak is probably
a consequence of the heading controller. The reason that the deviations in the yaw
responses are largest of all themodes of motion is because the rudder is most efficient
at generating yaw responses, much more so than for sway or roll.

The momentum theory has now been tested in a much more challenging case
than the head-seas case first tested—stern-quartering seas. Although the lateral-plane
motions show some differences between the three predictionmethods, it seems likely
that these deviations are a result of the effects of the controller used to keep the vessel
on course at this heading.

4.5.2 Nonlinearity Effects for 2-D Circular Cylinder

The previous RAO predictions have all been made for small-amplitude waves that
result in small-amplitude motions. To test the large-amplitude aspects, and thus non-
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Fig. 4.12 Added mass & damping of Heaving 2-dimensional circular cylinder as a function of
Heave amplitude, ω

√
r/g = 1.0 (Courtesy of R. F. Beck, et al.; U. Mich.)

linear aspects, themomentum theorywas used to predict the addedmass and damping
of a two-dimensional semicircular cylinder that was forced in heave of varying ampli-
tudes. The results of this exercise are shown in Fig. 4.12 for a single non-dimensional
frequency, ω

√
r/g = 1.0.

Figure4.12 presents the non-dimensional added mass (a′
33 = a33/ρA, where ρ is

the mass density of the fluid and A is the immersed area of the section) and damping
(b′

33 = b33/ρA
√
r/g, where r is the radius and g is the acceleration due to gravity) as

a function of the motion amplitude which varies from 0.1 to 7m for a 20m diameter
cylinder (ξ3/r =0.01–0.7). These results are predicted by both momentum theory
and nonlinear strip theory with Bernoulli’s equation for pressure integration. For
reference, the added mass and damping measured by Vugts for small amplitude
motions is also provided (Vugts 1968). For small heave amplitude, the added masses
by the two computational methods are in full agreement and agree with Vugts’
experiments. As the heave amplitude increases, the added mass by nonlinear strip
theory decreases slightly relative to the experimental result, while the added mass by
momentum theory agrees substantially with Vugts’ experimental results. For small
amplitude, the damping from the two prediction methods agree and are in agreement
with Vugts’ experimental results. However, as the heave amplitude increases, the
damping by the nonlinear strip theory decreases slightly (by an amount comparable
to the decrease in the addedmass),while the damping bymomentum theory decreases
substantially.
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It is hypothesized that the significant decrease in damping by the momentum
theory is a result of using the linearized form (4.17) which neglects the integral of
the potential over the free surface. Although this is only an untested hypothesis, it is
consistent with the damping being a function of the waves being radiated away from
the cylinder.

4.6 Summary and Conclusions

A new nonlinear momentum formulation for predicting the forces and moments on
a body in waves has been developed (cf. Sclavounos 2012; Sclavounos and Lee
2012; Sclavounos et al. 2019). This formulation leads to the explicit decomposition
of the total hydrodynamic force in nonlinear hydrostatics, Froude-Krylov and wave
disturbance forces in steep randomwaves which are easily amenable to computation.
All force components appear as time derivatives of the respective hydrodynamic
impulses, defined as spatial integrals of the respective velocity potentials over the
vessel instantaneous wetted surface, which do not requite the numerical evaluation
of time derivatives of the velocity potential over the vessel wetted surface.

The new nonlinear momentum formulation has been used to predict response-
amplitude operators for the S-175 containership in head and stern -quartering seas.
Themomentum theory predictions are found to be in substantial agreementwith those
by anonlinear strip theory. Thenonlinear aspects of the theory are tested against large-
amplitude forced heave of a semicircular cylinder. The added mass computations are
found to be in agreement with the results by Bernoulli’s equation in conjunction
with the nonlinear strip theory and experiments by Vugts. However, it is found that
there is an unexpected decrease in the damping for increasing heave amplitude. It is
hypothesized that this is a consequence of having employed a linearized form of the
momentum theory for the calculations. This bears further investigation.
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Chapter 5
Modelling of Hull Lift and Cross Flow
Drag Forces in Large Waves
in a Computationally Efficient Dynamic
Stability Prediction Tool

Michael J. Hughes, Paul J. Kopp and Ronald W. Miller

Abstract The US Navy is developing a new computationally efficient simulation
tool to predict the responses of a ship operating in severe sea states. The tool computes
the total force on the ship as the summation of component forces. An important
component to the total force on the ship is the force from hull lift and cross-flow
separation. These forces are predicted in calmwater bymaneuvering simulation tools
but are often ignored by traditional seakeeping simulation tools. As viscous effects
are important in the prediction of these forces, most maneuvering simulations are
based on empirical data from calm water maneuvering tests. While these methods
are valid in calm water the wetted shape of the hull changes significantly in large
waves having significant influences on the hull lift and cross flow drag forces. In the
present method a hull lift and cross flow drag force model is presented that accounts
for the varying wetted geometry of the hull in waves. The method uses calm water
maneuvering data from model tests and RANS calculations to calibrate the model.
Proper modeling of the hull lift and cross flow drag force in large waves is very
important for the prediction of some dynamic stability events such as broaching and
broaching leading to capsize.

Keywords Tempest · Maneuvering in waves · CFD · Dynamic stability

5.1 Introduction

The US Navy is in the process of developing a new computational tool, called Tem-
pest, for simulating the responses of a ship operating in severe sea states. An overview
of this tool was provided in (Belknap and Reed 2010, see also Chap. 1 of this book).
Tempest computes the total force on the ship at each time step as a summation of
component forces. An important component force is that from circulatory lift and
cross-flow separation on the ship’s hull. This force component is sometimes referred

M. J. Hughes (B) · P. J. Kopp · R. W. Miller
David Taylor Model Basin (NSWCCD), West Bethesda, MD, USA
e-mail: michael.j.hughes@navy.mil

© Springer Nature Switzerland AG 2019
V. L. Belenky et al. (eds.), Contemporary Ideas on Ship Stability, Fluid Mechanics
and Its Applications 119, https://doi.org/10.1007/978-3-030-00516-0_5

77

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00516-0_5&domain=pdf
mailto:michael.j.hughes@navy.mil
https://doi.org/10.1007/978-3-030-00516-0_5


78 M. J. Hughes et al.

to as the hull maneuvering force, as it is predicted in calm water by maneuvering
simulation tools but is often ignored by traditional seakeeping simulation tools. As
Tempest will be applied to a ship maneuvering in large waves, the maneuvering
force model should not rely purely on empirical coefficients obtained from calm
water model tests. To the greatest extent possible, the method should model the
physics of the problem and be geometry based, but with the ability to be “calibrat-
ed” for a specific ship based on known full-scale or model-scale maneuvering data.
An additional requirement is that the model be well-behaved within the context of
a maneuvering-in-waves framework where the “seakeeping” forces are determined
from potential flow assumptions (ideal fluid, no vorticity). Within this framework,
there can potentially exist large heel and drift angles, as well as large sway and
yaw rates. Furthermore, the maneuvering force/moment model needs to include the
influence of the incident waves on the angle of attack of the ship hull relative to
the local fluid velocity, though it must be consistent with an overall hydrodynamic
model that does not provide the fluid velocity due to radiation and diffraction. The
focus of this work is bare hull forces and moments since the rudder and propulsion
forces are already included separately in Tempest, along with the wave induced sea-
keeping forces andmoments, including, for example, addedmass and slowly varying
drift forces. As discussed in (Belknap and Reed 2010; Chap. 1) the theory in Tem-
pest is being implemented in two phases. This paper describes the model that has
been developed for the first phase. The second phase of the hull lift and cross flow
drag force implementation will apply the vortex-lattice techniques developed for the
bilge-keel force model (Greeley 2011, see also Chap. 7). The goal of the first phase
model is to account for the time varying wetted geometry of the hull, while having
the ability to tune the model to match available calm water maneuvering data. This
method is expected to be faster and simpler than the model that will be implemented
during the second phase. The first phase model is based partially on those of Ross
(2008), Hooft (1994), and Hoerner (1965) and includes several modifications that are
necessary to meet the requirements. Some example calculations are shown for the
pre-contract DDG-51 hull form in calm water. This paper will present an overview
of the model.

5.2 Approach Overview

The approach utilizes a blended model that is composed of two separate parts. The
first treats the hull as a low aspect ratio airfoil in order to determine the normal force
and moment on the ship due to circulatory lift. The other part of the overall approach
is a cross-flow drag model that is based on an integrated 2D sectional analysis. Both
portions account for the instantaneous submerged hull geometry in the presence
of, potentially, large amplitude waves, orientation angles, and rotational/directional
rates, while partially accounting for wave orbital velocities.

The normal force on the hull from circulatory lift and flow separation consists of
a linear and quadratic term, expressed in the form of Eq. (5.1), where β is the drift
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Fig. 5.1 Yawed earth-fixed frame for an upright ship in calm water

Fig. 5.2 Yawed earth-fixed frame for a ship in waves

angle. It is assumed that the linear term represents the circulatory lift on the hull
while the quadratic term represents cross-flow drag.

CN � CNL sin β cos2 β + CNN |sin β| sin β (5.1)

5.2.1 Coordinate Systems

The calculations for the circulatory lift on the hull are performed in a yawed earth-
fixed frame with the x-axis aligned with the ship-fixed x-axis positive forward, the
y-axis parallel to the calm water surface positive to port, and the z-axis aligned with
the earth-fixed Z-axis positive up. The longitudinal origin is placed at the center of
the instantaneous wetted length, the vertical origin is located at the waterline height
of the section where the maximum draft is located and the transverse position is
aligned with CG of the ship. This is illustrated in Fig. 5.1 for a ship in calm water
and in Fig. 5.2 for a ship operating in waves.

For the 2D sectional calculations, it is useful to define the geometry of a hull
section having arbitrary motion in the presence of waves, as illustrated in Fig. 5.3.
In the case shown, the hull has a roll angle, φ, and local relative velocity vector, �Vrel,
that is in the plane of the section. This vector includes the effects of the rigid body
motions of the hull and makes an angle, αv, relative to the horizontal plane. The
instantaneous wave slope at the section is defined by the intersection of the water
and the hull surface. The two intersection points, pi−1 and pi−2, define the submerged
shape of the section. The wave slope also defines an auxiliary wave slope coordinate
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Fig. 5.3 Wave slope frame
for sectional calculations

system (˜X,˜Y,˜Z) in the plane of the section, centered at the midpoint of the chord of
the submerged section. The angle between the wave slope system and the ship-fixed
system is represented by the angle ϕ in Fig. 5.3. A separate auxiliary wave slope
coordinate system is derived for each section at every time step.

5.3 Low Aspect Ratio Wing Theory

The circulation around the hull at a drift angle is analogous to the circulation of the
flow about a low aspect ratio wing. The lift on the hull resulting from this circulation
can bemodeled by treating the submerged portion of the ship as a low aspect ratio foil,
where thewetted length of the hull is the chord length and themaximum instantaneous
draft is the span of the airfoil. Jones (1946) developed the expressions shown in
Eq. (5.2) for the linear lift and drag on a low aspect ratio delta wing at a small angle
of attack, α, where ae is the effective aspect ratio that for a ship includes the wall
effect of the free surface and is defined in Eq. (5.3).

CL � π

2
aeα, CD � C2

L

π ae
(5.2)

ae � 2Tmax
LW

(5.3)

The lift and drag coefficients in Eq. (5.2) are “tuned” to match the linear terms
corresponding to drift and yaw rate (Yv, Kv, Nv, Yr, Nr, and Kr) from a traditional
calm water maneuvering model of the form developed by Abkowitz (1969). The
tuning can be performed at a range of Froude numbers to include the influence of
Froude number on the bare hull forces. The effect of the Munk moment will be
accounted for in the tuned linear lift coefficients, so it is important to remove terms
corresponding to theMunkmoment from the hydrodynamic disturbance forcemodel
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in Tempest. The dimensional linear normal force on the hull in the yawed earth-fixed
frame from the drift angle and yaw rate is computed using Eq. (5.4). The speed
dependent tuning coefficients defined in Eq. (5.5), CL

Nv and C
L
Nr , are added to match

the empirical data for the upright ship in calm water.

FL
N � FL

Nv + FL
Nr where,

FL
Nv � CL

Nv(Fn)
π

2
ae sin β

(

1/2 ρU 2LT
)

cos2 β

FL
Nr � CL

Nr (Fn)
π

4
ae
r̃ L

U

(

1/2 ρU 2LT
)

cos2 β

where, (5.4)

CL
Nv(Fn) � −Yv(Fn)LW_calm

π/2 aeTmax_calm

CL
Nr (Fn) � Yr (Fn)LW_calm

π/4 aeTmax_calm
(5.5)

The calculations are performed in the yawed earth-fixed frame, so the drift angle
and yaw rate should be defined in this frame. r̃ is the rotational velocity about the
yawed earth-fixed z-axis. The local drift angle and local lateral plane velocity will
first be computed at each section specified for the cross-flow drag calculations. The
overall drift angle, β, and lateral velocity, U, used in Eq. (5.4) will then be obtained
by averaging over the sections. The velocity U includes the velocity from the ship
body motion and the longitudinal component of the wave orbital velocity. Only the
(ship-fixed) longitudinal component of the ambient wave orbital velocity is included
because the contribution to the total fluid velocity due to radiation and diffraction can-
not be obtained within the current hydrodynamic framework in Tempest. Including
the ambient wave velocity in the absence of the disturbance (radiation and diffrac-
tion) velocity would provide a higher velocity than reality in the transverse plane,
which has strong effects on the hull forces due to the quadratic effect of the velocity
on the force. However, because the disturbance velocity is assumed to be small in
the longitudinal direction for slender ships, the orbital velocity is included in this
direction. The cos2β factor in Eq. (5.4) follows the method from Hooft (1994) where
the force from the drift angle is normalized using the square of the axial component
of the velocity. The cos2β factor also has the advantage that it results in a maximum
normal force at about 40°, which is a reasonable estimate for the stall angle, and
causes the normal force to go to zero at a drift angle of 90°. With this behavior there
is no need for an empirical stall model to be included. The values for L, T and ae in
Eq. (5.4) are the instantaneous wetted length and maximum draft, which are shown
as LW and Tmax in Fig. 5.1, and the effective aspect ratio computed from those values
for L and T using Eq. (5.3). The values for L, T and ae used to compute the tuning
coefficients in Eq. 5.5. are based on the initial calm water geometry as shown in
Fig. 5.1.

The value of the maximum draft in the yawed earth-fixed frame is not obvious for
sections with a roll angle in waves. The maximum draft at each section is computed
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as the vertical distance in the earth-fixed frame between the average waterline height
and the deepest point on the section as shown in Fig. 5.3. The overall maximum draft
(Tmax) is defined as the largest value of Tmax_i over all the sections defining the hull.

In addition to computing the side force acting on the hull the yaw and roll moment
from the lift on the hull must be computed. The moments about the yawed earth-
fixed z-axis and x-axis are computed by multiplying the computed normal force by a
moment arm. The appropriate moment arm is determined from the linear derivatives
for the yaw and roll moment in calm water, with the assumption that the distance
from the center of pressure to the origin as a percentage of the wetted length and
maximum draft remains constant as the ship maneuvers in waves. The formula for
computing the moment about the yawed earth-fixed z-axis is given in Eq. (5.6).

ML
Z � FL

NvC
L
Mv(Fn)LW + FL

NrC
L
Mr (Fn)LW (5.6)

where,

CL
Mv(Fn) � Nv(Fn)

Yv(Fn)
;CL

Mr (Fn)
Nr (Fn)

Yr (Fn)
(5.7)

The formula for computing the moment about the yawed earth-fixed x-axis is:

ML
X � FLK

Nv C
L
Kv(Fn)Tmax + FLK

Nr C
L
Kr (Fn)Tmax (5.8)

where,

CL
Kv(Fn) � Kv(Fn)LW_calm

Yv(Fn)Tmax_calm
;

CL
Kr (Fn) � Kr (Fn)LW_calm

Yr (Fn)Tmax_calm
(5.9)

The linear normal forces used to compute the roll moment, FLK
Nv and FLK

Nr , are
adjusted to remove the influence of the roll velocity on the normal force in order to
avoid double counting of the roll moment computed from a separate roll damping
model in Tempest, which computes a roll moment proportional to roll velocity. CL

Mv

and CL
Mr represent the longitudinal position of the center of pressure of the normal

force due to drift angle and turning as a percentage of the instantaneouswetted length.
CL

Kv and CL
Kr represent the vertical position of the center of pressure of the normal

force due to drift angle and turning as a percentage of the instantaneous maximum
draft. Equations (5.6) and (5.8) compute the moment about the yawed earth-fixed
frame referenced to the origin of that frame. To reference thesemoments to the center
of gravity of the ship the moment arms are adjusted to account for the distance from
the origin of the yawed earth-fixed frame to the center of gravity, which are shown
as �zOG and �xOG in Fig. 5.2, representing the shift in the yawed earth-fixed z and
x directions. Adding these values to Eqs. (5.6) and (5.8), the moments in the yawed
earth-fixed frame referenced to the center of gravity are defined as:



5 Modelling of Hull Lift and Cross Flow Drag Forces in Large … 83

ML
Z_G � FL

Nv

(

CL
Mv(Fn)LW + �zOG

)

+ FL
Nr

(

CL
Mr (Fn)LW + �zOG

)

(5.10)

ML
X_G � FLK

Nv

(

CL
Kv(Fn)Tmax − �xOG

)

+ FLK
Nr

(

CL
Kr (Fn)Tmax − �xOG

)

(5.11)

where�zOG is positive if the center of gravity is above the origin and�xOG is positive
if center of gravity is forward of the origin.

A force in the yawed earth-fixed x direction from the induced drag is also included.
The induced drag on a low aspect ratio foil is related to the circulatory lift by Jones
(1946) using the second formula listed in Eq. (5.2). In this case the normal force will
be used instead of the lift force and tuning coefficients will be included to calibrate
with empirical data for the additional drag measured during steady drift and turning.
It is assumed that this force can be applied at the ship center of gravity, and therefore
does not contribute to the moments about the center of gravity. The induced drag
force in the yawed earth-fixed x-direction is computed as:

FL
X � FL

Xv + FL
Xr where,

FL
Xv � CL

Xv(Fn)
π

4
ae sin

2 β
(

1/2 ρU 2LT
)

cos2 β

FL
Xr � CL

Xr (Fn)
π

16
ae

(

r̃ L

U

)2
(

1/2 ρU 2LT
)

cos2 β (5.12)

The tuning coefficients are determined in this case from the quadratic coefficients
Xvv and Xrr:

CL
Xv(Fn) � Xvv(Fn)LW_calm

π/4aeTmax_calm
;

CL
Xr (Fn) � Xrr (Fn)LW_calm

π/16aeTmax_calm
(5.13)

Input for Xvv and Xrr should both have negative values, since they are defined with
a coordinate system with x forwards. All the forces and moments computed from
the hull circulatory lift and drag model are computed first in the yawed earth-fixed
frame, but are transformed to the ship-fixed frame before they are added to the other
component forces and moments within the Tempest framework.

5.4 Cross-Flow Drag Model

At higher drift angles, cross-flow drag becomes the dominant viscous effect on the
hull. The cross-flow drag force is obtained by first dividing the hull into a series
of 2D sections. The local cross flow drag at each section is computed, and then
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Fig. 5.4 Mirrored section shape used for 2D cross-flow drag calculations

the total cross-flow drag force is obtained by integrating the sectional forces along
the length of the hull. The 2D sectional cross-flow drag calculations are performed
in the local wave-slope frame for each section that was described earlier and is
depicted in Fig. 5.3. The cross-flow drag force on each section is computed from
the local cross flow velocity at the section and a drag coefficient, Cd(x, Re), which
is dependent on the shape of the section as well as the Reynolds number at the
section. The local cross-flow velocity is taken as the velocity component parallel to
˜Y axis of the wave-slope frame, and is depicted as ṽ in Figs. 5.3 and 5.4. The relative
velocity used for the maneuvering calculations on each section will be computed at
the center of the bounding box surrounding the section. This velocity includes the
coupled effects of rigid body motions in 6 degrees of freedom. Since the transverse
and vertical components of ambient wave orbital velocity are ignored in the present
implementation of this cross-flow drag model, the sectional velocity in the y-z plane
will only be due to rigid body motions. The section shapes used for the cross-flow
drag calculations are obtained by reflecting the instantaneous wetted geometry about
the approximated wave-slope line as shown in Fig. 5.4.

Two methods are available for obtaining the cross-flow drag coefficient Cd(x, Re)
for each section. In the first option, the instantaneous beam to draft ratio of the section
is used to estimate Cd(x, Re) based on wind tunnel data for elliptical or rectangular
shaped cylinders. In the second option the user specifies the values for Cd(x, Re) for
each section at a range of heel angles and drafts, and the value at each time step for
each section is then obtained through interpolation based on the instantaneous draft
and roll angle relative to the wave slope frame. It is possible to use the second option
for some sections and the first option for the other sections. Such an approach may
be useful in the case of a ship with a large skeg, where the user could specify the
coefficients directly for sections with the skeg, but use the first option on the sections
forward of the skeg.

Hoerner (1965) provides a general discussion of sectional drag and shows the
behavior of the drag coefficient for various sectional 2D shapes in steady flow. These
shapes include parametrically varied rectangular, elliptic, and u/v shapes that are
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Fig. 5.5 Cd(x, Re) for
elliptical and rectangular
sections as a function of c/t,
in laminar and turbulent flow
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somewhat like ship hull section shapes. The data in Hoerner show that the depen-
dence of the 2D cross-flow drag coefficient on Reynolds number is primarily a step
function at the critical Reynolds number where the flow transitions from laminar to
turbulent flow. For full-scale simulations the flow will be turbulent, but for model-
scale simulations laminar flowmay be present on some sections. Based on the data in
Hoerner (1965), approximate curves for Cd(x, Re) were generated for elliptical sec-
tions and rectangular sections with a moderate bilge radius. These curves are shown
in Fig. 5.5 and are used to compute Cd(x, Re) in the current method. The cross-flow
drag coefficient is dependent on the instantaneous thickness and chord of the section,
which are indicated by t and c respectively in Fig. 5.4 as well as whether the section
shape more closely resembles an ellipse or a rectangle with rounded corners.

The general equations for the ship fixed reference frame sway and heave forces
and yaw and pitchmoments from the cross-flowdragmodel, adjusted for the presence
of waves and ship motions are given by Eqs. (5.14)–(5.17). There is no surge force
component from the cross-flow drag model.

Fc fY_G � −ρ

4

L
∫

0

t(x)Cd (x,Re)ṽ(x)|ṽ(x)| cosϕ(x)dx (5.14)

Fc fZ_G � −ρ

4

L
∫

0

t(x)Cd (x,Re)ṽ(x)|ṽ(x)| sinϕ(x)dx (5.15)

Mc f
Z_G � −ρ

4

L
∫

0

t(x)Cd (x,Re)ṽ(x)|ṽ(x)| cosϕ(x)xdx (5.16)
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Mc f
Y_G � ρ

4

L
∫

0

t(x)Cd (x,Re)ṽ(x)|ṽ(x)| sinϕ(x)xdx (5.17)

The cos ϕ(x) and sin ϕ(x) terms appearing in the above equations provides the
transformation of the sectional drag force back to the ship fixed coordinate system
from the local˜Y˜Z coordinate system.When applying Eqs. (5.14)–(5.17), the variable
x must be defined in the ship-fixed frame.

There is also a roll moment generated by the ship-fixed sway force calculated
above (Fc fY_G). Initially it will be assumed that the force is evenly distributed along
the ˜Z axis. With this assumption the moment arm will act at 50% of the distance
from the water surface to the half thickness (t/2) of the section, so the default value
of zcp(x, Re) is 0.5. It is suggested that RANS computations be performed on a
variety of sections to obtain better estimates of the moment arm. With the current
assumptions, the roll moment is:

Mc f
X_G � −ρ

4

L
∫

0

t(x)[zcp(x,Re)
t(x)

2
+ z̃cg]

Cd (x,Re)ṽ(x)|ṽ(x)| cosϕ(x)dx (5.18)

where z̃cg is the distance in the direction of the ˜Z axis from the projection of the
center of gravity onto the section plane to the instantaneous waterline defined in the
˜Y˜Z system (the line connecting pi−1 and pi−2 in Fig. 5.3). z̃cg is positive when the
CG is above the waterline.

5.4.1 Longitudinal Attenuation of Cross-Flow Drag

Equations (5.4)–(5.12) define the forces and moments from circulatory lift in the
yawed earth-fixed frame. These forces are transformed to the ship-fixed frame and
added to the forces andmoments due to cross-flowdrag, defined inEqs. (5.14)–(5.18),
to obtain the total hull lift and cross-flow drag forces and moments in the ship-fixed
frame at each time step. Built into the models is a natural implied blending of the
low aspect ratio airfoil forces and those from cross-flow drag. As the cross-flow
drag force is roughly proportional to sin2β, the cross-flow drag force will be very
small at low drift angles. It has been found through experiments, that at low and
moderate drift angles, the distribution of cross flow drag force is such that this force
acts mainly on the aft portion of the ship (see Hooft 1994). An attenuation factor is
applied to the cross flow drag coefficients at each section to reduce their value on
the forward portion of the ship at low drift angles. As the drift angle increases the
attenuation is diminished. Figure 5.6, taken from Hooft (1994) shows a schematic of
the attenuation factor for a range of drift angles. The schematic is based on segmented



5 Modelling of Hull Lift and Cross Flow Drag Forces in Large … 87

Fig. 5.6 Schematic indication of the longitudinal attenuation of Cd(x, Re) as a function of drift
angle, from Hooft (1994)

model test data for a Series 60 hull; however, the model tests were performed only
up to a drift angle of 20°. The curves shown for drift angles higher are based on
extrapolation. At 90° drift there will be no attenuation and at drift angles higher
than 90˚ the attenuation will be such that the cross-flow drag force will be shifted
towards the forward portion of the ship. CFD analysis can be performed to produce
curves of the attenuation factor along the length of the hull at various drift angles,
and then interpolation can be used to obtain the attenuation factor at each section at
the current drift angle during the simulation. The attenuation factor, CT − Cd(x, β), is
used to determine a corrected cross-flow drag coefficient, Cd_corr.

Cd_corr (x,Re, β) � CT−Cd(x, β) Cd (x,Re) (5.19)

The corrected coefficient, Cd_corr(x, Re, β), is used in place of Cd(x, Re) in
Eqs. (5.14)–(5.18).

5.5 Sample Calculation

The hull lift and cross-flow drag model has been implemented into the Tempest code
and some preliminary calculations have been performed for the pre-contract DDG-51
hull formas represented byNSWCCDmodel 5415. The preliminary simulations have
been performed using an approximate attenuation factor, CT-Cd(x, β), based on the
limited Series 60model test results discussed inHooft (1994). For future simulations,
RANS calculations will be performed to compute the attenuation factor. The RANS
simulations will be performed over a large range of drift angles, with the results
analyzed to provide the longitudinal distribution of the forces along the length of the
hull in addition to the total forces. The simulations were not completed in time to
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Fig. 5.7 Comparison of
non-dimensional side force
on the pre-contract DDG-51
at Fn�0.28
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Fig. 5.8 Comparison of
non-dimensional yaw
moment on the pre-contract
DDG-51 at Fn�0.28
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compute attenuation factors for the computations show in this paper. Results from
some of the RANS simulations that have been completed have led to some new
insights. For instance it is apparent that to predict the roll moment for some hull
forms the model will need to include vertical component of forces (heave and pitch)
in addition to lateral plane forces.

Results from the preliminary simulations performed in calmwater have been com-
pared with PMMmodel test results performed at the University of Iowa (Yoon 2009)
and free running model tests performed at NSWCCD (Hayden 2006). The compar-
isonswith the PMM tests were performedwith themodel fixed at the calmwater draft
and trim in both the Tempest simulations and the model tests. The Tempest simula-
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Fig. 5.9 Comparison of
tactical turning diameter on
the pre-contract DDG-51
versus rudder angle

Fig. 5.10 Comparison of
steady heel angle in a turn
for the pre-contract DDG-51
versus rudder angle, 14.5
knots full-scale
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tions were performed with and without the approximate attenuation factor switched
on. Comparisons between the predictions and the model test results are shown in
Figs. 5.7 and 5.8 for the non-dimensional side force and yaw moment respectively
for the model traveling at a steady drift angle. The approximate attenuation factor
improves the comparison for the side force and the correlation for the side force is
very good for this case. However, the inclusion of the attenuation factor degrades the
correlation for the yaw moment. It is anticipated that this correlation will improve
once ship specific attenuation factors based on the RANS simulations are incorpo-
rated. Figure 5.9 shows the comparison between the predictions and the data from
free running model tests for the tactical turning diameter. Figure 5.10 compares the
steady heel angle in a turn for the same model tests. In both cases the correlation is
good and falls within the scatter of the model test data.
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5.6 Conclusions

A model has been developed which computes the hull lift and cross-flow separation
forces on a ship maneuvering in waves. The model is computationally efficient and
accounts for the changingwetted geometry of the ship hull, while retaining the ability
to be calibrated to match available calm water maneuvering data. The model remains
well-behaved even at extreme drift angles and yaw rates as a ship may encounter
during broaching. Preliminary calculations show the model predictions compared
reasonably well with calm water model test results.
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Chapter 6
Improved Maneuvering-Based
Mathematical Model for Free-Running
Ship Motions in Following Waves Using
High-Fidelity CFD Results
and System-Identification Technique

Motoki Araki, Hamid Sadat-Hosseini, Yugo Sanada, Naoya Umeda
and Frederick Stern

Abstract Predicting maneuverability and stability of a free running ship in
following and quartering waves are one of the most important topics to prevent
broaching; however current mathematical models show quantitative errors with the
experimental data while high-fidelity CFD simulations show quantitative agreement,
which provides the opportunity to improve the mathematical models for free run-
ning ship dynamics in waves. In this study, both maneuvering coefficients and wave
model in the mathematical model are improved utilizing system identification tech-
nique and CFD free running outputs. From turning circle and zigzag calmwater CFD
free running data, the maneuvering coefficients are estimated. The wave correction
parameters are introduced to improve the wave model, which are found from a few
forced and free running CFD simulations in waves. Themathematical model with the
improved parameters shows much better agreement with experiments in both calm
water and waves than the original mathematical model. The original mathematical
model was based on the maneuvering coefficients estimated from several captive
tests and wave forces calculated from linear Froude-Krylov forces and diffraction
forces based on a slender ship theory.
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List of Symbols

a1,2,3,4 Tuning parameter for wave forces amplitude in surge
aH Rudder and hull hydrodynamic interaction coefficient in sway
B Ship breadth
b1,2,3,4 Tuning parameter for wave forces amplitude in sway
c1,2,3,4 Tuning parameter for wave forces amplitude in roll
CX Nondimensionalized drift wave force in surge
CY Nondimensionalized drift wave force in sway
CN Nondimensionalized drift wave moment in yaw
d Ship draft
d1,2,3,4 Tuning parameter for wave forces amplitude in yaw
Fr Froude number
g Gravitational acceleration
GZ Restoring arm in roll
Ixx Moment of inertia in roll
Izz Moment of inertia in yaw
Jxx Added moment of inertia in roll
Jzz Added moment of inertia in yaw
k Wave number
Kp Derivative of roll moment with roll rate
Kr Derivative of roll moment with yaw rate
KR Rudder force in roll
Ks Rotational index in nonlinear first order Nomoto’s model
Kv Derivative of roll moment with sway velocity
Kw Wave moment in roll
K Di f

w Diffraction wave moment in roll
K FK

w Froude-Krylov wave moment in roll
Krrr Derivative of roll moment with cubed yaw rate
Krrv Derivative of roll moment with squared yaw rate and sway velocity
Krvv Derivative of roll moment with squared sway velocity and yaw rate
Kvvv Derivative of roll moment with cubed sway velocity
Kφ Derivative of roll moment with roll angle
L Ship length
lR Longitudinal position of rudder center from center of ship gravity
m Ship mass
mWD Shape parameter of Weibull distribution for wave drift forces/moment
mx Added mass in surge
my Added mass in sway
Nr Derivative of yaw moment with yaw rate
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NR Rudder force in yaw
Ns Nonlinear index in nonlinear first order Nomoto’s model
Nv Derivative of yaw moment with sway velocity
Nw Wave moment in yaw
NDi f

w Diffraction wave moment in yaw
N FK

w Froude-Krylov wave moment in yaw
Nrrr Derivative of yaw moment with cubed yaw rate
Nrrv Derivative of yaw moment with squared yaw rate and sway velocity
Nrvv Derivative of yaw moment with squared sway velocity and yaw rate
Nvvv Derivative of yaw moment with cubed sway velocity
Nφ Derivative of yaw moment with roll angle
p Roll rate
r Yaw rate
R Ship resistance
T Propeller thrust in surge
tR Rudder and hull hydrodynamic interaction coefficient in surge
Ts Time constant index in nonlinear first order Nomoto’s model
Tw Wave period
u Surge velocity
uw Wave particle velocity in surge
v Sway velocity
vw Wave particle velocity in sway
WCN Drift wave moment in yaw
WCX Drift wave force in surge
WCY Drift wave force in sway
xH Rudder and hull hydrodynamic interaction coefficient in yaw
XR Rudder force in surge
Xrr Derivative of surge force with squared yaw rate
Xrv Derivative of surge force with yaw rate and sway velocity
Xrr Derivative of surge force with squared sway velocity
Xw Wave force in surge
XDi f

w Diffraction wave force in surge
XFK

w Froude-Krylov wave force in surge
Yr Derivative of sway force with yaw rate
YR Rudder force in sway
Yv Derivative of sway force with sway velocity
Yw Wave force in sway
Y FK

w Froude-Krylov wave force in sway
Y Di f

w Diffraction wave force in sway
Yrrr Derivative of sway force with cubed yaw rate
Yrrv Derivative of sway force with squared yaw rate and sway velocity
Yrvv Derivative of sway force with squared sway velocity and yaw rate
Yvvv Derivative of sway force with cubed sway velocity
Yφ Derivative of sway force with roll angle
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zH Height of hydrodynamic sway force application point from center of ship
gravity

zH R Height of rudder force application point in roll
αX Tuning parameter for drift wave force in surge
αY Tuning parameter for drift wave force in sway
αN Tuning parameter for drift wave moment in yaw
β1 Tuning parameter for wave particle velocity in surge
β2 Tuning parameter for wave particle velocity in sway
γR Flow straitening coefficient
δ Rudder angle
ε Rudder effectiveness coefficient
εa1,2,3,4 Tuning parameter for wave forces phase lag in surge
εb1,2,3,4 Tuning parameter for wave forces phase lag in sway
εc1,2,3,4 Tuning parameter for wave forces phase lag in roll
εd1,2,3,4 Tuning parameter for wave forces phase lag in yaw
ηWD Scale parameter of Weibull distribution for wave drift forces/moment
ζw Wave amplitudes
λ Wave length
ξG Longitudinal position of center of ship gravity from a wave trough
ρ Water density
φ Roll angle
ψ Yaw angle
ψ0 Tuning parameter for wave drift wave force phase lag in surge
ω Wave frequency

6.1 Introduction

Maneuverability and stability of a free running ship in waves are one of the most
important topics considered in the ship design. Especially, in severe following and
quartering waves, the ship is very likely to broach and capsize.

Mathematical models (MM) and recently computational fluid dynamic (CFD),
numerically solving Navier-Stokes equation including viscous effects, are used
to predict ship stability and maneuverability in calm water and waves. The MM
approach in this paper means an approach consisting of two layered sub systems.
In the lower layer, hydrodynamic forces mainly due to potential flow are calcu-
lated by solving partial differential equations of potential flow and hydrodynamic
forces mainly due to viscosity flow are estimated with captive model experiments or
empirical formulas. In the upper layer, ship motions are calculated by solving ordi-
nary differential equations with initial conditions. Since short computational time is
required to sweep out dangerousmaneuvering andwave conditions from a huge num-
ber of suspect conditions, the MM method shows superior ability to the CFD; MM
needs less than a minute for one free running simulation using a personal computer
while CFD needs a few weeks or a month using a very expensive supercomputer.
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Meanwhile, it is also very expensive and time-consuming to predict maneuvering
and rudder coefficients from captivemodel tests which are necessary forMMmethod
while CFD just needs ship geometry and propeller characteristics.

The MM free running simulations in calm water showed that MM was very sen-
sitive to the accuracy of the maneuvering coefficients such that the scatter in the MM
predictions were substantial for MM with coefficients estimated from different cap-
tive tests (Stern et al. 2011).Also,MMshowedonly qualitative agreementwithmodel
experiment (ME) free running results in following and quartering waves while CFD
shows quantitative agreement (Sadat-Hosseini et al. 2011). Since CFD free running
simulation can provide not only ship motion but also total forces/moments acting
on the ship which are unknown during ME free running, it could give a chance to
modify and tune MM to reduce the disagreement with ME free running results in
calm water and waves.

Several mathematical models have been developed. Abkowitz (1964) developed a
mathematicalmodel to describe the hydrodynamic forces/moments acting on the ship
with polynomial expressions using Taylor expansion on state variables. Christensen
and Blanke (1986) developed 2nd order modulus expansions, which represent the
hydrodynamic forces at angle of incidence: cross-flow drag. Recently a new maneu-
vering model was developed from first principles of low aspect-ratio aerodynamic
theory and Lagrangian mechanics (Ross et al. 2007). Meanwhile, the Maneuvering
MathematicalModelingGroup (MMG) (Ogawa andKasai 1978;MMG1980) devel-
oped amathematicalmodel, which explicitly includes the individual openwater char-
acteristics of the hull/propeller/rudder and their interactions. Issues for improvement
include both wave terms in the mathematical model and methods for obtaining the
wave maneuvering coefficients. Usually, the maneuvering coefficients are assumed
constant, which could be realistic for high encounter frequency wave conditions. In
contrast, Son and Nomoto (1982) and Araki et al. (2010) showed a large variation
of maneuvering coefficients in following waves in which the encounter frequency is
very low.

System identification (SI) techniques are developed in control engineering to build
mathematicalmodels for dynamical systems by estimatingmaneuvering coefficients.
The least square (LS) is the one of the simplest and the extended Kalman filtering
(EKF) (Lewis 1986) is one of the most widely used methods in engineering. Nonaka
et al. (1972) employed LS to estimate maneuvering coefficients from experimen-
tal free-running data with random rudder motions and the Abkowitz mathematical
model. However, the estimated maneuvering coefficients were not accurate, which
was due to some of the derivatives drifting to the wrong values known as the simulta-
neous drift problem (Kang et al. 1984). The constrained least square (CLS) method
using the generalized reduced gradient algorithm developed by Lasdon et al. (1978)
can help avoiding the simultaneous drift problem. EKF using full-scale trial data and
the Abkowitz mathematical model was employed by Abkowitz (1980). The zigzag
and turning simulation using estimated maneuvering coefficients showed reasonable
agreement with the data. Rhee and Kim (1999) employed EKF for free-running trial
data (zigzag, turning circle, large angle zigzag tests, etc.) and theMMGmathematical
model to find the best trial type for system identification. The maneuvering coeffi-
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cients reconstructed from the large angle zigzag test showed the smallest error with
the original coefficients. Zhang and Zou (2011) employed support vector machine,
one of the artificial intelligencemethods, for zigzag test and the Abkowitz mathemat-
ical model for which the reconstructed coefficients showed close agreement with the
original maneuvering coefficients. Several other researchers (for instance Shi et al.
2009) have employed EKF to estimate ship maneuvering coefficients.

Most of the studies were conducted for calm water and experimental data were
used to improve the mathematical model by utilizing a system identification tech-
nique. The authors used CFD outputs to improve themathematical model predictions
in calm water (Araki et al. 2012). Hydrodynamic and rudder maneuvering coeffi-
cients included in MM were estimated from turning circle and zigzag CFD free
running simulations trial data. The MM simulations using the predicted coefficients
showed much better agreement with ME free running than those using coefficients
estimated from captive model experiments and empirical prediction.

For maneuvering prediction in waves, the mathematical models often use the
hydrodynamic maneuvering coefficients estimated from the experimental captive
test in calm water. Also, the wave forces are considered as the summation of Froude-
Krylov and diffraction forces. These result in differences between MM predictions
and experimental free running data since the maneuvering coefficients variations due
to waves and wave drift forces are important for MM prediction in waves (Son and
Hamamoto 1982).

The objective of the present work is to employ the system identification technique
with CFD outputs to improve MM predictions in following and quartering waves by
tuning the maneuvering coefficients and wave forces. Since the ultimate goal of this
study is to predict broaching with MM modified with SI, the 4DOF MM (Umeda
et al. 2008) which is popular for broaching prediction model is applied as a basic
MM for this study. The CLS system identification technique was used to estimate
the manoeuvring coefficients and the wave forces using CFD outputs. Herein, only
moderate wave conditions are considered which do not cause broaching. The wave
forces/effects are found from CFD simulations. First CFD free running simulations
in waves are executed. Second, CFD forced motion simulations in calm water are
performed with imposing exactly same motions as the free running simulation. The
wave forces/effects are estimated as the difference between the total force of the
first and second simulations. The CFD wave forces/effects are compared with the
conventional MM wave model based on slender body theory and used to tune MM
wave forces/effects by the system identification technique. The improved MM and
CFD free running simulation results are compared with that of ME. Here it should
be pointed out that the MM and CFD simulations are done before the ME data are
available.
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Table 6.1 Principal particulars of the ONRTH

Model scale

Length (L) 3.147 m

Breadth (B) 0.384 m

Depth (D) 0.266 m

Draft (d) 0.112 m

Displacement (W) 72.6 kg

Metacentric height (GM) 0.0424 m

Natural roll period (Tφ) 1.644 s

Rudder area (AR) 0.012 m2 ×2

Block coefficient (Cb) 0.535

Vertical position of CoG from waterline
(downward positive) (OG)

−0.392×d

Radius of gyration in pitch (κyy) 0.25×L

Maximum rudder angle (δmax) ±35°

Fig. 6.1 Body plan of the
ONRTH model

WL

6.2 ME, CFD, and MM Methods

6.2.1 Subject Ship

The 1/49 scaled model of ONR tumblehome (ONRTH), was developed at Naval
Surface Warfare Center Carderock Division (Bishop et al. 2005), appended with
skeg, bilge keels, rudders, shafts with propeller shaft brackets and twin propellers
was used for the free running experiments. The main particulars of the ONRTH ship
are listed in Table 6.1. The details of the body plan and the model are shown in
Figs. 6.1 and 6.2.
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Fig. 6.2 Bow and stern of the ONRTH model: a bow; b stern

6.2.2 ME Method

All ME free running data was acquired in IIHR wave basin. The wave basin has
dimensions of 40×20 m2 with 3 m water depth and is designed to test captive or
radio-controlled model scale ships.

The model launch system enables specification and replication of the free running
trial initial conditions.Roll, pitch, and yawangles of themodel shipweremeasured by
a fiber optical gyroscope. Meanwhile, the plane trajectory of the model was recorded
by the tracking system, which uses two-camera vision. The tracking cameras capture
twoLED lights placed on the deck of themodel. In order to increase the reliability and
accuracy of the 5DOF (Degree of Freedom)measurement and to enablemeasurement
for all 6DOF of the free running model, i.e. the heave motion, a 6DOF visual motion
capture system was added to the tracking system. A detailed description of the wave
basin and wavemakers, carriage model tracking, 6DOF visual motion capture and
free running 6DOF systems, model geometry and ballasting, and free running trials
tests in calm water and waves is provided by Sanada et al. (2012).

The experimental procedure was as follows. First, the model ship was fixed on
the launch system by electromagnetics while heave, roll, and pitch are free. After the
propeller starts to rotate, the model was accelerated by the launch system to reach
the target speed. Since the towing system acts as the hard spring there would be
small oscillations for the surge motion of the towed ship. After the ship was at the
target speed the model was towed for more distance until the bow was located on
the wave crest. Then the model was released and the rudder controller was activated
after few seconds to start maneuvering. The propeller rate was kept constant during
free running. The ME and CFD trial conditions are shown in Table 6.2.
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Table 6.2 ME and CFD free running test matrice

Test Nominal
Fr

δ (deg) ψ*
c (deg) H/λ λ/Lpp

ME Calm
water

Turning
circle

0.1, 0.2 25, 35 NA

Zigzag 0.1, 0.2 10, 20, 35 10, 20,
35

Large
angle
zigzag

0.2 35 90

Wave Zigzag 0.1, 0.2 20 20 0.02,
0.03

1.0

Straight
running

0.1, 0.2 NA NA 0.02,
0.03

1.0

Course
keeping

0.1, 0.2 Proportional
control, P�1

20 0.02,
0.03

1.0

CFD Calm
water

Turning
circle

0.2 25 NA

Zigzag 0.2 20 20

Large
angle
zigzag

0.2 35 90

Wave Zigzag 0.2 20 20 0.02,
0.03

1.0

Straight
running

0.2 NA NA 0.02,
0.03

1.0

Course
keeping

0.2 Proportional
control, P�1

20 0.02,
0.03

1.0

ψ*
cTarget yaw angle

6.2.3 CFD Method

The code CFDShip-Iowa v4 (Carrica et al. 2010) is used for the CFD computa-
tions. The CFDShip-Iowa is an overset, block structured CFD solver designed for
ship applications using either absolute or relative inertial non-orthogonal curvilinear
coordinate system for arbitrary moving but non-deforming control volumes. Tur-
bulence models include blended k-ε/k-ω based isotropic and anisotropic Raynolds
Averaged Navier Stokes (RANS), and (detached eddy simulations) DES approaches
with near-wall or wall functions. The discretized geometries of the twin propellers
were not included in the simulations. Instead, a simplified body force model is used
for the propeller which prescribes axisymmetric body force with axial and tangential
components.

The propeller model requires the experimental open water curves and advance
coefficients as input and provides the torque and thrust forces. The open water curves
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Fig. 6.3 CFD overset grids
for ONRTH hull and
appendages

are defined as a second order polynomial fit of the experimental KT (J) and KQ(J)
curves. The advance coefficient is computed using ship speed with neglecting the
wake effects. Herein, two PID controllers are used. The heading controller acting on
the rudders are responsible to turn the rudders to keep the ship in the desired direction.
The speed controller acting on the body force propeller model is responsible to rotate
the propellers at appropriate propeller rate to keep the ship at the desired speed. The
heading controller uses P�1 for the proportional gain and zero for both the integral
and derivative gains mimicking the experimental setup which uses a proportional
heading control.

The CFD initial condition is different with ME in several ways. The CFD model
was accelerated with infinite rate to the target speed unlike ME. Then the model
was towed at target speed which was constant while the model was only free to
heave and pitch and not roll until the wave trough was located at midship. After
that, the model was released and rudder controller was activated immediately to
start maneuvering. The differences between ME and CFD setup might cause some
discrepancies between ME and CFD results.

The free model is appended with skeg, bilge keels, superstructure, rudders, rudder
roots, shafts, and propeller brackets same as the ME model but not appended with
actual propellers. The computational grids are overset with independent grids for the
hull, superstructure, appendages, refinement, and background, and then assembled
together to generate the total grid. The total number of grid points is 12.1 M for free
model simulations. Details of the grids are shown in Table 6.3 and Fig. 6.3. The free
running in waves and calmwater verification studies have been done (Sadat-Hosseini
et al. 2011; Araki et al. 2012) which showed quantitative agreement withME results.

6.2.4 MM Method

4DOFmaneuvering mathematical model was used for theMM simulations as shown
in Eqs. (6.1)–(6.5). The low encounter frequencymodel (Umeda et al. 2008) is 4DOF
surge-sway-roll-yaw model and is modified especially for surge equation and rudder
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Table 6.3 Grids for free model simulations

Name Size (grid points) # of procs Type

Hull S/Pa 199×61×104
(1.26 M×2)

12 (×2) Double O

Skeg S/P 61×49×40
(0.12 M×2)

1 (×2) O

Bilge keel S/P 99×45×50
(0.23 M×2)

2 (×2) H

Rudder root collar S/P 121×35×28
(0.12 M×2)

1 (×2) O

Rudder root gap S/P 121×51×19
(0.12 M×2)

2 (×2) Conformal to collar

Rudder outer S/P 61×36×55
(0.12 M×2)

1 (×2) Double O

Rudder inner S/P 61×36×55
(0.12 M×2)

1 (×2) Double O

Rudder gap S/P 121×51×19
(0.12 M×2)

2 (×2) Conformal to inner
and outer

Shaft collar S/P 39×50×57
(0.11 M×2)

1 (×2) O

Shaft proper S/P 74×41×37
(0.11 M×2)

1 (×2) O

Shaft tip S/P 110×117×100
(1.29 M×2)

12 (×2) O with end pole

Strut outer S/P 69×34×50
(0.12 M×2)

1 (×2) O

Strut inner S/P 69×34×50
(0.12 M×2)

1 (×2) O

Superstructure 165×61×85
(0.86 M)

8 Wrap

Refinement 145×81×113
(1.33 M)

12 Cartesian

Background 213×84×113
(2.02 M)

20 O

Total (12.1 M) 116

aS/P Starboard/Port

model (Araki et al. 2012). The model is developed in horizontal body axes which
are shown in Fig. 6.4.

(m + mx )u̇ − (m + my)vr � T (u; n) − R(u; n) + Xvv(u)v
2 + Xvr (u)vr

+ Xrr (u)r
2 + XR(δ, u, v, r ) + XW (6.1)
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Fig. 6.4 Coordinate system for 4DOF MM

(m + my)v̇ + (m + mx )ur � Yv(u)v + Yr (u)r + Yφ(u)φ

+ Yvvv(u)v
3 + Yvvr (u)v

2r + Yvrr (u)r
2v

+ Yrrr (u)r
3 + YR(δ, u, v, r ) + YW (6.2)

(Ixx + Jxx ) ṗ � mxzHur + Kv(u)v + Kr (u)r + Kp(u)p + Kφ(u)φ

− mgGZ (φ) + Kvvv(u)v
3 + Kvvr (u)v

2r + Kvrr (u)r
2v

+ Krrr (u)r
3 + KR(δ, u, v, r ) + KW (6.3)

(Izz + Jzz)ṙ � Nv(u)v + Nr (u)r + Nφ(u)φ + Nvvv(u)v
3 + Nvvr (u)v

2r

+ Nvrr (u)r
2v + Nrrr (u)r

3 + NR(δ, φ, u, v, r ) + NW (6.4)

Here

[Kv Kr Kvvv Kvvr Kvrr Krrr ]
T � zH [Yv Yr Yvvv Yvvr Yvrr Yrrr ]

T (6.5)

In the mathematical model, resistance is estimated from a captive model exper-
iment and the thrust is estimated from propeller open water tests in calm water as
described in Umeda et al. (2008). Roll restoring moment (mgGZ) is estimated from
hydrostatic calculations in calm water. Maneuvering coefficients including heel-
induced hydrodynamic derivatives are estimated from calm water captive model
experiments (Hashimoto et al. 2008). Roll damping is estimated from roll decay
model tests (Umeda et al. 2008). For the ONRTH, the values of correction coef-
ficients for rudder are empirically developed from other model experiments (Kose
et al. 1981). The empirical values are also used for the interaction force coefficients
induced on the hull by rudder nominal force. All maneuvering and rudder coeffi-
cients are listed in Table 6.4. In wave cases, the wave forces Xw, Yw, Kw, and Nw are
calculated from linear Froude-Krylov forces and diffraction forces based on slender
ship theory for zero encounter frequency. It is known that the wave particle velocity
affects the rudder and propeller inflow speed which is important for the maneuver-
ability in waves. Therefore the effects of wave particle velocity to propeller thrust
and rudder force are taken into account.
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Table 6.4 Values of original and SI-calm maneuvering and rudder coefficients used in 4-DOF
nonlinear MM

Coef. Original SI-calm Coef. Original SI-calm

ε 1.0 0.75 Yvrr −0.80 0.32

γ R 0.70 0.55 Yrrr 0.174 0.080

lR/L −1.00 −0.95 Yφ −5.1E−04 −6.5E−04

tR 0.30 0.10 Jxx 4.1E−05 0.0001

aH 0.25 0.23 zH 0.852 1.08

zHR/d 0.854 0.802 Kp −0.243 −0.203

xH/L −0.45 −0.52 Kφ 6.3E−04 1.0E−03

mx 0.0131 0.0 Jzz 0.0079 0.0059

Xvv −0.0858 −0.070 Nv −0.0932 −0.0851

Xvr 0.0522 0.065 Nr −0.0549 −0.0395

Xrr −0.0213 −0.025 Nvvv −0.532 −0.492

my 0.109 −0.070 Nvvr −0.629 −0.805

Yv −0.30 −0.20 Nvrr −0.139 −0.121

Yr −0.0832 0.07 Nrrr −0.00446 −0.0065

Yvvv −1.77 −2.0 Nφ −0.00511 −0.00989

Yvvr 0.262 0.32

However, the MM simulations using these coefficients and wave model show
some discrepancy with the ME free running in calm water and waves. The authors
tuned the calm water maneuvering and rudder coefficients values using the SI with
CFD free running results in calmwater. The results showed better agreement with the
ME calm water data (Araki et al. 2012). The values of tuned coefficients are shown
in Table 6.4. Herein, the wave model is tuned using the SI technique with CFD free
running and captive results in waves.

6.3 SI Method and the Results

A constrained least square (CLS) method using generalized reduced gradient algo-
rithm (Lasdon et al. 1978) is used for SI. The CLS method provided reasonable
maneuvering coefficients from CFD calm water maneuvers (Araki et al. 2012). To
predict wave forces/effects, it is necessary to extract the wave forces/effects from
total hydrodynamic forces. To achieve this purpose, first 6DOF CFD free running
simulations in waves are executed. Second, CFD forced motion simulations in calm
water are performed with imposing exactly same motions as the free running simu-
lation. Thus the wave forces/effects are estimated as the difference between the total
force of the first and second simulations.
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Fig. 6.5 Wave forces during
ψC �20° course keeping
maneuver in following waves
with nominal Fr�0.20, wave
steepness 1/50 and wave
length to ship length ratio 1.0

freetowed

Figure 6.5 shows the extracted CFD wave forces/effects during ψC �20° course
keeping maneuver in quartering waves with nominal Fr�0.20, wave steepness 1/50
and wave length to ship length ratio 1.0. During the free running, the model is
imposed with constant forward speed Fr�0.20 and constant yaw angle 20° until
8.02 s then released to start course keeping maneuvers. Here the “MM” is the wave
forces computed by MM wave model.

It is shown that MM overestimates surge wave force and underestimates sway,
roll, and yaw wave forces. Although definitions of wave forces are different, these
tendencies are found in previous research by Hashimoto et al. (2011) as well where
they compared MM and captive MEwave exciting forces for ONRTH.Moreover the
MMwaveforms seem to be different fromCFDwaveforms especially after themodel
is released. This could because that MM wave model merely includes the Froude-
Krylov and diffraction forces while CFD wave force includes all wave effects not
just Froude-Krylov and diffraction forces but also wave drift forces andmaneuvering
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coefficients variations due towaves.According toCFDextractedwave forces/effects,
the wave correction parameters are estimated by SI methods to tuneMMwavemodel
based on Eqs. (6.6)–(6.8).

XW � a1X
FK
W + kζw

(
a2 sin(kξG + εa2) · Xvv · v2

+a3 sin(kξG + εa3) · Xvr · vr + a4 sin(kξG + εa4) · Xrr · r2) +WCX

YW � b1Y
FK
W + b2Y

Di f
W + kζw(b3 sin(kξG + εb3) · Yv · v

+b4 sin(kξG + εb4) · Yr · r) +WCY

KW � c1K
FK
W + c2K

Di f
W + kζw(c3 sin(kξG + εc3) · Kv · v + c4 sin(kξG + εc4) · Kr · r)

NW � d1N
FK
W + d2N

Di f
W + kζw(d3 sin(kξG + εd3) · Nv · v

+d4 sin(kξG + εd4) · Nr · r) +WCN (6.6)

where

WCX � ρgζ 2
wB

2/L · sin(ψ/2 + ψ0) · (
1 − e−10Fr

) · CX (Tw)

WCY � ρgζ 2
wB

2/L · sinψ · CY (Tw)

WCN � ρgζ 2
wB

2 · sinψ · CN (Tw) (6.7)

CX,Y,N (Tw) � αX,Y,N ·
(
mWD

ηWD

)(
Tw

ηWD

)m−1

exp

{
−

(
Tw

ηWD

)m}
(6.8)

uw � β1 · ζwω cosψe−kz cos(kξG + kx cosψ)

vw � −β2 · ζwω sinψe−kz cos(kξG + kx cosψ) (6.9)

The new wave model includes the major maneuvering coefficients variations and
wave drift forces. For the simplification the wave drift coefficients shown in Eq. (6.8)
are expressed as the Weibull distribution respect to wave periods. The shape and
scale parametermWD, ηWD of Eq. (6.8) are determined from the Yasukawa’s research
(2006). Also the normal force of CFD rudder is used to tune thewave particle velocity
effects to propeller and rudder as shown in Eq. (6.9).

Here a, b, c, d, ε in Eq. (6.6), ψ0 in Eq. (6.7), α in Eq. (6.8), and β in Eq. (6.9)
are tuned by the SI. These SI procedures are repeated to the other cases: straight
running and 20/20 zigzag with nominal Fr�0.20, wave steepness 1/50 and wave
length to ship length ratio 1.0. The original wave correction coefficients and the
tuned coefficients are shown in Table 6.5.



106 M. Araki et al.

Table 6.5 Original wave
correction coefficients and the
coefficients estimated by SI
using extracted CFD wave
forces/effects data

Coef. Orig SI-wave Coef. Orig SI-wave

a1 1.0 0.758 c1 1.0 1.26

a2 0.0 16.33 c2 1.0 0.355

a3 0.0 0.855 c3 0.0 0.510

a4 0.0 0.132 c4 0.0 0.195

εa2 0.0 0.391 εc3 0.0 −0.99

εa3 0.0 3.21 εc4 0.0 1.03

εa4 0.0 0.0 d1 1.0 1.43

αX 0.0 −46.3 d2 1.0 0.403

b1 1.0 1.35 d3 0.0 1.01

b2 1.0 0.423 d4 0.0 0.213

b3 0.0 2.18 εd3 0.0 0.982

b4 0.0 0.496 εd4 0.0 −0.99

εb3 0.0 −0.552 αN 0.0 −2.50

εb4 0.0 0.810 ψ0 0.0 0.301

αY 0.0 −106.2 β1 1.0 0.643

β2 1.0 0.425

6.4 Comparison Between EFD, CFD, and MM Free
Runnings

6.4.1 Maneuvering in Calm Water

Comparison between ME, CFD, “MM-Orig.”, and “MM-SI-calm” trajectories are
shown in Fig. 6.6. Here “MM-Orig.” indicates the MM simulation using the maneu-
vering coefficients estimated from captive model test and rudder coefficients pre-
dicted from empirical charts (Kose et al. 1981). “MM-SI-calm” indicates MM sim-
ulation using maneuvering and rudder coefficients estimated by SI using CFD calm
water maneuvering data (Araki et al. 2012). Figure 6.6a shows the trajectories of
turning circle tests (δ�25°, Fr�0.20), Fig. 6.6b shows zigzag tests (ψc/δ�20/20,
Fr�0.20) trajectories, and Fig. 6.6c shows large angle zigzag tests (ψc/δ�90/35,
Fr�0.20).

The steady state variables and turning parameters for turning circle and 1st, 2nd
overshoot angles andKs, Ts,Ns steering quality indices for zigzag cases (ABS 2006)
for both CFD and MM predictions are compared against ME ones and the overall
errors are plotted inFig. 6.7. The steering quality indices are computed fromnonlinear
first orderNomoto’smodel (Norrbin 1963) shown in Eq. (6.10). As shown in Figs. 6.6
and 6.7, the errors of MM-SI-calm are much smaller than that of MM-Orig.

Tsṙ + Nsr
3 + r � Ksδ (6.10)
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Fig. 6.6 Trajectories of ME,
CFD, MM-Orig., and
MM-SI free running in calm
water: a δ�25° turning
circle; b 20/20 zigzag; c
90/35 large angle zigzag
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Fig. 6.7 Errors from ME
free running results: “T25”
δ�25° turning circle; “Z20”
20/20 zigzag; “Z90” 90/35
zigzag; “Global Av.” average
of T25, Z20, and Z90 errors
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6.4.2 Straight Running in Following Waves

Figure 6.8 shows the comparison between CFD, MM-SI-calm and MM-SI-wave
straight running in following waves with nominal Fr�0.20, wave steepness 1/50 and
wave length to ship length ratio 1.0. Here “MM-SI-calm” indicates MM simulation
using maneuvering and rudder coefficients estimated by SI from CFD calm water
maneuvering data (Araki et al. 2012) with original wave model. “MM-SI-wave”
indicates MM simulations using same maneuvering and rudder coefficients with
“MM-SI-calm” but with new wave model shown in Eq. (6.6) which is the improved
wave forces using CFD wave forces/effects data.

In Fig. 6.8, CFD shows remarkable agreement with ME especially for the surge
and pitch motions. It is showing possibility to replaceME free running test with CFD
simulations even in wave conditions. Here heave and pitch motions for the 4DOF
(surge-sway-yaw-roll) MM are assumed to be the same as the static equilibrium
positions of the ship in waves. MM shows larger heave and pitch motion than those
of CFD and ME which indicates that 6DOF model could be desirable. In surge
motion, CFD successfully reproduce the nominal speed loss due to waves. The MM-
SI-calm fails to express the nominal speed loss and the surging amplitudes are larger
than that of CFD and ME. The MM-SI-calm cannot represent nominal speed loss
because the wave drift terms are not included in the MM-SI-calm model. Meanwhile
MM-SI-wave successfully predicts nominal speed loss and surging amplitude within
high degree of accuracy.

6.4.3 Course Keeping and Zigzag in Following
and Quartering Waves

Course keeping and zigzag simulations in wave conditions are shown in this section.
The simulation procedure is as follows. First the model is accelerated to the target
ship speed with 2DOF (heave and pitch). After the model reaches to the speed, the
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Fig. 6.8 Straight running in following waves with nominal Fr�0.20, wave steepness 1/50, and
wave length to ship length ratio 1.0

model is towed with constant speed for a while and released when the bow is located
on the wave crest. The rudder control starts just after the model is released. In the
ME, it should be noted that the towing time was very short because of the limitation
of the facility’s size. Moreover it was 3DOF (heave, pitch and roll) during towing in
ME.

Figure 6.9 shows the comparison betweenCFDandMM-SI-calmψC �20° course
keeping in quartering waves with nominal Fr�0.20, wave steepness 1/50 and wave
length to ship length ratio 1.0. Here the ME and CFD rudder control start just after
the model is released at a wave trough.

In the trajectory, CFD course deviation shows good agreement with ME which
indicates that CFDwell predicts thewave drift force. Although theME showswobbly
trajectory compared to CFD due to large oscillations for sway motions. Due to the
sway motion error, the roll motions show some difference between ME and CFD
while the error is much smaller than that of swaymotion. However CFD successfully
predicts the surge and yawmotions in quartering waves. Paying attention to CFD and
MM results, MM-SI-calm shows small course deviation compared to that of CFD.
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Fig. 6.9 ψC �20° course
keeping maneuver in
quartering waves with
nominal Fr�0.20, wave
steepness 1/50, and wave
length to ship length ratio 1.0
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From the state variables comparisons, it is clear that MM-SI-calm has some dis-
crepancy on the wave forces and wave drift effects compared to CFD and ME.
MM-SI-calm’s wave model overestimates the surge wave force and underestimates
the sway, roll, and yaw wave forces. The MM-SI-wave shows better agreement with
CFD than MM-SI-calm for state variables and the trajectory. The wave drift effects
can be seen in sway motion prediction which improves the prediction of the course
deviation.

Figure 6.10 shows the comparison between ME, CFD and MM 20/20 zigzag in
following and quartering waves with nominal Fr�0.20, wave steepness 1/50 and
wave length to ship length ratio 1.0. The CFD results show good agreement with
shifted ME for trajectory, surge, and yaw motions. In sway motion, CFD seems
underestimating thewave force compared toMEwhich could explain the discrepancy
of the roll motions.MM-SI-calm shows qualitative agreementwithMEmaneuver but
not quantitative. MM-SI-calm overestimates surge wave force and underestimates
sway, and yaw wave forces. The MM-SI-calm prediction of the zigzag trajectory is
very close to the one predicted in calm water shown in Fig. 6.6b. This is due to the
fact that the maneuvering coefficients oscillations and drift forces induced by waves
are neglected inMM-SI-calm. TheMM-SI-wave improves the prediction as it shows
the oscillations on the state variables induced by the waves. Also, the speed loss is
predicted well in MM-SI-wave such that the trajectory shows good agreement with
CFD and ME ones.

6.5 Conclusions

System identification method using CFD free running data is shown to be an efficient
approach for estimating maneuvering, rudder, and wave correction coefficients in the
MM. Araki et al. (2012) show the reasonable maneuvering and rudder coefficients
can be obtained from a few CFD free running data in calm water. However, the MM
still shows some error predicting the shipmotion inwaves. The originalMM includes
the Froude-Krylov and diffraction forces as the wave forces and the wave particle
velocity as the wave effect on the propeller and rudder which clearly fails to predict
the oscillation amplitudes and the wave drift effects. Therefore the MMwave model
is improved by adding correction parameters for Froude-Krylov, diffraction forces,
and wave particle velocity. Moreover, effects of wave drift forces and maneuver-
ing coefficient variations due to waves are taken into account and these correction
parameters are predicted by CLS using the extracted CFD wave forces/effects data.
The extracted CFDwave forces/effects data are generated from the CFD free running
data in waves and CFD forced motion data in calm water. TheMM simulations using
the new wave model and estimated wave correction coefficients show much better
agreement with CFD than the MM simulations using the original wave model. The
CFD simulations are validated with ME free running results; CFD mostly shows
quantitative agreement with ME which shows the possibility of replacing ME free
running trials with CFD simulations.
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Fig. 6.10 20/20 zigzag in
quartering waves with
nominal Fr�0.20, wave
steepness 1/50, and wave
length to ship length ratio 1.0 wave

δ



6 Improved Maneuvering-Based Mathematical Model … 113

Several follow-up studies were conducted subsequent to this research to improve
the mathematical model. Araki et al. (2013) improved the mathematical models for
the wave forces, maneuvering coefficients variations, and rudder forces. However,
the wave model provided too stable motions in severe waves and is unable to pre-
dict the instabilities such as broaching. Yoneda et al. (2017) and Mizumoto et al.
(2018) conducted more studies to improve the wave model for severe condition. In
future, more experiments and simulations will be conducted in IIHR wave basin and
National Research Institute of Fisheries Engineering (Japan) to facilitate the mathe-
matical model improvement for conditions with higher ship speed and tougher waves
including irregular waves near to broaching conditions. The CFD and experimental
studies will be used to include not only the wave drift force but also the nonlinear
wave effects including the memory effect functions (Mikami and Kashiwagi 2009)
and the rudder and propeller exposing effects in the mathematical model.
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Mathematical Model of Ship Motions

in Waves: Roll Damping



Chapter 7
Some Results from a New Time-Domain
Bilge Keel Force Model

David S. Greeley

Abstract A new non-linear, time domain bilge keel force model was recently devel-
oped for inclusion in the new time-domain seakeeping/maneuvering in waves code
TEMPEST, being developed by NSWCCD. This bilge keel force model combines a
full unsteady extension of Bollay’s non-linear low aspect ratio lifting surface theory
for cases with adequate forward speed with a more conventional approach for cases
with zero or low forward speed, using Morison’s equation. This paper presents some
representative results from the new bilge keel force model for a surface combatant
for various roll amplitudes, roll periods, and forward speeds.

Keywords Bilge-keel forces · Time-domain seakeeping
Unsteady lifting surface theory

7.1 Introduction

The calculation of forces on ship bilge keels continues to be a challenging but impor-
tant aspect of ship hydrodynamics, because of the large effect of these forces on
rolling, and the consequent possibility of capsizing and loss of the ship. In the past,
the estimation of these forces for ship motion simulations has traditionally relied on
experimental data, and semi-empirical techniques derived largely from experimental
data (Himeno 1981). More recently, an assault on this problem using modern com-
putational techniques has begun to bear fruit. Before getting to the results which are
central to this paper, it is worthwhile to review some “big-picture” aspects of the
forces on bilge keels:

(1) Except for some exceptional cases such as yaw or rudder-induced rolling, ships
roll because of the excitation from incident waves in the ocean. It is obvious
from first principles that the forces on the bilge keels are not dependent strictly
on the roll and roll rate (or even complicated functions of these variables alone!),
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but rather on the relative motion between the bilge keels and the water. This
relative motion includes all motions of the ship, the forward speed of the ship,
the incident wave orbital velocities, and the velocities associated with the wave
diffraction, the body radiation, and the steady waves generated by the ship. It
makes little sense to get completely caught up with an elaborate analysis and
fancy curve fits of free roll decay data from a still water model test (either sta-
tionary or with forward speed) in an attempt to discern new “physics” of rolling
in a seaway, when this relative motion situation is ignored. A thorough analysis
may someday indicate exactly under what conditions the relative motion prob-
lemmay be ignored and roll decay data obtained from still water roll decay data
constitutes the “right” input to a seakeeping code, but to the author’s knowledge
no such analysis has yet been done. The relative motion is largely ignored today
because the tools to handle it are just being developed.

(2) Ship motion researchers commonly refer to possible hydrodynamic “memory”
in a seakeeping problem as being associated only with free surface waves.
However, unsteady shed vorticity (associated with time-varying circulation)
also constitutes a powerful mechanism for hydrodynamic “memory”. In the
case of bilge keels, if it is assumed that only “linear” lift is generated (where
the trailing vorticity is shed only from the trailing edge), this shed vorticity
will have minimal impact. However, numerous URANS calculations and PIV
measurements (Irvine 2006) have shown that for low aspect ratio bilge keels,
trailing vorticity is shed from the entire side edge of the bilge keel, and this
shed vorticity has a large impact on the forces developed on the middle and aft
parts of the bilge keel. Bilge keel force models for zero or low forward speed
that use the Morison equation implicitly capture this memory effect, in that the
data used in the Morison equation depends on the history of the flow through
the Keulegan-Carpenter parameter. For the situation with forward speed, either
URANS calculations or an unsteady lifting surface theory that explicitly deals
with side edge vortex shedding and the correct accounting for unsteady shed
vorticity is necessary to capture this memory effect. The memory is dependent
on all of the past motions of the ship and the incident waves, not just roll motion.

(3) It is common to recognize that bilge keels contribute to the added roll moment
of inertia of the ship. It is also common to assume that this contribution is
constant and may be easily estimated from the added mass of a 2D flat plate.
However, if one uses a zero speed bilge keel force model based on the Morison
equation, then the effect of shed vorticity on the bilge keel added mass (ship
roll moment of inertia) is implicitly included because of the dependence of the
inertia coefficient in theMorison equationon theKeulegan-Carpenter parameter.
In the case with forward speed, the situation is more complicated and the added
moment of inertia of the bilge keels, like the lifting forces which contribute to
roll damping, are in fact dependent on the history of the motion because of the
unsteady shed vorticity.

(4) It is typical within the ship motion community to refer to any force that cannot
be modeled in a potential flow sense with a single-valued velocity potential as
a “viscous” force. This implies, especially to newcomers to the field, that these
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forces can only be addressed in the context of RANS or URANS calculations.
Obvious examples are the side force and yaw moment on a yawed ship hull,
and the forces on bilge keels. This is tantamount to ignoring all of the excel-
lent work for calculating lifting potential flows about arbitary bodies done by
John Hess and others, starting in the 1970s (Hess 1972), which became the
main aerodynamic design tool for airplanes until Euler and RANS techniques
supplanted them because these new techniques could deal with Mach numbers
approaching or exceeding 1. In fact, many (but certainly not all) situations in
ship hydrodynamics are perfect for the application of lifting potential flow tech-
niques because of: (a) high Reynolds numbers, (b) low Mach numbers, and (c)
sharp edgeswhich fix flow separation locations. It is the author’s opinion that the
community would be better served if “lifting forces” were clearly differentiated
from true “viscous” forces. There may certainly be challenges in prescribing
or calculating the geometry of the shed vorticity, but this does not negate the
usefulness of lifting potential flow techniques.

(5) For large roll angles, which are themost important to consider when considering
ship safety, bilge keel interactions with the free surface are a distinct possibility,
even to extent of partial or complete bilge keel emergence. It is almost certainly
more important to try to account for this effect, at least approximately, than to
get into protracted arguments about the correct functional form of the bilge keel
damping for high roll angles so that low roll angle data may be extrapolated to
high roll angles.

(6) Many of the considerations above argue for a time-domain treatment of the bilge
keel force problem, in order to handle the inherent non-linearities and memory
effects. Much current effort, including the author’s, is in this direction. How-
ever, recognizing the usefulness of frequency-domain seakeeping calculations,
it would beworthwhile to see if current and future advancements in time-domain
calculations could be transferred to the frequency domain, perhaps using har-
monic balance techniques.

7.2 New Bilge Keel Force Model

In Greeley (2010) a new time-domain bilge keel force model was presented, which
was developed to be incorporated into the US Navy’s new seakeeping/maneuvering
in waves code TEMPEST (Belknap 2010). The main constraint on this new force
model, besides the obvious requirement for maximum accuracy, was that it execute
quickly so that the final TEMPEST code could run in near real-time. This obviously
meant that URANS approaches could not be considered. In the end, a hybrid time-
domain force model was developed that is based on the relative motion between the
bilge keel and the water (as described above), and consists of two components:

(1) For zero or low forward speeds, where the unsteady angle of attack of the bilge
keels exceeds 45°, the forcemodel uses theMorison equation with the empirical
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database for flat plates in unsteady flow presented by Sarpkaya (1996). Two dif-
ferent techniques were developed and evaluated for determining the Keulegan-
Carpenter parameter from the relative motion history, which is a necessary input
to the Morisson equation database.

(2) For those situations with forward speed where the angle of attack of the bilge
keel is 45° or less, Bollay’s theory (Bollay 1936) for low aspect ratio wings was
extended for unsteady flow with an arbitrary distribution (in time and space) of
normal and tangential onset velocities to the bilge keel. The vorticity, which is
assumed to be continuously shed from the side edge (as well as the trailing edge)
of the bilge keel according to Bollay’s theory, is rigorously accounted for in an
unsteady lifting surface fashion, and the full non-linear Bernoulli equation is
used to compute the forces on the bilge keel. This model has been demonstrated
to closely replicate URANS force results, even at an unsteady angle of attack
of 24°.

The final bilge keel model contains the above two modules, all appropriate logic
to switch between the force modules as appropriate, and a model for the unsteady
pressure forces (due to bilge keel action) acting on the hull surface (which uses
the exact shape of the hull adjacent to the bilge keels). In addition, the final model
includes an approximate but physically-based model for the change in bilge keel
forces as a bilge keel emerges from the water, and a model for the slam forces on the
bilge keel as it re-enters the water.

This new bilge keel force model is currently being implemented into TEMPEST
by the TEMPEST team, so no results are yet available from the new bilge keel model
actually used with TEMPEST. We present below some computations using the new
bilge keel force model for a ship rolling in calm water.

7.3 Example Calculations

The case chosen for the example calculations presented here is the U.S. Navy pre-
contract DDG-51 hull form, as represented byNSWCCDmodel 5415. This hull form
has been widely studied around the world. In particular, Miller (2008) has presented
calmwater roll decay measurements (at Fr�0.0 and Fr�0.280) forModel 5415 and
corresponding CFD results, done using CFDShip-Iowa. These results were presented
at model scale so that the experiments and CFD computations could be compared
directly; we have done our example computations at ship scale, but we present the
results in terms of non-dimensional coefficients so that model and full size results
may be compared directly. The major results that we will use for comparison are roll
decay coefficient (logarithmic decrement) versus average roll angle and roll period
versus cycle number, as shown in their Fig. 9 (reproduced as Figs. 7.1a, b).

The excellent match between CFD and experiment (at the higher roll angles)
allows one to have confidence in the contributions of the bilge keels to the motions,
as determined by the difference in CFD computed motions with and without bilge
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Fig. 7.1 a Decay coefficient for DTMB Model 5415 (from Miller 2008) (scale ratio�24.84), b
Roll period for DTMB model 5415 (from Miller 2008) (scale ratio�24.84)

keels. From the data presented, we can pick off the difference in roll decay coefficient
due to the bilge keels, and the difference in roll period due to the bilge keels. For
convenience, these values have been converted to equivalent linear damping coeffi-
cients b44 and added moment of inertia coefficients a44, and we present here their
non-dimensional forms as recommended by Himeno (1981):
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a′
44 � a44

ρ∇B2
(7.1)

b′
44 � b44

ρ∇B2
√

2g
B

(7.2)

where B is the beam of the ship, and g is the acceleration due to gravity. These
coefficients are terms in the single degree of freedom equation for the roll of the
ship:

(I44 + a44)φ̈ + b44φ̇ + c44φ � M(t) (7.3)

The inflow to the bilge keel for our example calculations is determined by using a
lifting potential flow model, following the work of Hess (1972). The hull surface is
paneled using source panels to enforce the zero normal velocity boundary condition
on the ship hull, and an interior vortex lattice system is used to represent the lifting
action of the sonar dome and hull. A non-linear, equal pressure Kutta condition is
applied at the trailing edge of the sonar dome and skeg in order to determine the
strengths of the interior vortex lattice system. Because the rolling motion considered
is of relatively high frequency, the best approximation of the free surface available in
this potential flow calculation is that the calm water surface be considered a plane of
zero perturbation potential (Newman 1977): this may be realized by using a negative
image above the waterplane for all of the singularities representing the hull. See
Greeley and Willemann (2012, 2013).

The bilge keel calculations for each operating condition were done by computing
the starboard bilge keel inflow (both tangential and normal velocity distributions
along the bilge keel) for a series of roll angles and roll velocities corresponding to
one sinusoidal roll cycle, using these velocities to “drive” the new bilge keel force
model for several cycles to ensure that the hydrodynamic memory effects associated
with the shed vorticity had reached a steady sinusoidal pattern, and then analyzing
the force results for the last complete roll cycle in the calculations. Both the normal
pressures on the bilge keel and the computed pressures acting on the nearby hull were
used to compute the bilge keel roll moments, to be consistent with the previously
mentioned CFD computations. A typical plot of the computed roll moments (for the
starboard bilge keel only) is shown in Fig. 7.2.

Figure 7.2 shows the roll angle, the bilge keel roll moment from the unsteady
lifting surface subroutine (mxuls3) which is the correct roll moment to use in this
case, as well as the computed roll moment due to bilge-keel induced pressures on the
hull (hmx). As is well known, the bilge keel forces decrease with forward speed, so
the unsteady lifting surface computations (mxuls3) shows a smaller roll moment at
this medium Froude number than the zero-forward-speedMorison equation (mxme)
would indicate. Note that for both bilge keel force models, the computed time varia-
tion of the roll moment is not sinusoidal, despite the fact the imposed rolling motion
is purely sinsoidal. For the unsteady lifting surface theory results (curvemxuls3), the
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Fig. 7.2 Computed starboard Bilge Keel roll moments at Froude No.�0.280 (full scale)

non-sinusoidal behavior is due to the complicated interactions between the vorticity
shed off of the side edge of the bilge keel near the front of the bilge keel interacting
with the rear portions of the bilge keel, as well as the fact that a significant non-
linear lift component results from this side edge vortex shedding. [A comparison of
this computed time variation of the forces with unsteady RANS results is shown in
Greeley (2010)]. For the Morison equation results (curvemxme), the non-sinusoidal
behavior of the forces is due to the quadratic drag force component inherent in this
model.

The computed roll moments versus time were then least squares fitted with a
model with 4 terms: one for the added moment of inertia, and 3 for the roll damping
moment assuming that the roll damping can be expressed in the following form
(Himeno 1981):

b44(φ̇) � b1φ̇ + b2φ̇
∣∣φ̇∣∣ + b3φ̇

3 (7.4)

The equivalent linear damping for this Froude number, roll frequency, and roll
angle amplitude is then computed from these three components and used to compute
the final b44:

be(Fr, ω, φA) � b1 +
8

3π
ωφAb2 +

3

4
ω2φ2

Ab3 (7.5)

b44 � be(Fr, ω, φA) (7.6)

Figure 7.3 shows the computed bilge keel contribution to the added moment
of inertia and equivalent linear damping coefficients for the DDG-51 hull form at
various Froude numbers, for a roll amplitude of 15° and a full scale roll period of
11.2 s. The added moments of inertia due to the bilge keels inferred from the data
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Fig. 7.3 Computed BilgeKeel contribution to addedmoment of inertia and equivalent linear damp-
ing

of Miller (2008) are two to three times the values shown in Fig. 7.3. The reason for
this large discrepancy is unknown at present—it may be related to fact that during
the experimental work and CFD computations, the model was forced to oscillate
about its center of gravity. With the coupling of roll and sway due to added mass
terms, perhaps a two degree of freedom model (roll and sway) is required to model
the forced roll experiment and the influence of the bilge keels on the added moment
of inertia in a meaningful way. Also, the Miller(2008) CFD calculations included
a proper representation of the free surface waves, whereas the current calculations
havemade use of an approximate “negative image” representation of the free surface.
In any event, this large discrepancy requires more study in the future.

Two experimental/CFD data points for the non-dimensional bilge keel damping
are also shown in Fig. 7.3—these were deduced from the experimental/CFD results
for the model shown in Fig. 7.1a. A perfect match between the current bilge keel
model calculations and these points should not be expected, given the approximate
nature of the bilge keel inflow calculations (not having a proper representation of the
free surface in the hull potential flow computations). Still, the reasonable agreement
for the bilge keel damping values is encouraging. It should also be noted that the
current calculations are essentially for very high Reynolds numbers, while the CFD
calculations are for the much smaller Reynolds numbers occuring at model scale,
which may be responsible for some “scale effects”.

Themost unusual feature of the predicted damping due to the bilge keels shown in
Fig. 7.3 is the large increase in damping expected at Fr�0.07. This comes right out of
the unsteady lifting surface model. This lifting surface model, since it only responds
to the normal and tangential velocities supplied to it, does not care about the actual
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Fig. 7.4 Variation in Bilge Keel parameters with roll period (full scale)

Froude number. Rather, this Froude number of 0.07 with a roll amplitude of 15° and
roll period of 11.2 s happens to correspond to an unsteady angle of attack and reduced
frequency combination at which the vorticity shed from the side edges of the bilge
keel on the forward third of the bilge keel has a huge impact on the load experienced
on the after half of the bilge keel—the biggest computed unsteady pressures on the
bilge keel are in fact near 75% chord! This kind of hump in the bilge keel damping
is not expected according to generally used bilge keel force models or seen in most
model testing. In fact, there is sometimes a dip seen in the bilge keel damping in
this Froude number region. However, Irvine (2006) shows large scale effects on
bilge keel forces in this Froude number range for geosims of Model 5415 tested at
various facilities, with the smaller models showing significantly less damping than
the larger models, so there are a number of issues that need examining here: (1)
re-examination and possible additional testing and CFD runs for this Froude number
(reduced frequency) range, over a range of Reynolds numbers, and (2) comparison (if
possible) betweenmodel scale predicted roll damping and full scale ship roll damping
in this Froude number range to make sure we understand the nature of possible scale
effects, and possible shortcomings in the unsteady lifting surface model as currently
implemented.

Additional computions with the new bilge keel model were done to look at vari-
ations in roll amplitude and roll period (for the full scale ship). Figure 7.4 shows the
computed variation in a44 and b44 with roll period for a Froude number of 0.280 and
a roll amplitude of 15°, while Fig. 7.5 shows a similar variation with roll amplitude
for Froude number�0.280 and a roll period of 11.2 s (full scale). As expected, since
the roll damping actually has a large quadratic and cubic component, the equivalent
linear damping is a strong function of roll angle.
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Fig. 7.5 Variation of Bilge Keel parameters with maximum roll angle (full scale)

7.4 Conclusions

Someexample calculations fromanew time-domain bilge keel forcemodel have been
presented and an attempt has been made to compare the results from this model with
existing experimental and CFD results for DTMB Model 5415. Some encouraging
agreement with existing experimental and CFD data has been obtained even with
approximate calculations of the bilge keel inflow, but questions about the bilge keel
force behavior, especially possible scale effects near a Froude number of 0.07 (for
Model 5415), require further investigation. The interpretation of bilge keel added
mass effects in the context of roll experiments where the roll axis passes through the
center of gravity (regardless of added mass effects) also requires a re-examination.
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Chapter 8
Some Topics for Estimation of Bilge Keel
Component of Roll Damping

Toru Katayama, Yuuki Yoshioka, Takahiro Kakinoki, Shugo Miyamoto
and Yoshiho Ikeda

Abstract In this paper, two topics of roll damping estimation are introduced. In these
topics, bilge-keel component of roll damping is focused, because this component is
generallymost part of viscous roll damping. First topic is the bilge-keel component of
roll damping under shallow draft and large amplitude roll motion, and an estimation
method of the draft effects based on Ikeda’s method is proposed. Second topic is the
bilge-keel component of roll damping under transitional and non-periodic rolling, an
estimationmethod for time-domain simulation based on Ikeda’smethod is introduced
and its estimated results are compared with measured results of roll damping in
irregular forced rolling.

Keywords Bilge-keel component · Relative draft · Keulegan-Carpenter number
Drag coefficient · Transitional and non-periodic motion
Time-domain simulation · Parametric rolling

8.1 Introduction

In order to guarantee the safety of vessels, it is very important to understand the
characteristics of roll motion and to estimate roll motion adequately. However, it is
very complicated to calculate it because of difficulty of roll damping prediction due
to significant viscous effects depending on vortex shedding.

It is well known that there is an estimation method of roll damping proposed by
Ikeda et al. (1976, 1977a, b, 1978). However, some estimation problems are indicated
in the previous studies (Tanaka et al. 1981, 1982; Ikeda et al. 1994; Hashimoto et al.
2008, 2009).

In this paper, two topics of estimation problems of the bilge-keel component of
roll damping which is generally the largest part of total roll damping are introduced
and discussed. The first topic is the effects of shallow draft. A forced rolling test
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Table 8.1 Principle
particulars of
two-dimensional model

Length: L 0.80 m

Breadth: B 0.237 m

Depth: d 0.14465 m

Block coefficient: CB 0.8 m

Bilge radius 0.035 m

Length × Breadth 0.01 m × 0.80 m

is introduced. And a simplified estimation method of this effects is indicated. The
second topics is the effects of transitional and non-periodicmotion.Under transitional
motion, drag coefficient of a flat plate in the region of lowKc number is shown. Using
the forced oscillation device, drag coefficient of the flat plate under transitional
condition in periodic motion is indicated. Moreover, according to the basic idea of
Ikeda’s bilge-keel roll damping estimation method in frequency domain, using the
proposed empirical formula of drag coefficient for flat plate, an estimation method of
bilge-keel component of roll damping in time domain is introduced and its estimated
results are comparedwithmeasured results of roll damping in irregular forced rolling.

8.2 Effects of Shallow Draft

8.2.1 Forced Rolling Test

In the previous study by Tanaka et al. (1981), it is pointed out that bilge-keel com-
ponent of roll damping decreases when the draft is shallow. However, no formu-
lation is proposed. Then, in this study, a forced rolling test is carried out by using
two-dimensional model, and the characteristics of the effects of shallow draft on
bilge-keel component is investigated to propose an empirical formula.

Table 8.1 shows the principal particulars of the model with bilge keel. Figure 8.1
shows some parameters for explaining experimental conditions. The measurements
at systematically changed roll amplitudes, roll periods, drafts and height of roll
axis (the center of rolling) are carried out. Bilge-keel component is obtained from
subtraction measured data of hull without bilge keel frommeasured data of hull with
bilge keel at the same condition.

8.2.2 Empirical Formula

Figures 8.2, 8.3 and 8.4 show the ratio of the measured results by the predicted ones.
Horizontal axis shows dbk/Bbk. Each figure shows the results of different Hbk/Bbk.
Where dbk, Bbk and Hbk are shown in Fig. 8.1. The ratios are indicated by different
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Fig. 8.1 Cross section of
two-dimensional model
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Fig. 8.2 Ratio of measured
bilge-keel damping
component to predicted one
at height of roll axis KG �
57 mm
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Fig. 8.3 Ratio of measured
bilge-keel damping
component to predicted one
at height of roll axis KG �
72 mm
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marks for different roll amplitude. The maximum roll amplitudes are different for
each height of roll axis and they are 17.71, 18.57, 21.0° respectively.

Figure 8.2 shows that the ratio increases linearly with increase of draft. For dif-
ferent roll amplitudes, the tendency is almost same quantitatively. Figure 8.3 shows
that the ratio is almost same for different roll amplitudes. And the ratio increases
linearly and its inclination is higher than Fig. 8.2. Figure 8.4 shows that the similar
tendency as Fig. 8.2. And its inclination is the highest of all. If draft is deep enough,
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Fig. 8.4 Ratio of measured
bilge-keel damping
component to predicted one
at height of roll axis KG �
96 mm

0 0.2 0.4 0.6 0.8
0

0.5

1

ratio

dbk /Bbk

T=1.20[s]

Hbk/Bbk=0.792

the predicted results can agree with the measured results. It means that the ratio does
not exceed 1.0 with increase of draft. Moreover, above-mentioned characteristics are
not almost affected by roll period.

Afitting curve is obtained from themeasured data. A correction factor is expressed
as following equation.

Cbk �
(
3.615

Hbk

Bbk
− 1.227

)
dbk
Bbk

+

{
3.29

(
Hbk

Bbk

)2

− 5.35
Hbk

Bbk
+ 1.98

}
φ2
a

+

{
2.48

(
Hbk

Bbk

)2

+ 1.90
Hbk

Bbk
− 11.6

}
φa

+

{
2.77

(
Hbk

Bbk

)2

− 3.27
Hbk

Bbk
+ 1.14

}

≤ 1.0 (8.1)

where φa is in radian. Bilge-keel component is obtained by multiplying correction
factor by bilge-keel component of Ikeda’s method.

8.2.3 Calculated Results

For a post panamax container ship (Hashimoto et al. 2008, 2009), roll damping is
calculated by Ikeda’s method with the correction factor. When parametric rolling
occurs at high wave height in head waves, large relative draft change is caused. In
the roll damping calculation, the relative draft of each cross section at the moment,
where roll is upright, is used. Figure 8.5 shows the calculated results. Total roll
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Fig. 8.5 Estimated results
of roll damping including
relative draft effects
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damping decreases 6% at roll amplitude φa �8.59°, 11% at φa �14.38°, and 19%
at φa �20°, for the results without considering the relative draft change. Shallow
draft due to draft change in waves affects on bilge-keel component significantly.

8.3 Effects of Transitional and Non-periodic Rolling

8.3.1 Drag Coefficient of Flat Plate in Uniform Flow

Drag coefficient of a flat plate, which is assumed as bilge keels, in uniform flow
is measured by Katayama et al. (2011). A strut and a flat plate are fixed by a load
cell (shown in Fig. 8.6), and it is towed at constant forward speed. Towing speeds
are from U � 0.1 to 1.0 m/s at 0.1 m/s space. Drag force acting on a flat plate D
is obtained from deducting measured drag without the flat plate. Drag coefficient is
calculated with the following equation.

Fig. 8.6 Schematic view of
the experimental device from
the front. The moving
direction of flat plate is
directed from the back to the
surface of the paper.
Thickness of flat plate is
3 mm (Katayama et al. 2011)

load cell

strut

flat plate
LP [m]

DP
=0.05

[m]

=0.55

l = 0.814 [m]

d = 0.513 [m]
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Fig. 8.7 Drag coefficients of
flat plates in uniform flow
(Katayama et al. 2011)
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0.5ρSU 2
(8.2)

where D, ρ, S and U denote drag force, density of fluid, area of flat plate and towing
speed. In order to avoid lowKc number effects, measured data in the regionKc > 100
are used in the analysis of drag force. Kc number is expressed as follows,

Kc � Kcd � 2π y

DP
(8.3)

where y and DP denote forward moving distance and height of a flat plate shown in
Fig. 8.6 (LP/DP � 11). It is noted that this Kc number is used as a non-dimensional
coefficient of moving distance of flat plate. In Appendix 8.1, Kc number as the ratio
between the drag and the inertia force is indicated.

Figure 8.7 shows the results. Drag coefficient of a flat plate (LP � DP) measured
byHoerner (1965) is also shown in Fig. 8.7. In order to remove lowReynolds number
effects on drag force, drag force of a tapered flat plate is also measured. From this
figure, it is confirmed that drag coefficient of a tapered flat plate is constant for change
in forward speed, even if it is lower than Hoerner’s results. In this study, a tapered
flat plate is used.

8.3.2 Empirical Formula of Drag Coefficient of Flat Plate
in Steady Oscillation

It is known that drag coefficients on oscillating flat plate at low Kc number (Kc < 10)
is significantly changed by a slight change of Kc number (Tanaka et al. 1980; Kudo
et al. 1980). Kc number of oscillating flat plate is expressed as follows,

Kc � Kca � 2π ya
DP

(8.4)
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Fig. 8.8 Drag coefficients of
flat plates in oscillatory flow
(Katayama et al. 2011)

0 10 20 30
0

10

20

CDperi

Kc

measured by forced sway test

result in Eq. (6)
measured by Bearman et. al.

result in uniform flow

(                 )LP/DP =11
(               )LP      DP>>

where ya is amplitude of oscillation. However, the experimental results at low Kc
number (Kc<3) is not found because of difficulty of measurement. Then, drag force
of a flat plate at low Kc number is carefully measured.

The experimental device shown in Fig. 8.6 is oscillated and hydrodynamic force
and forced motion are measured. And the same measurement is carried out for the
strut without the flat plate. Drag force, which is proportional to motion velocity, is
obtained from these data. Drag coefficient is calculated with the following equation.

CDperi � DPeri

0.5ρS(ya ω)2
(8.5)

where, ω is circular frequency of forced oscillation, and DPeri is drag force acting on
a flat plate. DPeri is obtained from deducting drag force without flat plate.

Figure 8.8 shows the results.Drag coefficient is about 20 atKc�0.5, anddecreases
with increase of Kc number, and becomes the value in uniform flow at about Kc �
250. As the results, a fitting curve of drag coefficient Eq. (8.6) is determined by
Katayama et al. (2011), and it is shown in Fig. 8.8 as a dotted line.

CDperi

CD0
� (20.0e−1.23Kca + 2.86e−0.174Kca + 1)

×
(
0.908 +

1.2

1 + 1.01Kca

)

(0 < Kca ≤ 250) (8.6)

8.3.3 Drag Coefficient Under One Direction Accelerating

Experimental device shown in Fig. 8.6 is towed horizontally by a method of free fall
of a weight shown in Fig. 8.9. In order to obtain drag force acting on a flat plate,
two measurements with and without flat plate are carried out, and these data are
analyzed after removing theoretical value of inertia and added inertia forces from
both measured forces, respectively.
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Fig. 8.9 Schematic view of
experiment towed by free fall
of a weight

Weight

pulley

strut

towing carriage

Dacc(S+P)(t) � F(S+P)(t) −
(
m(S+P) +

π

4
Cm ρ D2

P L P

)
ÿ(S+P)(t)

DaccS(t) � FS(t) − mS ÿS(t) (8.7)

where Dacc(S+P)(t) and DaccS(t) are drag force and added inertia force acting on strut
with or without flat plate. F(S+P)(t) and FS(t) are measured forces acting on strut with
or without flat plate, m(S+P) and mS are mass of strut with or without flat plate, Cm is
coefficient of added mass for flat plate (in this case Cm=1.0), ρ is a density of fluid
and ÿ(S+P)(t) and ÿS(t) are acceleration determined by a time history of motion.

Coefficient of Dacc(S+P)(t) or DaccS(t) is calculated with the following equation.

CDacc � Dacc(t)

0.5ρS ẏ(t)2
(8.8)

The coefficients in the both cases are obtained and fitting curve (8.9) and (8.10)
are determined respectively by Katayama et al. (2011).

CDacc(S+P)

CD0
� (14.3e−1.80Kcd + 4.41e−0.37Kcd

+ 1.168) ×
(
0.908 +

1.2

1 + 1.01Kcd

)

(0 < Kcd ≤ 250) (8.9)

CDaccS

CD0
� (10.4e−1.03Kcd + 0.30e−0.17Kcd

+ 0.168) ×
(
0.908 +

1.2

1 + 1.01Kcd

)

(0 < Kcd ≤ 250) (8.10)

where Kc number obtained from Eq. (8.3). It is noted that these coefficients are not
function of time but KC as a non-dimensional coefficient of moving distance.

From Eqs. (8.9) and (8.10), drag coefficient of a flat plate at one direction acceler-
ating is calculated with the following equation and the results are shown in Fig. 8.10.
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Fig. 8.10 Comparison of
drag coefficients of a flat
plate obtained by force
measurement test in uniform
flow, forced sway test and by
direction accelerating test
(Katayama et al. 2011)
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CD0
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CD0
− CDaccS

CD0

(0 < Kcd ≤ 250) (8.11)

8.3.4 Drag Coefficient Under Transitional Condition
in Oscillatory Flow

In this section, using the forced oscillating device, measurements of forces acting on
a flat plate in each swing from rest is carried out.

Figures 8.11 and 8.12 show the results. Drag coefficient is gradually increasing
from the first swing to the fourth swing. After the fourth swing, drag coefficient
becomes constant. The phenomena may be caused by changing flow around hull
(e.g. from laminar flow to turbulent flow), and it should be investigated in near future
by using PIV or CFD. From the results, the formula of drag coefficient including the
number of swing from rest is decided as the following equation by Katayama et al.
(2011) .

Fig. 8.11 Drag coefficient
of flat plate versus the
number of swing at Kca �
2.0 (Katayama et al. 2011)

0 5 10
0

5
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CD

the number of swing

result in Eq. (10)

n

result of Eq.(12) 
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Fig. 8.12 Drag coefficient
of flat plate versus the
number of swing at Kca �
10.0
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0
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CD
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n

result of Eq.(12) 

CDn � CDacc +
(
CDperi − CDacc

)n − 1

3
(8.12)

where n is the number of swing (n � 1, 2, 3 and 4). And Kc number in Figs. 8.11
and 8.12 is obtained from Eq. (8.4).

8.3.5 Empirical Formula of Drag Coefficient of Flat Plate
for 1st Swing in Steady Oscillation

Using Eq. (8.11), the drag coefficient of flat plate for 1st swing in steady oscillation
can be calculated according to the following equation

T
4∫

0

CD1 sin3 ωt dt �
T
4∫

0

CDacc(Kcd ) sin
3 ωt dt. (8.13)

Equation (8.13) indicates energy integration for 1st swing in steady oscillation.
Drag coefficient of flat plate for 1st swing in steady oscillation is obtained by fol-
lowing equation by Katayama et al. (2011).

CD1

CD0
�

{
5.42e−0.23Kca + 13.2e−1.25Kca − 1.96e−0.21Kca

−8.72e−0.78Kca + 1.0

}

×
(
0.908 +

1.2

1 + 1.01Kca

)

(0 < Kca ≤ 250) (8.14)

Comparison among drag coefficients in steady oscillation, under one-way accelera-
tion and in first swing of steady oscillation is shown in Fig. 8.13. In this calculation,
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Fig. 8.13 Comparison
among drag coefficients in
steady oscillation, in first
swing of steady oscillation
and under one-way
acceleration versus Kc
number (Katayama et al.
2011)
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drag coefficient in uniform flow CD0 � 1.26, which is measured value for the same
flat plate shown in Fig. 8.7, is used.

8.3.6 Drag Coefficient Under Transitional Condition
in Periodic Oscillation

In the previous section, it is confirmed that the drag coefficient in each swing of
steady oscillation from rest is gradually increasing, and after the 4th swing the drag
coefficient becomes constant. This characteristics are expressed asEq. (8.12). In order
to apply it to time domain estimation of drag coefficient, the following equation is
proposed by Katayama et al. (2011),

CDacc(n)

CD0
� CDacc

CD0
·
[
1 +

(
CDperi

CD1
− 1

)
· n − 1

3

]
, (8.15)

where n is the number of swing (n� 1, 2, 3 and 4). In Eq. (8.15), it is assumed that the
drag coefficient in first swing is CDacc and the drag coefficient CDacc(n) is increased
from the 1st swing to the 4th swing according to the ratio of CDperi and CD1.

Figure 8.14 shows comparison among the measured and the two estimated drag
forces in time domain under steady oscillation in transitional condition. The first esti-
mationmethod uses the drag coefficient, which changes in every time step, depending
on Kc number expressed by Eq. (8.3), and the second estimation method uses a con-
stant drag coefficient depending on Kc number expressed by Eq. (8.4). In the both
estimation method drag forces are calculated by Eq. (8.7).

The result by thefirst estimationmethod is better agreementwithmeasured results.
In the lower figure of Fig. 8.14, the results of the first estimation method shows that
drag coefficient changes in time step and its value is maximum at the start position of
a swing. As the results, the estimated result of the first estimation method becomes
larger than one of the second estimation method.
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Fig. 8.14 Comparison
among drag forces under
steady oscillation in
transitional condition. [First
estimation method uses the
drag coefficient, which
changes in every time step,
depending on Kc number
expressed by Eq. (8.3).
Second estimation method
uses a constant drag
coefficient depending on Kc
number expressed by
Eq. (8.4)]
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Figure 8.15 shows comparison of drag forces under un-sinusoidal oscillation. In
the figure, there are two estimated results as same as shown in Fig. 8.14. It is noted
that drag coefficient of the second estimation method does not consider the memory
effects, which is expressed by Eq. (8.15), and the drag coefficient is estimated at n �
4 in Eq. (8.15). The result of the first method shows better agreement with measured
result, and the amplitude of drag force of the first estimation method is almost same
as measured one because of the change of drag coefficient. However, drag coefficient
is estimated at n � 4 in this case, then memory effects of drag coefficients are not
clear, and more detailed measurement is desired.
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Fig. 8.15 Comparison
among drag forces under
un-sinusoidal oscillation.
[First estimation method
uses the drag coefficient,
which changes in every time
step, depending on Kc
number expressed by
Eq. (8.3). Second estimation
method uses a constant drag
coefficient depending on Kc
number expressed by
Eq. (8.4)]
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8.4 Bilge Keel Roll Damping for Time Domain Simulation

Ikeda’s method is one of discrete type estimation method. It is composed of wave,
lift, frictional, eddy and appendages contributions (bilge keel, skeg, rudder etc.). In
this section, an estimation method of the bilge-keel component in time domain is
proposed to refer the basic concept of bilge-keel component of Ikeda’s method (refer
toAppendix 8.2).Moreover, the comparison between estimated andmeasured results
is shown.

In periodic rolling, a drag coefficient acting on bilge-keels is expressed as Eq.
(8.30) in Ikeda’s method. This formula is obtained by fitting the measured drag
coefficients of a flat plate under steady oscillation, which are shown in Fig. 8.16. In
this figure, horizontal axis is Kc number and vertical axis is drag coefficient of flat
plate under steady oscillation. Therefore Eq. (8.30) can be replaced with Eq. (8.6).
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Fig. 8.16 Comparisons of
drag coefficients of a
bilge-keel and the flat plate,
those areas are same
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Moreover, if Eqs. (8.3) and (8.15) are applied, the normal force component of bilge-
keels can be obtained by following equation

MBKN � 1

2
ρ(2 lBK bBK )CDacc(n) l

2 φ̇
∣∣φ̇∣∣ r f. (8.16)

Using the samemanner as the normal force component of bilge-keels, the hull sur-
face pressure component of bilge-keel in timedomain is obtained fromEq. (8.17)with
replacing CD in Eq. (8.35) to Eq. (8.15) and KC number in Eq. (8.33) to Eq. (8.18).

MBKH � 1

2
ρ l2 f 2 φ̇

∣∣φ̇∣∣ ∫
G
Cp · l p dG (8.17)

Kc � π l φ

2bBK
(8.18)

Figure 8.17 shows the comparison betweenmeasured and estimated results. In the
case, the results show that estimated result by the second method is better agreement
with measured one than one by the first method.

8.5 Conclusion

In this paper, two topics of roll damping estimation problems are introduced.
In the first topics, the effects of shallow draft are investigated. Bilge-keel compo-

nent of roll damping by Ikeda’s predictionmethod is overestimated for lower roll axis
and shallow draft. Based on the measured results, an empirical formula to the bilge-
keel component is proposed. However, physical mechanism of the effects of shallow
draft on the bilge keel component of roll damping has not been discussed. If the
physical mechanism will become clear, it may be possible to correct Ikeda’s method
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Fig. 8.17 Comparison
among drag forces under
un-sinusoidal rolling. [First
estimation method uses the
drag coefficient, which
changes in every time step,
depending on Kc number
expressed by Eq. (8.3).
Second estimation method
uses a constant drag
coefficient depending on Kc
number expressed by
Eq. (8.4)]
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reasonably according to relevant physical reasons. The more detailed research work
should be carried out in near future.

In the second topics, the effects of transitional motion are investigated. In the
region at Kc < 250, drag coefficient of a flat plate under one direction accelerating
is larger than that in uniform flow and smaller than that in steady oscillatory flow.
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Moreover, in transitional condition under forced oscillation, the drag coefficients
from 1st swing to 3rd swing are smaller than that in steady oscillatory flow. These
facts may indicate that the characteristics of drag coefficient affect transitional and
non-periodic rolling. Finally, based on the results, an empirical formula to the bilge-
keel component by Ikeda’s prediction method is presented. And, an estimated result
is compared with a measured result and it shows good agreements depending on
extremely large drag coefficient at low Kc number. However, until now, it is not
necessary clear how to consider the memory effects, which is the effects of the
vortexes created by previous swings. In the future work, more detailed measurement
is required.

Appendix 1

Kc Number as the Ratio Between the Drag and the Inertia
Force

Drag and inertia force acting on a flat plate (L × D) are expressed by the following
equations with coefficients CD and CM ,

fD � 1

2
CDρDLU 2, (8.19)

f I � 1

4
CMρπD2L

d

dt
U, (8.20)

where ρ is density of fluid, U is relative fluid velocity to flat plate, time derivative of
U is fluid acceleration.

KC number for fluid force on an immersed body at rest a moving liquid is obtained
from the ratio between the drag and the inertia force,

fD
f I

� CD

π2CM

(
UmT

D

)
� CD

π2CM
KC , (8.21)

where

U � Um cos

(
2π

T
t

)
. (8.22)

On the other hand, Keulegan and Carpenter, (1958) suggests the following inter-
pretation as to the physical meaning of UmT /D for the eddy appearances. “If one
define a length, l, as the distance that a fluid particle would move in one direction in
the absence of the cylinder, l � UmT /π . Thus,
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UmT

D
� π l

D
, (8.23)

and accordingly the period parameter is proportional to the ratio of the distance
traversed by a particle during a half cycle to the diameter of the cylinder. When the
period parameter (which is KC number) equals 15, l/D is 4.8. Perhaps when UmT /D
is smaller than 15, the distance traveled by a particle is not large enough to form
complete eddies. When it equals 15, the distance suffices to form a single eddy, and
when much larger than 15 the greater distances allow the formation of numerous
vortices of the Karman vortex street.” As the results, it can be said that KC number
related to condition of flow separation caused by relative moving distance of a fluid
particle to an object.

Kc number of oscillating flat plate in this paper is expressed as follows,

Kc � Kca � 2π ya
DP

, (8.24)

where 2ya is both amplitude and be equal to the above mentioned l.
For one direction accelerating test in this paper, Kc number can be expressed the

following formula according to Eq. (8.23),

Kc � Kcd � π y

DP
. (8.25)

Because y is relative moving distance of fluid to flat plate. On the other hand, Kc
number can be expressed the following formula according to Eq. (8.21), which is the
ratio between the drag and the inertia force, when acceleration is constant.

Kc � Kcd � 4π y

DP
(8.26)

Equations (8.25) and (8.26) is different formula from Eq. (8.24). In this paper,
Eq. (8.27), which is the same formula as Eq. (8.24) is adapted as a non-dimensional
coefficient of moving distance of flat plate.

Kc � Kcd � 2π y

DP
(8.27)

Appendix 2

Bilge Keel Component of Original Ikeda’s Method

The bilge keel component B44BK is composed of two components:
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B44BK � B44BKN0 + B44BKH0 (8.28)

The normal force component B44BKN0 can be deduced from the experimental
results of oscillating flat plates (Ikeda et al. 1976). The drag coefficient CD of an
oscillating flat plate depends on the KC number.

Kc � π l φA

bBK
(8.29)

From the measurement of the drag coefficient, CD, from free roll tests of an
ellipsoid with and without bilge keels, the prediction formula for the drag coefficient
of the normal force of a pair of the bilge keels can be expressed as follows:

CD � 22.5

(
bBK
π lφa

)
1

f
+ 2.4. (8.30)

where bBK is the breadth of the bilge keel and l is the distance from the roll axis to
the tip of the bilge keel. The equivalent linear damping coefficient B′

44BKN0 is:

B ′
44BKN0 � 8

3π
ρ l3ωeφabBK f CD (8.31)

where f is a correction factor to take account of the increment of flow velocity at the
bilge, determined from the experiments:

f � 1 + 0.3e{−160(1−σ )} (8.32)

From the measurement of the pressure on the hull surface created by the bilge
keels, it was found that the coefficient C+

P of pressure on the front face of the bilge
keels does not depend on theKC number. However, the coefficientC−

P of the pressure
on the back face of a bilge keel and the length of negative-pressure region do depend
on the KC number. From these results, the length of the negative-pressure region can
be obtained as follows:

S0/bBK � 0.3

(
πlφa

bBK

)
f + 1.95 (8.33)

assuming a pressure distribution on the hull as shown in Fig. 8.18.
The roll damping coefficient B′

BKH0 can be expressed as follows (Ikeda et al.
(1977a):

B ′
44BKH0 � 4

3π
ρ l2 f 2ωeφa

∫
G

Cp · lp dG (8.34)

where G is length along the girth and lp is the moment lever.
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Fig. 8.18 Assumed pressure
distribution on the hull
surface created by bilge
keels (Ikeda et al. 1977a)
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CP
−

The coefficient C+
p can be taken approximately as 1.2 empirically. From the rela-

tion of CD � C+
p − C−

p , the coefficient C
−
p can be obtained as follows:

C−
p � 1.2 − CD � −22.5

(
bBK
πlφa

)
1

f
− 1.2 (8.35)

The value of
∫
G CP · l p dG in Eq. (8.34) can be obtained as follows:

∫
G

Cp · lpdG � d2
(
−A0C

−
p + B0C

+
p

)
(8.36)

where:

A0 � (m3 + m4)m8 − m2
7

B0 � m2
2

3(H0 − 0.215m1)
+
(1 − m1)2(2m3 − m2)

6(1 − 0.215m1)
+ m1(m3m5 + m4m6)

m1 � R/d

m2 � OG/d

m3 � 1 − m1 − m2

m4 � H0 − m1

m5 �
{
0.414H0 + 0.0651m2

1 − (0.382H0 + 0.0106)m1
}

(H0 − 0.215m1)(1 − 0.215m1)

m6 �
{
0.414H0 + 0.0651m2

1 − (0.382 + 0.0106H0)m1
}

(H0 − 0.215m1)(1 − 0.215m1)

m7 �
{
S0/d − 0.25πm1, S0 > 0.25π R

0, S0 ≤ 0.25πR

m8 �
{
m7 + 0.414m1, S0 > 0.25πR

m7 + 1.414m1(1 − cos( S0R )), S0 ≤ 0.25πR
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where l is a distance from roll axis to the tip of bilge keels and R is the bilge radius.
These are calculated as follows:

l � d

√√√√
{
H0 −

(
1 −

√
2

2

)
R

d

}2

+

{
1 − OG

d
−

(
1 −

√
2

2

)
R

d

}2

(8.37)

R �

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

2d
√

H0(σ−1)
π−4 , R < d & R < B

2

d, H0 ≥ 1 & R
d > 1

B
2 , H0 ≤ l & R

d > H0

. (8.38)

References

Ikeda Y, Himeno Y, Tanaka N (1976) On Roll Damping Force of ship: Effects of Friction of Hull
and Normal Force of Bilge Keels. Journal of Kansai Society of Naval Architects, Japan, 161:
41–49

Ikeda Y, Komatsu K, Himeno Y, Tanaka N (1977a) On Roll Damping Force of Ship: Effects of Hull
Surface Pressure Created by Bilge Keels. Journal of Kansai Society of Naval Architects, Japan,
165: 31–40

Ikeda Y, Himeno Y, Tanaka N (1977b) On Eddy Making Component of Roll Damping Force on
Naked Hull. Journal of The Society of Naval Architects, Japan, 142: 54–64

Ikeda Y, Himeno Y, Tanaka N (1978) Components of Roll Damping of Ship at Forward Speed.
Journal of The Society of Naval Architects, Japan, 143: 113–125

Tanaka N, Himeno Y, Ikeda Y, Isomura K (1981) Experimental study on Bilge-Keel Effect for
Shallow-Draft Ship. Journal of the Kansai Society of Naval Architects, Japan, 180: 69–75

Tanaka N, Ikeda Y, Okada H (1982) Study on Roll Characteristics of Small Fishing Vessel Part I
Measurement of Roll Damping, Journal of the Kansai Society of Naval Architects, Japan, 187:
15–23

Ikeda Y, Katayama T, HasegawaY, SegawaM (1994) Roll Damping of High Speed Slender Vessels.
Journal of the Kansai Society of Naval Architects, Japan, 222: 73–81

Hashimoto H, Umeda N (2008) Preventing Parametric Roll with Use of Anti-Rolling Tank for a
Large Containership in Head and Following Waves. Proc. Of the 4th Asia Pacific Workshop on
Marine Hydrodynamics, 73–78

Hashimoto H, Sanya Y (2009) Research on Quantitative Prediction of Parametric Roll in Regular
Waves. Journal of the Japan Society of Naval Architects and Ocean Engineers, 8: 361–364

Hoerner S F (1965) Fluid-Dynamic Drag
Katayama T, Yoshioka Y, Kakinoki T, Ikeda Y (2011) An Experimental Study on the Characteristics
of Drag Force acting on a Flat Plate under Transitional and Irregular Oscillations. Journal of the
Japan Society of Naval Architects and Ocean Engineers, 14: 55–62

Tanaka N, Ikeda Y, Himeno Y (1980) Experimental Study on Hydrodynamic Viscous Force Acting
on Oscillating Bluff Body. Journal of the Kansai Society of Naval Architects, Japan, 179: 35–43

Kudo K, Kinoshita A, Nakawatari M (1980) Experimental Study on Hydrodynamic Viscous Force
Acting on Oscillating Bluff Body. Journal of the Kansai Society of Naval Architects, Japan, 177:
83–90

Keulegan GH, Carpenter L H (1958) Forces on Cylinders and Plates in an Oscillating Fluid, Journal
of Research of the National Bureau of Standards, 60 (5): 423–440



Chapter 9
Considerations for Bilge Keel Force
Models in Potential Flow Simulations
of Ship Maneuvering in Waves

Christopher C. Bassler, Ronald W. Miller, Arthur M. Reed
and Alan J. Brown

Abstract Requirements for ship operations, both naval and commercial, may result
in increased exposure to heavy weather and the occurrence of large amplitude
motions. In order to enable evaluation of hull form designs, or to develop detailed
ship specific operator guidance for these critical conditions, potential flow sectional,
or strip-theory based, approaches remain the most practical method for fast ship
motions simulations. However, some essential physical effects regarding the bilge
keels are not captured by potential flow sectional formulations. To examine the rela-
tive importance of these effects, a series of unsteady RANS (URANS) computations
were performed for the ONR Tumblehome model experiencing large amplitude roll
motion at both zero and forward speed conditions, in calm water and in waves.

Keywords Bilge keels · Potential flow · Large amplitude motions

9.1 Introduction

Since their introduction in the mid-19th century, bilge keels remain an important hull
form feature to increase damping and reduce the severity of roll motions experienced
by a ship in waves (e.g. Froude 1865; Bryan 1900; Martin 1958; Kato 1965). This
passive means of mitigating roll motion has become common for ships. Despite
their importance, bilge keel models, particularly in fast numerical simulations using
potential flow methods (cf. Beck and Reed 2001), are often simplified. Because of
this, they are not necessarily accurate in heavy weather sea conditions, where the
bilge keels are important for reducing the likelihood of large roll motions.

Potential flow methods for ship motions assessment depend on accurate model-
ing of roll damping to determine ship roll motion. However, the traditional semi-
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empirical roll damping models (Ikeda et al. 1978; Himeno 1981) do not explic-
itly account for the physical phenomena which occur during large amplitude ship
motions, including the reduced effectiveness of the bilge keels (Bassler and Reed
2009; Reed 2009; Bassler et al. 2010a, b, 2011). Unless the bilge-keel model ade-
quately captures the primary physical forces, ship motions may not be predicted
accurately enough for design assessments or for the development of ship-specific
operator guidance.

In order to obtainmore accurate predictions of ship rollmotion, high-fidelity codes
may also be used. Improvements have been made in roll damping predictions using
viscous flowcodes (Yeung et al. 1998, 2000;Roddier et al. 2000; Seah 2007; Seah and
Yeung 2008) and URANS codes (Korpus and Falzarano 1997; Miller et al. 2002,
2008; Wilson et al. 2006). However, currently, their computational requirements
prevent their expansive use for early-stage design assessments, or assessments for a
large number of conditions.

The roll motion of a ship is influenced by both its shape and appendages. Viscous
related phenomena, such as flow separation from the bilge, skeg and bilge keels with
the subsequent vortex formation, account for a large portion of roll damping. Bilge
keels also generate a lift force with forward motion of the ship, which further tends
to dampen the roll motion. For new ship designs, the effectiveness of the bilge keels
for damping roll motion needs to be determined for a large range of roll angles and
ship speeds.

Several important considerations are often neglected in the numerical tools that are
needed for early-stage design evaluation, or to compute large numbers of realizations
to develop ship-specific operator guidance. These include reduced effectiveness of
bilge keels during large amplitude roll motion, the effectiveness of bilge keels while
maneuvering in waves, and considerations for energy dissipation through shed vor-
ticity from the bilge keels during these conditions.

Recent advances consider the effects of large amplitude motions for numerical
ship motion performance assessments (e.g. Belknap and Reed 2010; Belknap et al.
2010). These advances have focused on the development and expansion of models
for potential flow simulation tools with sectional formulations. However, additional
effects of bilge keels due to vortex shedding, flowconvection downstream,waves, and
bilge keel emergence and submergence during large roll motion may be important,
but not necessarily accounted for in the sectional formulations.

A series of unsteady Reynolds Averaged Navier Stokes (URANS) computations
were performed for both 2-D and 3-D conditions of large amplitude ship roll motion,
with and without forward speed, and in calm water and in waves. Comparisons
were made to available experimental data for the 2-D calm water conditions at zero-
speed. These results were then compared to the 3-D conditions to develop improved
understanding of additional physical effects, including forward speed and waves,
which should be considered for future developments of strip-theory approaches for
ship motions prediction.

The purpose of this study was to examine high-fidelity numerical bilge keel force
results and assess the relative importance of the additional physical effects which
may need to be considered in future developments of sectional force component
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models for bilge keels. Some potential issues for modeling these effects in bilge keel
force models are also discussed.

9.2 Bilge Keel Force Models

Existing bilge keel force models are typically based on a Morison-equation type
formulation, or more advanced bilge keel models which consider unsteady vortex
shedding. Both types of models are briefly discussed. However, there is still a need to
improve thesemodels, with consideration for large amplitude rollmotions. Currently,
bilge-keel force models using either the zero-speed (Morison-equation based) or
forward speed formulations do not consider the physical phenomena which occur
during large amplitude roll motions.

9.2.1 Morison-Equation Based Models

TheMorison equation (Morison et al. 1950, 1953) is a robust engineering formulation
for drag/inertia dominated problems of a body in an oscillatory fluid. However, it has
limited application due to its semi-empirical form and its basis of using harmonically
oscillating planarmotion. The semi-empiricism requires precision in selecting values
for the inertia and drag coefficients. For applications in non-harmonically oscillating
fluids, such as ship motions in irregular waves, application of this method may be
limited. Morison’s equation appears to be most appropriate for conditions where
the Keulegan-Carpenter number is less than 8, or greater than 25 (Sarpkaya and
Isaacson 1981). Keulegan and Carpenter (1958) were the first to attempt to improve
on the Morison equation, by specifying a remainder value, while still neglecting
diffraction effects. Additional modifications have included consideration of higher-
order harmonics (Sarpkaya 1981).

A Morison-equation-type formulation was used to study oscillating flow around
2-D and 3-D bilge keels, as represented by flat plates (Sarpkaya and O’Keefe 1996).
However, wall effects that may be significant are not accounted for in typical flat
plate formulations. Additional studies were carried out to examine the hydrodynamic
forces on flat plates in forced oscillation (Klaka et al. 2007).

The unit normal force on the bilge keel can be modeled, using a Morison-type
equation, as the sum of viscous drag and added mass due to roll motion. Initial
models for the bilge keel force only considered the drag induced force on the bilge
keel for zero speed (Lloyd 1998; Themelis 2008). However, even for zero speed
conditions, the bilge keel force still retains some component due to added mass
effects, particularly for thick span bilge keels.

A similar bilge keel forcemodel formulation to describe the force on the bilge keel
during roll decays was detailed in Irvine et al. (2006). This formulationwas expanded
with a suggested possible forward speed correction in Atsavapranee et al. (2007) and
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with considerations for multiple degree-of-freedom (roll and heave) motions and the
effects of wave orbital velocities in Grant et al. (2007).

Potential flow shipmotions codes typically use somevariation of Ikeda’s bilge keel
component (Ikeda et al. 1978), which considers the bilge keel force as a combination
of the normal force component and the hull interaction component and neglects
wave-making due to the bilge keel, which may be significant for large amplitude roll
motion (Bassler and Reed 2009).

9.2.2 Unsteady Lifting Surface Models

Additional models for potential flow codes have been developed using unsteady
lifting surface theory, based on a vortex-lattice method. Liut (1999) and Liut and Lin
(2006) used a vortex-lattice method to model arbitrary lifting shapes, such as rudders
and fins. This is the approach applied in the Large Amplitude Motions Program
(LAMP), and considers the lift force on the bilge keels (Lin and Yue 1990; Lin
et al. 2006). Additionally, if the lifting surface stalls, then an eddy-making force is
computed. This is equivalent to the force on a flat plate, with the flow normal to the
surface of the plate. The typical angle of stall considered for the bilge keels is 12°.

Greeley and Petersen (2010) developed a bilge keel forcemodel using an unsteady
lifting surface (ULS) approach and showed favorable comparisons to the experimen-
tal and RANS results given in Miller et al. (2002) for a 3-D circular cylinder with
instrumented bilge keels. In order to expand the application of thismodel to low speed
conditions, the ULSmodel was coupled with aMorison-equation based approach for
very low speeds and the bilge keel force is obtained by switching between the two
models, depending on the speed conditions. This formulation is currently utilized in
the potential flow ship motions code TEMPEST (Belknap and Reed 2010).

9.2.3 Large Amplitude Roll Models

For large amplitude ship roll motion, the bilge keels may become less effective, due
to their interaction with the free surface and, for more severe motions, due to possible
emergence. To further investigate the physical phenomena which occur during large
amplitude rollmotion, and to improve themodeling of these conditions in strip-theory
based approaches, a series of experiments were performed (Bassler et al. 2010b) for
a 2-D midship section model (DTMB Model 5699) derived from the ONR Topside
Series hull forms (Bishop et al. 2005). These experiments used instrumented bilge
keels to measure the force on the bilge keels through the forced roll oscillations,
including conditions where large amplitude roll resulted in bilge keel emergence.

From the experiments, abrupt changes in the geometry of the body relative to
the free surface were observed, which must be considered to accurately determine
the properties of the dynamical system modeling ship roll motion (Bassler et al.
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2010a). Because existing theoretical models were developed for small to moderate
roll motions, the amount of energy dissipation for large amplitude roll motion may
be over-estimated, resulting in under-predicted roll motion (Bassler and Reed 2009;
Reed 2009).

In order to consider these physical phenomena inmodels for ship roll damping, and
increase their applicability and robustness, a piecewise formulation for total ship roll
damping was proposed (Bassler et al. 2010a, 2011). However, the piecewise model
represented a simplified approach to the consideration of large amplitude effects
for ship roll motion. For more accurate modelling, especially for more advanced
potential flow numerical tools with discrete force models (e.g. Belknap and Reed
2010), an explicit model for the bilge keel force, with the consideration of large
amplitude roll motion effects may be used.

9.3 Urans Simulations

To examine the relative importance of the physical effects identified earlier, a series
of Unsteady Reynolds Averaged Navier Stokes (URANS) computations were per-
formed.

9.3.1 Solver

Calculations were performed using the URANS solver CFDShip-Iowa, Version 4.
CFDShip-Iowa is a general-purpose research RANS computational fluid dynamics
code developed at the University of Iowa.

Basic solver numerical modeling details include 2nd-order upwind convective
terms and 2nd-order central differenced viscous terms. For time discretization a 2nd-
order backward difference scheme is used. CFDShip-Iowa uses predictor/corrector
algorithms to couple the velocity and pressure and to enforce continuity. Turbulence
modelling uses the blended k-ε/k-ω model of Menter (1994). The solver uses Mes-
sage Passing Interface (MPI)-based domain decomposition for parallel processing.
Details of the solution algorithm and numerical methods can be found in numerous
references, including Carrica et al. (2006, 2007a, b). Details on previous applications
of the code to problems of roll motion and bilge keel forces can be found in Miller
et al. (2002, 2008).

9.3.2 Dynamic Overset Grids

CFDShip-Iowa uses dynamic overset grids to allow for the relative motion between
blocks of meshes. Overset grids are used in a wide variety of applications, including
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calculations of a static hull embedded in a background grid and dynamically moving,
fully-appended ships. Additionally, overset grids remove the necessity of point-to-
point matching in structured grid systems. This capability alleviates some of the
difficulties involved in creating structured grids for complex configurations, such as
hulls appendedwith shafts and struts. The grid assembling tool SUGGAR (Structured
Unstructured Generalized Grid Assembler), Version 2.73 (Noack 2005) was used.

SUGGAR may be run as a preprocessor for static calculations, or concurrently
with CFDShip-Iowa, using calls to subroutines. The software, USURP, Version 2.39,
(Boger and Dreyer 2006), was used to properly compute area and forces on overlap-
ping surface regions.

For the calculations presented in this paper fixed yaw angles (±10°) and sin-
gle degree-of-freedom (1-DoF) roll motion were prescribed, and a constant forward
speed was imposed using uniform inflow into the computational domain. The axis of
rotation was along the ship’s center plane, through the vertical center of gravity. The
body sway, heave, pitch, and yaw modes of motion were fixed for the 1-DoF roll cal-
culations. At each time-step, the solver obtained the motion and sent the information
to SUGGAR to create new grid assembling information. CFDShip-Iowa’s implicit
motion solver was utilized, resulting in updated grid motion at every inner-iteration
of the time-step solution. Typically 3–5 inner iterations were performed at each time
step. At each time step, CFDShip-Iowa uses the new value of roll displacement to
re-orient the ship. SUGGAR was then run to update the grid assembly for the new
orientation.

Overlapping boundary fitted grids were created for the port and starboard sides
of the hull and the port and starboard bilge keel grids. A cross-section of the grid
assembly shows the relative grid point densities of the hull, refinement, and back-
ground grids (Fig. 9.1), and also illustrates the use of dynamic overset grids. The
moving hull grid assembly was embedded in a stationary intermediate refinement
grid, which was embedded in a larger stationary background grid, representing a
towing tank. The intermediate refinement grid is used to blend the grid sizes of the
very fine boundary layer grid with the coarser background grid. As the hull grid
rotates relative to the fixed background grids, new grid connectivity information is
calculated by SUGGAR.

9.3.3 Computational Domain

The computational region is shown in Fig. 9.2. The surface discretization of the hull
appended with bilge keels is shown in Fig. 9.3. No-slip boundary conditions were
applied to the hull and appendages, far-field boundary conditions were applied to the
side and bottom walls. A constant inlet velocity, U/Uref �US, V/Uref � 0 andW/Uref

� 0, represents the constant forward speed (Fig. 9.4). The velocities are extrapolated
at the exit.

Details of the computational grid size are given in Table 9.1. The total number of
grid points used for the URANS simulations was about 4.8 million. The skeg was
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Fig. 9.1 SUGGAR grid
assembly for DTMB Model
5613-1 at two roll positions,
with relative grid densities
between refinement and
background grids

Fig. 9.2 Computational
region: moving hull, grid,
stationary refinement, and
background grids

Stationary 
Background 

Grid

Stationary 
Refinement 

Grid

Rolling 
Hull Grid

integrated into the hull grid. The domain was decomposed into 45 smaller blocks for
parallel processing. One additional processor was used for SUGGAR.
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Fig. 9.3 Hull and bilge keels surface discretizations, shown for DTMB Model 5613-1

Fig. 9.4 CFDShip-Iowa
boundary conditions

Far-field BC

No-

Inlet BC 
U/Uref = US 
V/Uref = 0
W/Uref = 0

Exit BC slip BC

Table 9.1 DTMB Model 5613-1 grid sizes and decomposition

Block # pts. # proc. # pts/proc.

Hull Stb 667,116 6 111,186

Hull Prt 667,116 6 111,186

BK Stb 363,750 3 121,250

BK Prt 363,750 3 121,250

Refinement 1,519,035 15 101,269

Background 1,241,240 12 103,436

Total 4,822,007 45 Avg � 107,155

9.3.4 Obtaining Segmented Forces on the Bilge Keel

CFDShip-Iowa sums the force/moment contributions from all of the wetted wall
surface elements at each time step. In order to obtain segmented forces on the bilge
keel, a post-processing routine was developed to create longitudinal segments dis-
tributions, Δx, over the hull and appendages. By decomposing the total force on all
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Fig. 9.5 Post-processing
example of longitudinal
segments for the hull, with
the bow section shown, up to
the instantaneous waterline

Xi Xi+1

Level Set 
Function:

φ=0

Port Side of 
the Hull 

the wetted surface elements at each time step into these longitudinal segments, a
force/Δx is obtained at each specified x location segment (Fig. 9.5).

The development of this post-processing routine1 enabled changes to be made
to the constraints, which do not necessarily conform to the surface meshes, or the
regions of interest on the hull form, after the simulations have been performedwithout
having to re-run them. Local regions, such as pressures on the bow dome or forces
on the appendages (bilge keels, rudders, shafts, struts) may then be determined.

9.3.5 Hull Form and Simulated Conditions

Simulations were performed for both a 2-D and 3-D hull form. The ONR Top-
side Series, tumblehome topside configuration hull (Bishop et al. 2005) was used
(Table 9.2). A 32nd scale model, DTMB Model 5613-1, had been used for previous
experiments (Bassler et al. 2007) and simulations (Miller et al. 2008) of forced roll
motions. A 2-D midship section model of this hull form (Fig. 9.6), DTMB Model
5699-1, was also constructed at the same scale ratio to carry out sectional experi-
ments of large amplitude roll motion (Bassler et al. 2010b) and enable comparisons
to the 3-D model at the same scale ratio. For simulations of DTMB Model 5613-1,
20 segments were specified (Fig. 9.7) to interrogate the bilge keel force during the
prescribed roll motions.

Simulations were performed for forced 1-DoF roll motions, moderate to large
amplitude, in calm water at zero speed and with forward speed. Additionally, sim-
ulations were performed in beam sea regular waves, with wavelength equal to ship
length and a steepness of 1/100, for zero speed, and for steady drift in calm water at
forward speed (Table 9.3).

1This routine was developed by Miller at NSWCCD in 2010.
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Table 9.2 Barehull
hydrostatic parameters for
DTMB Model 5613-1
(Bassler et al. 2007)

Displacement 260.14 kg

Draft 0.172 m

Lpp 4.8125 m

Beam 0.5875 m

KG 0.172 m

Roll Gyradius/Beam 0.361

Scale ratio 32

Fig. 9.6 Midship section of
the ONR Topside Series,
Tumblehome configuration
hull form with bilge keels
(DTMB Model 5699-1)

Fig. 9.7 DTMB Model
5613-1 with bilge keel
divided into 20 segments for
sectional force analysis

Table 9.3 Simulated conditions for DTMB Model 5613-1

Froude number Roll frequency (rad/s) Motion amplitude (deg) Sea conditions

0.0, 0.30 2.85 1-DoF Roll: 15, 25, 30,
35

Calm water

0.0 2.85 1-DoF Roll: 25, 35 Beam waves (λ/L�
1.57, H/λ�1/100)

0.3 0 1-DoF Yaw: ±10 Calm water

9.4 Effects to Consider for a Ship Maneuvering in Waves

Several physical effects were examinedwhich are relevant tomodeling a shipmaneu-
vering in waves. These included 3D, forward speed, waves, maneuvering, and large
amplitude roll effects. Each of these effects were examined individually, to assess
their relative significant to the forces observed on the bilge keel.
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9.4.1 3D Effects

URANS simulations were performed for the 3D ONR Tumblehome hull undergoing
1DoF forced roll oscillations at both zero and forward speed conditions, in calm
water.

URANS simulations were performed for the 2-D midship section undergoing 1-
DoF forced roll oscillations. Comparisons are shown between the 2-D URANS and
2-D experiment, as well as the midship section of the bilge keel force URANS results
for the 3-D hull form at zero speed in calm water (Fig. 9.8). Comparisons were made
to the experimental results of Bassler et al. (2010b). The distinct physical processes
occurring during roll motion, as observed from the experimentalmeasurements, were
given in (Bassler et al. 2010b).

As shown, the bilge keel force results from the simulations and the experiments
agreed well for roll amplitudes of 15 and 25°. However, for larger roll angles (30
and 35°), where the bilge keel interacts with and emerges from the free surface,
some discrepancies are observed between the simulations and the experiments. The
comparisons were made between filtered experimental results and unfiltered numer-
ical results. Due to mechanical noise in the experimental results, filtered results for
the measured bilge keel force are presented (Bassler et al. 2010b). For the large roll
amplitudes, the general shape and peak values agreewell for the 2-Dmidship section.
However, the URANS simulations have more noise for the large amplitude cases,
likely due to the finite difference method used for the simulations, where emergence
and re-entry of the bilge keel results in nonlinearities in the instantaneous wetted
portion of the bilge keel, including water run-off, entrained air collapse, and impulse
loading from their emerging and immerging from the free-surface.

For roll amplitudes up to 30°, at zero speed, the differences between the 2-D and
3-D midship section cuts of the bilge keel force are small. For the 35° case, distinct
differences occur between the 2-D and 3-D results for the portion of the roll cycle
where the bilge keel is emerging and then re-entering the free surface. This is likely
due to 3-D effects along the bilge keel due to the flow along chord, while the 2-D case
does not have any longitudinal variation along the bilge keel during large amplitude
roll motions.

9.4.2 Forward Speed Effects

URANS results are also presented to examine the influence of forward speed (Fn �
0.3 vice Fn � 0.0) on the midship section bilge keel force (Fig. 9.9). As observed,
even for smaller amplitude roll motion, the differences in the unit bilge keel force
are greater due to forward speed effects than due to 3-D effects. Overall, the greatest
difference due to forward speed occurs during the peak of the roll cycle just after the
bilge keel is fully submerged. For the portion of the roll cycle where the bilge keel
is near the free surface, the zero and forward speed results agree quite well. This
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Fig. 9.8 Bilge keel force
comparisons between 2-D
(solid blue) and 3-D midship
section cut (solid black)
URANS simulations for
DTMB Model 5613-1 and
2-D model experiments
(solid red) at Fn � 0.0, ω �
2.85 rad/s, for φ � 15, 25, 30
and 35° roll

15 Deg. Roll 

25 Deg. Roll

30 Deg. Roll

35 Deg. Roll 
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is likely due to the shedding of vorticity from the bilge keel at the fully submerged
position in the roll cycle, and the reduction in force on the bilge keel due to the vortex
when it is convected downstream in the forward speed condition. For the 25 and 30°
roll cases, the difference in the bilge keel force at the peak of the roll cycle for zero
and forward speed becomes larger. This is due to the interaction of the bilge keel with
the free surface, and again the bilge keel force is less for the forward speed condition
than for the zero speed condition, due to the downstream convection of vorticity. For
the 35° roll case, the portion of the roll cycle corresponding to the emergence of the
bilge keel agrees well between the zero speed and forward speed conditions. For this
case, the impulse loading on the bilge keel during re-entry is significant during at
both speeds. However, the influence of “water shipping” (or lingering) on the topside
of the bilge keel is reduced for the forward speed case, compared to the zero speed
case.

Results are also presented for both axial vorticity and bilge keel force at various
longitudinal locations along the hull, for both speeds. As shown in Fig. 9.10, during
roll motion the vortices shed from the bilge keels and bow dome remain clustered
near their shed position for zero speed.

As expected, at forward speed, the vortices are convected downstream. Near the
midship section, the magnitude of the vorticity is reduced with forward speed, com-
pared to zero speed, but also the presence of the bow-dome vortices are observed
(Fig. 9.11).

Vorticity and bilge keel forces were examined at four specific locations, to deter-
mine the longitudinal variation for each. These locations included the leading edge
(LE) of the bilge keel, and forward (x/L � 0.4), midship (x/L � 0.5) and aft (x/L �
0.6) positions on the bilge keel (Fig. 9.12).

For 25° roll at zero speed (Fig. 9.13), all of the positions experience similar forces,
and the force variation over a roll cycle is fairly small. However, for forward speed,
the leading edge force differs significantly from that at the other three positions,
especially for the portion of the roll cycle where the bilge keel is near to the free sur-
face. The maximum force appears just before the maximum upward angular velocity
(t/T � 0.5). For the maximum downward angular velocity, for large angles, free-
surface re-entry effects occur due to the re-wetting of the leading edge of the bilge
keel with the combination of the bow wave generated by the ship at forward speed.

This significant variation for the leading edge bilge keel section is because of the
pressure differentials which exist at the leading edge at forward speed, corresponding
to greater lift generated at the leading edge section. This is even further exacerbated
for a low aspect ratio airfoil (such as a bilge keel). The variation between the forward,
midship, and aft sections is also more significant than for the zero speed condition.
The effect of re-entry after emergence of the bilge keel is more pronounced for the
forward speed condition.

As seen from the bilge keel forces for 35° roll (Fig. 9.14) at zero speed, the forward,
midship, and aft bilge keel sections do not have significant variations. Again, even
for the zero speed condition, the leading edge section of the bilge keel has a more
significant impact load on re-entry then for the other sections. This may be due to the
pressure differential on the bilge keel at an even higher angle of attack of the leading
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Fig. 9.9 Bilge keel force
comparisons between 3-D
URANS simulations for zero
speed (solid black) and
forward speed (solid green)
for the midship section of
DTMB Model 5613-1 at ω �
2.85 rad/s, for φ � 15, 25, 30
and 35° roll

15 Deg. Roll

25 Deg. Roll 

30 Deg. Roll 

35 Deg. Roll 
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Fn = 0.0 Fn = 0.30 

Fig. 9.10 Axial vorticity for DTMBModel 5613-1 at various longitudinal locations, for zero speed
(left) and forward speed (right) conditions, φ �25°, ω �2.85 rad/s

Fn = 0.0 Fn = 0.30 

Fig. 9.11 Axial vorticity along the bilge keels of DTMB Model 5613-1, for zero speed (left) and
forward speed (right) conditions, φ �25°, ω �2.85 rad/s

edge, as it follows the streamline along the hull. For the forward speed condition,
significant variation is observed for the bilge keel force between the leading edge
section and the other three sections. Similar to the 25° roll case, the bilge keel force
on the leading edge section is larger for the portion of the roll cycle where the bilge
keel is near to, and emerging from, the free surface. For the forward speed condition,
the forward section, instead of the leading edge, of the bilge keel experienced the
most significant impact loading on re-entry. This is due to the bow wave generated
along the hull at forward speed, which reduced the disturbance of the bilge keel force
on the leading edge section, even for the occurrence of large amplitude roll.
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Fig. 9.12 Locations of bilge
keel force sectional analysis:
leading edge (LE), forward
section (at x/L �0.4),
midship section (at x/L �
0.5), and aft section (x/L �
0.6) FWD

MID

AFT

LE

Fig. 9.13 Unit bilge keel
force for DTMB Model
5613-1, at leading edge
(black), forward (red),
midship (green), and aft
(blue) locations, for zero
speed (top) and forward
speed (bottom) conditions, φ
�25°, ω �2.85 rad/s

Fn = 0.30 

Fn = 0.0
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Fig. 9.14 Unit bilge keel
force for DTMB Model
5613-1, at leading edge
(black), forward (red),
midship (green), and aft
(blue) locations, for zero
speed (top) and forward
speed (bottom) conditions, φ
�35°, ω �2.85 rad/s

Fn = 0.0

Fn = 0.30

9.4.3 Wave Effects

URANS simulations were also performed for the 3-DONRTumblehome hull under-
going 1-DoF forced roll oscillations, at zero speed, in beam seas regular waves, with
H/λ � 1/100 and λ/L � 1.0. The ship was fixed in sinkage and trim to enable more
direct comparisons with the calm water forced roll oscillation conditions. The waves
impacted the hull from the port side and the variation in the force on the midship
section of the bilge keel, was examined, as a function of wave phase

Four comparisons, based on the wave phase relative to the peak of the roll cycle,
are shown for both the 25 and 35° forced roll oscillation conditions. These included
when the wave crest (max), wave trough (min), front slope of the wave (front) and
back slope of the wave (back), coincided with the port side bilge keel at the peak
(maximum) of the forced roll cycle, Figs. 9.15, 9.16, 9.17 and 9.18, respectively.
As shown in the plots, the synchronization between the wave and roll frequencies
occurred at t/T� 0.75, when the port side bilge keel is closest to the free surface (the
maximum of the roll cycle).

For the maximum condition, where the peak of the roll cycle corresponds to the
wave crest, the force on the bilge keel varies least, since it remains submerged the
longest. In this case, due to re-entry effects, the 35° (larger) roll amplitude results
in greater force, than the 25° (smaller) roll amplitude, where the bilge keel remains
submerged.
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Fig. 9.15 Force on the
midship section of the port
side bilge keel for 25 (solid)
and 35 (dotted) deg roll.
Wave phase with crest
corresponding to peak of the
roll cycle (at t/T�3/4)

Fn = 0.0

Fig. 9.16 Force on the
midship section of the port
side bilge keel for 25 (solid)
and 35 (dotted) deg roll.
Wave phase with trough
corresponding to peak of the
roll cycle (at t/T�3/4)

Fn = 0.0 

Fig. 9.17 Force on the
midship section of the port
side bilge keel for 25 (solid)
and 35 (dotted) deg roll.
Wave phase with front slope
corresponding to peak of the
roll cycle (at t/T�3/4)

Fn = 0.0

For the minimum condition, where the peak of the roll cycle corresponds to the
trough of the wave, significant force on the bilge keel is observed due to impact
loading on re-entry. In this condition, the peak force is largest, due to the higher
relative velocity between the bilge keel and the free-surface—the bilge keel has
greater velocity at re-entry. However, the peak force for the 35° case is slightly less
because of the phase lag (and thus reduced time in the roll cycle) before re-entry.
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Fig. 9.18 Force on the
midship section of the port
side bilge keel for 25 (solid)
and 35 (dotted) deg roll.
Wave phase with back slope
corresponding to peak of the
roll cycle (at t/T�3/4)

Fn = 0.0

For the condition with the peak of the roll cycle corresponding to the front slope
of the wave (midway between crest and trough), the 25° case has a reduced peak
force because the bilge keel does not experience emergence. However, the 35° case
shows impact loading due to emergence of the bilge keel. This is reduced compared
to the back slope of the wave, due to the direction of the orbital velocities within the
wave relative to the motion of the bilge keel.

For the condition with the peak of the roll cycle corresponding to the back slope
of the wave (midway between trough and crest), both the 25° and 35° cases show
large peak forces on the bilge keel, due to the relative velocity on the bilge keel at
re-entry.

9.4.4 Maneuvering Effects

The effects of coupled motions in waves, including large roll motions, while also
maneuvering, are important. Previous work has shown that the vortex shedding and
cross-flow drag effects on the bilge keels during steady turning, even at only small
heel angles, is already significant (Dai et al. 2009).

To examine the significance of cross-flow drag forces on the bilge keel, a series
of URANS simulations were performed for the case of ±10° steady drift in calm
water at forward speed. As seen from the pressure contours observed on the hull
for windward (+10°) and leeward (−10°) drift conditions (Fig. 9.19), the bow dome
experiences the largest pressure gradient, while the bilge keels also experience large
pressure gradients at the leading edge of the windward side bilge keel (going into
the flow). Meanwhile, the leeward side bilge keel is effectively sheltered by the hull.
This is manifested in the longitudinal force distribution along the port side bilge
keel for windward and leeward side conditions (Fig. 9.20). When the bilge keel is
in the windward condition, a large force results on the leading edge, but is relatively
constant along the remainder of the bilge keel, before tapering off at the trailing edge.
When the bilge keel is on the leeward side, the sheltering by the hull results in almost
no cross-flow drag force on the bilge keel.
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Fn = 0.3

Fig. 9.19 Pressure contours on the submerged portion of ONRTH, for drift from the windward
side (+10°), looking aft from the bow

Fn = 0.3 

Fig. 9.20 Longitudinal distribution of force along the port side bilge keel for drift from the wind-
ward and leeward sides (±10°)

9.4.5 Large Amplitude Roll Motion Effects

For large amplitude roll conditions, the bilge keel may emerge from the water, result-
ing in lingering forces due to water-shipping effects and severe impact loading-type
behavior due to re-entry during the roll motion. These abrupt changes may create
difficulty for time-domain simulation of these types of motions in potential flow
codes. Additional consideration must be given to how vorticity calculations will be
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re-started, how the bilge keel will be de/re-wetted upon emergence and re-entry, how
hysteresis effects due to “water shipping” will be considered.

In previous studies of possible models for the transition behavior of the bilge
keel during emergence and re-entry by the authors, analytical formulations using
methods such as a step-function, Gompertz function, or generalized logistic function
(Richard’s curve) were considered. However, the semi-empirical nature of specifying
coefficients for these models led them to be less than ideal for practical implemen-
tation in a robust potential flow simulation tool. Potential Flow Simulations.

From the decomposition of the physical effects for consideration in modeling the
bilge keel forces during ship maneuvering in waves, several aspects were examined.
These included 3-D, forward speed, wave, maneuvering (cross-flow drag due to
steady drift), and large-amplitude roll motion effects. From the URANS simulations,
the relative importance (greatest to least) of these physical effects was assessed
and is summarized as follows: forward speed, large amplitude roll, wave effects,
maneuvering, 3-D effects/longitudinal variation along the bilge keel.

Forward speed convects vorticity downstream, but zero (or low) speed allows
the vorticity to linger near the bilge keels, which may be difficult for potential flow
simulations to capture, due to interaction effects. Other forward speed issues such
as the influence of vortex shedding from the sonar dome on the bilge keels must
also be considered. Bilge keel vortices will convect downstream, possibly into the
shafts, skeg, and finally propulsion and rudder sections fo the hull, depending on the
present ship orientation (roll, drift angle, rates, etc.). An example of this for the bare
hull with bilge keels, at Fn � 0.3, is given in Fig. 9.10. Accurate prediction of the
vortices created by the bilge keels and the prediction of their interactions with other
sections of the ship geometry are important.

9.4.6 Relative Importance and Implications for Potential
Flow Simulations

Large amplitude roll motion may result in the biggest reduction in bilge keel per-
formance while the ship is maneuvering in waves. Jumps in forces caused by bilge
keel interaction with the free surface may also cause computational difficulties due
to discontinuities across time-steps in potential flow simulations.

Wave effects were examined and wave phase was shown to have a significant
effect on the bilge keel force, particularly when coupled with large amplitude roll
motion, where the bilge keel may interact with the free surface during emergence
and re-entry. Because of the variation in relative velocity between the bilge keel and
the free surface, the peak loading on the bilge keel varies significantly with the phase
of the motion relative to that of the wave.

Maneuvering imparts a significant force on the leading edge of the windward
side bilge keel, and is important for consideration due to the impact of the inflow
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conditions on the bilge keel for computation of the vortex shedding in ULS methods
for the bilge keel force.

From the cases examined, the 3-D effects on the bilge keel, aside from the leading
edge, did not appear to be significant. Sectional formulations can be used for the bilge
keel force, but care must be taken to account for forward speed, large amplitude roll,
and maneuvering effects as they impact the forces on the leading edge of the bilge
keel.

Morison-equation based approaches do not consider these 3-D effects, aside from
the possibility of altering the coefficients at each time-step based on some pre-
determined specification related to forward speed, location along the bilge keel,
angle of attack to the local flow, etc.. A blended approach (coupling Morison equa-
tion to a ULS method for forward speed), as proposed by Greeley and Petersen
(2010), may help to address this issue. However, a blended approach will likely still
have difficulties with re-wetting the sectional bilge keel geometries for large ampli-
tude roll motions and re-starting the vorticity calculation after bilge keel re-entry has
occurred. Particularly at low speed, where the trade-off between the ULS model and
theMorison-equation basedmodel occurs, andwhere vorticity is not being convected
downstream as quickly. Under these conditions, the determination of the bilge keel
force in a potential flow simulation will be difficult.

9.5 Conclusions

The purpose of this study was to assess effects which may need to be considered in
future developments of force-component models for bilge keels. The comparisons
performed for this study enabled the examination of effects due to vortex shedding,
flow convection downstream, waves, maneuvering and bilge keel emergence and
immergence during large roll motion. This investigation led to improved understand-
ing of the effects which should be considered for sectional, or strip-theory based,
approaches for ship motion predictions.

For the single hull form, bilge keel configuration, wave condition, and drift con-
dition that were examined, for two speeds, the following observations were made:

• 2-D results from URANS and experiments generally agreed, even for large ampli-
tude roll motion, although differences were likely due to the limitations of finite
difference methods used in the URANS simulations

• 3-D effects weremore significant for zero speed conditions, but were also apparent
for the forward speed condition, where vorticity is convected downstream

• The effects of vorticity on the bilge keel force were reduced with forward speed;
however, at forward speed an additional component from thebowdomewaspresent
and may have some influence on the bilge keel force for lower frequency oscilla-
tions

• At zero speed, there is not much longitudinal variation in the bilge keel force,
except for the re-entry of the leading edge section for large amplitude roll
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• At forward speed, lift and free surface effects (near to and emerging from) are
greatest for the leading edge section

• At forward speed, the bow wave influences the location and magnitude of the
impact loading on the bilge keel

• The presence of waves influences the force on the bilge keel, and depends on
the phase of the wave relative to the roll cycle; while the bilge keel is deeply
submerged, the influence of the waves is least.

• For large amplitude roll conditions in waves, when the bilge keel emerges from the
free surface, the magnitude of the impact loading on the bilge keel during re-entry
is reduced.

• The effect of different wave phases on the bilge keel force, such as bilge keel
re-entry in a wave trough, which may lead to an increase in the bilge keel force
compared to calm water and compared to other wave phases.

• In calm water, the effect of steady drift on the bilge keel forces was examined. The
more complex conditions of unsteady turns in waves, while experiencing large
amplitude coupled motions should be considered for future study.

Interactions of the vortices shed from the bilge keels may be significant, particu-
larly for stability failure conditions. For these conditions, steep waves may result in
large amplitude roll motions, while the ship is typically moving at slower speeds, or
is in a dead ship condition, and the vortices will have a lingering presence. At zero or
slow speeds, the influence of the vorticity may be more difficult to consider in sec-
tional or strip-theory based approaches for ship motion predictions. Additionally, for
more advanced bilge keel designs, including tip geometry variations, consideration
must be given to the effects of bilge keel geometry on damping.

Future development of bilge-keel force-component models for potential flow ship
motion simulations should consider forward speed effects.

Additional comparisons between theURANS results obtained in this study and the
computationally efficient bilge keel force model proposed by Greeley and Petersen
(2010) are planned.

The development of more physically robust bilge keel force models may enable
more unconventional bilge keel designs to be evaluated. Thiswill allow future numer-
ical tools to evaluate ship designs with variations in bilge keel geometries to improve
roll damping performance in sea conditions, including heavy weather.
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Chapter 10
Assessment of Ship Roll Damping
Through Full Scale and Model Scale
Experiments and Semi-empirical
Methods
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Abstract This paper presents unique experimental set-ups in model scale and full
scale for evaluating roll damping properties of a Panamax Pure Car and Truck Carrier
at speed. The purpose of this study is to develop a method for the assessment of roll
damping based on full scale trials and to validate the use of roll damping derived
from model tests for full scale vessels. Experimental data are also used to assess a
semi-empirical method that today provides input for the prediction of critical rolling
events such as parametric rolling and severe rolling motions in general.
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10.1 Introduction

With ever increasing focus onmaximizingpayload andminimizing fuel consumption,
modern Panamax Pure Car and Truck Carriers (PCTC) have evolved into highly
optimized designs, incorporating very high centre of gravity for maximum cargo
volume, combined with slender hulls for minimum resistance. High centre of gravity
requires hull forms that provide high form stability, which is partially achieved by
largely flared aft body sections with large water plane area. With slender and very
form stable hulls PCTC’s are very efficient volume carriers but also more vulnerable
for events such as parametric rolling caused by stability variations in waves. In
recent years several severe cases have been reported with modern PCTC designs, e.g.
Palmquist and Nygren (2004) and Rosén et al. (2012), with extreme roll amplitudes
causing significant risks to the crew and cargo on board.

The onset of parametric rolling requires that the stability varies in resonance with
the natural roll period of the vessel as the waves travel along the hull and the vessel
is pitching. In case of parametric resonance the roll damping is decisive for the roll
amplitude. If the damping is sufficiently high parametric rolling will never develop,
but if the damping is low relative to the stability variation large roll angles can develop
rapidly.

To avoid incidents as those referred to in the previous, parametric rolling needs to
be properly accounted for in design as well as in operation. In the second generation
intact stability criteria, which are under development within the IMO, parametric
rolling and other dynamic stability failure modes are addressed with a multi-level
approach including simple vulnerability criteria, direct stability assessment, and for-
mulation of ship specific operational guidance (e.g. Peters et al. 2011). In particular
for the direct assessment level and for formulation of ship specific operational guid-
ance, proper assessment of a ship’s vulnerability to parametrical rolling is depending
on accurate description of the roll damping.

Roll damping properties can either be estimated using semi-empirical formula-
tions or by experiments. Direct calculations using RANS-CFD can, as shown by
van’t Veer and Fathi (2011), be used for investigating the flow around the hull and
appendixes due to rolling motions, but is not yet widely used for quantitative esti-
mates of the damping.

Themost established semi-empiricalmethod for roll damping prediction is Ikeda’s
method (1978)which is recommended by ITTC (2011). Thismethod is derived based
on a mixture of theory and systematic model testing using different kind of hull
shapes and 2D sections. As to experiments roll damping properties can be derived
using forced roll motions or free roll decay model tests, for the actual hull with
appendixes as described in IMO (2006). According to Himeno (1981) scale effects
of roll damping are mainly associated with skin friction related damping which
however often constitute a negligible part of the total damping. Therefore, damping
derived from model tests are normally transferred directly to full scale using a non-
dimensional formulation expressed as the ratio between the actual damping and the
critical damping of the rolling motion.
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Fig. 10.1 The Panamax pure car and truck carrier that serves as case vessel in this paper

Little work has however been done for assessing the validity of model scale test
results in full scale for large ships. In fact, Valle andPérezRojas (1997) andValle et al.
(2000) claimed considerable scale effects in roll damping for a fishing vessel when
comparing full scale results with results frommodel tests. Furthermore; in Kawahara
et al. (2009) it was found that the accuracy of Ikeda’s method decreased for vessels
with high centre of gravity and large flared stern sections—characteristics that are
typical for modern PCTC’s. Consequently, there appear to be a need for addressing
the validity of current approaches, and possibly also a room for improvements.

This paper presents new approaches for assessing ship’s roll damping at speed.
Unique experimental set-ups inmodel scale in towing tank aswell as in full scalewith
a Panamax PCTC, as seen in Fig. 10.1, are presented. Data generated is evaluated
and the results are also used for benchmarking Ikeda’s method for roll damping
prediction.

10.2 Roll Decay Tests

Full-scale andmodel-scale roll decay tests have been performed on aPanamaxPCTC,
the Wallenius vessel m/v Faust with vessel particulars according to Table 10.1.

10.2.1 Model Scale Roll Decay Tests

The model tests were performed in the towing tank at SSPA Sweden AB in Gothen-
burg. The tankmeasures 260m× 10m and is 5m deep. Themodel hull was produced
in plastic foam and equipped with rudder and bilge keels but no propeller. The model
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Table 10.1 Main particulars of m/v Faust

Length [m] 220

Beam [m] 32.3

Draft [m] 9.5

Displacement [m3] 41,000

Bilge keel dimension [m × m] 0.4 × 66

Block coefficient [–] 0.66

Midship coefficient [–] 0.93

Scale factor, model [–] 29.6

was ballasted to the design draft condition as described in Table 10.1, with a meta-
centric height, GM, corresponding to 1.1 m for the full scale ship and a roll period
corresponding to about 28 s. Draughts at the forward and aft perpendiculars were
measured with rulers and GM was verified with inclination tests.

The roll decay tests were carried out by inclining the model to a heel angle of
around 5°–10°, keeping it heeled for a moment and then releasing it. This was done at
no speed as well as in speed, by towing the model in Froude numbers corresponding
to full scale speeds of 12, 14 and 16 knots. The roll angle wasmeasured with a gyro at
a sampling frequency of 100 Hz. The accuracy of the gyro is 0.1° and the resolution
0.0023°.

During the tests at speed, the model was towed by the carriage through a solid
rod attached amidships. The model was kept on course by attaching a connection
fore and aft leaving the model free in heave and pitch but restrained in sway and
yaw. The towing rod and the connection were located at a height corresponding to
the assumed roll axis, and attached using joints that are free in rotation. Under the
condition that the joints are placed exactly along the model’s roll centre axis, the
model can be considered as free in roll.

There is of course a risk that the roll motion is affected by the yaw restraint if the
assumed roll centre deviates from the true roll centre. In order to investigate the effect
of this yaw restraint, roll decay tests at zero speed were carried out with the model
totally free. By comparing these tests with the corresponding tests of the restrained
model, it was found that the influence of the yaw restraint on the roll damping is
negligible at zero speed.

The connection joint locations were kept constant for all speeds. However, it is
likely that the roll centre moves as themodel sinks and trims with increasing speed. If
the true roll centre deviates from the connections, forces will be transferred between
the model and the connection and this may have some effect on the roll damping.
Therefore, force transducers were mounted on the connections and the side forces
were recorded throughout all tests. At 12 knots the side forces were of the same
magnitude as at 0 knots. At the higher speeds, the side forces were larger than at 0
knots, which may indicate an effect on the decays. Even though the sizes of these
forces were measured it is difficult to quantify their effect on the roll damping. A
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Fig. 10.2 Time series from
model scale roll decay tests
at speed corresponding to
full scale speeds of 0 and
16 kn

consequence of this is that the data for tests carried out at 0 and 12 knots should be
considered more reliable than the data from the 14 and 16 knots runs.

In Fig. 10.2 time series of roll motions can be seen from a selection of the model
scale roll decay tests. The figure shows two different tests performed in Froude
number corresponding to full scale speeds 0 and 16 knots. As can be seen the damping
is very low at zero speed but increases significantly at speed.

10.2.2 Full Scale Roll Decay Tests

Full scale roll-decay tests were performed by inducing roll motion using controlled
rudder impulses. For normal load cases, the vertical centre of gravity of PCTC’s is
high—as well as for most vessels that are sensitive for parametric rolling—giving a
good lever for the rudder and distinct rudder-roll coupling as a consequence. Since
the inertia of yaw is much larger than the inertia of roll, short rudder impulses can
produce a roll motion without generating large yaw motion. In Fig. 10.3 a roll decay
test conducted on board m/v Faust can be seen. The figure shows the rudder angle,
the roll motion as measured by the gyro compass and the heading.

Figure 10.3 shows how two rudder impulses in opposite direction causes the vessel
to roll with an initial amplitude of about 3° but only initiates a very limited change of
heading. The duration of each rudder impulse was around half the natural roll period
so the total duration of two rudder impulses was to be equal to the ships natural
period of roll. The roll motion can be considered as freely oscillating as soon as
the rudder is stationary in or near midships position. Tests were performed at three
different speeds, around 14, 16 and 18 knots. During the tests the vessel was loaded
to design draft. According to the on board loading computer GM was 1.7 m which
was higher than the model test condition. The natural period of roll was measured to
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Fig. 10.3 Time series of
rudder angle, roll angle and
the heading during a full
scale roll decay test onboard
m/v Faust

about 23 s. Roll motions, water speed, rudder angle and heading were measured with
a rate of 1 Hz with a resolution of 0.1°. All tests were performed in smooth weather
conditions.

10.3 Roll Damping Evaluation

From roll decay tests roll damping coefficients are normally derived based on the
logarithmic decrement of the roll peaks. However, this approach is sensitive to low-
frequency disturbances and noise, which does not have to be a problem in controlled
model test environment, but is difficult to avoid during full scale tests. An alternative
and more robust approach, which utilizes full time series of roll decay tests and
not only the peaks, is the numerical Parameter Identification Technique (PIT) as
described in IMO (2006) and also used in Bulian (2004). In this approach a numerical
solution to a one degree of freedom roll equation is fitted to the roll decay time series
by tuning the parameters in the roll equation.

To evaluate the performed tests, a modified version of the PIT approach is devel-
oped. This modified approach adds a time-dependent second-degree polynomial to
the fitting, that later can be separated from the solution to account for low frequency
disturbances. The roll equation that is used for the evaluation has a linear-quadratic
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damping dependence and a linear restoring term. It should be noted that even though
the approach could well handle roll equations with higher order of non-linearities in
the damping term as well as a non-linear restoring term, the limited amplitudes at
which the roll decay tests was conducted cannot motivate advantages of higher order
models.

The equation of a freely oscillating roll motion with linear-quadratic damping can
in non-dimensional form be expressed as

ϕ̈ + 2ζω0ϕ̇ + d|ϕ̇|ϕ̇ + ω2
0ϕ � 0 (10.1)

whereϕ is the roll angle,ω0 is the non-damped natural frequency of roll, ζ is the linear
damping coefficient and d is the quadratic damping coefficient. For convenience the
equation is rewritten as a system of coupled first-order differential equations by
introducing y1 � ϕ and y2 � ϕ̇ according to{

ẏ1 � y2

ẏ2 � −2ζω0y2 − d|y2|y2 − ω2
0 y1

(10.2)

which can be solved in the time domain t using numerical integration if the initial
values ϕ(0) and ϕ̇(0) are given.

Roll decay tests are evaluated by tuning k̄ � [ζ, ω0, d, ϕ(0), ϕ̇(0)] for best fit
between the numerical solution and sampled roll decay data. This can be expressed
as an unconstrained nonlinear optimization problem, by minimizing the sum square
residual between the time samples from the decays ϕmi and the numerical solution
ϕni

(
k̄, ti

)
, according to

min
k̄,p(t)

f
(
k̄, p(t)

)
(10.3)

where p(t) is the previously mentioned second degree polynomial that is added in
order to account for low frequency disturbances and

f �
t∑

i�0

(
ϕmi −ϕni

(
k̄, ti

) − p(ti )
)2

(10.4)

For comparative purpose it is convenient to express the linear-quadratic damping
as equivalent linear damping ζe. At a certain roll amplitude ϕa this linear equivalent
damping constitutes the same damping over one period as the non-linear damping
over the same period. In line with Himeno (1981) this equivalent linear damping is
calculated as

ζe � ζ +
4

3π
dϕa . (10.5)
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Fig. 10.4 Full scale and
model scale roll decay tests
evaluated with the
linear-quadratic damping
model. For comparative
purpose the linear equivalent
damping is displayed,
calculated according to
Eq. (10.5)

In Fig. 10.4 evaluations of full scale as well asmodel scale decays are exemplified.
The derived linear-quadratic as well as linear equivalent damping for ϕa � 2◦ are
given in the diagram titles.

When comparing the linear damping term ζ with the linear equivalent damping
term ζe in Fig. 10.4 it can be seen that the non-linearities are weak at amplitudes of 2°.
Damping derived from all model tests and full scale tests are compared in Fig. 10.5
in terms of linear equivalent damping at 2°. For equally premised comparison the
data in Fig. 10.5 comes from evaluations of test data with amplitudes in the range
4°–1° (as in Fig. 10.4).

As seen the evaluated damping from model tests and full scale tests show quite
good agreement. This indicates a goodpotential for the full scale approach as such and
also builds confidence in the procedure of applying roll damping evaluated based on
model tests on full scale vessels. There is a trend though that the full scale evaluations
give slightly higher damping results than the model tests.

10.4 Discussion

Themodel was fittedwith continuous bilge keels while the real bilge keels on the ship
are divided into five successive parts. The later configuration may have a positive
effect on the damping at speed as discussed by Segal and Segal (2011). Additionally
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Fig. 10.5 Linear equivalent
damping for ϕa � 2◦ from
model tests and full scale
tests at different Froude
numbers

the profiles of the full scale bilge keels are L-profiles (400 × 100 mm) which are
likely to be slightly more efficient than the flat plate profiles (400 mm) of the model.

As previouslymentioned, it is difficult to quantify the influence of the yaw restraint
of the model in the towing tank for the higher speeds. In a similar manner slight
yawing motions may have affected the full scale tests even though the tests were
performed in such a manner that large yaw motions could be avoided.

There is of course scatter in the data associated to full scale measurements which
have to be considered.As an effect of that the damping is very low small differences in
input can have a large relative effect on the evaluations. However, in absolute figures
the repeatability of the full scale tests appears to be quite good with a standard
deviation of ~0.003 (0.3% of the critical damping) which actually is in the same
magnitude as the standard deviation of the model tests.

According to IMO (2006) scale models with appendices shall have a minimum
length of 2 m, the bilge keel height shall exceed 7 mm and the scale factor shall
not be less than 1:75 to avoid viscous scale effects. These requirements are well
fulfilled here. The requirement on bilge keel size is likely there to avoid that the
boundary layer around the hull reduces the efficiency of the bilge keels in model
scale. However, when considering the solution to Blasius equation it appears that
the boundary layer thickness due to forward speed could be considerable during the
model tests performed at speed. The boundary layer thickness tb can be estimated
based on the local Reynolds number Rex at a longitudinal position x according to

tb ≈ 4.91x/
√
Rex . (10.6)

For the model tests performed at speed this gives a thickness up to, and for some
cases more than, half the bilge keel height (depending on speed and position). This
could have a negative impact on the bilge keel efficiency. In full scale the boundary
layer is in the magnitude of some percentages of the bilge keel height.
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Even though the full-scale vessel and model had the same draughts during the
tests, the vertical centre of gravity was different, and as a consequence GM and the
natural frequency was different which could have an influence on the damping.

In heavyweather it is common practice that captains onWallenius PCTC’s prefers
bow heading wind to expose much lateral wind area while at the same time make
use of the stabilizing forces of the strong apparent wind towards the hull to reduce
the rolling motions. Considering that the lateral wind area of PCTC’s are very high,
aerodynamical damping may have a slight impact on the damping during the full
scale trials, even though they were performed in calm weather.

As discussed by van’t Veer and Fathi (2011), memory effects may play an impor-
tant role when evaluating roll damping from roll decays. Roll damping may be over-
estimated during the initial phase of a roll decay test in the absence of the memory of
previous rolling motions. In an attempt to investigate this effect the roll damping was
evaluated for two different roll decay tests, the first with an initial amplitude of 9°
and the second with an initial amplitude of 6°. Both tests were performed at the same
speed (corresponding to 12 kn in full scale) and the roll damping was evaluated from
time series when the amplitude was between 6° and 3°. No significant difference in
evaluated damping could be observed between the two cases.

Water temperature differences affecting the viscous forces, increased hull surface
roughness due to fouling and external forces disturbing the tests are other factors
that may have an effect on the results.

10.5 Ikedas Method Versus Experimental Data

Even though first published in the late 1970s, Ikeda’s method is still commonly
used for roll damping prediction. In this method, roll damping in dimensional form
B is calculated for a given amplitude, corresponding to linear equivalent damping,
due to five different components; friction, wave generation, eddy making, linear-lift
and bilge keel. For comparative purpose these components will here be presented
non-dimensionalized according to

ζe � 1

2ω0

B

A
(10.7)

where A is the inertia term that is estimated as ρg∇GMω−2
0 , ρ is the water density,

g is the constant of gravity and ∇ is the displacement of the vessel.
The method as described in Ikeda (1978) and Journée and Adegeest (2003) has

been implemented and applied on the here studied ship. In Fig. 10.6 all components
can be seen exemplified for ϕa � 10◦, T = 27.6 s and GM � 1.1 m.

As seen in the figure the bilge keel damping is the dominating component at low
speeds for the given condition. The contribution from bilge keels is caused by three
different components: a pure drag normal force component, a bilge keel generated
hull pressure component and bilge keel generated lift. At higher speeds the hull lift
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Fig. 10.6 Results from
Ikeda’s method for m/v Faust
with the five different
damping components;
friction, wave, eddy, linear
lift and bilge keel

component becomes dominant. This component is created when the submerged hull,
periodically, has an angle of attack due to sway motions caused by rolling. With the
magnitude of these sway motions being dependent on the distance of the roll centre
above the water line, this component becomes particularly large for vessels with
high centre of gravity. The lift component in Ikeda’s method has been derived based
on maneuvering experiments. The frictional component, which constitutes a small
contribution, was derived from experimentswith rotating cylinderswhere the viscous
damping is dependent on the Reynolds number. This component also incorporates a
small semi-theoretical correction for forward speed. The wave damping is the linear
potential damping which typically is calculated using strip theory for zero forward
speed and ismodifiedwith an empirical formula to incorporate forward speed effects.
The eddy-making component represents damping due to vortex separation, and is
almost negligible at forward speed.

In Kawahara et al. (2009) the validity of Ikeda’s method was found questionable
for vessels with high centre of gravity combined with buttock flow stern (largely
flared stern sections), especially for small roll angles. With Faust being a buttock
flow stern type PCTC with high centre of gravity, and with roll damping tests being
conducted at small roll amplitudes, Ikeda’s method should not be expected to have
very good agreement with the tests.

In Fig. 10.7 the roll damping derived from the model tests are compared with
Ikeda’s method for the corresponding loading condition and scale. As previously
stated it is important to keep in mind that the accuracy of the model tests performed
at 14 and 16 knots may have been affected by the yaw constraint and should be
considered with care. However the general observation is that Ikeda’s method seems
to overestimate the damping except for the smallest roll amplitudes at zero speed.
As seen, the speed dependence according to Ikeda’s method is stronger than what
is shown by the model tests, indicating that the lift damping component, which
constitutes the dominant part of the speed dependence, probably is overestimated
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Fig. 10.7 Predicted
damping for m/v Faust in
model scale using Ikeda’s
method and model tests for
roll amplitudes of 2, 4, 6 and
8°

for this ship. Furthermore, Ikeda’s method seems to overestimate the non-linearities
(amplitude dependence) that essentially are caused by the bilge keel component.

Both the lift damping and the bilge keel damping are strongly dependent on the
location of the roll centre. In accordancewith the prediction formula this is assumed to
be located in the vertical centre of gravity. Recorded sway and yawmotions however
indicate that the roll centre normally is located lower than the centre of gravity. If
the height of the assumed centre of roll in the prediction formula is reduced, better
agreement is achieved, thus indicating a potential for improvement of the method.

10.6 Conclusions

Amethod for assessing roll damping properties based on full scale roll decay tests has
been developed. Evaluated roll damping from full scale tests shows good agreement
with model tests for a Panamax Pure Car and Truck Carrier. This indicates a good
potential for the approach as such and also builds confidence in the procedure of
applying roll damping evaluated from model tests on full scale vessels. The tests
presented here though indicate that the full scale damping is slightly higher than the
model test damping. This should be further investigated.

The presented full scale tests have been performed in-service with the vessel
loaded to the design condition. Alternatively, tests could be performed during the
sea trial from the ship yard. However, as roll damping is dependent on the loading
condition and speed, results will always be limited to specific cases. And as required
test matrices to cover all possible operational conditions is practically impossible
to perform, semi-empirical methods appear as an attractive option for inter- and
extrapolation of test results to various conditions. Ikeda’s semi-empirical method
implemented for the studied vessel give physically relevant predictions of the roll
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damping. However, speed dependence and amplitude dependence was significantly
overestimated by the method, likely as a consequence of that the method not has
been adopted for modern volume carriers with very high centre of gravity such as
PCTC’s. Futurework could therefore preferably aim at assessing the centre of gravity
dependence of the lift damping and the bilge keel dampingwhich are the two damping
components in Ikeda’s method that constitutes the major part of the non-linearities
and the speed dependance.

An accurate description of the roll damping is crucial when predicting the risk
of severe rolling events, such as parametric rolling. The here presented full-scale
approach is well suited for providing roll damping input to methods for operational
guidance (e.g. as presented in Ovegård et al. 2012) for accurate on-board decision
support with respect to parametric rolling.
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Chapter 11
Roll Damping of a Twin-Screw Vessel:
Comparison of RANSE-CFD with
Established Methods

Sven Wassermann, Nikolai Köllisch and Moustafa Abdel-Maksoud

Abstract A RANSE-CFD method is applied to estimate the roll damping of a
modern twin-screw RoPax vessel. The simulations are carried out in full scale and
with an undisturbed water surface. The harmonic forced roll motion technique is im-
plemented. The influence of ship speeds, the vertical position of the roll axis and roll
amplitudes up to 35◦ are investigated. The interaction between the bilge keels and
the ship hull is analyzed. The damping effects of further appendages are discussed.
All simulation results are compared with the established method developed by Ikeda
and a neural network method based on Blume’s roll damping measurements. The
established methods were developed based on studying results of single-screw ships.
It can be concluded that both established methods provide acceptable results in cer-
tain ranges. For large roll amplitudes, the established methods are out of range and
cannot deliver reliable results.

Nomenculture

bBK Bilge keel breadth
d Ship draft
k Velocity increment factor at bilge

lBK Bilge keel length
rBK Distance from roll axis to bilge keel
v Transverse velocity component at bilge keel
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x Relative motion of water in crosswise direction to bilge keel
ABK Bilge keel area

B̂ Dimensionless roll damping coefficient
B Equivalent roll damping coefficient

Bwl Waterline breadth of the ship
BNBK Bilge keel damping coefficient, normal drag force part
BSBK Coefficient of hull-pressure damping due to bilge keels
BW Wave damping coefficient

CD,BK Drag coefficient for bilge keel
CP,BK Hull-bilge-keel pressure coefficient due to bilge keels

CB Block coefficient
CW Waterplane coefficient
Fr Froude number of forward ship speed

FNBK Normal drag force of the bilge keel
KCBK Local Keulagan-Carpenter-Number for bilge keel
LOA Ship length over all
LWL Waterline length of the ship
RA Distance to roll axis over undisturbed water surface
S Wetted surface area of the ship
T Roll period
α Angle between an orthogonal line to the normal force and line of the

lever
σ Section area coefficient
φ Roll angle

φH Heel angle amplitude
ρ Density
ω Roll frequency

{}A Amplitude

11.1 Introduction

Calculating ship motions in natural waves with potential theory-based simulation
methods has been a common practice for several decades. However, the accuracy of
the calculated results for roll motion is strongly influenced by the chosen viscous
damping. While potential theory-based methods are able to predict main energy
dissipation in all other degrees of freedom, estimating damping for the roll motion
is still a weak point in ship motion simulations. The reason for this drawback is that
the magnitude of the wave damping compared to the dissipation caused by viscous
effects is of similar orders of magnitude.



11 Roll Damping of a Twin-Screw Vessel … 193

Table 11.1 Main dimensions of the RoPax ship hull

Waterline length LWL (m) 176.0

Waterline breadth BWL (m) 26.0

Draft d (m) 6.0

Waterplane coefficient CW (−) 0.75

Block coefficient CB (−) 0.57

Wetted surface area S (m2) 4678.0

Extensive investigations on roll damping (Ikeda et al. 1976, 1977a, b, c; Himeno
1981; Schmitke 1978) were carried out in the mid-70s in Japan and North America,1

which established the division of the phenomena into a wave, friction, eddy and lift
component aswell as a correction for appendages. A simple theoreticalmethod based
on experimental measurement results, also known as Ikeda’s method, was developed
based on these assumptions and is recommended by the ITTC International Towing
Tank Conference (2011). It has become one of the most popular methods to correct
the calculated energy dissipation using potential theory. Nevertheless, the empirical
coefficients included in the method are based on former typical ship geometries.

Based upon harmonic excited roll motion (HERM)measurements,2 Blume (1979)
has published roll damping coefficients that continue to be used. The applicability
of Ikeda’s method and Blume’s measurement results to a contemporary RoPax ferry
is investigated in this paper. RANSE-based simulations using finite-volume method
with various roll parameters have been carried out. The obtained results are compared
with those of Ikeda’s method and a neural network method based on Blume’s results.

11.2 Numerical Simulations

11.2.1 Geometry

The investigated RoPax ferry with an overall length of LOA = 185.0m was designed
by Potsdam Model Basin (SVA). The ferry is a twin-screw vessel, arranged with
two shafts, two rudders and a large skeg (see Fig. 11.1). The main dimensions are
summarized in Table 11.1, and the section plan is shown in Fig. 11.1.

1An overview of the differences between the work in Japan and North America is given in the
discussion section of Schmitke’s paper (1978) with Cox, Himeno and Schmitke (pp.41–46).
2Details of the HERM technique can be found in Handschel and Abdel-Maksoud (2014). A com-
parison to the widely-used decay technique is given by Wassermann et al. (2016).
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Fig. 11.1 Section plan and side view of the RoPax ferry

11.2.2 RANSE-CFD Method and Analysis of Roll Damping

TheRANSE-solver STAR-CCM+ is used to simulate the incompressible flow around
the ship with and without forward speed at different roll amplitudes. The volume of
fluid method (VOF) is applied to calculate the position of the free water surface
flow, see Fig. 11.2. The k − ω − SST turbulence model is used in all computations.
The conservation equations for mass and momentum as well as the equations of the
turbulence model and the volume fraction equation (the mixture of water and air) are
discretized in integral form using the finite-volume method and solved in an iterative
manner using the SIMPLE-algorithm (see Enger 2010). An Euler implicit scheme is
used for time integration.

The flow field is divided into a rotating and a stationary region. The rotating
region has a cylindrical shape. The roll axis of the ship is fixed and coincident with
the cylinder axis. The outer boundaries of the stationary region have a rectangular
shape. A sliding interface boundary condition is applied on the common surface
between both regions. At the inflow boundary, the velocity is specified. At the outlet
boundary, the hydrostatic pressure is applied. Except the geometry which is a regular
wall, all other boundaries are slip walls.

An unstructured grid with mostly trimmed hexahedral cells is applied. At walls
that have no slip condition, a prism layer is used due to the expected velocity profile.
The grid is refined near the hull, the appendages as well as the free surface (see Fig.
11.3). The amount of grid cells used depends on the roll amplitude. For an amplitude
of 25◦, usually 4M cells are needed. The ship motion is realized by a harmonic
forced roll motion. A detailed description of the numerical method with respect to
the estimation of roll damping can be found in Handschel et al. (2012). A successful
validation with experiments for the benchmarking container ship Duisburg Test Case
is presented by Handschel et al. (2014).
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Fig. 11.2 Calculated wave system of the RoPax ferry with forward velocity of Froude number
Fr = 0.26 and roll amplitude φA = 35◦

Fig. 11.3 RoPax ferry hull enclosed by cylindrical mesh domain. Mesh refinements are applied at
the free water surface and near bilge keels. The sliding interface is shown as a circle; investigated
roll amplitude �A = 35◦
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The equivalent roll damping moment coefficient,

B = E

πωφ2
A

, (11.1)

is estimated based on a Fourier series approach of the roll energy E. The analysis is
based on the fact that only the damping part of the moment is phase-shifted by 90◦
to the roll angle. A Fourier series approximates the roll moment:

M (t) =
∞∑

j=1

(
CA, j sin( jωt) + CB, j cos( jωt)

)
. (11.2)

The energy E can be calculated by:

E =
∫ π/ω

−π/ω

M dφ =
∫ π/ω

−π/ω

∞∑

j=1

(
CA, j sin( jωt) + CB, j cos( jωt)

)
dφ. (11.3)

Solving the integral and inserting Eq. (11.3) into (11.1) results in:

B = CB,1

ωφA
. (11.4)

The Fourier coefficient CB,1 can be easily determined with a Fast-Fourier-
Transformation algorithm.

11.3 Established Methods to Estimate Roll Damping

Ikeda divided the roll damping phenomena into the following parts: wave, friction,
eddy and lift damping of the bare hull. The bilge keel effect was investigated sep-
arately and divided into three components. The first one is the normal-force acting
on the keels; the second component is caused by the interaction between the bare
hull and the bilge keel, and is acting on the hull; the interaction with the free sur-
face as the third component is assumed to be small and is neglected.3 Due to the
semi-theoretical character of Ikeda’s method, the application of this method should
be considered with care. Especially in the ship design stage more straight forward
solutions are often favored (Kawahara et al. 2012).

In addition to Ikeda’s method, the results of a systematic experimental investiga-
tion carried out by Blume (1979) for three different bare hull forms are often used

3A detailed description of Ikeda’s method, including the source code in FORTAN, can be down-
loaded at Ikeda’s Laboratory, Osaka Prefecture University, Japan: http://www.marine.osakafu-u.ac.
jp/~lab15/roll_damping.html (accessed: 2016-06-01).

http://www.marine.osakafu-u.ac.jp/~lab15/roll_damping.html
http://www.marine.osakafu-u.ac.jp/~lab15/roll_damping.html
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to estimate the roll damping part in numerical ship motion simulations. Based on
HERM measurements, Blume determined damping coefficient over a wide range of
ship speeds and roll angles. The experimental results are summarized in a parametric
form to make it useable for numerical simulations (see Salas Inzunza et al. 2001
and the Appendix) and will be referred to as SIMB3-method. To estimate the roll
moment of the bilge keel, Blume recommended the approach presented by Gadd
(1964), which corresponds to the normal-force bilge keel part of Ikeda’s method.
The differences will be discussed in Sect. 11.3.2.

It needs to be mentioned that both established methods were developed for single-
screw ships. Influences of two rudders, a skeg, shaft brackets and shafting lines were
not taken into account.

The results of the RANSE-CFD simulations are comparedwith these twomethods
and the results are presented as dimensionless roll damping coefficients:

B̂ = B

ρ∇B2
WL

√
BWL

2g
. (11.5)

11.3.1 Bare Hull Roll Damping

SIMB3-method: Blume measured the roll damping moment for three single-screw
ship models (two Series 60 ships and a typical container ship of the 1970s) up
to a roll angle of 20◦. Compared to the RoPax vessel, the ships used in Blume’s
investigation did not have a flat stern or a large transom. It should be noted that these
components can increase damping. Blume also investigated naval ships, which were
considered in the development of the SIMB3-method, see Salas Inzunza et al. (2001).
All investigated models were equipped with rudders to hold the model on course
straight ahead. Bilge keels were not considered. Blume assumed that a variation of
the metacentric height GM has only a small influence on roll damping coefficient.4

The influence was also neglected by Salas Inzunza et al. (2001). The range of validity
of the SIMB3-method is given in Table 11.2 and compared with the RoPax vessel.

In Fig. 11.4, simulations of the investigated hull geometry are compared with
results of the SIMB3-method. Deviations decrease for large ship forward velocities.
This effect may be caused by the dominating lift damping effect at high Froude
numbers. Deviations for zero speed are significant for roll amplitudes larger than
5◦. Both the SIMB3-method and the simulations indicate a weak nonlinear character
over ship speed and a strong nonlinear character over the roll amplitude.

Ikeda’s method: In a first step, CFD simulation results were compared with
Ikeda’s method for bare hull roll damping. For the wave damping part BW for zero

4see discussion in Blume’s paper (1979) on p. 23
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Table 11.2 Range of validity of SIMB3-method

SIMB3-method RoPax

BWL/d 2.55–4.88 4.33

CB 0.48–0.80 0.53

ω2 BWL/2g 0.10–0.25 0.25

φA
◦ 5–20 5–35

Fig. 11.4 Roll damping
coefficients estimated by the
SIMB3-method and
RANSE-CFD simulations
for RoPax without bilge
keels (ω = 0.435 [rad/s]) —
SIMB3-method has a
recommended range of
validity for amplitudes not
larger than 20◦
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velocity, an approach fromZhou (1987) based on the stripmethod pdstrip5 is applied.
The approach considers damping of several heel angles φH with

BW (φ) ≈ BW,φH=0 + 1

2
B

′′
W,φH

φ2. (11.6)

In addition to the zero heel wave roll dampingBW,φH=0 ,B
′′
W,φH

considers the energy
dissipation due to the submerged hull form with larger amplitudes.

Figure 11.5 shows the damping components over the ship speed. For full scale
ships, the frictional part is vanishing. Because of large beam-draft-ratio and the posi-
tion of the roll axis at waterline, the lift damping part is small and the wave damping
is relatively large. The method was developed for smaller beam-draft-ratios with a
maximum of approximately 2.5. Ikeda et al. (1977c)mentioned that his method is not
sufficient for larger ratios. The characteristic wave damping component over the ship

5The source code of pdstrip, a public domain stripmethod, can be downloaded: https://sourceforge.
net/p/pdstrip (accessed: 2016-06-01).

https://sourceforge.net/p/pdstrip
https://sourceforge.net/p/pdstrip
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Fig. 11.5 Roll damping
components of the Ikeda
method compared with
simulation results of
φA = 15◦ and
ω = 0.435 [rad/s])
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forward speed, the noticeable hump, can neither be confirmed by the SIMB3-method
nor by the finite-volume method simulations, see also Fig. 11.12. The noticeable
hump also could not be observed in the boundary-element method simulation results
from Falzarano et al. (2015).

11.3.2 Damping of Bilge Keels

Normal-force damping: Both Ikeda et al. (1976) and Blume (1979) recommend a
force coefficient approach

FNBK = 1

2
ρABKCD,BKν2(t), (11.7)

to estimate the normal drag force of the bilge keel. The velocity ν is the relative
transversal velocity component between hull and the surrounding water when the
influence of the bilge keel on the flow is neglected:

ν(t) = rBKkφ̇(t). (11.8)

The factor k is a flowvelocity increment factor to take the local effect of the hull shape
into account. Ikeda has suggested applying a sectional area coefficient σ formulation
for sections with a small bilge radii (σ > 0.975). Blume formulates k as a function of
ship breadth and bilge radius. Neither consider the roll center height. Söding (1991)



200 S. Wassermann et al.

Fig. 11.6 Velocity
increment factor k without
the bilge keel

identified the influence of the height as significant. For the presented case, it will be
shown that k is nearly one.

The factor k can be estimated by CFD simulations, see Fig. 11.6:

k = νA,sim

rBKωφA
. (11.9)

The relative velocity amplitude νA,sim between the fluid and the bilge keel is normal-
ized by the velocity amplitude of the bilge keel. This is done at 12 section planes
along the keel for a simulation without bilge keel. In the position φ = 0◦, k is differ-
ent for portside and starboard. Because of a harmonic rotating motion, a mean value
k can be calculated (see Fig. 11.7).

The mean velocity increment factor in the simulation k̄ ≈ 1 coincides well with
Ikeda’s suggestion regarding cases with section area coefficients of σ < 0.975. The
midship section of the RoPax vessel has an area coefficient of σm = 0.847.

Using Eqs. (11.7) and (11.8), the roll moment for one bilge keel follows to:

MNBK (t) = FNBK · rBK cos(α) = 1

2
ρ ABK CD,BK r3BK k2φ̇2(t) cos(α). (11.10)

The angle α is described in Fig. 11.8. Ikeda and Blume neglect this angle. By
applying the energy equivalence principle, an equivalent damping moment for both
bilge keels can be written as:
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Fig. 11.8 Emerging bilge
keel of RoPax vessel - main
section with a roll amplitude
of φ = 25◦

BNBK = 8

3π
ρ ABK CD,BK r3BK k2 ω φA cos(α). (11.11)

Compared to Blume, Ikeda recommends the calculation of the bilge keel damping
coefficient in integral form over the bilge keel length lBK . The distribution of α, rBK
and k over the bilge keel length lBK is given in Fig. 11.7.

Both authors give formulations for the drag coefficient CD,BK that depend on
the velocity increment factor k, the relative motion of the water orthogonal to the
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Fig. 11.9 Comparison drag coefficient CD,BK of bilge keel for RoPax vessel (Fn = 0.13 )

bilge keel x(t) = ν(t)/ω and the bilge keel breadth bBK . On closer consideration, a
connection to the Keulegan-Carpenter number (here for both bilge keels) becomes
obvious, see Fig. 11.9:

KCBK = νAT

2bBK
= rBKkωφA2π

2bBKω
= π

xA
bBK

. (11.12)

The average drag coefficient CD,BK over one period for the normal force bilge
keel damping (Fig. 11.9) can be calculated with CFD and estimated by the following
formulation of the equivalent damping coefficient BNBK :

CD,BK = 3πBNBK

8ρbBKωφA
∫
lbk k

2
r3BK cos(α) dlBK

. (11.13)

Even so, normal-force coefficients CD,BK for large KC-numbers are not well in-
vestigated, see Fig. 11.9.

Blume assumed that the forward speed is a negligible factor because the additional
lifting effect due to an increase of forward speed is compensated by the decreasing
normal-force damping. Ikeda (2004) gives a similar explanation if the ship forward
speed is moderate.

Whereas Blume only usesCD,BK to consider the bilge keel effect, Ikeda divides the
bilge keel damping into three parts, as mentioned above: the normal-force, the hull-
pressure as well as the wave-interacting bilge keel damping. The wave interacting
part is neglected in the original method.

Hull-pressure damping due to bilge keels: Ikeda analyzed the effect of eddies,
produced by the bilge keels, which interact with the flow of the ship hull. An ap-
proach based on surface pressure measurement on a two-dimensional ship section is
presented by Ikeda et al. (1977b). The induced damping by the surface pressure on
the hull due to the bilge keels,
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BSBK = 4

3π
ρωφA

∫

S
r2BKk

2CP,BKr ds, (11.14)

can be determined based on pressure coefficients CP,BK . Here, BSBK is estimated on
two simulations, one with (w) and one without (wo) bilge keels. The normal force
component of the bilge keels is subtracted from the estimated difference between the
equivalent roll damping moment of the two simulations, which results in BSBK .

The damping due to the bilge-keel-hull-pressure distribution in the simulation
shows a similar tendency in comparison with the results obtained by Ikeda’s method.
Even so, Ikeda’s method gives higher values of the bilge-keel-hull interaction com-
ponent. Deviations between simulations and Ikeda’s method are presented in Fig.
11.10 for the RoPax vessel.

Bilgekeel dampingdue towater surface interaction: The systematic investigations
carried out by Ikeda for bilge keel damping did not include roll angles higher than
17.2◦(φA = 0.3[rad]). No explicit limitations for applying the method were given.
Nevertheless, there is an angle for each ship where the bilge keel emerges. For the
RoPax, this angle is φ ≈ 20◦. An emerging or re-entering of bilge keels seems to be
dominated by nonlinear effects, see Bassler and Reed (2009); Bassler et al. (2010).
As an example, in Fig. 11.11 entrapped air due to a re-entering bilge keel can be seen
for a simulation with large roll amplitude.

Himeno (1981) has presented results of increasing wave radiation due to the
interaction of the bilge keel with the free surface. Comparisons of the measured and
calculated results obtained by the linear theory showed that the additional damping
underlie nonlinear effects of wave damping for larger roll angles. He noted that for
ordinary ship hulls of that time (the 1970s), a wave-bilge keel effect can be safely
neglected for bilge keel breadths of bBK = BWL/60 to bBK = BWL/80. The ratio of
ship breadth and breadth of the bilge keel for the present RoPax is BWL/bBK > 140.
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Fig. 11.11 Entrapped air in the simulation due to emerging and re-entering bilge keel - T = 14.6[s],
φA = 35◦, Fn = 0.13

11.3.3 Rudders

Bertram (2011) assumed that the rudder component is considered to be independent
from roll frequency and only depends linearly on the roll angle.

Blume (1979) measured the damping coefficients of hull forms equipped with
rudders. Ikeda also included the rudder influence in his method, but the dimensions
of the rudders were not specified in the existing published results; thus it is not clear
in which component Ikeda considered the rudder influence.

Two CFD simulations, one with and one without rudders, were carried out. With
a roll amplitude of φA = 35◦, a roll frequency of ω = 0.43 [rad/s] and a ship velocity
of Fr = 0.26, the contribution of the rudders was 0.81% of the total roll damping.

11.3.4 Shaft Brackets, Shafting Lines and Propellers

Because only single-screw hull forms were investigated by Ikeda and Blume, shaft
brackets and shafting lines were not taken into account. The results of the CFD simu-
lations on the estimated roll damping coefficients do not show distinctive differences
between the simulation with and without shaft brackets and shafting lines. The flow
on the house of the shafting line does not show any large separation areas. Investiga-
tions by Schmitke (1978) and a later investigation by Ikeda et al. (1994) were able
to observe the same behavior.
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Blume (1979) measured the damping coefficients with a rotating propeller, but
influences due to a propeller will not be considered in Ikeda’s method. The CFD
simulations were carried out without propellers. It is assumed that propellers have
no significant contribution to the roll damping moment.

11.4 Comparison of SIMB3- and Ikeda’s Methods
with CFD

The simulations are carried out for different ship speeds and various roll ampli-
tudes, see Fig. 11.12 for a roll period of T = 14.6 s. The roll axis is situated in the
undisturbed free water surface plane.

The roll damping coefficients of the SIMB3-method show similar characteristics
to RANSE-CFD results. The gradient over the Froude number is nearly the same.
For an amplitude of 5◦, the results are in good agreement. Up to an amplitude of
25◦ and especially for higher Froude numbers, the SIMB3-method gives damping
coefficients in the same range of the CFD results. An extrapolation with Blume’s
method for roll amplitudes over 25◦ should be avoided. For zero forward velocity,
the SIMB3- and Ikeda’s method give comparable results if bilge keels are neglected.

Ikeda’s method estimates total roll damping coefficients for zero speed close to
simulation results. Nevertheless, the ratio between bilge keel and total roll damping
is different. The bilge keel damping is relatively large compared to CFD. One reason
may be the large bilge-keel-hull interaction component in Ikeda’s method and the
neglected angle α for normal-force bilge keel damping. For large roll angles, Ikeda’s
method in the present configuration overestimates the roll damping compared to the
simulations.

As expected, the roll damping increases with increasing height of roll axis to
5.3m above the water surface, see Fig. 11.13. Compared with Ikeda’s method, the
calculated influence of the height of the roll axis on the roll damping coefficient is
smaller.

11.5 Conclusion

RANSE-CFD simulations allow efficient calculations of roll damping coefficients.
The presented numerical approach facilitates a detailed analysis of not only the total
roll damping but also the contribution of each damping component.

A comparison between CFD calculations and the established SIMB3- and Ikeda’s
method has been carried out. Although the established methods were developed for
single-screw ships, they are able to give an acceptable approximation of the roll
damping for twin-screw vessels in certain ranges. The results of Ikeda’s method are
more reliable at zero speed, the SIMB3-method for setups with forward speed. For
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Fig. 11.12 Comparison of SIMB3- and Ikeda’s methods with simulations for φA =
5, 15, 25 and 35◦ for RoPax vessel with a roll period T = 14.6 [s]
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Fig. 11.13 Variation of roll
axis height over waterline
(RA) for RoPax vessel with
T = 14.6 [s]
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large roll amplitude simulations with forward speed, it should be mentioned that
there is an urgent need to improve these methods. Modern CFD simulation methods
seem to be a suitable instrument to face this challenge.
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Appendix

SIMB3-method: Blume’s roll damping measurements carried out at the Hamburg
Ship Model Basin (HSVA) of various ship hulls of the 1970s and before were sum-
marized as artificial neural network. This was developed by Salas Inzunza,Mesbahi,
Brink and Bertram Salas Inzunza et al. (2001) based on the measurement results of
Blume: we call it here SIMB3-method.

For the artificial neural network, a sigmoid function is used:

sig(x) = 1

1 + e−x
. (11.15)

The non dimensional roll damping coefficient

B̂ =
√√√√

ζ 2 · 2gGM
2

B3
WLω

2
0

(11.16)
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depends on the gravity constant g, metacentric height GM , ship breadth BWL, roll
resonance frequency ω0 and the damping ratio ζ :

ζ = 0.26525 · sig[xx1 + xx2 + xx3 + xx4 + xx5 + 1.121] − 0.071725 (11.17)

with

xx1 = −0.15923 · sig(−0.54784 − 0.35004x1 − 0.32394x2 − 0.49683x3 − 0.7495x4)

xx2 = 1.8997 · sig(0.48293 − 2.71914x1 − 5.87083x2 + 5.55228x3 − 0.99526x4)

xx3 = −0.45902 · sig(−0.35086 − 0.3666x1 − 0.21579x2 − 0.78014x3 − 1.1742x4)

xx4 = −2.0167 · sig(4.2884 − 4.5154x1 + 1.4302x2 − 0.30797x3 − 3.9884x4)

xx5 = −2.1800 · sig(−0.09468 + 3.1056x1 − 5.4142x2 − 3.1332x3 + 1.7851x4)

and
x1 = 0.16807 · (BWL/d) − 0.12017
x2 = 1.23456 · CB − 0.28765
x3 = 1.33333 · Fr + 0.3
x4 = 0.026667 · ϕa + 0.166667.
To achieve the roll resonance frequency ω0 = 0.435 [rad/s] of the RoPax vessel,

a metacentric height of GM = 2.09 [m] is selected. The roll radius of gyration of
the virtual and ship mass is assumed to be i� = 0.4 · BWL [m].
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Chapter 12
Calculation Method to Include Water
on Deck Effects

Nicolas F. A. J. Carette and Frans van Walree

Abstract Green water is an important issue regarding ships stability as it may
dramatically change the loading of the ship compared to its dry deck condition. Until
now, computational methods capturing this event are very time consuming as they
often try to capture the complete dynamics of the flow over the vessel’s structure and
deck usingCFD. Suchmethods are not practicalwhen dealingwith numerous lengthy
time domain simulations for long term stability assessments. MARIN has developed
a fast method to be implemented in its 6 DOF time domain program FREDYN. This
method has as objectives to be as fast as possible, even real time if achievable, but
at the same time take into account correctly the mass of water flooding on the deck
during green water events. Themethod is based on pre-computing the steady forward
speed wave pattern and diffracted and radiated waves. The steady wave is computed
for a series of sailing conditions using the in-house 3D linear panel code DAWSON.
The diffracted and radiated waves are pre-computed using in-house 2D strip theory
potential code SHIPMO for a series of frequencies and sailing conditions. A ship
generated wave is then computed at each time step during the simulation using the
current position and motions of the ship. This improves the computation of a realistic
wave elevation consisting of the incident, steady, diffracted and radiated waves along
the hull of the ship. This wave profile is then used to feed our flooding module which
computes flows in tanks, compartments and through openings. This flooding model
is based on a quasi-static Bernoulli formulation and empirical discharge coefficients.
It is used to compute the flow over the bulwarks and through the freeing ports to the
deck.
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Notations

z Incoming wave [m]
ζ̃ Diffracted wave [m]
ζ̃ Radiated wave [m]
ω Wave frequency [s−1]
κ Wave number [–]
n Index for frequency [–]
i Index for section [–]
ε Incoming wave phase [–]
ε̃ Diffraction wave phase [–]
φrad Radiation potential [kg/ms2]

12.1 Introduction

The capsize envelope obtained using time domain calculations appeared to be rather
conservative during several risk analysis studies. This appeared to be strongly related
to green water events happening too easily, too extremely and too often.

Until now, the Froude-Krylov forces were computed in FREDYN (de Kat and
Paulling 2001) using the instantaneouswaterline taking into account the shipmotions
and undisturbed incoming wave, and by this way these forces are taking care of the
green water events. This is most of the time a conservative approach as it neglects
diffraction, radiation and the forward speed wave which reduce the critical relative
wave heights, this mostly for positions aft of the bow area.

The present new implementation proposes as first step to take into account the
vessel and its motions on the water. The objective is to have a better estimation of
the waterline to improve the calculation of the hydrostatic forces, including water on
the deck.

12.2 Method

The effect of the ship on the water surface is divided in three components:

• Static forward speed wave
• Diffracted wave
• Radiated wave

Each component is computed separately at the beginning of the time step at sev-
eral positions along the ship. By summing the three waves we obtain the perturbation
wave profile that can be summed with the incoming wave. Points between calcula-
tion locations are obtained by spatial linear interpolation. If the point lies outside
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the waterline contour, for instance in case of bulb, closest approximation is used. By
points we mean any location where the water height is needed such as, for instance,
a panel on the hull for the Froude-Krylov forces or an opening into a flooded com-
partment.

12.2.1 Static Forward Speed Wave

The static wave is obtained by linear interpolation between series of wave profiles
computed at different speeds, drafts and heel angles. The actual position and speed
of the ship is then used to pick up the right databases. Draft and heel values must be
extracted from low frequency motions. Wave patterns are computed once before the
calculations using a 3D potential solver. From the patterns, only the values along the
vessel are extracted to obtain the waterline.

12.2.2 Diffraction Wave

The diffracted wave profile is obtained for each section of the ship using databases
of linear potential diffraction.

Using MARIN’s 2D strip theory code SHIPMO, the diffraction potential is
extracted at each section, at the waterline, for a series of wave frequencies, headings
and speeds. The potential is saved as a complex number to allow for linear interpo-
lation between the databases without losing the phase information. It is converted to
a wave amplitude response operator in m/m. At each time step of the calculation a
database of diffraction potentials is made, depending on the actual speed and heading
of the ship. Then, for each incoming wave component n and at each section i, the
instantaneous diffracted wave profile at each section is computed using (12.1).

ζ̃i �
∑

n

ζ̃in zn sin(ωnt − κn + εn + ε̃in) (12.1)

The diffracted waterline is then used further during the time step using spatial
linear interpolation to every panel of the ship. The error in this case by the spatial
interpolation is rather limited as the triggering factor forwater on deck is thewaterline
itself which is as precise as therewere sections in the calculations; the diffractedwave
is not needed outside the ship where the spatial interpolation would introduce large
errors.

Such pre-calculation followed by some spatial interpolation is used to save com-
putation time as the sum of wave components is done only twice per section, one for
port and one for starboard side, instead of doing it for every panel, relative location
and flooding opening. Diffracted wave is actually the only wave that could be really
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computed at any point but the calculation time would be excessive using fine meshes
and wave spectra.

12.2.3 Radiation Wave

The radiation wave is basically obtained in the same way than the diffraction wave
except that there is here the need for retardation functions to go to the time domain.

For each section andwave encounter frequency, the radiation potential is extracted
from potential solutions, for instance a SHIPMO calculation. The potential is con-
verted to a wave amplitude response. Then a method similar to what is done with the
added mass and damping is applied:

• The real part of the amplitude is divided by ω2

• The imaginary part is divided by ω

Wehave thus similarly as for addedmass anddamping terms the following formula
for the radiation wave components:

ai (ω) � Re
(
φradi (ω)

)

ρgω2
(12.2)

bi (ω) � Im
(
φradi (ω)

)

ρgω
(12.3)

Converted to time domain functions using (12.4) and (12.5), they give “added
mass” and “retardation function” of radiation wave amplitude.

Ai � ai (ω∞) +
1

ω∞

∞∫

0

Bi (τ ) sinω∞τdτ (12.4)

Bi (τ ) � 2

π

∞∫

0

(
bi (ω) − bi∞

)
cosωτdω (12.5)

The retardation functions are saved for each section and side for the whole calcu-
lation. Using correlation with the time history of motions we can thus compute the
radiated wave at each section using (12.6).




ζ i (t) � Ai ẍ + Bi (∞)ẋ +

∞∫

0

Bi (τ )ẋ(t − τ)dτ (12.6)

As for the diffracted wave, the radiated wave profile is saved for each section at
the waterline for both sides during a complete time step and spatially interpolated to
any point on the ship.
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12.2.4 Calculation

When using only the static wave correction, the calculation can still be done in real
time on a PC with a quad core CPU at 2.66 GHz.

The diffraction calculation strongly depends on the number of wave components.
On a dual core PC, the calculation time doubles with 80 wave components com-
pared to the calculation without correction. The difference tends to reduce as the
interpolation between the databases becomes less and less the bottleneck.

The radiation correction has not been fully tested but non constant time step is the
most expensive factor as the retardation functions have to be recomputed for each
section every time it changes. Otherwise it costs at every time step two correlations
per section.

12.3 Tank Testing

The validation of the present method is based on a series of tests carried out at
MARIN using a model of the DDG51 (European version), see van Walree (2010).
Tests were carried out with a captive and free sailing model. The loading condition
was such that stability was low giving a high capsize risk.

12.3.1 Captive Tests

The tests with a captive model were done to look at steady forward speed wave and
diffracted wave. The tests were done at different speeds and heel angles in regular
waves of various frequencies and amplitudes. Relative wave elevation were recorded
at several locations along the model (Table 12.1).

Table 12.1 Regular wave captive tests

Speeds 18, 24 Knots

Heel angles 10, 20 deg

Amplitudes 1.25, 1.875 m

Frequencies 0.546, 0.598, 0.661, 0.739 rad/s
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Fig. 12.1 High roll motion
without capsize and very low
amount of green water in
stern quartering seas

12.3.2 Free Sailing Tests

Free sailing tests were done, in high stern quartering seas to look at green water
events. Conditions were such that capsize risk was high during the standard time
domain simulations but rather low during the tests. Tests were done at two headings
(300 and 330°) and three speeds (12, 18 and 24 knots) in irregular waves (Fig. 12.1).

12.4 Validation

12.4.1 Steady Wave

The steady wave implementation was validated by comparing the wave profile com-
puted to the average wave elevation during the tests. At the speeds of interest one can
observe a large trough at amidships increasing the margin against green water events.
This was until now absolutely not taken into account. One can also notice that the
heel angle does not have a strong effect on the wave profile in these conditions. The
method clearly improves the estimation of the waterline to the original undisturbed
wave compared with the experimental measurements (Fig. 12.2).

12.4.2 Diffracted Wave

The maximum wave measurements along the hull have been compared to the maxi-
mum amplitude of the potential diffracted wave summed to the incoming and steady
waves. The following figures give the profiles of maximum wave elevation along the
ship for different conditions during experiments and calculations compared to the
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Fig. 12.2 Computed
waterline compared to
experimental steady wave
profile during captive tests
for different heel angles at 12
knots

Fig. 12.3 Maximum wave
elevation along captive
vessel in regular waves:
experimental and computed
(leeward)

deck line and incoming wave for both leeward and windward sides (Figs. 12.3 and
12.4).

In case of large roll angles, taking diffraction and steady wave into account
improves the estimation of the green water events (see Fig. 12.3). The diffraction
most of the time reduces the water elevation along the vessel, and combined with
the steady wave very often avoids the water to flood on the deck. However, the
effect of the frequency on the diffraction seems often underestimated by strip theory.
The diffracted wave is also overestimated at the aft of the ship, but this is a typical
drawback from linear theory with forward speed.

Finally, the disturbed wave amplitude on windward seems underestimated for
some configurations, this appeared using both strip theory or 3D diffraction (PRE-
CAL), but this is not critical when looking at capsize risk due to green water as most
capsize over predictions are on the leeward side.
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Fig. 12.4 Maximum wave
elevation along captive
vessel in regular waves:
experimental and computed
(windward)

12.4.3 Radiation Wave

The radiation was not used during these calculations as first attempts gave unrealis-
tically high waves. This probably comes from a lack of a forward speed correction.
The radiation potential is solved for a series of encounter frequencies but is valid at
zero speed, the effect of radiated waves being washed backwards when sailing is not
taken into account. Depending of the velocity, the retardation function at one section
should become more and more dependent of the ones in front. Another solution
would be to compute the potential radiation wave databases at forward speed using
an exact solution and have a set of retardation functions for different speeds as it is
done for the damping.

12.5 Results

A series of free sailing time domain calculations were done with and without steady
and diffracted wave correction. For each condition a series of five runs of half an
hour was done.

Without correction, almost in all conditions very high capsize risk is observed.
Most of the capsizes happen very soon and fast. They are always due to excessive
amounts of water on deck. For most simulations the deck is almost constantly wet on
the leeward side. As the encounter frequencies were quite low, if a wave crest exceeds
the freeboard at amidships, it will stay there and induce large and increasing roll angle
until capsize occurs. This process appears as a static loss of stability triggered by the
first freeboard exceedance event (Fig. 12.5).

When the correction is applied, the threshold of the capsize event is definitely
increased. One can observe much less capsizes, most of the time those capsizes are
now due to broaching. If water on deck occurs, the volume of trapped water is maybe
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Fig. 12.5 Capsize risk with
and without wave correction
for 30 min sailing at 300°
heading compared to
experiments

Fig. 12.6 Capsize risk with
and without wave correction
for 30 min sailing at 330°
heading compared to
experiments

still overestimated due to the absence of a model computing the well known dam
break motion of the green water which retards the progression of the water at the
beginning of the green water event. This may explain why the correction seems still
not sufficient in very large waves. However in those cases, they were also very steep
and breaking, which anyhow cannot be captured with linear waves (Fig. 12.6).

The reduction of capsize risk is of course accompanied by a reduction of the roll.
We can see that this reduction results in a better matching of the experiments most
of the time (Fig. 12.7).

12.6 Conclusions

The correction of the waterline for forward speed gives, for a very reasonable compu-
tation time, a much better threshold for freeboard exceedance. This helps improving
capsize risk analysis at high speeds. The effect of the heel angle on the wave profile is
limited in a normal rolling range. This should be checked up to very high heel angles
to know if the database really needs to depend on the heel angle. A dependence on
trim could be easily included but raises the question of how to extract its value from
the pitch and wave slope.
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Fig. 12.7 Standard
deviation of roll with and
without wave correction
compared to experiments

The correction for the diffraction slightly improves the asymmetry of thewaterline
between wind- and leeward sides. This would be even more important for headings
closer to beam seas and slightly higher wave frequencies. The correction improves
the capsize risk prediction by lowering the waterline in the conditions tested.

As already mentioned, the radiation was not used during these calculations as
first attempts gave unrealistically high waves, probably due to a wrong forward
speed effect when using strip theory. Two ways are seen, either a correction on the
retardation functions or a corrected potential solution.

The case of very high or breaking waves seems still to be an issue. This could
maybe be corrected by applying the radiation correction as large amplitude motions
generally push the water away from the deck, retarding the flooding. Another cor-
rection could also come from a larger database of radiation and steady waves for
very large heel angles. Finally, representing the deck by a floodable compartment
might introduce some delay in the flooding of this one by using appropriate discharge
coefficients and openings representing the flow over the bulwarks. On the other hand,
breaking waves cannot be computed using linear wave spectra whatever method is
used to correct them.

As this new method relies on steady, diffraction and radiation databases, any
improved method to estimates these components would immediately improve the
calculation of the instantaneous waterline without need of a reimplementation.
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Chapter 13
Study on the Motions and Flooding
Process of a Damaged Ship in Waves

Seokkyu Cho, Honggun Sung, Sayoung Hong, Bowoo Nam, Sungchul Hwang
and Youngsik Kim

Abstract To study the motions and flooding process of a damaged cruiser, a series
of experiments and numerical calculations have been performed in calmwater and in
waves. Two damaged scenarios are selected to investigate effect on the motions and
flooding process; midship section and fore section. The results of the experiment,
relating to the quasi-static numerical model and the quasi-dynamic numerical model
are compared . Numerical simulations are then conducted using quasi-static and
quasi-dynamic models. The quasi-dynamic model adopts the mass-spring system
for internal water motion description and the model considers the dynamics of free
surface as ship motion. The flooding water with free surface in midship section
changed the heave and roll of the cruiser and roll RAOs in waves because the center
of floodwater amidships locates on the starboard side and the floodedwaterwith large
free surface area in the upper compartment generates sloshing flow. The developed
quasi-dynamic model reproduces these flooding water motion in calm water and
waves.
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13.1 Introduction

Ship accidents may occur due to various reasons; collision, running a ground, mal-
functioning of an engine, attack, etc. When a ship is damaged for certain reason,
she loses her function and safety. So, the evaluation of the motions and assessment
of stability is very important. Many efforts have been also made for the develop-
ment of numerical methods for the behaviour of damaged ship. These numerical
methods have been validated and improved by the international benchmark studies
such as those done by ITTC and HARDER project. Up to now it is believed that
the numerical methods are able to predict the overall tendency of the damaged ship
motions and flooding process to an extent compared with experiments. But reliable
prediction is difficult because the underlying phenomena are very complicated and
highly nonlinear due to the various factors such as geometry of damaged compart-
ment, flooding process and waves etc. To improve the accuracy of the numerical
methods and the understanding of the mechanism of flooding process, data of vari-
ous damaged scenarios need more thorough numerical simulations and experiments.
Also it is generally believed that the physics of damaged ship can be analyzed by
experiments more realistically.

In this study a series of experiments and numerical analyses have been carried
out for the behaviour of a damaged cruiser in waves. Two damaged configurations
are selected to study the damage effects. The one is the mid-section part which has
6 compartments. The second is the fore-section part which has 4 compartments. The
starboards of hull are damaged for two damage conditions. The flooding tests were
performed for the transient process and the flood water height was measured by 19
water height sensors. To study the effect of flood water and damage compartment,
model tests were carried out in various wave conditions. The motion tests in waves
were carried out after the compartments are completely flooded. The experiments
indicate that the internal compartment influences the transient flooding process and
roll motion. When there is water with free surface in compartments and the ship
moves at the natural frequency of internal water in the compartment, coupling of
internal water and ship motion occurs. The numerical simulations were conducted
using quasi-static model, quasi-dynamic model and CFD. The quasi-dynamic model
adopts the mass-spring for internal water motion description. The model considers
the dynamics of free surface as ship motion. This mass-spring equation is explicitly
coupledwith shipmotion equation. The quasi-dynamicmodel shows the intermediate
results of CFD and quasi-static model.

13.2 Model Experiment

The model tests were performed in KRISO ocean engineering basin (L×B × D:
56×30×4.5 m). The model ship is a cruiser and the hull data of cruiser is provided
by SSRC. The contents of model test are as follows.
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Table 13.1 Particulars of
cruiser

Items

Length, Lpp 247.2 m

Beam, B 35.5 m

Draft, T 8.3 m

Displaced weight 56,541.5 ton

KG 16.393 m

GM 2.388 m

Natural roll period 21.07 m

Gyration of roll 14.814 m

Gyration of pitch 61.925 m

• Motion in regular and irregular waves
Intact, damaged conditions

• Flooding process in calm water
Intact, damaged conditions

• Free decay in calm water
Intact, damaged (opened, closed)

13.2.1 Ship Model

The object ship is a cruiser. The main particulars are summarized in Table 13.1
and Figs. 13.1 and 13.2 show lines and model of the cruiser. The model was fitted
with bilge keels. Its length is 75 m and height is 0.50 m in prototype. They are
symmetrically located about the mid ship at half the bilge girth. The inclination with
the vertical is 45°. The model was around 5 m long corresponding to a scale of 50.

13.2.2 Damage Compartment

Two damaged scenarios were chosen. The one (DAM1) is that mid-section part is
damaged, which has 6 compartments. The second (DAM2) is that fore section part is
damaged, which has 4 compartments. These damaged parts are little different with
the original inner compartment of the cruiser. The compartments were simplified
for model tests. The inlet of damaged compartment is located at the starboard side,
the length is 6 m and the height is 5 m. The general arrangements of the damaged
compartment are shown in Fig. 13.3.

The damage models are shown in Fig. 13.4. The material of the damaged model is
acryl and thickness is 5 mm. The coordinates of compartments and inner connections
can be found in Cho et al. (2009). The origin is amidships (10 St.) in x, center in y
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Fig. 13.1 Lines of cruiser

Fig. 13.2 Cruiser model

and baseline in z direction. The inlet of DAM1 is from 3.4 to 8.4 m from baseline
and the top of inlet is above the water free surface. The top of DAM2 inlet is 8.05 m
from the keel. The inlet is opened by pulling the door suddenly during model test.

13.2.3 Environmental Conditions

The characteristics of damaged cruiser in waves are investigated. To study the effects
of flood water and in/out flow through damage inlet, motions of cruiser and flooding
heights in compartments are measured. In order to study the effects of wave height
on the roll RAO, 4 regular wave heights (1, 3, 5, 7 m) are used. The wave conditions
are as follows.

• Regular waves
Frequency: 0.2–1.1 rad/s
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Fig. 13.3 Arrangement of
damage compartments
(CP10/11, CP17)

Height: 1, 3, 5, 7 m
• Irregular waves: JONSWAP (gamma�3.3)
Irregular wave 1: H1/3�1 m, Tp�5sqrt(H1/3)
Irregular wave 1: H1/3�3 m, Tp�5sqrt(H1/3)

13.2.4 Measurement System

To analyze the behaviour of damaged ship, the motions of the ship and water in
compartment must be measured. The 6 dof motion of ship are measured by non-
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Fig. 13.4 Damage compartment model

contact optical system (RODYM6D). The flooding flows in each compartment are
measured by capacity type wave probes. The number of wave probe is 10 in CP10/11
and 6 inCP17.Video cameras are also used to record the flooding process. TheRBM1
is in CP10-R1S next to damage inlet (Fig. 13.5). The locations of wave probes can
be found in Cho et al. (2009) .

13.3 Numerical Method

In order to analyze the flooding numerically, the quasi-static model (Cho et al. 2009)
and quasi-dynamicmodel are used. The quasi-dynamicmodel is lumpedmass-spring
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Fig. 13.5 Locations of
flooding height sensor

Fig. 13.6 Free surface
description for quasi model

system. This model calculates the free surface angle with respect to the horizontal
plane while the ship moves. Figure 13.6 shows the concept of quasi-static and quasi-
dynamic model. The quasi-dynamic model equation coupled with ship motion is
solved. The 4th order Runge-Kutta method is used for time integration.

a1
...
y + a2 ẏ + a3y � −b1 ẍ − b3x (13.1)

where y is free surface angle, x ship roll, a and b equation coefficients.

v� ẏ

v̇ � −b1 ẍ − b3x − a2v − a3y

a1
(13.2)
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13.4 Test Results and Discussion

13.4.1 Experimental Results

13.4.1.1 Free Decay Test

Fig. 13.7 Results of free decay
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Figure 13.7 shows the results of roll free decay test. The natural roll period of intact
ship is 21 s. The period of DAM1 decreases to 19.8 s because of flooding, heeling
and free surface, etc. When the inlet is closed after flooding, there is no in/out flows
though the inlet and the period of DAM1 for closed inlet is 20.8 s. The period of
DAM2 is almost the same as intact ship. The equivalent damping values are plotted in
Fig. 13.7. The damping values of intact and DAM2 range from 2 to 4%. The damping
values of DAM1 increase from 4 to 6% (Table 13.2). The damping value of DAM1 is
proportional to the magnitude of initial angle. When inlet is opened, flooding starts
at the starboard side and water accumulates much more at the starboard side then the
ship heels to the right. After flooding, roll is not symmetric and the roll and damping
is not symmetric anymore. There is flow in/out through the CP10-R1S during free
decay of DAM1. This indicates that the estimation of damping is difficult when a
damaged part is severe. In case of the closed condition, there is no flow in/out through
opening. The roll is affected by only internal water motion. The natural periods are
very similar but the damping of DAM1 increases due to the flooding water motion.

13.4.1.2 Flooding Test in Calm Water

The flooding test was performed in calm water for DAM1 and DAM2. Figures 13.8
and 13.9 shows the height of floodingwater compartments andmotions. The flooding
through the inlet starts at CP10-R1S (RBM1) and continues to CP10-R1C (RBM2,
3, 4) and CP10-R1P(RBM5). The water instantly fills up CP10-R1S. After filling of
CP10-R1S, water propagates to next compartments. The RBM6, 7 and 8 show the
flow fromCP10 to CP11. The required time for flooding of second floor, CP10/11-R2
is about 240 s. Figure 13.9 shows themotionswith flooding. Roll motion begins at the
same time with flooding and reaches the steady state (~400 s) after filling of CP10-
R1S/C/P. The flooding process of DAM2 is quite simple due to simple geometry
and configuration. The flooding starts at CP17-R1 and flooding water reaches to the
bottom of CP17-R2.

13.4.1.3 Tests in Waves

The motion tests in waves were carried out in the condition that the compartments
were flooded. This gives the same initial condition in different waves. The results
of motions in waves are shown in Figs. 13.10, 13.11 and 13.12. The wave ampli-
tudes of regular wave are 1, 3, 5, 7 m to investigate the effect of nonlinearity of
the incident waves on the roll motion. The roll motions are significantly influenced
by wave amplitude and damage conditions. Interestingly enough, the effect of wave
amplitude on roll motion also appears in intact condition. The peak value of roll
RAO decreases at resonance frequency when wave amplitude increases. In case of
DAM1, roll RAOs are changed due to internal water motion and inflow/outflow. The
resonance frequency moved from 0.3 to 0.33 rad/s due to sloshing. The effect of
internal water motion appears for wave amplitude 3, 5, 7 m and sloshing occurred in



232 S. Cho et al.

Ta
bl
e
13
.2

In
iti
al
ro
ll
an
gl
es

an
d
eq
ui
va
le
nt

da
m
pi
ng

va
lu
es

of
fr
ee

de
ca
y
te
st

In
ta
ct

D
A
M
1
op
en

D
A
M
1
cl
os
ed

D
A
M
2
op
en

D
A
M
2
cl
os
ed

θ
in
iti
al

δ
θ
in
iti
al

δ
θ
in
iti
al

δ
θ
in
iti
al

δ
θ
in
iti
al

δ

1s
t

4.
80

2.
33

3.
20

3.
62

3.
10

4.
30

6.
90

2.
80

7.
17

3.
12

2n
d

6.
10

2.
35

6.
90

5.
19

4.
90

6.
23

6.
67

2.
95

6.
05

3.
88

3r
d

7.
50

2.
71

6.
70

5.
11

7.
00

2.
71

6.
20

2.
79

4t
h

7.
95

2.
60



13 Study on the Motions and Flooding Process of a Damaged … 233

Fig. 13.8 Height of flooding water in DAM1 compartments

Fig. 13.9 Motions of ship with flooding of DAM1

CP10/11-R2. This is sloshing in low filling ratio. When wave amplitude is 1 m, the
internal water motion is small and sloshing doesn’t occur. In order to excite sloshing
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Fig. 13.10 Roll RAO of intact

Fig. 13.11 Roll RAO of DAM1

in a considerable level, waves more than 3 m should be incident because the ship
heels 4° to starboard. Figure 13.13 shows the effect of opening and in/outflow. The
difference between open and close may be explained by the magnitude of slosh-
ing effect. In case of close condition, the effect of sloshing is strong. When inlet is
opened, sloshing is weakened because the damping increase due to in/out flow. In
case of DAM2, roll RAOs is similar with intact RAOs. Although sloshing in CP17-
R2 occurs, there is no significant influence of flooding because of small amount of
water.
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Fig. 13.12 Roll RAO of DAM2

Fig. 13.13 Effect of opening on the roll motion (DAM1, ω�0.33 rad/s)

Figures 13.14, 13.15, and 13.16 show the roll motion and internal water motion in
CP10/11-R2 for the condition of wave frequency 0.30 and 0.33 rad/s. The position
of water height measurement (RBM9/10) is at the center in compartments. The
initial value of water height is zero in flooded situation. The positive value stands for
increasing and negative value decreasing. When wave height is 1 m, flooding water
doesn’t reach to port side wall and sloshing doesn’t occur. But in case of wave height
5 m, flooding water reached port side wall. When wave frequency is 0.33 rad/s, the
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Fig. 13.14 Motion and flooding of DAM1 (Regular wave test, A 1 m, ω 0.3 rad/s)

Fig. 13.15 Motion and flooding of DAM1 (Regular wave test, A 5 m, ω 0.3 rad/s)

coupling of sloshing and roll is more strong. Table 13.3 shows the phase of roll and
incoming wave due to sloshing (Figs. 13.17 and 13.18).
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Fig. 13.16 Motion and flooding of DAM1 (Regular wave test, A 5 m, ω 0.33 rad/s)

Table 13.3 Phase of wave and roll

Wave frequency 0.2–0.25 rad/s 0.3–0.36 rad/s 0.4 rad/s

Intact 90° 0° −90°

DAM1 90° 180° −90°

Bold indicates that the value is in special range to represent the phase relation of ship motion and
flooding

13.4.2 Numerical Simulation Results

Figures 13.19, 13.20, 13.21, 13.22 and 13.23 show the simulation results for ITTC
tanker model. The model test results were from MARIN, Surship3 is KRISO results
using quasi-dynamic model, and Coupled cal. stands for viscous CFD results. The
free decay results of quasi-dynamic model are similar with experiments and CFD.
This indicates that the quasi-dynamic model can calculate the dynamics of free
surface. Also regular wave test shows the reasonable results. The merit of quasi-
dynamic model is very fast calculation in comparison to viscous CFD. The required
time is almost same as quasi-static model.

The damaged problem is calculated by the quasi-dynamic model. The results
are shown in Figs. 13.24, 13.25, 13.26, 13.27 and 13.28. The transient flooding
process is well represented by the model. The flooding heights are compared and the
numerical results agree with experiments. But the calculated roll is different. This
may be due to the different amount of flooding water in CP10R1S. The increase of
numerical result in CP10R1S is almost step jump to saturation limit and CP10R1S
is full. But experiment shows CP10R1S is not filled once and is full after 150 s.
This lag may be occurred due to the air compression and numerical model limit.
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Fig. 13.17 PSD of intact in irregular wave (Hs 3 m)

Fig. 13.18 PSD of DAM1 in irregular wave (Hs 3 m)

Figures 13.27 and 13.28 show the regular wave results. Roll RAOs show similar
tendency of experiments. The viscousCFD calculation (Figs. 13.29 and 13.30) shows
very similar results also.
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Fig. 13.19 Free decay (h�0 m)

Fig. 13.20 Free decay-sub resonance (h�3 m)

13.5 Conclusions

The experiments and numerical analysis have been performed for investigating the
behaviour of damaged cruiser in waves. The influences of damage configuration,
internal water motion, wave height and flow in/out are considered. The transient
process and motion behaviour in waves are analyzed. The transient flooding process
is measured in each compartment. The effect of flooding on the shipmotion appeared
in roll motion. Although the amount of water in the upper compartment is small,
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Fig. 13.21 Free decay-resonance (h�4 m)

Fig. 13.22 Free decay-non-resonance (h�16 m)

sloshing is occurred and the effect is significant. Quasi-dynamic model and viscous
CFD shows quite good results. The physics and phenomena are more explained and
understood by both the experiment and numerical analysis.
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Fig. 13.23 Roll RAO-non-resonance (h�4 m)

Fig. 13.24 Roll free decay of cruiser
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Fig. 13.25 Comparison of flooding heights for DAM1

Fig. 13.26 Comparison of motions for DAM1
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Fig. 13.27 Roll RAO for intact and DAM1—Quasi-dynamic model

Fig. 13.28 Roll RAO comparison for DAM1—Quasi-dynamic model



244 S. Cho et al.

Fig. 13.29 CFD Mesh for viscous simulation

Fig. 13.30 CFD calculation of flooding height for DAM1
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Chapter 14
Numerical Study of Damaged Ship
Motion in Waves

Zhiliang Gao, Qiuxin Gao and Dracos Vassalos

Abstract An integrated numerical method, which couples a seakeeping solver and a
Navier-Stokes (NS) solverwith the volume of fluid (VOF)model, has been developed
to study the behavior of a damage ship in waves. The dynamics of water flooding
and sloshing in the compartments were calculated by the NS solver, while the hydro-
dynamic forces induced by the sea wave on the external hull surface were calculated
using the seakeeping solver. To validate its performance, the solver was applied to
the flooding problem of a damaged Ro-Ro ferry in regular beam seas. The computed
results are satisfactory in comparison with the experimental data.

Keywords Flooding · Damaged ship motion · Floodwater motion
Interactive dynamics

14.1 Introduction

When a ship is damaged in waves, the ship behaviour is not only influenced by the
excitation of sea wave but also influenced by the internal liquid loads due to water
flooding and sloshing. Simultaneously, the hydrodynamics of flooding and sloshing is
also affected by the shipmotion. Limited understanding of these interactive dynamics
impedes the study on damaged ship stability.

Numerical studies on this intricate dynamic problem have been conducted since
the 1990s. Mathematical models presented in the earlier works are normally based
on the potential flow theory with a simple model for floodwater motion (Vassalos
and Turan 1994; Papanikolaou et al. 2000; Jasionowski 2001; Palazzi and de Kat
2004). The ship hydrodynamic forces due to external wave excitation are calculated
using the potential flow method. The viscous effects are treated by semi-empirical
approaches. The inflow and outflow of water through the openings is determined by
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the modified empirical Bernoulli’s equation. The non-linear sloshing effect inside
the compartment is neglected, and the internal water surface is assumed to be either
horizontal or a freely movable plane. Numerical tools based on the above assump-
tions of floodwater motion can not precisely predict the behaviour of a damaged
ship upon flooding, as reported in the ITTC benchmarking study for damaged ship
stability (ITTC report 2002). To model the floodwater motion more physically, San-
tos and Guedes Soares (2008) employed the shallow water equation to calculate the
internal water dynamics. The improvedmodel has the ability to address themotion of
internal water displaying non-linear behaviour. However, this method can not fully
account for the influence of compartment’s internal layout on the floodwater motion
and is ineffective if the depth of internal water is larger compared to the width of
compartment.

Over the past few years, with improvements in the capabilities of high-
performance computers, the computational fluid dynamics (CFD) method based on
solving the Navier-Stokes (NS) equation with the volume of fluid (VOF) model (Hirt
and Nichols 1981) has been increasingly applied to the flooding problem of a dam-
aged ship. By employing this sophisticatedmethod, all of the flow characteristics and
parametric effects can be considered in the numerical simulation. Cho et al. (2005)
, Nabavi et al. (2006) and Strasser (2010) used the CFD method to investigate the
effect of damaged opening geometry, compartment internal layout, turbulent flow
or air compression on the flooding process. Gao et al. (2004, 2010a) employed the
CFD method to analyse the hydrodynamics of a damaged ship section under forced
heave or roll motions.

Numerical simulation of damaged ship flooding in waves solely based on CFD
method is time-consuming. On the other hand, the potential flow method is practical
and efficient to solve general seakeeping problems of ship. To ensure high fidelity in
flooding simulations while reducing the computational cost, it is rational to conceive
the idea of coupling the CFD and potential flowmethods, i.e., the floodwater dynam-
ics is calculated using the CFDmethod while the ship hydrodynamics induced by sea
wave is predicted with the potential flow method. Woodburn et al. (2002) developed
a coupled model based on this idea to assess the survivability of a damaged ship in
waves.

In this study, an integrated numerical method, which couples a seakeeping solver
based on potential flowmethod and anNS solver with theVOFmodel, was developed
to study the behavior of a damage ship inwaves. To assess its performance, themethod
was applied to solve the flooding problem of a damaged Ro-Ro ferry in regular beam
seas. The computed results were validated against the experimental data.

14.2 Mathematical Model

The ship is considered as a rigid body with six degrees of freedom (6-DOF), and
its motion is governed by the following linear and angular momentum equations
described in the body-fixed coordinate system:
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m(u̇c + ω × uc) � F (14.1)

J c · ω̇ + ω × J c · ω � Mc (14.2)

wherem is the mass of the ship; C refers to the centre ofm; uC is the velocity vector
of C; F is the resultant vector of external forces acting on the ship; JC is the tensor
of inertia moments of the ship with respect to C; ω is the angular velocity vector of
the ship; andMC is the resultant vector of external moments acting on the ship with
respect to C.

Within the framework of potential flow theory, the components of external forces
and moments can be generalized as follows:

Fi � (FFK)i + (FD)i + (FR)i + (FB)i

+ (FG)i + (FW)i , i � 1, 2, . . . , 6. (14.3)

where i denotes the components of the external forces or moments (moment under-
stood for i=4, 5, 6); FFK is the Froude-Krylov force; FD is the diffraction force;
FR is the radiation force; FB is the buoyancy force; FG is the gravitational force;
and FW is liquid load due to the motion of floodwater inside compartments.

14.3 Numerical Method

14.3.1 Seakeeping Solver

An in-house seakeeping solver PROTEUS3 (Jasionowski 2001) is used to calculate
the hydrostatic and hydrodynamic forces induced by the sea wave on the external
hull surface. The hydrostatic and Froude-Krylov forces are evaluated by integrating
the pressure over the instantaneous wetted surface of the ship. The diffraction and
radiation forces are first derived from the linear potential flow theory in frequency
domain, applying strip theory, and then transformed into time domain applying con-
volution and spectral techniques, respectively. Viscous effects on the roll motion are
treated through a semi-empirical approach, known in roll damping research as the
“Ikeda” method Ikeda et al. (1978), Components of roll damping of ship at forward
speed, Trans. JSNA 143.

14.3.2 NS Solver

A finite-volume-discretisation based NS solver (Gao et al. 2010b) , which is devel-
oped to solve the problems of incompressible two-phase flow, is employed to calcu-
late the dynamics of water flooding and sloshing. Figure 14.1 shows the computa-
tional domain,which includes the ship’s floodable compartments and an external flow
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Ship

Fig. 14.1 Sketch of the CFD simulation domain

region around the damaged section of the ship. A VOF family algorithm, CICSAM,
is used to capture the free surface. The well-known SIMPLE algorithm is employed
for pressure-velocity coupling. The ship motion is tackled with the dynamic mesh
technique. Turbulence modelling is omitted.

14.3.3 Solution Procedure

The entire flooding problem is solved by a newly developed integrated method that
couples the aforementioned seakeeping and NS solvers. The overall solution proce-
dure is shown in Fig. 14.2.

14.4 Validation Test

14.4.1 The Test Ship

A Ro-Ro ferry, known as PRR1 in the literature (ITTC report 2002), was adopted
herein for the validation test. Themain particulars of the ferry are given in Table 14.1.
Figure 14.3 shows its general arrangement, in which the parts depicting shadow
denote the floodable compartments.
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Seakeeping solver NS solver

Fig. 14.2 Outline of solution procedure of the integrated method

Table 14.1 Main particulars of PRR1

Length between perpendiculars (Lpp) 170.00 m

Breath (B) 27.80 m

Draft (T ) 6.25 m

Depth to car deck (Dcd) 9.00 m

Damaged length (Ldam) 8.10 m

Centre of gravity above base (KG) 12.892 m

Metacentric height (GM) 2.63 m

Displacement (�) 17,301.7 t

14.4.2 Motion of Intact Ship

Before applying the integrated method to the damaged ship flooding, we first tested
the ability of PROTEUS3 to predict the motion of an intact ship in waves. The
cases of PRR1 in regular beam seas with wave heights (Hw) of 1.2 and 2.4 m were
tested, respectively. Figure 14.4 shows the comparisons of roll response amplitude
operators (RAO) obtained by PROTEUS3 and model test (ITTC report 2002). The
computed RAOs are over-predicted at wave frequencies close to the natural roll
frequency (approximately 0.49 rad/s) of the ship. In the range of other frequencies,
good agreement between the numerical and experimental results is observed.
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Fig. 14.3 General arrangement of PRR1 [from ITTC report (2002)]

14.4.3 Motion of Damaged Ship

As reported in the literature (ITTC report 2002), the behaviour of PRR1 in damaged
condition has been extensively studied by various research groups. However, because
all numerical tools developed by the participants cannot properly address the motion
of floodwater inside the compartments, neither the peak response frequency nor
its magnitude in the computations agrees with the experimental ones, as shown in
Fig. 14.5. Thus, the same case, i.e., PRR1 in regular beam seas in damaged condition,
was used here for the validation of our integrated method. A wave height of 1.2 m
was selected in the test. Figure 14.6 shows the computational domain for the CFD
simulation. The total number of mesh elements was 245,048. Only 4-DOF of the ship
(sway, heave, roll and pitch) was considered in the numerical simulation. For each
wave frequency, the simulation ran up till the ship motion became stable. It roughly
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Fig. 14.4 Comparison of
roll RAO of PRR1 in intact
condition
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Fig. 14.5 Results of the
ITTC benchmarking study
for PRR1 in damaged
condition
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took 69 CPU hours to complete a 200-s simulation on a dual-cores (Intel Core2 @
3.0 GHz) personal computer.

A snapshot of internal water motion is shown in Fig. 14.7, at the instant corre-
sponding to the maximum heeling of the ship. Figure 14.8 shows the comparison of
roll RAOs obtained by the integratedmethod andmodel test. The frequencies of peak
response in the computation and experiment are approximately 0.4 and 0.42 rad/s,
respectively, both of which shift moderately from 1.49 rad/s in the case of intact ship.
On the other hand, the peak response is weakened significantly due to the presence of
internal water which increases the roll damping, and its magnitude is over-predicted
by the present method. For the wave frequencies which are less than 0.7 rad/s, the
change trend of computed RAOs is consistent with its experimental counterpart. As
the wave frequency increases further, a second peak of RAO is observed in the exper-
iment, while it did not appear in the computation. Such discrepancymay be attributed
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Fig. 14.6 CFD simulation
domain for the case of PRR1
in damaged condition

Fig. 14.7 Snapshot of
floodwater motion inside the
compartments (Hw�1.2 m,
ω=0.4 rad/s)

to the grid resolution which is not fine enough to accurately capture the non- linear
free surface motion inside the compartments. Further analysis on the disagreement
between the numerical and experimental results is on-going.

14.5 Conclusion

An integrated numerical method that couples a seakeeping solver and an NS solver
was developed to study the behavior of a damage ship in waves. Preliminary results
shown in the benchmarking study are encouraging. The shift of peak response fre-
quency and increase of damping due to the presence of internal water is predicted
reasonably well in comparison with the experimental data. More validation tests will
be carried out in the next step.



14 Numerical Study of Damaged Ship Motion in Waves 255

Fig. 14.8 Comparison of
roll RAO of PRR1 in
damaged condition
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Chapter 15
3D GPU SPH Analysis of Coupled
Sloshing and Roll Motion

Luis Pérez Rojas and Jose L. Cercos Pita

Abstract The coupled roll motion response of a single degree of freedom system
to which a passive anti-roll tank has been attached is considered and its performance
studied numericallywith a 3DGPUSPHcode, aimed at simulating the sloshing flows
occurring inside the tank. Results are compared with experiments from Bulian et al.
(2010), in which 2D simulations were also presented. Progress achieved thereafter
is documented, mainly consisting in the implementation of a parallelized solver that
runs on a GPU card, which allows the simulation of low resolution 3D and high
resolution 2D computations.

Keywords SPH · Anti-roll tanks · Single degree of freedom systems · SDOF
GPU · Sloshing

15.1 Introduction

Ship motions are affected by sloshing flows occurring inside her liquid cargo tanks,
as has alreadybeendocumentedboth numerically and experimentally in the literature.
Nam et al. (2009) for instance, use a finite difference method to model the flow inside
the tanks and a linear sea-keeping code for the vessel motions simulation. However, a
multi-modal approach to sloshing presents large problems in resonance condition due
to the lack of an intrinsic dissipation mechanism. Mesh based simulation techniques
often struggle with sloshing flows due to the tremendous fragmentation that takes
place at the free surface in such condition and the large numerical diffusion occurring
at the free surface for long simulations. Due to this, meshless methods like SPH
(Smoothed Particle Hydrodynamics) become an attractive option to simulate these
flows, albeit to tackle 6 degrees of freedom, a full 3D SPH solver is necessary.
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The onset of sloshing flows inside tanks has been used in order to dampen the
roll motion. This anti-roll tank concept is equivalent to the tuned sloshing damper or
tuned liquid damper (TLD) concept in Civil Engineering. In the existing literature,
two approaches can be found to characterise the behaviour of a TLD exposed to
external excitations. The first one consists in imposing a periodic motion on the
TLD by using a shaking table or a forced roll motion device and measuring the
response in terms of lateral force or moment Souto-Iglesias et al. (2006), Tait et al.
(2005). The other approach, more complex, and the one the present paper deals
with, is to consider the motion response of the coupled system and tank-structure,
subjected to external excitation in terms of force, moment or even induced motion to
the tank interfaced with an elastic structure. With this second approach the damping
characteristics, inertia and restoring terms are also relevant in the dynamic analysis.
Realisticmotions of the structure that are the outcomeof this process can be compared
with design limit states Attari and Rofooei (2008), Bulian et al. (2010).

In this paper, the SDOF system presented by Bulian et al. (2010), to which a
partially filled tank has been attached, is considered. The roll motion is modelled
by means of an “exact” (from the dynamics point of view) 1-DOF approach. The
moment created by the fluid with respect to the rolling axis is simulated and results
for different roll angles are compared. It is important to underline that the present
experimental/numerical approach removes the difficulties usually encountered in a
correct modelling of the actual ship roll motion. Indeed, when numerical simulations
are compared with experimental tests carried out on ship models excited by waves,
it is almost never completely clear where the real source of discrepancy between
experimental results and numerical prediction comes from, i.e. whether the reason
is to be sought in the modelling of sea-ship interaction or in the modelling of sea-
tank interaction. In the present tests, being the dynamics of the mechanical system
practically known “exactly” (at least at a reasonable level of accuracy, with some
question mark on damping at small rolling angles), any significant discrepancy is
likely to be sought in the simulation method.

The numerical simulations have been performed using the SPH particle method.
SPH has been successfully applied to shallow depth sloshing problems with peri-
odic oscillation in sway Landrini et al. (2003) and roll Souto-Iglesias et al. (2006)
motions. It had also been applied to the coupled motion problem in Bulian et al.
(2010), showing promising results. Nevertheless, in Bulian et al. (2010), the com-
putations were carried out in 2D whilst 3D computations are presented herein. A
significant progress in this regard has been recently achieved through the use of
graphical cards (GPUs) that can perform massive parallel SPH computations Her-
ault et al. (2010) Rey-Villaverde et al. (2011). The main advantage of these cards is
that they are extremely cheap and incorporate of the order of 500 processors each,
substantially speeding up SPH computations. It would be extremely interesting to
obtain an accurate description of the effect of the flow inside the tank to the system
using a GPU based SPH solver, since SPH is, in principle, able to deal with highly
distorted free surface flows. Checking whether this is feasible is the main objective
of the present work.
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In this work, the experiments performed are first introduced. Secondly, the GPU
based SPH implementation is described. Thirdly, the simulation results are presented
and compared with the experimental ones. Finally, some conclusions are drawn and
future work threads hinted.

15.2 Experiments and Mechanical Model

15.2.1 Experiments

The experiments were conducted with the tank testing device of the CEHINAVgroup
(see Souto-Iglesias et al. (2011) for a detailed description). The standard forced
motion configuration of the device, used regularly in the design of anti-roll tanks,
was modified by disconnecting the driving electrical engine from the tank holding
structure, in order to allow a free motion of the tank. The tank is rectangular, 900 ×
508 × 62mm. A horizontal linear guide consisting of a controllable electrical engine
that laterally moves a weight with a specified motion has been attached. This weight
is intended to generate a heelingmoment in order to reproduce the wave action on the
roll motion. Thewater depth (H)whose first sloshing frequencymatches the first own
frequency of the structural systemω0 (3.26 rad/s) has been chosen for the experiments
and the same frequency has been chosen for the weight movement. This resonance
condition is the hardest to tackle since in this condition the system accumulates
energy in every cycle which then has to be dissipated by the fluid through internal
dissipation and breaking in order to reach a steady state condition. The amplitude of
the weight motion has been chosen as A = 100 mm. This combination of frequency
and amplitude were the ones analyzed in greater detail in Bulian et al. (2010). Three
different liquids have been used, namely: water, sunflower oil and glycerin, covering
3 different orders of Reynolds numbers, as it can be seen in Table 15.1. In the case
of water, the dissipation comes from breaking and from internal dissipation while
the larger viscosity of oil and glycerin does not allow such breaking to take place
thus inducing much smaller dampening effects than water. The experiments have
been considered relevant by the SPHERIC ERCOFTAC Interest group on SPH as a
benchmark for validation and further information about the experimental data can
be found in the SPHERIC site and in Bulian et al. (2010).

Table 15.1 Reynolds number
for the three test cases

Re

Water 97,546

Oil 1748

Glycerine 118
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15.2.2 Analytical Model of the System

An analytical model of the SDOF structural system used in the experiments is needed
in order to incorporate it into the structural part of the SPH code. This model was
obtained by deducing the coefficients after carefully analysing a set of tests with
the empty tank and deriving a data-consistent damping term model. The analytical
model used to describe the behaviour of the system is, in general, as follows:

[
I0 + m ξ 2

m(t)
]

φ̈ + 2m ξ̇m(t) φ̇ − g SG sin(φ) + m g ξm(t) cos(φ)

= Qdamp(t) + Qfluid(t), (15.1)

Qdamp(t) = −Kdf sign(φ̇) − Bφ φ̇ (15.2)

where:

• φ [rad] is the roll angle.
• g [m/s2] is the gravitational acceleration.
• I0 [kgm2] is the polar moment of inertia of the rigid system.
• m [kg] is the mass of the moving weight.
• ξm(t) [m] is the instantaneous (imposed) position of the excitation weight along
the linear guide (tank-fixed reference system).

• ξ̇m(t)[m/s] time derivative of ξm(t) [m].
• SG = MR ηG [kgm] is the static moment of the rigid system with respect to the
rotation axis.

• MR [kg] is the total mass of the rigid system.
• ηG [m] is the (signed) distance of the centre of gravity of the rigid system with
respect to the rotation axis (tank-fixed reference system).

• Qdamp(t) = −Kdf sign(φ̇) − Bφ φ̇ [Nm] is the assumed form of roll damping
moment with a:

• A dry friction term−Kdf sign(φ̇)withKdf [Nm] being the dry friction coefficient.
• A linear damping term −Bφ φ̇ with:
• Bφ [Nm/(rad/s)] being the linear damping coefficient.
• Qfluid(t) [Nm] is the fluid moment.

By using a set of inclining as well as decay tests, the unknown parameters have
been experimentally determined, including the natural frequency of the rigid system
ω0. The values of these parameters can be found in Table 15.2.

15.2.3 Dissipation Indicator

The rotating mechanical system stores energy in kinetic and potential forms. There
is a transfer between these forms of energy during each rotation cycle. This accu-
mulation is significantly reduced with the fluid action, which dissipates part of that
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Table 15.2 Mechanical parameters of the rigid system

Quantity Units Value

SG kgm −29.2

I0 kgm2 26.9

Kdf Nm 0.540

Bφ Nm/(rad/s) 0.326

ω0 rad/s 3.26

energy in every cycle. Since the potential energy is proportional to the square of the
rotation angle amplitude, a reasonable indicator of the TLD dampening performance
is defined as the ratio of the empty tank motion amplitude and the partially filled tank
motion amplitude, as in Bulian et al. (2010).

15.3 GPU-SPH Formulation

15.3.1 General

The recent implantation of graphic process units (GPUs) in scientific computation
has drastically increased the processing speed of several applications. Not many
years ago, parallel computing was restricted to super-computing centres or large and
expensive clusters. Nowadays, thanks to the arrival of GPU multicore processors
originally designed for graphic processing,massively parallel processing is becoming
increasingly more accessible and cheaper for the developer.

Increasing the efficiency of the algorithms involved not only depends on the
specific hardware improvements, but also on the new approaches aimed at maximiz-
ing available resources and minimizing costs. In the case of GPU processors, it is
necessary to note that the computational power lies in its specialization. The GPU
multicore architecture is designed for highly efficient graphic processing. To explore
the degree of adaptability of the GPU technology to certain algorithms which sim-
ulate large particle systems, first we analyse which steps of the SPH code are more
suitable to be parallelized, as well as different strategies for the parallelization of
the main subroutines. This requires the evaluation of any problematic aspect and the
consequent speed-up and scalability obtained.

Since the SPH methodology generally uses an explicit resolution scheme, their
algorithms are easily parallelized to its minimum unit (particles, cells). However,
there are certain subroutines for whichGPU parallelization is not immediate; in those
cases, different strategies can be implemented focusing on obtaining the maximum
increase of the CPU versatility. Although it is always possible to use the CPU in
those subroutines whose parallelization is problematic, this should be avoided due
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to the relatively high latencies associated with data transfers between CPU and GPU
and the consequent reductions in computational performance.

For that reason, in order to maximize the computational performance, recent
advances include the hybridization of both technologies - so calledAPU (Accelerated
Processor Units) - is becoming a very promising tendency due to the significant
reduction of the overhead due to the memory transfers.

15.3.2 GP-GPU: OPEN CL Implementation

Traditionally, the GP-GPU has been developed using special languages (shaders) as
GLSL, CG, or HLSL and incorporated as extensions of the OpenGL and Direct3D
APIs. Learning GP-GPU programming not only required graphic programming as a
prerequisite, but also required a considerable expertise in APIs (Application Program
Interface) and graphic languages. Currently, developing GP-GPU applications is
done with the help of programming environments specifically designed to develop
this type of codes such as the CUDA or OpenCL platforms. Moreover, the latter
can be used to completely shortcut the limitations introduced by CUDA codes due
mainly to the fact of being a proprietary framework that only works with NVidia,
because of its specific design to unify the acceleration of codes when heterogeneous
platforms are considered.

Regarding the GPU architecture, a scheme of the processors distribution in the
graphic cards used, is shown in Fig. 15.1. Basically, the GPU is distributed in a set of
multiprocessors. Eachmultiprocessor typically hosts 8 scalar processorswithNVidia
architectures. From the viewpoint of parallel codes, the first important concept to
consider is related to the kernel functions (analogous to the shaders in the graphic
computing context). When a kernel is called, it launches a vector of N threads where
each thread is executed in a different processor. In turn, every thread executes the
instructions found in the kernel function sequentially. Once the kernel function is
called, the N threads perform the instructions in parallel. Threads are grouped into
blocks of threads. The threads associated in a specific block are executed in a common
multiprocessor (8 single processors) where they can share variables and make use of
the shared memory space associated to each multiprocessor.

When a kernel is called, blocks of threads are listed and distributed in the avail-
able multiprocessors. The threads of a block are executed simultaneously on a single
multiprocessor, while multiple blocks could be executed concurrently in one mul-
tiprocessor. Once all the threads of a block have been processed, new blocks are
launched in the vacant multiprocessors. One multiprocessor can concurrently exe-
cute hundreds of threads. To efficiently manage the large number of threads, it uses
a special architecture called SIMT (Single Instruction, Multiple Thread). The total
amount of threads is divided into 32 unit packs called warps. In the SIMT architec-
ture, the threads of a warp execute the same kernel instruction at the same time. In



15 3D GPU SPH Analysis of Coupled Sloshing and Roll Motion 263

Fig. 15.1 Basic architecture of a GPU card

order to make a parallel implementation, achieve maximum transfer rates and avoid
bottlenecks, it is crucial to understand the GPUmemory hierarchy in order tomanage
different memory spaces.

15.3.3 SPH Parallel Code

Smoothed Particle Hydrodynamics (SPH) is a Lagrangian method, with no compu-
tational mesh that has been widely employed to study free-surface flows Monaghan
(1994). Recent comprehensive reviews can be found in Monaghan (2012) and Vio-
leau and Rogers (2016).

Due to the large number of interactions for each particle at each time step, when
SPH codes are computed on a single CPU they usually require a large computational
time. When millions of particles are required to accurately compute a physical pro-
cess, only a parallel computing setup can guarantee efficient computational times.
Due to the inexorable development of the market of video games and multimedia,
the GPU power and streaming multi-processor technology has increased much faster
than CPUs. Thus, GPUs now appear as an accessible alternative to accelerate SPH
models using a powerful parallel programming model where the graphics cards are
used as the execution device. Their performance can be compared with large cluster
machines. A huge advantage is the price and the easy maintenance GPUs require in
comparison with large multi-core systems. The capability of GPUs to handle SPH
was shown by the pioneer work of Harada et al. (2007).
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Particularly for the SPH method, several implementations have proven the capa-
bilities of graphic oriented devices to perform massive computations Herault et al.
(2010), Crespo et al. (2015), Cercos Pita (2015). In this work, AQUAgpusph, a free
3D SPH software licensed under GPLv3 and accelerated using OpenCL, developed
by the CEHINAV research group at the UPM in Madrid, is used Cercos Pita (2015).
OpenCL implementation is chosen due to its great flexibility. All major vendors
have adopted this standard, allowing a unique implementation to be used for massive
parallel computations in a wide variety of architectures. Therefore, more powerful
devices from different vendors can be selected, having a remarkable impact on the
final cost of the equipment. For more information about the software, we kindly refer
the reader to http://canal.etsin.upm.es/aquagpusph.

Aweakly compressible SPH implementation has been chosen for the simulations,
using a Wendland kernel, a second order Leap-Frog time integration scheme and
Monaghan, Cleary and Gingold’s Monaghan and Gingold (1983) viscosity formula
(MCG formula from now on). The no-slip boundary condition is simulated using
several rows of fixed fluid particles attached to the solid boundary Macia et al.
(2011). Although we kindly refer the reader to Rey-Villaverde et al. (2011) and
Souto-Iglesias et al. (2006) for further details on the GPU-SPH implementation used
in the present work, lets point out some details about its dissipation mechanisms.

In Colagrossi et al. (2011) it was demonstrated that in the continuum, MCG
viscosity formula provides the correct viscous dissipation for free surface flows. This
viscosity formulation was originally devised as an artificial viscosity but was later
shown to be a consistent Newtonian viscous term for incompressible flows Hu and
Adams (2006). When comparing the kinematic viscosity with the artificial viscosity,
the following relation is obtained in 2D and an equivalent one with a denominator
of 15 in 3D:

ν = 1

8
αhcs (15.3)

The α factor should be no less than 0.01 if time integration is expected to remain
stable Monaghan (1994), with cs being 10 times the maximum expected velocity and
h the smoothing length. This link sets the minimum value of the kinematic viscosity
for a certain resolution (keep in mind that in practical terms the smoothing length h is
proportional to the typical particle distance �x). Since the computational effort was
limited to 2 days per case (around 3 × 105 particles), it was not feasible to perform
a full resolution 3D computation for the water and oil cases.

15.4 Results

15.4.1 General

In order to limit the computational effort, the simulations have been run up to 30
seconds (∼15 oscillation cycles). Simulations have been performed on the GPU

http://canal.etsin.upm.es/aquagpusph
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AMD Radeon HD 7970 and GeForce GTX Titan. The reasons to use GPU instead
of CPU architecture are discussed in 15.3.3. Speed-up achieved when using GPU
instead of CPU can be up to 20x. Results are presented in terms of the angle across
the time history and comparing experimental with simulation results for each fluid.
Free surface shape results are also presented.

15.4.2 Glycerine

For the glycerine case, the fluid adheres to the walls of the tank due to its large
dynamic viscosity (0.934 Pa/s, around 1000 times larger than water). Therefore, the
effect of the front and aft walls may have an effect in the simulations when comparing
the 3D with the 2D case. The stability criterion of Eq. 15.1 is fulfilled for the 3D
simulationwith 300,000 particles. Themaximumexperimental angle after 30 s is 17◦,
while the 2D simulation angle only reaches 7◦ (Fig. 15.2). This is a consequence of
the dissipation being much larger in the 2D simulation compared to the experiments
due to the absence of the front and aft wall boundary layers. Therefore in this case
the 2D hypothesis is not acceptable.

The 3D simulation result is much closer to the experimental one (13◦ compared to
17 in the experiments) although identifying the origin of the discrepancies requires
further researchwork. In both the2Dand3Dsimulations there is a slight lag compared
to the experimental result.

Fig. 15.2 Glycerin case roll
angle
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15.4.3 Oil

The 2D case can be run at full resolution in regards to correctly modelling the
dynamic viscosity of the fluid (0.045Pa/s) by using 200,000 particles. Around 5
million particles would be necessary to run a 3D case and this was not possible at
this stage due to the time necessary to obtain a reasonable estimation of the damping
effect (30 s). The maximum experimental angle was 12◦, while the maximum angle
in the 2D simulation was 10◦. The accuracy is therefore reasonable. The time history
of the experiments and simulations can be appreciated in Fig. 15.3. In the simulation
there is a slight lag compared to the experimental result.

15.4.4 Water

The effective viscosity that can be reached for this case with 100,000 particles in 2D
was 0.068114Pa/s, more than one order of magnitude larger than real water viscosity
and quite similar to oil. It was therefore not possible to run a 3D simulation. In the
water case, the influence of both the front and back walls is negligible and the 2D
approximation should therefore provide reasonable results.

Fig. 15.3 Oil case roll angle
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Fig. 15.4 Water results

The maximum experimental angle was 9.5◦, while the maximum angle in the
2D simulation was 7.9◦. The accuracy is therefore reasonable. The time history of
the experiments and simulations can be appreciated in Fig. 15.4, where two reso-
lutions results are presented. In the simulation, no lag is present compared to the
experimental result.

15.4.5 Free Surface Shape

Together with the roll angle time history it is relevant to analyse the free surface
evolution for each case. In Fig. 15.5, the free surface is presented for the 2D sim-
ulations of the three liquids when t = 9.43 s (t/T0 = 4.9, T0 being the first sloshing
period). In this instant the tank is in its horizontal position for the water case while
there is a slight deviation from this position for the oil and a more significant one for
the glycerine case. The free surface pattern is quite different for the glycerine when
compared to the water and oil cases, for which, as already discussed, the effective
numerical viscosity was finally similar for this resolution. The glycerine shape is
single valued while a breaking wave is observed in the oil case and the building up
of a breaking wave can be appreciated for the water case.

As the simulation evolves to a point of extreme roll angle (t = 10 s, t/T0 = 5.2,
Fig. 15.6), a strong wave run-up with overturning waves and breaking takes place
for the oil and the water simulations while a mild run-up occurs for the glycerine.
The matching of these cases with the experiments can be observed by comparing
Fig. 15.6 with Figs. 15.7 and 15.9.
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Fig. 15.5 Glycerin (top), oil
(mid), water (bottom), t =
9.43 s
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Fig. 15.6 Glycerin (top), oil
(mid), water (bottom), t =
10s
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Fig. 15.7 Experiments, oil (left) and water (right) at t = 10s

Fig. 15.8 Glycerin, t = 9.43 s, experiment (left) and 3D simulation (right)

The objective of the present paper is to assess the capabilities of SPH to deal
with full 3D flows coupling problems in resonance conditions, where attenuating
the vessel motion by dissipating energy through sloshing is the main target. 3D
results of the computations with glycerine are presented in Figs. 15.8 and 15.9. As
discussed in Sect. 15.4.2, the 2D simulation presents much larger dissipation than
the experimental one due to the absence of the effect of the back and front walls of
the container. If the free surface shape of the glycerine in 2D for t = 9.43 s in Fig.
15.5 is compared with the 3D one in Fig. 15.8, the matching with the experiments
is much better for the 3D case, which is coherent with the roll angle found for both
cases, as presented in Fig. 15.2. This tendency is confirmed by looking at the t = 10s
frames. In the 2D simulation shown in Fig. 15.6, a mild but significant wave run-up
is apparent. This is not the case in 3D as can be seen in both the experiments and 3D
simulations (Figs. 15.8 and 15.9).

Another interesting feature that can be observed is how the fluid sticks to the wall
in Figs. 15.8 and 15.9, thus confirming the importance of the front and back walls of
the container in flow dynamics.
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Fig. 15.9 Glycerin, t = 10s, experiment (top) 3D simulation (bottom)

15.5 Conclusions

The roll motion response of a single degree of freedom (SDOF) structural system
for which an “exact” analytic mechanical model is available and to which a rigid
rectangular partially filled liquid tankwas attached has been considered. The coupled
sloshing and SDOF system motion in resonance conditions has been numerically
studied with a 3D GPU based SPH model and compared with the experimental
results.

In order to characterise the type flow dynamics effects on the response curves,
simulations have been performed with liquids of different viscosity, concluding that
increasing the viscosity prevents the onset of breaking waves. The capabilities of
SPH to treat this coupling problem have been assessed. From the comparisons with
the experiments, it seems that SPH is able to capture part of the dissipation effects
due to wave breaking which is reflected in reasonably accurate damping reduction
ratios. Nevertheless, there are intrinsic limitations in the stability of the method that
limit the effective Reynolds number which can be reached for a certain resolution.
Further work has to be done in this regard.

The next step along this path is to incorporate the SPH model of the tanks internal
flow into a 6DOF ship motions model.
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Part VI
Dynamics of Large Ship Motions:

Parametric Roll



Chapter 16
Prediction of Parametric Rolling
in Irregular Head Waves

Hirotada Hashimoto and Naoya Umeda

Abstract For providing a benchmark data for numerical codes for parametric roll
prediction, a model experiment of a post-Panamax C11 class containership whose
hull form is slightly modified from its original but opened for public was conducted
and significant parametric rolling in irregular head waves was recorded. A 3DOF
(degrees of freedom) numerical model based on the nonlinear strip theory is devel-
oped. The numerical code for time domain simulations is developed for the prediction
of large amplitude of parametric roll both in regular and irregular head waves. Com-
parisons between the model experiment and the numerical simulations show good
agreement under the consideration of dispersion due to practical non-ergodicity. By
utilizing the developed numerical model, it was demonstrated that small height of
the bilge keels is a major reason why significant parametric roll could happen for a
C11 class post-Panamax containership in 1998.

Nomenclature

ai j Added mass/added moment of inertia
b1, b2 Linear and quadratic coefficients of roll damping
bi j Wave-making damping coefficient
FDF
i Diffraction force

FFK+B
i Froude-Krylov force and buoyancy

Fn Froude number
g Gravity
H Wave height
Ixx Roll moment of inertia
Iyy Pitch moment of inertia
m Ship mass
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t Time
ξG Longitudinal position of centre of gravity
φ Roll angle
λ Wave length
θ Pitch angle
ω Angular frequency
ζ Heave displacement

16.1 Introduction

Since parametric roll is a well-known phenomenon as one of dangerousmodes which
could lead to stability failures. It has been recognized that parametric roll is a great
threat to containerships and pure car and truck carriers with serious accident reports
(France et al. 2003;Hua et al. 2006). There are also investigations of parametric roll of
fishing vessels and passenger ships (Neves et al. 2011;Munif et al. 2011). The second
generation Intact Stability criteria, which is under development at the International
Maritime Organization (IMO) as physics-based and goal-based criteria for intact
ships, is required to cover this phenomenon as well as other stability failure modes,
i.e. pure loss of stability, surf-riding/broaching, dead ship and excessive acceleration.
There has been a strong demand for developing numerical models which can directly
assess stability of ships to those failure modes. Therefore a lot of numerical models
have been proposed so far for the parametric roll prediction. However numerical
results show significant scatters among numerical codes in benchmark studies on
parametric roll prediction in irregular waves as reported by SAFEDOR (Spanos
and Papanikolaou 2009) and ITTC (Reed 2011), see also Chap. 37 of this book.
Organizations and researchers developed their numerical codes and often claimed
that their codes are validated with their own model experiments. It is difficult to
make a systematic comparison of different organizations/researchers because hull
forms used for the validation of each code are generally not available for different
organizations mainly because of commercial reasons.

In order to respond to this situation, a model experiment using a post-Panamax
C11 containership is conducted to provide a benchmark data for parametric roll. The
hull form is slightly modified by MARIN (Levadou and van’t Veer 2006) from its
original which experienced head-sea parametric roll with its maximum roll angle
of 40° at the North Pacific in 1998 (France et al. 2003). Model experiments are
conducted and roll motions are recorded in regular and long-crested irregular head
waves at a towing tank of Osaka University. In the case of irregular waves, model
experiments are executed for several significant wave heights, Froude numbers and
realisations. As a result, large amplitude parametric roll was successfully observed
in both regular and irregular head waves.

A coupled heave-roll-pitch model is developed for the prediction of parametric
roll in longitudinal waves. A nonlinear Froude-Krylov force, which is a major com-
ponent of parametric roll excitation in waves, is calculated for the instantaneous
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submerged hull in each time step. Radiation and diffraction forces are considered as
the function of roll angle based on a nonlinear strip theory. This numerical model can
be applied to the prediction of parametric roll in irregular longitudinal waves, with
the superposition of elementary waves for representing irregular wave surfaces, on
the basis of the small amplitude wave theory. Then, numerical results are compared
with the model experiment to validate the presented numerical code. The numeri-
cal results show fairly good agreement with the measured results of parametric roll
in both regular and irregular head waves for the modified C11 class post-Panamax
containership.

We have examined the reason why serious parametric roll could happen for the
C11 class post-Panamax containership based on the developed numerical model.
Roll restoring variation and roll damping are compared with those of other post-
Panamax containership. As a result, a major reason can be presumed that the height
of bilge keels of the C11 post-Panamax containership is much smaller than that of
other post-Panamax containership while the amplitude of roll restoring variation is
not so.

16.2 Mathematical Model

A coupled 3DOF (degrees of freedom) mathematical model based on a nonlinear
strip theory is developed for the prediction of large-amplitude parametric roll in head
and following waves. In this model, a nonlinear Froude-Krylov force is calculated
by integrating wave pressure up to the wave surface. Dynamic components, i.e.
radiation and diffraction forces, are calculated for the under-water hull changing
with instantaneous roll angle. Two-dimensional hydrodynamic forces are calculated
by solving a boundary integral equation for the velocity potential. Diffraction forces
are calculated by the STF (Salvesen–Tuck–Faltinsen) method (Salvesen et al. 1970).
An end term effect is considered in the calculation of the radiation force because a
hydrodynamic lift effect on the roll moment cannot be neglected when a ship has
advance speed.

In numerical simulations, a ship motion is obtained by time integration of differ-
ential equations of ship motion with the fourth order Runge-Kutta method. Linear
and quadratic roll damping coefficients are used, which are determined from exper-
imental data of roll decay tests.

16.2.1 Regular Seas

The Froude-Krylov force is calculated by integrating the hydrostatic and wave pres-
sures for the wetted hull surface. The radiation force is calculated at the encounter
frequency of the ship to incident waves for the heave and pitch motions, whilst that
for the roll motion is done at half the encounter frequency by assuming a condition of
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the principal parametric roll. The diffraction force is calculated at the encounter fre-
quency for all the motions. The two-dimensional hydrodynamic forces are calculated
for each section taking account of instantaneous roll angle, to take account of the
effects of largely changeable submerged hull geometry on the linear cross-coupling
forces and the diffraction force. Therefore the coupling effects with respect to roll
are implicitly included in this sense. The coupled 3DOF equations for parametric
roll in regular longitudinal waves are expressed as Eqs. 16.1–16.3.

(m + a33(φ))ζ̈ + b33(φ)ζ̇ + a34(φ)φ̈ + b34(φ)φ̇ + a35(φ)θ̈ + b35(φ)θ̇

� FFK+B
3 (ξG/λ, ζ, φ, θ) + FDF

3 (φ) − mg (16.1)

(Ixx + a44(φ))φ̈ + b1φ̇ + b2φ̇
∣
∣φ̇

∣
∣ + a43(φ)ζ̈ + b43(φ)ζ̇ + a45(φ)θ̈ + b45(φ)θ̇

� FFK+B
4 (ξG/λ, ζ, φ, θ) + FDF

4 (φ) (16.2)
(

Iyy + a55(φ)
)

θ̈ + b55(φ)θ̇ + a53(φ)ζ̈ + b53(φ)ζ̇ + a54(φ)φ̈ + b54(φ)φ̇

� FFK+B
5 (ξG/λ, ζ, φ, θ) + FDF

5 (φ) (16.3)

16.2.2 Irregular Seas

The nonlinear Froude-Krylov force is calculated by integrating hydrostatic and wave
pressures up to the irregular wave surface. The wave pressure and the diffraction
force are calculated with the linear superposition principle. In general, a number of
elementary waves is 200 and their frequencies are determined from the ITTC wave
spectrum (Eq. 16.4). Here unequally divided frequencies, having the same area in
each division, are used to avoid the so-called self-repeating effect. For the diffraction
forces, transfer functions with respect to a combination of the frequencies and heel
angles (up to the vanishing angle) are pre-calculated. The radiation forces of roll are
calculated at the natural roll frequency and those of heave and pitch are done at a
representative encounter wave frequency. The most frequent encounter frequency is
generally used which can be obtained from the peak frequency of the wave spectra.
The coupled 3DOF equations for parametric roll in irregular longitudinal waves are
expressed as Eqs. 16.5–16.7.

S(ω) � 173
H 2

1/3

T 4
01

ω−5 exp

(

−691

T 4
01

ω−4

)

(16.4)

(m + a33(φ))ζ̈ + b33(φ)ζ̇ + a34(φ)φ̈ + b34(φ)φ̇ + a35(φ)θ̈ + b35(φ)θ̇

� FFK+B
3 (t, ζ, φ, θ) + FDF

3 (t, φ) − mg (16.5)

(Ixx + a44(φ))φ̈ + b1φ̇ + b2φ̇
∣
∣φ̇

∣
∣ + a43(φ)ζ̈ + b43(φ)ζ̇ + a45(φ)θ̈ + b45(φ)θ̇

� FFK+B
4 (t, ζ, φ, θ) + FDF

4 (t, φ) (16.6)
(

Iyy + a55(φ)
)

θ̈ + b55(φ)θ̇ + a53(φ)ζ̈ + b53(φ)ζ̇ + a54(φ)φ̈ + b54(φ)φ̇

� FFK+B
5 (t, ζ, φ, θ) + FDF

5 (t, φ) (16.7)
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16.3 Model Experiment

It is desired to provide a benchmark data for the validation of numerical codes
developed for parametric roll prediction. Therefore a model experiment is conducted
using a 1/100 scaled model of a Post-Panamax C11 class container ship, whose hull
form is slightly modified by MARIN from its original but opened for public, to
measure time histories of parametric roll in regular and irregular head waves at a
towing tank of Osaka University. The ship model is towed by a towing carriage by
means of sufficiently soft elastic ropes connected to the bow. Principal particulars
and body plan of the subject ship are shown in Table 16.1 and Fig. 16.1 respectively.
Before the measurements of parametric roll, roll decay tests are performed with and
without forward velocity to estimate roll damping coefficients.

Firstly the model experiment is conducted in regular head waves with λ/L�1.0,
1.3, 1.6 and with wave steepness of 0.01, 0.02 and 0.03. The Froude numbers tested
are 0.0, 0.05, 0.10 and 0.15. Time histories of parametric roll are measured by an
onboard gyro scope and the steady amplitude of parametric roll is obtained.

Secondly the model experiment is conducted in irregular head waves with a wave
mean period, T01, of 9.99 s, and three significant wave heights, H1/3, of 5.22, 7.82,
10.43 m. Parametric roll of the subject ship is recorded at zero forward velocity for
all the significant wave heights. The model tests with forward velocity (Fn�0.05,
0.1) are also conducted for the case of H1/3 of 7.82 m. The time durations of the
measurement are 4200, 2400, 1200 s in full scale for the cases of Fn�0.0, 0.05,
0.1, respectively. Here, the time duration for the case without forward velocity is
determined by an experimental guidance using a running standard deviation (Umeda
et al. 2011). In cases of irregular wave, direct evaluation of the numerical model

Table 16.1 Principal particulars of a C11 post-Panamax containership

Length between perpendiculars: LPP 262.0 m

Breadth: B 40.0 m

Depth: D 24.45 m

Mean draught: T 11.5 m

Block coefficient: Cb 0.56

Metacentric height: GM 1.965 m

Natural roll period: Tφ 25.1 s

Fig. 16.1 Body plan of a
C11 post-Panamax
containership
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using one long record is difficult because of practical non-ergodicity of parametric
roll (Belenky 2004; Bulian et al. 2008). Therefore model runs in irregular waves are
repeated with different phase sets of elementary waves.

16.4 Results and Discussion

16.4.1 Regular Head Seas

Numerical results of parametric roll in regular head waves are compared with the
model experiment as shown in Fig. 16.2. The initial roll angle and the roll rate
are set as 5 deg and 0 deg/sec in the simulations. In the experiment, the steady
roll amplitude increases with wave steepness nonlinearly and changes strongly with
the Froude number, i.e. encounter frequency. The numerical simulation generally
shows good agreement with the model experiment in the steady amplitude and the
occurrence region of parametric roll. The nonlinear relationship between parametric
roll and the wave steepness is well reproduced. Some discrepancies near the onset
of parametric roll could be explained as a local bifurcation, in other words initial
condition dependence. These comparisons demonstrate that the 3DOFcoupledmodel
of heave-roll-pitch based on a nonlinear strip theory can predict parametric roll in
regular head waves with sufficient accuracy.

16.4.2 Irregular Head Seas

Numerical simulations were executed for the same conditions of mean wave period,
significant wave height, Froude number and number of realisation as the model
experiment. The comparisons of maximum roll angle between the model experiment

Fig. 16.2 Comparison of
steady amplitude of
parametric roll in regular
head waves with λ/L�1.0
between experiment and
simulation
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and the numerical simulation for H1/3 �7.82 m and Fn�0.0, 0.05, 0.1 are shown
in Figs. 16.3, 16.4 and 16.5, respectively. The scattering of the maximum roll angle
among realizations is found in both the experiment and the simulation despite the
long-time duration due to practical non-ergodicity of nonlinear rolling (Belenky et al.
1998). In order to check the existence of the self-repeating effect, the auto-correlation
function is calculated for a time history of incident irregular waves. In Fig. 16.6, the
self-repeating effect is not found for the entire duration thanks to the non-uniform
frequency distribution, in which the ratio of frequencies is not a ratio of integer
(Thompson and Stewart 2002). The ensemble mean and the confidence interval of
maximum roll angles are compared between the experiment and the simulation with
respect to Froude number and significant wave height as presented in Figs. 16.7 and
16.8. Although the instantaneous roll angles for the entire duration does not follow
the Gaussian distribution, the ensemble of maximum roll angles of parametric roll
generally follows the Gaussian distribution because the maximum roll angles mostly
appear in certain stationary states. Therefore the confidence interval can be obtained
using the estimated standard deviations.Numerical results generally show reasonably
good agreement and the ensemble means are in the 95% confidence interval of the
experiment for the conditions where relatively large parametric roll happens while
it is not so for the cases of H1/3 �5.22 m and Fn�0.0, and H1/3 �7.82 m and Fn�
0.1. From the discussion above, it is presumed that these conditions are close to the
threshold of parametric roll. It is known that maximum roll angles of parametric roll
scatter near the threshold. Therefore, the agreement would be improved if a number
of realisation increases for these conditions. The standard deviations of roll and pitch
angles are calculated with H1/3 �7.82 m and Fn�0.0, and plotted in Fig. 16.9. The
standard deviation of roll angle scatters significantly due to practical non-ergodicity
while that of pitch angle does not. This important trend of parametric roll in irregular
waves can be well reproduced by the numerical simulation.

In the experiment, wave elevations were recorded by a wave probe attached to
a towing carriage. The incident irregular wave profile can be reproduced by the
Fourier transformation with the measured data. The numerical simulations are exe-
cuted with the reproduced wave surface train, and calculated time histories of roll
and pitch are compared with the measured ones. An example of the comparisons
is shown in Fig. 16.10. The development of parametric roll can be predicted accu-
rately at the beginning and the end of the time history where largest and 2nd largest
parametric roll happen. It can be concluded that the developed numerical model has
sufficient accuracy for parametric roll prediction through the comparison results with
the experiment. Validation of the mathematical model in terms of statistical prop-
erties of non-ergodic parametric roll can be found in the literature (Hashimoto and
Umeda 2012).

Next a maximum roll angle of parametric roll per 1 h at the North Atlantic is
calculated for the C11 containership without forward speed with wave statistics.
Time domain simulations are repeated with 10 realisations for each wave condition,
and the maximum roll angle is shown in the table of Fig. 16.11. If a maximum roll
angle exceeds 90°, it is regarded as capsize and written as “cap”. Large amplitude
parametric roll is confirmed for a wide range of wave condition. Probabilities of
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Fig. 16.3 Maximum roll angle of parametric roll with T01 �9.99 s, H1/3 �7.82 m and Fn�0.0
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Fig. 16.4 Maximum roll angle of parametric roll with T01 �9.99 s, H1/3 �7.82 m and Fn�0.05
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Fig. 16.5 Maximum roll angle of parametric roll with T01 �9.99 s, H1/3 �7.82 m and Fn�0.1
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Fig. 16.9 Standard deviation of roll and pitch angles with T01 �9.99 s, H1/3 �7.82 m and Fn�
0.0

parametric roll exceeding critical angles are presented in Fig. 16.12. The exceeding
probability is very high even though a large roll angle is set as the critical value.
This is because the numerical simulations are performed at zero forward speed, e.g.
heave-to condition, and it would be the most dangerous situation to suffer serious
parametric roll. The similar calculations are expected using actual ship speed inwaves
to examine effects of advanced speed on the exceeding probability for a practical
design aspect.

Since the maximum roll angle of parametric roll of the C11 class post-Panamax
containership is sometimes beyond the range of roll decay tests, rationality of curve-
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Fig. 16.11 Maximum roll angle of parametric roll per 1 h in irregular head waves appeared at the
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Fig. 16.12 Probability of parametric roll exceeding a critical roll angle at the North Atlantic

fittings of extinction curve using linear and quadratic terms is not guaranteed for
large amplitude parametric roll. Therefore numerical simulations are additionally
attempted using a curve-fitting with 3rd order polynomial. The calculated results are
shown in Fig. 16.13. The difference of themaximum roll angle is not negligibly small
between the numerical simulations using 2nd and 3rd order polynomials. Further
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Fig. 16.13 Roll extinction curve and maximum roll angle of parametric roll using 2nd and 3rd
order polynomial curve-fittings

discussions on this matter, that is extrapolation of a roll extinction curve up to large
roll angle, are desirable in future.

16.5 Reasons for Large Amplitude Parametric Roll

Since serious parametric roll is observed both in themodel experiment and the numer-
ical simulation, we attempt to investigate a reason why the C11 class post-Panamax
containership could suffer such large amplitude parametric roll from viewpoints of
roll restoring variation and roll damping, which are the elements determining the
occurrence of parametric roll, by comparing with other post-Panamax container-
ship. The body plan and the principal particulars of this containership are shown
in Fig. 16.14 and Table 16.2. Experimental investigation of parametric roll of this
containership can be found in the literature (Hashimoto et al. 2011).

16.5.1 Roll Restoring Variation

Since roll restoring variation is a source of parametric roll excitation, the amplitude
of roll restoring variation in regular head waves is calculated for the C11 class—and
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Fig. 16.14 Body plan of the other post-Panamax containership

Table 16.2 Principal particulars of the other post-Panamax containership

Length between perpendiculars: LPP 283.8 m

Breadth: B 42.8 m

Depth: D 24.0 m

Mean draught: T 14.0 m

Block coefficient: Cb 0.63

Metacentric height: GM 1.06 m

Natural roll period: Tφ 30.3 s
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Fig. 16.15 Roll restoring variation at heel angle of 20° in regular head waves with H/λ � 0.03,
λ/L�1.0 and Fn�0.0

the other post-Panamax containerships. The calculated amplitudes of roll restoring
variation of the C11 class containership is larger than that of other containership
by 26% as shown in Fig. 16.15. This comparison result indicates that the C11 class
post-Panamax containership has a worse hull form from a view point of parametric
roll occurrence.

16.5.2 Roll Damping

Since the C11 class post-Panamax containership has small bilge keels, time domain
simulation is conducted with roll damping replaced by the other post-Panamax con-
tainership to examine the effect of bilge keel. The bilge keel size of two containerships
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is shown in Table 16.3. The area of bilge keel of the C11 class containership is smaller
than half of that of the other containership. Figure 16.16 shows the comparison of
extinction coefficients determined from roll decay tests for each ship. Figure 16.17
shows an interesting result that the maximum roll angle of parametric roll drastically
decreases if the roll damping of the other containership is used instead of the origi-
nal one. This numerical result clearly demonstrates that the smallness of bilge keel
is a major cause leading to serious parametric roll of the C11 class post-Panamax
containership.

Table 16.3 Bilge keel size

C11 containership Other containership

Bilge keel area: ABK 30.6 m2 84.3 m2

ABK
LPP×B × 100 0.58% 1.38%
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Fig. 16.16 Linear (a) and quadratic (b) extinction coefficients determined from roll decay tests

Fig. 16.17 Maximum roll
angle of parametric roll with
roll damping of the C11 and
other post-Panamax
containerships with T01 �
9.99 s, H1/3 �7.82 m and
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16.6 Conclusions

A model experiment of a C11 class post-Panamax containership was conducted for
providing a benchmark data to develop numerical simulation tools for the direct
stability assessment of parametric roll discussed in the second generation intact
stability criteria at IMO, and large amplitude parametric roll is clearly observed in
both regular and irregular head waves.

A coupled heave-roll-pitch numerical model was developed based on a nonlinear
strip theory, and numerical results are compared with the model experiment. As a
result, the developed numerical model shows good agreement with the experiment
in the steady amplitude of parametric roll in regular head waves and in the ensemble
mean of maximum roll angles of parametric roll in irregular head waves.

Comparison studies with other post-Panamax containership demonstrate a major
cause of serious parametric roll of the C11 class post-Panamax containership that
the height of bilge keel is much smaller than usual containerships.
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Chapter 17
Investigation on Parametrically Excited
Motions of Spar Platforms in Waves

Claudio A. Rodríguez and Marcelo A. S. Neves

Abstract As offshore oil exploration goes into deeper waters, spar platforms appear
as a good alternative for oil field developments due to their inherent hydrodynamic
behaviour regarding its vertical motions response in waves. Spar’s long natural peri-
ods in heave and pitch guarantee the good linear responses of the associated motions;
however, nonlinear unstable motions can be triggered. Many numerical and experi-
mental investigations have put forward the reasoning that this kind of floating struc-
ture is prone to parametrically induced motions due to changes in their pure hydro-
static restoring. Based on an analytical model, the present paper demonstrates that
the main contribution to parametric excitation comes from variations in the pres-
sure field associated to the incident wave and not from purely nonlinear hydrostatic
actions. A nonlinear mathematical model based on Taylor series expansions, Neves
and Rodríguez (Ocean Eng 33(14):1853–1883, 2006), is employed to explain the
underlying mechanism that leads to the phenomenon of Mathieu instability in ver-
tical deep drafted cylinders. Analytical expressions are derived for the nonlinear
hydrostatic and Froude-Krilov actions. A set of coupled time-dependent equations
is obtained. Based on that, general conditions for the appearance of principal res-
onances are derived. These analytical results are verified by means of numerical
simulations. Numerical analyses are carried out for regular wave conditions and a
domain of parametric amplifications is obtained.

Keywords Spar platforms · Stability · Parametric roll · Nonlinear dynamics

17.1 Introduction

As offshore oil exploration goes into deeper waters, spar platforms appear as a good
alternative for oil field developments due to their inherent hydrodynamic behavior
regarding its vertical motion responses in waves. Generally speaking, spar’s long
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natural periods in heave and pitch guarantee good linear responses of these motions.
However, nonlinear unstable motions can be triggered when heave resonance pro-
duces large heave motions even with relatively small wave excitation. Under these
circumstances and due to nonlinear restoring coupling among the vertical modes,
roll motions can also be amplified. This phenomenon in spar platforms has been
studied in earlier works (Haslum and Faltinsen 1999; Rho et al. 2002; Koo et al.
2004; Hong et al. 2005) as Mathieu type instabilities associated with time dependent
characteristic of roll/pitch hydrostatic restoring.

In the pertinent literature a common assumption is that Froude-Krilov forces and
moments are not relevant for the stability problem of spar platforms, Bin-Bin et al.
(2011), Koo et al. (2004). One of the aims of the present paper is to examine the
validity of such simplifying hypothesis. One of the consequences of disregarding
wave passage effect is that roll and pitch restoring actions become the same and
some confusion may then be established between pitch (directly excited) and the
internally excited roll motion.

In a more general perspective, a literature review reveals that there are many
different mathematical models for spar dynamic analysis. Liao and Yeung (2001),
Koo et al. (2004), Liaw et al. (1993), Liaw (1994) models consider the roll (pitch)
affected by heave but heave not affected by roll (pitch). In this context the authors
of the present paper felt it would be appropriate to revisit the problem of parametric
resonance of spar platforms employing a purely analytical mathematical model pre-
viously developed for parametric rolling of ships and recently expanded to a proper
modelling of deep drafted bodies, Rodríguez (2010), Rodríguez and Neves (2012a) .
Hopefully, as an analytical model, it may contribute to a better understanding of the
problem, to be achieved in a rational way.

Employing a panel method Neves et al. (2008) advocated the need for heave-
roll-pitch complete coupling and the consideration of nonlinear Froude-Krilov in all
modes for a robust modelling of parametric roll excitation of spar platforms. The
relevance of non-linear Froude-Krilov actions in inducing unstable roll motions had
already been introduced by Neves and Rodríguez (2006) in the context of parametric
rolling of ships. Kleiman and Gotlieb (2008) applied the same reasoning for ships
with vertical walls. Liu et al. (2010) numerically investigated heave/pitch nonlin-
ear coupling including nonlinear wave passage effects in both regular and irregular
waves.

Two-fold objectives for the paper havebeendefined: (a) consolidate an analytically
derived coupled model for parametric resonance of deep drafted spar platforms in
waves and (b) demonstrate that the analytical model is capable of revealing complex
nonlinearities under resonant conditions.

Haslum and Faltinsen (1999) reported on some few test results with a very small
1:300 model scale of a spar, in which large angles have been reached somewhat
away from the Mathieu tuning corresponding to the first region of instability. The
paper gave an indication that parametric excitation may take place at large drafted
vertical circular cylinders, but their experimental results were scarce, not providing
a consistent set of data for comparisons. In the present study, a simplified form of a
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spar platform tested by Hong et al. (2005) is used for the numerical investigations,
but only qualitative reference is made to these results.

The present analytical description of the restoring actions takes into account non-
linear coupling terms in the heave, pitch and roll modes, wave elevation profile and
wave pressure field variation along the hull, Rodríguez and Neves (2012a). With
this new modelling for restoring actions, spar motions are numerically investigated.
Results are presented for typical unstable conditions reported in other authors’ previ-
ous experimental works. Parametric amplification domain (PAD), a plot of instability
regions with response amplitudes due to parametric resonance for different excita-
tion frequencies andwave amplitudes, is computed for the platform. Some interesting
dynamical characteristics are revealed and discussed, in particular the quantitative
contribution of pure hydrostatics and Froude-Krilov to the inception of unstable
motions.

17.2 Equations of Motion

The floater’s behaviour in waves can be described by a set of equations based on
the second Newton’s law. As main interest is on vertical motions (heave, roll and
pitch) and the resonant phenomena associated to them in longitudinal waves, only
3-DOF need be considered and the restoring actions (including wave effects) should
be described nonlinearly. Forces/moments of other nature such as hydrodynamic
reactions (added mass and potential damping), or diffraction forces/moments can
be described using the linear approach. Viscous effects in the damping force and
moments are considered in an approximated way, based on empirical evidence.

Body andwavemotions are described bymaking use of coordinate axes positioned
at the mean water-surface. The equations of motion for the spar platform become:

(m + Zz̈)z̈ + Z θ̈θ̈ + Zż ż + Z θ̇θ̇ + Z (z,φ, θ) � Zw0 cos(ωt + αz) (17.1)

(Jx + Kφ̈)φ̈ + Kφ̇φ̇ + K (z,φ, θ) � 0 (17.2)

(Jy + Mθ̈)θ̈ + Mz̈z̈ + Mżż + Mθ̇θ̇ + M(z,φ, θ) � Mw0 cos(ωt + αθ) (17.3)

where the double dot terms denote accelerations, single dot terms denote velocities
and coefficientswith subscripts associated to these terms are addedmass anddamping
coefficients, respectively. Hull mass is m and Jx and Jy are mass moments of inertia
in roll and pitch, respectively. For damping terms, instead of adopting a quadratic
damping model to represent viscous effects, it was considered an equivalent linear
damping approach in percentage of the critical damping (2.0% for heave, and 1.9%
for roll and pitch). The adopted damping levels are similar to those obtained by Hong
et al. (2005). Zw0 andMw0 represent the amplitudes of the linear wave exciting force
andmoment in heave and pitch, respectively, while αz and αθ denote the phase angles
of the heave and pitch wave exciting actions with respect to the wave elevation.
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17.3 Restoring Actions

Restoring actions in the case of a SPAR platform have been derived in Rodríguez
and Neves (2012a). These may be expressed as:

Z (z,φ, θ) � ZH + ZW

� ZCW (z) +
1

2
Zφφzφ

2z +
1

2
Zθθzθ

2z

+ Zζz(t)z + Zζθ(t)θ + Zζφφ(t)φ
2 (17.4)

K (z,φ, θ) � KH + KW

� KCW (φ) +
1

2

[
Kzzφz

2 + Kθθφθ2
]
φ

+
[
Kζφ(t) + Kζzφ(t)z + Kζφθ(t)θ + Kζζφ(t)

]
φ (17.5)

M(z,φ, θ) � MH + MW

� MCW (θ) +
1

2
Mzzθz

2θ +
1

2
Mφφθφ

2θ

+ Mζz(t)z + Mζθ(t)θ + Mζφφ(t)φ
2 (17.6)

where ZCW (z) � ρgA0z is the linear restoring coefficient in heave, KCW (φ) and
MCW (θ) are the pure calm water restoring moments (here adjusted up to third order)
in roll and pitch, respectively. Clearly, its linear term is ρg∇0GM0, where ρ is water
density, g is gravity acceleration, A0 is the waterline area,∇0 is the displaced volume
andGM0 is the initial metacentric height. In the above equations subscripts H andW
indicate restoring actions due to hydrostatic and wave pressure fields, respectively.
Wave term coefficients are denoted by their first subscript ζ, which corresponds to:

ζ � Aw cos(kX − ωt) (17.7)

where Aw and ω are wave amplitude and frequency, respectively, and k is wave
number. Equation (17.7) is a sinusoidal long-crested wave train system described
in a CXYZ inertial reference frame; the well known corresponding incident velocity
potential (assuming deepwater) is given by:

ΦI � Aw

(g
k

)1/2
ekZ sin(kX − ωt) (17.8)

Analytical expressions (valid for general hull forms) of the non-zero nonlinear
Froude-Krilov coefficients appearing in Eqs. (17.4–17.6) are given in Tables 17.1,
17.2 and 17.3 for the heave, roll and pitch modes, respectively, see also Rodríguez
and Neves (2012a).

The expressions presented in those tables are functions of the geometric param-
eters of the transverse sections of the hull, so that x̄ , ȳ are coordinates of waterline,
Sb is the transversal submersed area, and z̄b is the vertical coordinate of its centroid.
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Table 17.1 Heave F-K
restoring coefficients Zζz(t) � 2ρg

∫

L

(
∂ ȳ
∂ z̄ − ȳkekz̄b

)
ζdx

Zζθ(t) � −2ρg
∫

L

(
∂ ȳ
∂ z̄ − ȳkekz̄b

)
x̄ζdx

Zζζz(t) � −2ρg
∫

L

(
∂ ȳ
∂ z̄

)
kekz̄b ζ2dx

Zζzz(t) � ρg
∫

L

(
∂ ȳ
∂ z̄

)
kekz̄b ζdx

Zζzθ(t) � −2ρg
∫

L

(
∂ ȳ
∂ z̄

)
kekz̄b x̄ζdx

Zζφφ(t) � −ρg
∫

L

[
2 ȳ

(
∂ ȳ
∂ z̄

)2
+ ȳ − ȳ2

(
∂ ȳ
∂ z̄

)
kekz̄b

]
ζdx

Zζζθ(t) � 2ρg
∫

L

(
∂ ȳ
∂ z̄

)
kekz̄b x̄ζ2dx

Zζθθ(t) � ρg
∫

L

(
∂ ȳ
∂ z̄

)
kekz̄b x̄2ζdx

Table 17.2 Roll F-K
restoring coefficients Kζφ(t) � 2ρg

∫

L

(
ȳ2 ∂ ȳ

∂ z̄ − 1
3 ȳ

3kekz̄b − Sbz̄bkekz̄b
)
ζdx

Kζζφ(t) � ρg
∫

L

[
2 ȳ

(
∂ ȳ
∂ z̄

)2
+ ȳ − 2 ȳ2

(
∂ ȳ
∂ z̄

)
kekz̄b

]
ζ2dx

Kζzφ(t) � −ρg
∫

L

[
4ȳ

(
∂ ȳ
∂ z̄

)2
+ 2 ȳ − 2 ȳ2

(
∂ ȳ
∂ z̄

)
kekz̄b

]
ζdx

Kζφθ(t) � ρg
∫

L

[
4xy

(
∂ ȳ
∂ z̄

)2
+ 2xy − 2xy2

(
∂ ȳ
∂ z̄

)
kekz̄b

]
ζdx

It is important to notice that the above coefficients have, for general hull forms, two
contributions:

(a) one is purely geometrical due to form variations (with longitudinal integrals of
flare at mean water-line ∂ ȳ

/
∂ z̄ and other geometrical characteristics) and,

(b) the other one is due to wave elevation and pressure attenuation (so-called Smith
effect). The Smith effect terms have been derived following the reasoning of
Paulling (1961).

In the case of a spar with vertical walls, the geometrical terms containing ∂ ȳ
/

∂ z̄
in Tables 17.1, 17.2 and 17.3 are zero. Therefore, the only non-zero coefficients are
those defined in Eqs. 17.4–17.6, which are summarized as follows:

Zφφz � Zθθz � Kzzφ � Mzzθ � ρgA0 (17.9)

Kθθφ � Mφφθ � ρgI0 (17.10)
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Table 17.3 Pitch F-K
restoring coefficients Mζz(t) � −2ρg

∫

L

(
∂ ȳ
∂ z̄ − ȳkekz̄b

)
x̄ζdx

Mζθ(t) � 2ρg
∫

L

(
∂ ȳ
∂ z̄ − ȳkekz̄b

)
x̄2ζdx

Mζζz(t) � 2ρg
∫

L

(
∂ ȳ
∂ z̄

)
kekz̄b x̄ζ2dx

Mζzz(t) � −ρg
∫

L

(
∂ ȳ
∂ z̄

)
kekz̄b x̄ζdx

Mζzθ(t) � 2ρg
∫

L

(
∂ ȳ
∂ z̄

)
kekz̄b x̄2ζdx

Mζφφ(t) � ρg
∫

L

[
2 ȳ

(
∂ ȳ
∂ z̄

)2
+ ȳ − ȳ2

(
∂ ȳ
∂ z̄

)
kekz̄b

]
x̄ζdx

Mζζθ(t) � −2ρg
∫

L

(
∂ ȳ
∂ z̄

)
kekz̄b x̄2ζ2dx

Mζθθ(t) � −ρg
∫

L

(
∂ ȳ
∂ z̄

)
kekz̄b x̄3ζdx

Zζz(t) � 2Zζφφ(t) � −2ρg
∫

L

(
ȳkekz̄b

)
ζdx (17.11)

Zζθ(t) � Mζz(t) � 2ρg
∫

L

(
ȳkekz̄b

)
x̄ζdx (17.12)

Kζφ(t) � −2ρg
∫

L

(
1

3
ȳ3 + Sbz̄b

)
kekz̄bζdx (17.13)

Kζzφ(t) � −2ρg
∫

L

ȳζdx (17.14)

Kζφθ(t) � 2Mζφφ(t) � ρg
∫

L

2xyζdx (17.15)

Kζζφ(t) � ρg
∫

L

ȳζ2dx (17.16)

Mζθ(t) � −2ρg
∫

L

(
ȳkekz̄b

)
x̄2ζdx (17.17)

where I0 is the second area moment of the waterplane. The coefficients defined in
Eqs. (17.9–17.17) may be separated into three main groups:

(a) Zφφz, Zθθz, Kzzφ, Kθθφ, Mzzθ andMφφθ are hydrostatic coefficients of third order
terms;
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(b) Kζzφ, Kζφθ, Kζζφ and Mζφφ are moment coefficients associated to third order
terms containing contributions from wave elevation ζ; and,

(c) Zζz, Zζθ, Kζφ, Mζz and Mζθ are second order coefficients representing influence
of pressure variations due to pressure attenuation (Smith effect).

As discussed in Neves et al. (2008), parametric excitation in conditions close
to the exact Mathieu tuning (Tn4 � 2Tw) is governed by second order terms in
Eqs. (17.4–17.6). Therefore it may be concluded that parametric excitations in spar
platforms are strictly governed by the influence of the Smith effect. A complementary
tentative conclusion derived from Eq. (17.13), to be verified by means of future
specific experiments, is that the amplitude of roll parametric excitation shall be
larger for spar platforms with larger drafts.

17.4 Numerical Simulations

A vertical cylindrical shape is used in the simulations as a simplified spar platform.
The main characteristics are described in Table 17.4. An illustration of the cylinder
is given in Fig. 17.1. The cylinder was taken with the same main dimensions and
inertial characteristics of the spar investigated in Hong et al. (2005), but without
consideration of the moonpool.

The set of differential Eqs. (17.1–17.3) with restoring actions as defined in
Eqs. (17.4–17.17) can be efficiently solved for different combinations of wave peri-
ods and wave amplitudes. Steady-state roll amplitudes are captured and plotted in
the form of a numerical mapping in which a colour-scale is introduced to reflect the
intensity of roll responses, see Rodríguez and Neves (2012b). Figure 17.2 shows the
obtained numerical mapping. Similar plots may in principle be obtained reflecting
the heave and pitch tendency to display unstable responses.

Table 17.4 Spar main characteristics

Parameter Value

Diameter, D (m) 37.20

Depth, H (m) 213.20

Draught, T (m) 198.10

Displacement, � (t) 220,691

Metacentricheight, GMo (m) 10.08

Roll gyration radius, r*xx (m) 59.20

Pitch gyration radius, r*yy (m) 59.20

Heave natural period, Tn3 (s) 29.91

Roll/pitch natural period, Tn4, Tn5 (s) 49.00
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Fig. 17.1 Spar hull sketch

The domain in Fig. 17.2 does not display upper frontiers as is usual with many
numerical assessments of ship hulls’s limits of stability; but it has a back-bone clearly
inclined to the left. This is compatible with effects associatedwith nonlinear detuning
dependent on wave amplitude, as discussed in Rodríguez and Neves (2012b) in the
case of a fishing vessel and a container vessel. The present results point-out to a spar
withmore peculiar results than the previously investigated spar reported inRodríguez
and Neves (2012a).

With the aim of getting a deeper insight of the coupling taking place, in the
following few figures a closer look will be devoted to the heave, roll and pitch time-
series at two selected points of the domain of parametric excitation.
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Fig. 17.2 Domain of roll parametric amplification in the region close to Tn4 � 2Tw

Figure 17.3 shows the heave, roll and pitch responses for wave period Tw �24 s,
wave amplitude Aw �7.5 m. The period in this case is slightly below half the roll
natural period and slightly below the heave natural period. All modes have reached
steady state responses after a slow growing process. The roll motion response period
is clearly double the heave and pitch response periods. Roll amplitudes reach 40°,
whereas pitch motions remain limited in the range of 2.2°. The graphs display results
for bothwith Smith effect consideration andwithout Smith effect. In case Smith effect
is not considered, roll mode is not excited at all. Pitch motion is not affected by the
consideration of Smith effect. The heave mode is significantly affected when this
effect is considered, mainly due to the coupling with roll motion which exists in this
case.

Figure 17.4 shows time series for (a) instantaneous metacentric height (GM)
contributions: purely hydrostatic and wave induced, (b) restoring moment and (c)
restoring force in heave, all of them computed for the same conditions of Fig. 17.2.
Both, hydrostatic and Froude-Krilovterms take into account the Smith effect. In the
upper graph, it is also possible to notice that the instantaneous hydrostaticmetacentric
height has only very small oscillations around the large initial metacentric height,
GM0 �10.08 m. On the other hand, instantaneous metacentric height due to wave
field pressures has larger amplitudes. Both functions respond mainly at wave period.
It is evident that these oscillatory changes of the metacentric height due to wave field
pressures will act as an internal parametric excitation. The middle graph gives the
roll restoring moment, that is, the instantaneous GM multiplied by ρg∇0 times the
instantaneous roll angle. The interesting results are that the hydrostatic contribution
to the roll restoring moment takes place at a period slightly lower than the roll
natural period; and the wave contribution has two periods. Lower graph shows heave
restoring force which is realized at wave period.
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Fig. 17.3 Heave, roll and pitch responses, Tw �24 s, Aw �7.5 m
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Fig. 17.5 Roll spectra for Tw �24 s, Aw �7.5 m: a roll response (from Fig. 17.3); b hydrostatic
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In order to clarify the dynamical characteristics of the different responses, fre-
quency decomposition of three roll-related signals are given in Fig. 17.5. In the two
upper graphs it is observed that both roll motion and hydrostatic restoring moment
spectra are centered close to roll natural period (in fact, double the wave period).

On the other hand frequency decomposition of roll wave restoring moment shows
two contributions, a main one close to double the exciting period and a second one at
about T ≈ 16 s, a super-harmonic contribution at a third of the roll response period.

Now, let the exciting period be slightly above half the roll natural period, Tw

�25.5 s, and the wave amplitude be the same as before. The results are given in
Fig. 17.6. Now, a much more intense exchange of energy between the heave and roll
modes takes place, whereas the pitch motion remains practically unaffected.

The coupling between heave and roll is of such nature that as roll amplification
starts to develop (at roll natural period) heave motion increases (at wave period)
correspondingly. Subsequently, as the heave motion reaches much larger values it
induces a period detuning to the roll motion, which then progressively loses energy,
leading, through coupling, to energy losses in heave.

Figure 17.7 shows the corresponding roll spectra for the conditions of Fig. 17.6,Tw

�25.5 s, Aw �7.5 m. Roll spectrum and roll hydrostatic restoring moment spectrum
are centered around a period which is double the wave period. Roll wave restoring
moment spectrum has two contributions, a main one close to double the exciting
period and a second one at about T ≈ 17 s, a super-harmonic contribution at a third
of the roll response period.
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17.5 Conclusions

Unstable motions of a deep drafted spar platform have been investigated employing
an analytical mathematical model previously developed for typical hull forms. It has
been shown that in the case of deep drafted bodies additional terms associated with
Smith effect are required in order to model the appearance of parametric roll.

Numerical limits of stability have been obtained; they display a back-bone clearly
inclined to the range of lower periods. A dynamical analysis has been performed
showing unexpected (at least for this type of vertically walled floater) levels of
coupling between heave and pitch motions. Strong and complex interactions are
obtained for periods close to the exact Mathieu tuning, Tn4 � 2Tw.

It has also been shown that at this Mathieu tuning, hydrostatic pressure field does
not induce any parametric amplification. Wave pressure field with its characteristic
attenuation is the key element in the internal excitation of spar platforms.

It is concluded from the numerical/analytical analysis that a full assessment of
spar responses in waves should involve heave, roll and pitch modes in a coupled
frame. Finally, it has been found that externally and internally excited pitch motions
do not undergo significant unstable responses. The situation is not the same in the
case of internally excited roll motion, which may reach undesirable amplifications.

Future research shall contemplate:

(a) a dedicated experimental programme for validating the present research work;
(b) determination of a more precise damping model from roll decrement tests;
(c) check the analytically derived coefficients against their counterparts obtained

from a more time consuming panel method algorithm;
(d) extension of the mathematical model to irregular seas, to be accomplished by

means of frequency decomposition of wave-terms.
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Chapter 18
A Study on Unstable Motions
of a Tension Leg Platform in Close
Proximity to a Large FPSO

Luis Alberto Rivera, Marcelo A. S. Neves, Roberto E. Cruz
and Paulo de Tarso T. Esperança

Abstract The present paper elaborates onmodel experimental results obtained from
tests conducted with a TLP connected to a nearby positioned FPSO. The tests
revealed, at a given range of wave periods, the onset of unexpected large oscilla-
tory yaw motions of the platform whereas the FPSO remained rather stable when
the TLP was directly excited in sway. The paper summarizes the model experiments
emphasizing the types of coupled motions taking place. It is observed that as the yaw
motion develops increasing amplitudes the sway motion is reduced, pointing out to
an interesting exchange of energy between the sway and yawmodes. Amathematical
model is proposed to describe the main aspects of the two-body moored system. In
principle a 12 DOF model is contemplated. Numerical simulations are compared to
the time series obtained from the experiments showing adequate agreement.

Keywords Parametric resonance · Non-linear coupling
Tension leg wellhead platform

18.1 Introduction

Model experimental results obtained from tests with a TLP (in fact a Tension Leg
Wellhead Platform) connected to a nearby positioned FPSO surprisingly revealed,
at a given range of wave exciting periods, the onset of quite large oscillatory yaw
motions whereas the FPSO remained rather stable when the TLWP was directly
excited in sway. In such wave incidence the TLWP’s yaw mode was not directly
excited. Details of the experimental setup and results may be found in the NMRI
Report, see Maeda et al. (2008) and in the reference Cruz et al. (2012).

The aimof the present paper is to contribute to a better understanding of these large
yawoscillations through numerical and analyticalmodeling. The line of investigation
adopted here is that these large yawmotions are the result of internal excitations of the
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two-body system induced by the directly excited sway motions, thus characterizing
the occurrence of parametric resonance.

The paper summarizes the model experiments emphasizing the types of coupled
motions taking place. An interesting exchange of energy between the sway and yaw
motions is observed: as yaw motion develops increasingly unstable motions at twice
the period of the waves, the directly excited sway motion (taking place at wave
period) is reduced. This could be recognized as a revealing aspect of strongly non-
linearly coupled parametric resonant motions. After the description of the exper-
imental results of the two-body moored system (in principle a 12 DOF problem)
the proposed mathematical model is introduced. Physical arguments are invoked for
numerically solving the problem in 7 DOF. Using this reduced model numerical sim-
ulations are compared to experimental results, see Cruz et al. (2012). In general, these
comparisons show good agreement, indicating that the main nonlinear couplings are
well captured by the numerical model. In order to provide a better understanding of
the complex dynamic structure responsible for the observed TLWP’s yaw amplifica-
tions, an analytical mathematical modeling of the surge, sway and yaw coupling is
introduced. The final aim here is to develop an analytical tool that would allow for a
rationally exercised dissection of the system, thus having an anatomical description
of the system for a critical analysis. For this purpose the restoring actions introduced
by the mooring lines, tendons and connecting lines will be decomposed by means of
multivariable Taylor series. It is expected that this methodology will help to clarify
what are the mooring lines inducing internal excitation to the system, therefore con-
tributing to improved design of the two-body system free from unacceptable unstable
motions.

18.2 The FPSO and TLWP

Figure 18.1 shows the upper view of the layout set up during the tests: on the left the
50 × 50 m Tension Leg Wellhead Platform (TLWP), the large FPSO (length 297 m)
on the right. The FPSO model is moored by four oblique horizontal mooring lines
displayed at the bow and stern of the hull. The FPSO is connected to the TLWPby two
lines, indicated as M7 and M8 in Fig. 18.2. The TLWP has two oblique horizontal
mooring lines displayed in the opposite side of its connections to the FPSO. The
main mooring system of the TLWP is provided by four vertical tendons. See Cruz
et al. (2012) for complete details on the bodies and mooring systems. In all cases
considered in the present report the two-body system was directly excited by regular
waves coming from the left to the right. The model scale adopted in the experiments
was 1:100. The two-body system is described in principle by 12 degrees of freedom
(nomenclature defined in Table 18.2).

Figure 18.2 illustrates the FPSO (M1 to M4) horizontal moorings, 4 TLWP ten-
dons (T1 to T4), 2 TLWP mooring lines (M5 and M6) and two lines connecting the
two units (M7 and M8). TLWP tendons length and diameter (real scale) are 975 and
1.1 m, respectively.
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Fig. 18.1 Two-body
arrangement showing the
mooring set-up

Fig. 18.2 Mooring setup at
the tests. Connecting lines
M7 and M8 have both 50 m
in length
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18.3 Analysis of Test Results

Steady state motion amplitudes (divided by wave amplitude) observed in the whole
range of tested periods for the FPSO in surge, sway, heave and roll modes. showed
limited responses in the whole range of periods. The surprising characteristic that
appeared in the tests was the appearance of large yaw motions for the TLWP in the
range of periods 12–15 s (yaw natural period was 33.6 s). These are typically reso-
nant motions, which take place despite the fact that the yaw motion was not directly
excited in the series of experiments under discussion. The TLWP surge mode was
also observed to be larger at this range of periods. It is important to notice that the
surge mode, as the yaw mode, is not externally excited. Taking into account these
unexpected features it may be relevant to investigate the sway characteristics of the
TLWP, which is an externally excited mode. In particular, a peculiar two-peaked
pattern of responses in the range of periods from 10 to 17 s, well above the sway
natural period (Tny�7.1 s). Additionally, it was observed that at the sway natural
period there was no large response. Such pattern of responses indicates some level
of strong nonlinear coupling between the sway and yaw modes in which an increase
in yaw motions induces a corresponding reduction of the sway motions, possibly an
exchange of energy between the two modes. This suggests that nonlinear parametric
resonance may be governing the dynamics of the platform. A better perception of the
type of prevailing resonant motion is gained when the experimental time series of
sway and yaw motions—obtained from a resonant condition—are plotted together,
as shown in Fig. 18.3. In this case the wave period is T � 14 s. The incident wave is
originated at about t � 300 s. The figure shows that asymmetric sway motion start-
ing at about 450 s develops at this wave period. After some cycles, symmetric yaw
motions develop increasing amplitudes, reaching some stable steady state motion at
around 800 s. It is observed that the yawmotion is responding at a period correspond-
ing to nearly double the wave period, suggesting that parametric resonance in yaw is
being developed fed by the directly excited sway motion. Another interesting aspect
may be recognized: as the large yaw motions develop, there is a complementary
reduction in the sway motion, suggesting an interesting strong nonlinear coupling
between the two modes. This is in general the observed picture in the range of wave
periods corresponding to yaw amplifications. In order to contribute to a better under-
standing of these complicated couplings and instabilities a mathematical model has
been developed. It is expected that through analytical and numerical modeling an
engineering diagnosis of the observed instabilization process may be reached and
consequently modifications in the project may be proposed through rational analysis.
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Fig. 18.3 TLWP sway and yaw time series from tests, period T�14 s, wave height H�2.8 m

18.4 Mathematical Model

The two-body system is defined by a 12-DOF nonlinear model expressed as:

(M + A)s̈ + BLṡ + BNL(ṡ) + cr(s, ζ ) � cext
(
ζ, ζ̇ , ζ̈

)
(18.1)

where the displacement vector is:

s(t) �
[
x1 y1 z1 φ1 θ1 ψ1 x y z φ θ ψ

]T

In Eq. (18.1) M is a 12 × 12 matrix which describes hull inertia characteristics.
A is also a 12×12 matrix, whose elements represent hydrodynamic generalized
added masses. BL and BNL(ṡ) describe the hydrodynamic reactions dependent on the
FPSO and platform velocities (damping). The latter incorporates non-linear terms
due to the great influence of viscosity on tendons, pontoons and columns of the
TLWP and roll motion of the FPSO. cr(s, ζ ) is a 12 × 1 vector which describes non-
linear restoring forces and moments dependent on the relative motions between the
platform and the mooring lines. It also considers the influence of the wave passage
on the tendons tension. On the right hand side of Eq. (18.1), the generalized vector
cext(ζ, ζ̇ , ζ̈ ) represents linear wave external excitation, composed of the Froude-
Krilov and diffraction wave forcing terms, dependent on wave heading, excitation
frequency ωw, wave amplitude Aw and time t.

Taking into account the prevailing physics observed in the tests and the partic-
ular transversal wave excitation considered, without loss of generality the 12-DOF
problem will be restricted to the following 7-DOF coupled problem: x1 (surge), y1
(sway), z1 (heave) and φ1 (roll) for the FPSO and x (surge), y (sway) and ψ (yaw)
for the TLWP.
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18.5 Hydrodynamic Coefficients and Non-linear Damping

Matrices A and B are computed by means of WAMIT computer code. The same
applies to vector cext(ζ, ζ̇ , ζ̈ ). In addition to potential damping, additional damping
has been considered for the following motions: (a) horizontal motions of TLWP; (b)
horizontal motions of FPSO; roll motion of FPSO. Drag quadratic terms in Morison
formula have been used as an approximation for calculation of non-linear damping
of the TLWP, being applied to columns, tendons and pontoons. These actions are
computed by taking into account the instantaneous velocities of the body, and disre-
garding the influence of fluid velocities. For some specific wave periods the TLWP
respondedwith large angular displacements in yaw. For this reason a quadratic damp-
ing model was considered for this platform motion mode.

Assuming an angular displacement ψ with corresponding yaw velocity ψ̇ and
linear velocities ẋ and ẏ, the drag forces and moment for each TLWP column are
expressed as:

X (ẋ, ẏ, ψ̇) � −1

2
ρScCdc

[
ẋ − ψ̇.R. sin(ψ + β)

]
.

{
ẋ2 + ẏ2 + ψ̇2.R2 − 2.ψ̇ .R[ẏ. cos(ψ + β) − ẋ . sin(ψ + β)]

}1/2
(18.2)

Y (ẋ, ẏ, ψ̇) � −1

2
ρScCdc

[
ẏ + ψ̇.R. cos(ψ + β)

]
.

{
ẋ2 + ẏ2 + ψ̇2.R2 − 2.ψ̇ .R[ẏ cos(ψ + β) − ẋ sin(ψ + β)]

}1/2
(18.3)

N (ẋ, ẏ, ψ̇) �
− 1

2
ρScCdc

[
ψ̇.R2 + ẏ.R cos(ψ + β) − ẋ .R sin(ψ + β)

]
.

{
ẋ2 + ẏ2 + ψ̇2.R2 − 2.ψ̇ .R[ẏ cos(ψ + β) − ẋ sin(ψ + β)]

}1/2
(18.4)

where β � n.π/4; n � 1, 3, 5, 7. Finally, these are summed up to obtain the total
drag forces and moment. In the above expressions ρ is density, Sc and Cdc are the
representative area and drag coefficients of column, respectively, R is the distance
from the centre of each column to the unit origin and β is the local angle of the
element in relation to TLWP reference.

The procedure for calculating the drag force and moment in a tendon is similar
to the preceding one. But in this case we need to integrate the force along the tendon
length because the local velocity changes from zero at the ground up to a maximum
at the TLWP. As a result of integration the total force on each tendon is one third of
the force on the column:

X
(
ẋ, ẏ, ψ̇

) � −1

6
ρStCdt

[
ẋ − ψ̇.R. sin(ψ + β)

]
.

{
ẋ2 + ẏ2 + ψ̇2.R2 − 2.ψ̇ .R

[
ẏ2. cos(ψ + β) − ẋ . sin(ψ + β)

]}1/2
(18.5)
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Y (ẋ, ẏ, ψ̇) � −1

6
ρStCdt

[
ẏ + ψ̇.R. cos(ψ + β)

]

{
ẋ2 + ẏ2 + ψ̇2.R2 − 2.ψ̇ .R

[
ẏ2 cos(ψ + β) − ẋ sin(ψ + β)

]}1/2
(18.6)

N (ẋ, ẏ, ψ̇) � −1

6
ρStCdt

[
ψ̇.R2 + ẏ.R cos(ψ + β) − ẋ .R sin(ψ + β)

]

{
ẋ2 + ẏ2 + ψ̇2.R2 − 2.ψ̇ .R

[
ẏ2 cos(ψ + β) − ẋ sin(ψ + β)

]}1/2
(18.7)

finally, they are summed up to obtain the total drag forces and moment on tendons.
Regarding the TLWP pontoons: in order to simplify the calculation the coupled

term between angular and linear velocities is not considered. A transformationmatrix
is used to transport translational velocities and drag forces from the local system to
the global system:

N (ψ̇) � −1/2ρ.Sp.L3Cdp

32
ψ̇

∣∣ψ̇
∣∣ (18.8)

X (ẋ)local � −ρhLCd ẋlocal |ẋlocal | (18.9)

Y (ẏ)local � −ρhLCd ẏlocal |ẏlocal | (18.10)
[
ẋlocal
ẏlocal

]

�
[

cos(ψ) sin(ψ)

− sin(ψ) cos(ψ)

]

.

[
ẋ
ẏ

]

(18.11)

[
X (ẋ)

Y (ẏ)

]

�
[
cos(ψ) − sin(ψ)

sin(ψ) cos(ψ)

]

.

[
X (ẋ)local
Y (ẏ)local

]

(18.12)

For the quadratic damping of the FPSO the drag coefficients (Cd) were exper-
imentally obtained by means of captive tests of the hull under current action. The
drag is therefore given as:

X1(ẋ1) � −0.5 ρ S Cd ẋ1|ẋ1| (18.13)

Y1(ẏ1) � −0.5 ρ S Cd ẏ1|ẏ1| (18.14)

In the case of theFPSO rollmotion, instead of adopting a quadratic damping, itwas
considered an additional linear damping of 1.5% of the critical damping to represent
viscous effects. This damping level was obtained by adjusting the theoretical roll
response curve to the experimental response curve of the FPSO under beam regular
wave excitation.

18.6 Restoring Actions and Numerical Analysis

These are composed of hydrostatic and individual mooring forces and moments
(horizontal for the FPSO and TLWP, vertical for the tendons of TLWP). As TLWP
vertical motions were neglected, the unit will not present hydrostatic restoring forces
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or moment. The platform will only present horizontal restoring forces and moment
due to mooring lines, connecting lines and tendons. Hydrostatic restoring forces
and moments are considered to be linear. Individual horizontal and vertical mooring
actions are considered to be non-linear restoring actions. In the numerical analysis
restoring forces andmoments due to FPSO and TLWPmooring lines, TLWP tendons
and connecting lines between the two bodies have been modeled taking into account
their elastic characteristics and modes of displacement.

The numerical model has been described in detail in Cruz et al. (2012). In this
section of the present paper some results from the numerical model are compared to
experimental results. The interest here is to verify whether the numerical model is
capable of capturing the complex coupling between the TLWP sway and yaw modes
observed at the range of wave periods in which yaw amplification takes place, as
shown in Fig. 18.3. For this purpose Fig. 18.4 shows comparisons of experimental
and numerical time series of these motions for T=14 s, H=2.8 m. It is observed
that the essential aspects of the coupling are captured by the numerical model: (a)
sway motions responses are observed at wave period, yaw motions at double the
wave period; therefore, the essential nonlinear sway-yaw exchange of energy is
captured; (b) as the yaw amplitudes start to amplify the sway amplitudes move from
an attractor of large amplitudes to another one of markedly lower sway amplitudes;
(c) final sway and yaw amplitudes are in good agreement with the experimental
results; (d) there are some differences between the transient phase of numerical and
experimental amplification and decaying processes; these are clearly due to lack of
information about the initial conditions prevailing in the experiments. These transient
phase discrepanciesmay bemitigatedwhen different initial conditions are considered
in the numerical simulations, as discussed in Rodriguez and Neves (2012).

Figure 18.5 shows a comparison of TLWP’s surge motion time series for T �12 s,
H �2.4 m. It is observed that there is acceptable agreement both in terms of steady
state response amplitude and period. These motions are slightly over-estimated, with
responses taking place at double the exciting period, following the same pattern of
the TLWP yaw motions.

TLWP sway motions mainly respond at wave period, whereas the surge and yaw
respond at twice the excitation period. TLWP yaw motions are considerably large;
numerical results compare very well with those from experiments. It is verified that
surge responses take place at the same period as yaw. It has been pointed out that in
the TLWP case neither surge nor yaw are directly excited by the incoming waves. As
mentioned, the yaw natural period is Tnψ�33.6 s whereas the surge natural period is
much larger, Tnx �64.5 s. Therefore, for the exciting range of wave periods in which
yaw amplifications are observed the first Mathieu tuning is attained, indicating that
yaw motion is undergoing parametric resonance. At the same time yaw motion is
leading surge motion at the same period of oscillation. This observed tendency may
be appreciated in Fig. 18.6 which shows the surge, sway and yaw motions for T �
13 s, H �2.6 m: large sway motions induce yaw amplification which forces surge
motion to respond at the yaw oscillating period.
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Fig. 18.4 Comparison of numerical and experimental sway and yaw motions

Fig. 18.5 Comparison of numerical and experimental TLWP surge motion, T�12 s, H�2.4 m

18.7 Analytical Model

In the present problem restoring terms are due tomooring lines, tendons and connect-
ing lines. These expressions may be summed-up and expressed in terms of multivari-
able Taylor series expansions taken with respect to the mean equilibrium position.
Expansions are here defined with terms up to third order of the expansions. As the
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Fig. 18.6 Surge, sway and yaw motions, T�13 s, H�2.6 m

focus here lies in the surge, sway and yaw motions of the TLWP, it is assumed that
the FPSO is fixed at its mean position for the assessment of the connecting actions.

Adopting a nomenclature similar to that of Neves and Rodríguez (2007), non-
linear restoring actions may be expressed as:

cr � c(1)r (s) +
(

c(2)r (s) + c(2)r (ζ )

)
+ c(3)r (s)

�

⎡

⎢⎢⎢
⎣

X (1)
r (s)

Y (1)
r (s)

N (1)
r (s)

⎤

⎥⎥⎥
⎦
+

⎡

⎢⎢⎢⎢
⎣

X (2)
r (s) + X (2)

r (ζ )

Y (2)
r (s) + Y (2)

r (ζ )

N (2)
r (s) + N (2)

r (ζ )

⎤

⎥⎥⎥⎥
⎦
+

⎡

⎢⎢⎢
⎣

X (3)
r (s)

Y (3)
r (s)

N (3)
r (s)

⎤

⎥⎥⎥
⎦

(18.15)

where superscripts (18.1)–(18.3) refer to first, second and third order restoring terms,
respectively:

X (1)
r (s) � Xx x + Xψψ

Y (1)
r (s) � Yy y

N (1)
r (s) � Nψψ + Nx x (18.16)

Second order actions are composed of two terms. Subscripts (s) refer to body
motions,whereas subscripts (ζ) refer towave passage effects on the tendons described
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above. According to the derivations, second order restoring actions (motions) may
be defined as:

X (2)
r (s) � Xxyxy + Xyψ yψ

Y (2)
r (s) � 1

2

[
Yxx x

2 + 2Yxψ xψ + Yyy y
2 + Yψψψ2]

N (2)
r (s) � Nxyxy + Nyψ yψ (18.17)

and third order restoring actions as:

X (3)
r (s) � 1

6

⎡

⎣
Xxxx x3 + 3Xxxψ x2ψ + 3Xyyx y2x

+3Xyyψ y2ψ + 3Xψψxψ
2x + Xψψψψ3

⎤

⎦

Y (3)
r (s) � 1

6

[
Yyyy y3 + 3Yxxyx2y + 3Yψψyψ

2y

+6Yxyψ xyψ

]

N (3)
r (s) � 1

6

⎡

⎣
Nxxx x3 + 3Nxxψ x2ψ + 3Nyyx y2x

+3Nyyψ y2ψ + 3Nψψxψ
2x + Nψψψψ3

⎤

⎦ (18.18)

Since platform vertical motions are not considered, the length of the tendons may
be assumed to remain constant for small horizontal displacements; however, it does
not imply that there is no variation of the tension on the vertical tendons. The tension
may be varying as a result of the cyclic wave vertical force on the platform. Thus,
a restoring force depending on the tension will be varying in time. The expressions
for the tendons restoring forces and moment due to a linear variation are given as:

XT �
[
4T

L0

]
x ; YT �

[
4T

L0

]
y; NT �

[
4T .R2

L0

]
ψ (18.19)

where R is the distance of the tendon to the centre of reference at the platform.
Considering the wave vertical force on the platform for each tendon:

T (t) � T0 +
Zw(t)

4
(18.20)

Each of the above contributions will be composed of a pre-tension T0 plus a
harmonic contribution due to wave action. In regular waves, vertical wave exciting
force on the platform may be assumed as a simple harmonic:

Zw(t) � Zw0 cos(ωwt + γzw) (18.21)
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Following the same nomenclature, the wave passage contributions are represented
as:

X (2)
r (ζ ) � Xζ x (t)x

Y (2)
r (ζ ) � Yζ y(t)y

N (2)
r (ζ ) � Nζψ (t)ψ (18.22)

These are second order terms in the sense that they represent first order vertical
wave force Zw(t) multiplied by first order displacements x, y andψ . The implication
here is that, as indicated above, in principle the tendons may induce small time-
dependent internal excitations to the surge, sway and yaw modes of the platform.

Each coefficient in Eqs. (18.16–18.19) corresponds to constant derivatives, each
one being the sum of three contributions: mooring lines, tendons and connecting
lines. The derivatives were obtained by means of MAPLE computer code. In general
the obtained expressions of these coefficients are too long to be presented here. For
this reason, only the corresponding numerical values will be shown here. Therefore,
considering the above expressions for Eqs. (18.16, 18.17, 18.18 and 18.22), complete
restoring coupling is provided between surge, sway and yaw modes for the TLWP.
Numerical values of all constant restoring coefficients are given in Tables 18.1, 18.2
and 18.3 (already including the Taylor series multipliers) for the separated influence
of tendons, mooring lines and connecting lines, respectively.

Sub-harmonic resonance may be induced mainly by second order terms, as dis-
cussed by Neves and Rodríguez (2007) , corresponding to responses at twice the
exciting period, the first zone of instability of the Ince-Strutt diagram. Obviously

Table 18.1 Restoring
coefficients—tendons

X Y N

1st order x −130.3

y −130.3

ψ −94,045.1

3rd order x3 −7.0E−02

x2.y −7.0E−02

x2.ψ −1.0E+02

y3 −7.0E−02

y2.x −7.0E−02

y2.ψ −1.0E+02

ψ3 −2.1E+4

ψ2.x −1.0E+02

ψ2.y −1.0E+02

x.y.ψ
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Table 18.2 Restoring
coefficients—mooring lines

X Y N

1st order x −51.4 283.4

y −226

ψ 283.4 −36,763

2nd order x2 −8.7E−02

xy −1.7E−01 -8.6

xψ −8.6E+00

y2 −6.3E−02

yψ −8.6E+00 −8257.7

ψ2 −4.1E+03

3rd order x3 −5.5E−05 −5.0E−03

x2.y 4.1E−05

x2.ψ −6.2E+00

y3 9.9E−05

y2.x 4.1E−05 7.0E−03

y2.ψ 7.0E−03 6.6E−01

ψ3 −2.2E+02 −1.3E+05

ψ2.x −6.2E+00 −6.7E+02

ψ2.y 6.6E−01

x.y.ψ 1.4E−02

first order terms do not induce parametric resonance and third order terms induce
resonance at the wave period and a complementary period shift, as demonstrated in
Neves and Rodríguez (2007). It is realized that Eqs. (18.17 and 18.22) are therefore
the ones with direct interest in the present analysis. They reveal that, at least in prin-
ciple, all three modes may undergo coupled parametric resonance. A more specific
argument may be given to substantiate the central role of parametric resonance in the
observed instabilities if only the sway-yaw coupling is discussed: considering the
second order yaw restoring term Nyψyψ defined in the third equation of the set of
Eq. (18.17) coupling the sway and yaw modes, it may be seen that its linearized ver-
sionmay be cast as a time dependent linear termNyψ(yocos(ωWt))ψ, which describes
an amplitude of parametric excitation in the canonical form of the well-knownMath-
ieu equation, proportional to both the sway amplitude yo and to the connecting line
coefficient Nyψ.

Tendons alone cannot induce parametric amplification, as all their second order
terms are zero, as shown in Table 18.1. On the other hand, wave passage effects on
their tensions tend to be very small when compared with the effect of mooring lines
and connecting lines. The main reason is that the vertical wave force on the TLWP
is very small in the range of interest here, i.e., periods between 12 and 15 s. This is
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Table 18.3 Restoring coefficients—connecting lines

X Y N

1st order x −240 6600

y −31,626

ψ 6600 −796,134

2nd order x2 313.86

xy 672.3 −17,262

xψ −1.7E+04

y2

yψ −17,262 1,344,428.3

ψ2 672,214.1

3rd order x3 −6.3E+00 172.6

x2.y 1.3E+01

x2.ψ 517.9 −22,760

y3

y2.x 1.3E+01 −345.3

y2.ψ −345.3 9494.3

ψ3 360,871 −27,756,920

ψ2.x −22,760 1,062,612

ψ2.y 9494.3

x.y.ψ −6.9E+02

due to a typical platform design configuration usually adopted for minimizing heave
responses, as discussed in De Conti et al. (2009).

Tables 18.1, 18.2 and 18.3 demonstrate that parametric amplifications of the
TLWP are largely governed by the mooring lines and connecting lines. In partic-
ular, it is observed that coefficient Nyψ �1,344,428.25 kN for the connecting lines,
given in Table 18.3, is much larger than Nyψ �−8257.7 kN given in Table 18.2,
which is the corresponding value for the mooring lines. This is the main coefficient
in the yaw equation responsible for the transfer of externally excited sway motion
into internally excited yaw motion. It is then concluded that the connecting lines are
the main agent of parametric amplification. On the other hand it may be concluded
that the term Yψψψ2 in Eq. (18.17) is the one responsible for the reduction in the
sway motion that takes place as yaw motions amplify. Again, consulting Tables 18.2
and 18.3, it is possible to conclude that the connecting lines are mainly responsible
for the strong coupling observed in the experiments.
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18.8 Conclusions

A mathematical model for the analysis of parametric resonance in yaw of a TLWP
platform has been described. It has been shown that the encountered amplifications
are consistent with instabilities of the Mathieu type. Numerical simulations are well
compared to experimental results. A strong coupling between sway and yaw is evi-
dent from the experiments. This important coupling is captured in the numerical
simulations. It has been shown that the restoring system provided by the mooring
lines, tendons and connecting lines leads to sub-harmonic motions not only in the
yaw mode, but also in the surge mode. It has also been shown that parametric excita-
tion resulting from oscillatory loading of the tendons due to the vertical wave force
on the platform is negligible. It is concluded that the connecting lines are the main
agent for yaw parametric amplification of the TLWP. Hydrodynamic loading, due
to the close proximity of the two bodies, is obviously asymmetric. The relevance of
these asymmetries is a topic for future research.
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Chapter 19
Bifurcation Analysis of Ship Motions
in Steep Quartering Seas, Including
Hydrodynamic “Memory”

Ioannis Tigkas and Kostas J. Spyrou

Abstract Steady-state ship dynamics in steep harmonic waves encountering the
ship from stern quartering direction is under investigation. Bifurcation analysis is
performed by applying a numerical continuation method. Stationary as well as peri-
odic states are traced, as selected control parameters are varied. Regions with coex-
istence of different ship responses are identified. The main novelty of the paper lies
in the extension of the continuation analysis to a 6-DOF model, for a quartering
sea environment, with inclusion of memory effects within a potential flow frame-
work. Complete, vessel-specific stability diagrams, for horizontal plane motions,
are produced in an automated and time-efficient manner. These could provide useful
guidance to ship masters for avoiding the occurrence of surf-riding and broaching-to.

Keywords Manoeuvring · Surf-riding · Broaching-to · Bifurcation · Homoclinic
Continuation · Nonlinear dynamics

Nomenclature

A Wave amplitude
Ai j (ω) Added mass coefficient
AR Rudder area
aψ, ar Proportional, differential gain
Bi j (ω) Damping coefficient
c Wave celerity
FN Rudder normal force
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Fn Froude number
H Wave height
H/λ Wave steepness
Ix , Iy, Iz Roll, pitch and yaw ship mass moment of inertia
K , M, N Moments in roll, pitch and yaw respectively
Ki j (τ ) Impulse response function
KT Propeller thrust coefficient
k Wave number (k � 2π

/
λ)

L Ship length
m Ship mass
q, p, r Pitch, roll and yaw angular velocity in a body-fixed system, respec-

tively
S(xs, Ts) Vertical hull sectional area below instantaneous waterline
t Time
tp Thrust deduction coefficient
tr Rudder’s time constant
Ts(xsx0, t, z, θ) Draught of ship at vertical section S
u, v, w Surge, sway andheave velocity in a body-fixed system, respectively
UR Inflow velocity at rudder
X, Y, Z Forces in surge, sway and heave respectively
x Longitudinal distance travelled by the ship,with respect to a system

fixed at a wave trough
xO Longitudinal distance travelled by the ship in an earth-fixed system
xS Longitudinal distance of a vertical ship section S in the body-fixed

system
xG, zG Longitudinal distance from amidships and vertical distance from

keel of ship’s centre of gravity, respectively

Greek Letters

δ Rudder angle
Λ Rudder aspect ratio
θ Pitch angle
λ Wave length
ρ Water density
ϕ Roll angle
ψ Heading angle
ψr Desired heading angle
ωe Encounter frequency
ω Wave frequency
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19.1 Introduction

Instability phenomena in severe astern seas are feared by seafarers from the times
when wind was the primemover (Spyrou 2010). But it is only since the ’40s that they
started receiving deeper attention within the scientific community (Davidson 1948;
Rydill 1959). Shortly it was realised that, key phenomena which are responsible for
the occurrence of instability in following/quartering seas have a strongly nonlinear
nature (e.g. Weinblum and St. Denis 1950; Grim 1951, 1963; Wahab and Swaan
1964). Simulation, i.e. direct numerical integration of the equations of motion, is a
very straight-forward technique for predicting ship responses from some assumed ini-
tial conditions. As amatter of fact, it has been used in almost all investigations having
practical orientation (Motora et al. 1981; Fuwa et al. 1981;Renilson 1982;Hamamoto
1988, 1989; de Kat and Paulling 1989; Hamamoto et al. 1994). However, simula-
tion alone is generally ineffective for understanding, in a deeper sense, a dynamical
system’s behaviour and for identifying stability limitations. Novel techniques that
can target more globally and more directly a system’s potential for exhibiting rich
and unconventional dynamic behaviour need to be implemented. One technique that
can help to unravel behavioural changes as some system parameters are varied is
numerical “continuation” (e.g. Krauskopf et al. 2007).

In earlier studies this technique was applied for studying surf-riding and
broaching-to on the basis of a 4-degree-of-freedom (DOF) model with no “memory
effect” (Spyrou 1995, 1996a, b; Belenky and Sevastianov 2007). In a more recent
paper, the authors have performed continuation analysis of periodic motions in exact
following seas (surging, heaving and pitching), including potential flow memory
effects, for a ship that is on the verge of capture to surf-riding (Spyrou and Tigkas
2011). This work is further expanded here by performing combined continuation of
stationary and periodic responses for the 6-DOF model with memory. It is demon-
strated that, by using the so-called codimenion-2 continuation method, practically
useful stability diagrams of the system can be directly produced.

The dynamical system of ship behaviour in stern-quartering waves plays host
to nonlinear phenomena that cannot be fully captured via simulation alone. Con-
tinuation is a numerical method extracting automatically the limit-states (stable or
unstable) and also the bifurcations of the system, hence producing the “big picture”
of system’s global response. Conventionally, continuation is applied for dynamical
systems described by ordinary differential equations (ODEs) and having no “memo-
ry”. Nomemory means that, current loads on the body can be determined completely
by the current (instantaneous) values of the system’s variables and there is no need
one to invoke their past values. As well-known, wave radiation installs in the sys-
tem hydrodynamic memory which needs to be dealt with during the investigation of
ship dynamics. Hence, the integration of the memory effect within a continuation
study of ship motions in stern-quartering waves can be considered as an important
development for the future studies in this field.
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Fig. 19.1 Body-fixed,
wave-fixed and earth-fixed
coordinate systems
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19.2 Mathematical Model

19.2.1 Equations of Motions

Long harmonic waves are considered to propagate from following/quartering direc-
tion relatively to the ship, which is moving with forward speed while performing also
parasitic motions in all 6 degrees of freedom, due to waves’ effect. A non-inertial
system is placed at the intersection of the initial waterline, the centerplane and the
middle of the ship, with its longitudinal axis running along the ship, the transverse
directed to the left and the vertical axis looking downwards. This system follows the
translations and rotations of the moving ship (body-fixed system) and it is used for
monitoring ship velocities and accelerations (SNAME 1952). Furthermore, two iner-
tial systems are used in secondary role: one fixed at a wave trough, and thus moving
with the wave celerity; and also an earth-fixed system (see Fig. 19.1). Assuming that
the ship behaves as a rigid-body, it is well-known that the equations of motions can
be expressed with respect to the body-fixed system as follows1:

1All symbols are explained in the Nomenclature at the end of the paper.
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Surge:

m
[
u̇ + qw − rv − xG(q

2 + r2) + zG(pr + q̇)
] � X − mg sin θ

Sway:

m[v̇ + ru − pw + zG(qr − ṗ) + xG(qp + ṙ )] � Y + mg sin ϕ cos θ

Heave:

m
[
ẇ + pv − qu − zG(p

2 + q2) + xG(rp − q̇)
] � Z + mg cosϕ cos θ

Roll:

Ix ṗ − mzG(v̇ + ru − pw) − mxGzG(ṙ + pq) � K

Pitch:

Iyq̇ + (Ix − Iz)rp + mzG(u̇ + qw − rv) − mxG(ẇ + pv − qu) + mxGzG(p
2 − r2)

� M − mgxG cosϕ cos θ

Yaw:

Izṙ + (Iy − Ix )pq + mxG(v̇ + ru − pw) + mzGxG(rq − ṗ) � N (19.1)

19.2.2 Hull Forces and Moments

The external forces and moments acting on the ship are expressed in a modular form
as a summation of hull reaction, rudder, propeller and wave excitations. For low
frequencies of encounter, added mass and damping coefficients are calculated by
the “strip theory” method of Clarke (1972). Whilst “old fashioned”, this method is
easily integrated in a nonlinear dynamical system continuation analysis. Firstly are
computed the potential sway added mass coefficients for a number of (time-varying)
hull sections up to the wave surface by multi-parameter conformal mapping. Then
by integrating along the length of the hull the forces and moments can be found and
expressed as accelerations and velocity derivatives by partial differentiation (Tigkas
2009). Using pre-processing we obtain the added-mass coefficient of a section as
a polynomial function of the instantaneous sectional draught. In this method it is
assumed that only the wave profile corresponding to the ship’s specific longitudinal
position on the wave and the ship’s heave and pitch responses, influence the draught
of each section and consequently the zero-frequency added mass properties. An
example of the obtained results is shown in Fig. 19.2. A universal problem is the lack
of accurate calculation of the viscous part of the hydrodynamic derivatives that is
usually considerable at the sections near the stern. For this reason, in some occasions
we applied an empirical hybrid approach, extracting the viscous part from the semi-
empirical zero-frequency derivatives and adding it to the “potential” coefficients
obtained by Clarke’s method.
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Fig. 19.2 Linear
hydrodynamic derivatives for
the fishing vessel
investigated in Sect. 19.4, at
different longitudinal
positions on a wave starting
from a wave crest (λ/L � 2)
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Fig. 19.2 (continued)
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19.2.3 Memory Effects

To investigate ship motions not only for the stationary condition of surf-riding (zero-
frequency of encounter) but for a rather wide range of wave encounter frequencies,
“memory effects” should be considered, accounting for fluid’s hydrodynamic radi-
ation loads that are caused in mode i due to ship motion in mode j. According to
Cummins (1962) the radiation force can be expressed as:
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FMi j (t) � −Ai j (∞)v̇ j (t)−
∞∫

0

Ki j (τ )v j (t − τ )dτ

︸ ︷︷ ︸
si j (t)

(19.2)

The impulse response (or retardation) function Ki j in the above equation can be
written as follows (Ogilvie 1964; see however also detailed presentation in Taghipour
2008):

Ki j (τ ) � 2

π

∞∫

0

[Bi j (ωe) − Bi j (∞)] cos(ωeτ )dωe (19.3)

The integro-differential equations (IDEs) appearing in Eq. (19.2) can be approx-
imated by a system of ODEs by means of a standard state-space approximation
technique (Tick 1959; Schmiechen 1975; Jefferys 1984). As has been shown by
Schmiechen (1975), the following finite set of recursive first-order linear ODEs can
replace Eq. (19.2):

ṡi j (t) � si j(1)(t) − ai j(k)si j(k)(t) − bi j(k)v j (t)

ṡi j(1)(t) � si j(2)(t) − ai j(k−1)si j (t) − bi j(k−1)v j (t)

ṡi j(2)(t) � si j(3)(t) − ai j(k−2)si j (t) − bi j(k−2)v j (t)

. . . . . . . . . . . .

. . . . . . . . . . . .

ṡi j(k)(t) � −ai j(0)si j (t) − bi j(0)v j (t) (19.4)

The coefficients aij(m) and bij(m) are calculated from curve fitting in frequency
domain, on the basis of the values of the added mass and damping terms. However,
some attention is required in this identification scheme, for ensuring that the recursive
system of Eq. (19.4) is stable (Tigkas 2009).

It should be noted however that the developed procedure calculates the hydrody-
namic memory accounting also for the zero frequency effect that has already been
calculated by the applied strip - theory method. In order to sort out this overlap issue,
from each associated linear hydrodynamic derivative we subtract the corresponding
potential part at zero-frequency that was calculated by the potential seakeeping code,
that has been used in order to extract the added mass and damping coefficients.

19.2.4 Wave and Hydrostatic Loads

The wave excitation loads of a rigid body in regular harmonic waves, assuming
inviscid and irrotational flow, can be linked with the effects of the incident and the
diffracted wave potentials. The Froude-Krylov excitation loads (including hydro-
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static) are determined by the integration of the fluid pressure of the submerged por-
tion of the hull, up to the free surface of the incident wave. However, the contribution
of the diffracted wave excitation loads are not taken into account in this study. Their
calculation in a very low to medium encounter frequency range and the efficient
integration of such a scheme with continuation analysis is a demanding task on its
own that will be resolved in a future research study. Nevertheless, the inclusion of
diffraction loads is only expected to alter quantitatively but not qualitatively the
results.

19.2.5 Rudder and Propeller

Kose’s (1982) model is the basis for calculating rudder forces. As for propulsor’s
force, a polynomial fit of available propeller performance data is used for approx-
imating the thrust coefficient KT as function of propeller’s rate of rotation. Wave
effects on the rudder and on the propeller are produced by the variation of draught
at those locations and by the change in the inflow velocity. Rudder’s area and aspect
ratio “seen” by the water are obtained from its instantaneous draught. Sometimes the
propeller might ventilate or even emerge out of the water with significant efficiency
loss (Koushan 2006; Paik et al. 2008). However such losses can vary considerably
depending on stern’s layout, propeller characteristics and other design characteristics.
A simple model calculating the loss of thrust could not be deduced.

When the rudder angle is not taken as fixed, a standard proportional-differential
(PD) controller is used, whose equation is expressed in an O.D.E. form as follows:

δ̇ � tr
[−δ − aψ (ψ − ψr ) − aψbrr

]
(19.5)

19.3 Adaptation of Mathematical Model to Enable
Continuation

To conduct continuation analysis a number of transformations were obliged on the
described mathematical model:

(a) The investigated dynamical system needed to come into the generic ODE form
ẋ � F(x, a; t) where x is the vector of state variables and a is the vector of
system’s parameters. Furthermore, all state variables of the system should be
bounded as time progresses. As a matter of fact, continuation analysis could not
be attempted before transforming the equations of the system in such a way,
so that all state variables take values within bounded limits and, a steady state
recognised by the algorithm as such, irrespectively of whether this is stationary
or periodic, can be reached.
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(b) The last criterion states that the ODEs that constitute the state-space represen-
tation should have no explicit dependence upon the time variable. This may
include special transformations on the system’s form of equations, if the inves-
tigated dynamical system is excited by a time-varying force, as for example the
wave load.

The first problem is realised when a state variable of the system increases mono-
tonically to infinity as time progresses. The variable that renders impossible for the
system to reach a recurring state and is hence imposing non-conformity to the first
requirement, is the distance travelled by the ship in the longitudinal direction. In our
mathematical model, this is a state variable used for defining the relative position of
the ship on thewave and it appears in themodulewhere the Froude-Krylov forces and
moments are calculated. To demonstrate the transformations involved, let’s consider
the surge wave force. By using the relationship x � x0 − ct , the position-dependent
part of this force can be written as:

XFK � −ρgAk cos ψ

L/ 2∫

−L/ 2

S(xs, Ts)e
−kTs (xs ,x0,t,z,θ)/2 sin k(xs cos ψ + x)dxs

(19.6)

After trigonometric expansion it is written as follows:

XFK � −ρgAk cos ψ

L/ 2∫

−L/ 2

S(xs, Ts)e
−kTs (xs ,x0,t,z,θ)/2

[(cos kx · sin kxs cos ψ) + (sin kx · cos kxs cos ψ)]dxs (19.7)

Two dummy variables a � sin kx and b � cos kx are introduced, replacing the
cyclic functions of x in Eq. (19.7). The periodic nature of a and b means that these
variables are inherently bounded, unlike x which is monotonically increasing. For
consistency an extra pair of ODEs needs however to be added (see also Doedel et al.
1997):

ȧ � a − ωeb − a
(
a2 + b2

)

ḃ � ωea + b − b
(
a2 + b2

)
(19.8)

The introduced pair stands basically for a harmonic oscillator that, despite of
increasing by two the number of variables of the system, at steady-state it bears no
effect on the behaviour relative to the original system (Spyrou and Tigkas 2011). This
method is applied for all position-dependent forces and moments in all directions of
ship motion.

With the above transformations the model can be interfaced with the continu-
ation algorithm where in our case such is MATCONT (Dhooge et al. 2003). The
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mathematical principles and the main capabilities of this algorithm for investigating
nonlinear dynamical systems have been discussed in our earlier works and need not
to be repeated (see for example, Spyrou et al. 2007; Spyrou and Tigkas 2007, 2011).

19.4 Investigation Results

The ship investigated is the well-known 34.5 m long Japanese fishing vessel (‘purse-
seiner’) that has also been examined several times in the past in free running and
captive model tests, for numerical analysis of its dynamics and for benchmarking
evaluations (see for example Umeda et al. 1995; ITTC 2005). Her added mass and
potential damping coefficients at each encounter frequency were identified by the
commercial code Trident Waveload (2006). Integrations concerning hull geometry
were carried out on the basis of 20 transverse stations along the hull length. For the
memory fits discussed earlier, the number of the required linear first-order O.D.E.s
of the filter has been investigated and a few values of the order k (see Sect. 2.3) were
tested, in each case evaluating the quality of the fit produced (Fig. 19.3). The order
k � 3 seems to be a popular choice in relevant work, e.g. see Holappa and Falzarano
(1999). Here it was judged that it provides satisfactory accuracy [see also Spyrou
and Tigkas (2011) for more detailed explanation].

The standard state-space form of the mathematical model after implementing the
above described actions is consisted of 77 ODEs. This is considered as a very high
number of equations for a continuation study.

19.4.1 Stationary Responses

In Fig. 19.4 are shown the obtained “equilibrium headings” for the entire range of
rudder angles and for several nominal Froude numbers. These equilibrium headings
(actually these constitute surf-riding states) are unstable unless rudder control exists,
inwhich case the parts of the curve nearer to the trough are stabilised. But for the basic
case of a ship without active control, saddle-type instabilities are formed between
LP1 and LP1′ as also between LP2 and LP2′. Equilibrium diagrams for the other
modes of motion are also shown in Fig. 19.5.

Since LP1 points determine the range of potential stabilisation by rudder control
state laws, their locus defines in fact the domainwhere surf-riding can be experienced
in practice. Such a curve can be obtained by codimension-2 continuation of the fold
LP1, varying simultaneously Fn and δ. The result is shown in Fig. 19.6. The branch
of LP2 has also been included in this diagram. Even though these latter points do
not receive an immediate practical interpretation, their “behaviour” is interesting: at
the zero rudder angle and for Fn � 0.42, a cusp point is formed by the tangential
contact of the saddle-node branches corresponding to LP2’s evolution.
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Fig. 19.3 Examples of fits for added mass and damping coefficients for the purse seiner. (Fits for
heave, pitch and cross terms of pitch with surge can be found in Spyrou and Tigkas 2011)
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Fig. 19.3 (continued)
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Fig. 19.4 Equilibrium headings versus rudder angles, based on the 6-DOF model

A diagram such as the one of Fig. 19.6, relating speed, wave characteristics and
rudder angles resulting in surf-riding behaviour, could be useful for a ship master
who would be aware of the operational parameters’ values that are conducive to surf-
riding. Of course, given the deterministic nature of the method, the accuracy of the
input that could realistically become available to him is critical, especially regarding
wave height and period.

The influence of proportional gain on the realized heading in the condition of
surf -riding in quartering seas is illustrated in Fig. 19.7. Accordingly, the upper parts
of the curves in Fig. 19.7 from 0 to LP are always stable, whereas the lower parts
are occupied by saddles. Again, LP points indicate the transition of stability and are
occurring this time at the maximum possible commanded heading angles for each
selected proportional gain. As one expects, larger commanded angles of heading
will not correspond to a reduced heading error (commanded heading minus actual
heading), but rather practically mean the ship to start turning. It is also evident that at
low values of proportional gain, the heading error especially in relatively large com-
manded heading angles is also large and thus the controller’s function is problematic.
The locus of limit points (LP) is finally obtained by codimension-2 continuationwhen
varying simultaneously the commanded heading and the proportional gain.

Another useful investigation is to determine the locus of lowest nominal Froude
numbers for which surf-riding can be realised in quartering waves. This can also
be obtained by codimension-2 continuation, varying Fn and ψ r . In the scenario of
Fig. 19.8, the control settings were: tr � 3, aψ � 3, and br � 1 Several diagrams of
this kind for different heights and lengths can also assist on-board decision-making.
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Fig. 19.5 Equilibrium sway velocity (upper) and heave displacement (lower) corresponding to
rudder angles, for a range of nominal Froude numbers

19.4.2 Periodic Responses with Active Steering Control

The key element of the current effort targets the periodic responses in quartering
waves and furthermore, the conditions that are eligible for broaching-to behaviour
not only as a natural consequence of surf-ridingbut also by amore direct escapemech-
anism (Spyrou 1996b, 1997). However controller’s settings influence the amplitude
of yaw oscillation as well as the maximum commanded heading angle up to which
the ship remains controllable.

To run effectively the continuation of these periodic orbits for the complete model
in 6-DOF we needed to reduce the system of equations to 42 ordinary differential
equations (ODEs) by neglecting several memory terms that have a lesser effect on
the outcome. Thus, the most influential memory loads kept in this simplified system
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Fig. 19.7 Difference between commanded and actual headings for three different proportional
gains (1, 2 and 3), Fn � 0.45 and differential gain equal to 1

comprise; s22, s26, s33, s35, s44, s55, s53, s66 and s62. Below only two characteristic
examples of the several obtained results will be discussed.

Consider firstly the evolution of periodic motions for a fixed commanded heading
angle of 15°. For low nominal Froude numbers, ship motion is basically linear but
as the speed is increased, it becomes increasingly asymmetrical. As well known, at
some stage the periodic behaviour abruptly stops due a homoclinic connection. In
Fig. 19.9 is shown the contact between the stationary (surf-riding) and the periodic
motions that is responsible for this phenomenon. Continuation produces a unique
picture of this spectacular encounter between qualitatively different ship states.
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Fig. 19.9 3-D view of the evolution of limit cycles collapsing onto the branch of saddles, for a
fixed 15° desired heading angle

The sequence of phenomena is qualitatively similar to what happens in an exactly
following sea environment (see for comparison Spyrou and Tigkas 2011). However,
the critical Froude numbers are moved to slightly higher values since the experienced
surge wave force in quartering waves is reduced. Control settings were selected like
in Sect. 4.1, sufficient for keeping the ship on a mean heading very close to the
commanded one.
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nominal Fn=0.4

In the second scenario presented the interest is on the evolution of the periodic
motion amplitudes for a fixed nominal Froude number, as the commanded heading
angle is increased to values beyond the surf-riding range. As observed in Figs. 19.10
and 19.11, the amplitudes of both yaw and surge oscillations increase when the
commanded heading angle is also increased. Whilst this behaviour continues for the
lower range of commanded heading angles, at a critical value of the commanded
heading angle a limit point of cycles (fold of cycles) is encountered and the stable
limit cycles are turned unstable. Thus a sufficient condition for a discontinuous jump
to a distant state is established. The created unstable limit cycles continue their evolu-
tion “backwards” with increasing amplitude. This phenomenon indicates a different
broaching-to scenario at LPC, which occurs not due to surf-riding, but directly from
periodic oscillations by an over-increased heading angle. Such behaviour is not iden-
tified for the first time. The direct type of broaching (found also in the literature as
“cumulative broaching”, due to the oscillatory growth of yaw preceding the final
turn) has been discussed a few times in the past and the phenomena explaining its
inception were described in Spyrou (1997).

19.5 Concluding Remarks

A 6-DOF mathematical model containing modules for the effect of waves, hull reac-
tion including hydrodynamic memory, propeller and rudder has been described. The
mathematical model is the offspring of an earlier manoeuvring-type model with 4-
DOF and it was brought into a form making it amenable to bifurcation analysis.
A continuation analysis algorithm was interfaced with this mathematical model in
order to fully capture the stationary and periodic ship motions, with special emphasis
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Fig. 19.11 Bifurcation diagram showing the increase of yaw amplitude as the commanded heading
angle is increased, at nominal Fn=0.4

given to their interactions in phase-space. Loci, in parameters’ space, of bifurcation
points have also been traced. These loci represent stability boundaries and the pre-
sented approach essentially shows how one can identify such boundaries through
an automated procedure. Design diagrams relating to controller’s tuning; and ulti-
mately a complete booklet offering operational guidance for averting broaching-to
phenomena in steep quartering seas, can also be produced.

Despite the progress achieved so far, several areas requiring further attention have
emerged. For example, the nonlinearmathematicalmodel can be definitely improved;
especially the part related to the calculation of the manoeuvring derivatives and the
diffraction wave loads within a user-friendly framework for applying continuation
analysis and other nonlinear dynamics techniques. The combined effects of wind
and waves can also be studied. Despite that this appears to be straightforward given
the current development and previous work studies by the authors (e.g. Spyrou et al.
2007), the wealth of dynamical phenomena that may arise from a combination of
excitations, merits in our view a dedicated study. Another, more ambitious, direction
of research is the extension of the presented methods of analysis for a probabilistic
environment.
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Chapter 20
Modeling of Surf-Riding in Irregular
Waves

Vadim L. Belenky, Kostas J. Spyrou and Kenneth M. Weems

Abstract Surf-riding is an important phenomenon for the evaluation of ship
dynamic stability, as it is related to one of the principal mechanisms of broaching-to.
The evaluation of the probability of surf-riding in irregular waves is a necessary step
toward determining the probability of broaching-to following surf-riding. To facili-
tate the probabilistic study of surf-riding, a simple model of surging and surf-riding
in irregular waves of variable bandwidth is introduced. This model can be used to
identify patterns of surf-riding in irregular waves.

Keywords Surf-riding · Irregular waves

20.1 Introduction

The dynamics of broaching-to originating from surf-riding in regular waves is now
well understood from a global dynamical systems’ viewpoint (Spyrou 1996). A
cornerstone of this phenomenon is the appearance of a pair of surf-riding equilibria
of which the one that attracts in surge may be a repeller in yaw, depending on the
effectiveness of rudder control. Another key issue is the possible dominance of this
equilibrium in state space due to a “homoclinic connection” bifurcation that renders
surf-riding inevitable.

The physical mechanism of surf-riding includes the appearance of dynamical
equilibria and a ship’s attraction to the stable equilibrium (Kan 1990). The equilibria
appear when the wave surging force becomes large enough to offset the difference
between the ship’s thrust and resistance at speed equal to wave celerity. The equi-
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Fig. 20.1 On the appearance
of dynamic equilibria
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librium points are the positions of the ship on the wave where the forces balance
exactly.

To illustrate this, consider surf-riding in regular waves and plot the wave-induced
surging force as a function of the ship’s position on thewaves, takenwith the opposite
sign; see Fig. 20.1. In this plot, the horizontal axis is the position of the ship’s center of
gravity ahead of the wave crest, the dashed line is the wave profile, and the solid line
is the wave surging force, with a negative value indicating a forward (accelerating)
force.

Since the commanded speed is insufficient to propel the ship at wave celerity in
calmwater, additional wave force is necessary to drive the ship at wave celerity. If the
amplitudeof thewave surging force exceeds the absolute value of the balancebetween
thrust and resistance, two intersection points appear, as shown in Fig. 20.1. Those
will be called “surf-riding equilibria” (knowing that this is not an exact condition
of equilibrium); one shows stability features (black point, located around the wave
trough) and the other behaves as unstable (empty point, located around wave crest).

While these considerations are well-established in the field, they are repeated here
in order to highlight the difference between regular and irregular waves. If Fig. 20.1
is considered as a snapshot of forces in an irregular wave, all of the elements of
the surf-riding problem can be transferred from regular waves to irregular waves.
However, as these elements may vary in time and space, the problem should be
defined simultaneously in space and time—creating a spatial-temporal framework
for surf-riding in irregular seas, see Fig. 20.2.

As thewave surging force and celerity changewith the randomness of the irregular
wave, these dynamic equilibria appear and disappear and move with unsteady speed.
As a result, these equilibria points cannot be solutions of the equations of motion
and, strictly speaking, do not have all the properties of equilibria in a physical sense.
Nevertheless, they still define the topology of phase space. This brief argument
indicates a significant difference between surf-riding and broaching in regular and
irregular waves.
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Fig. 20.2 Random
surf-riding in
spatial-temporal framework
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While the overview of this problem is available from Belenky et al. (2016), the
present text is focused on the simplest mathematical model for surf-riding in irregular
waves, originally described in Belenky et al. (2011, 2012).

20.2 Surging in Irregular Waves

Consider a simple model for one-degree-of-freedom nonlinear surging:

(M + A11)ξ̈G + R
(
ξ̇G

) − T
(
ξ̇G, n

)
+ FX (t, ξG) � 0 (20.1)

Here M is the mass of the ship, A11 is the longitudinal added mass, R is the
resistance in calm water, T is the thrust in calm water, n is the number of propeller
revolutions, FX is the surging component of the Froude-Krylov wave force, and ξG is
the longitudinal position of the center of gravity in the Earth-fixed coordinate system.
The dot above the symbol stands for temporal derivative. The following polynomial
presentations are used for the resistance and thrust in calm water (for compatibility
with Spyrou 2006):
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R(U ) � r1U + r2U
2 + r3U

3

T (U, n) � τ1n
2 + τ2nU + τ3U

2 (20.2)

The irregular waves are presented as a spatial–temporal stochastic process using
the standard Longuet-Higgins model, based on the linear dispersion relation:

ζW (t, ξ) �
N∑

i�1

ai cos(kiξ − ωi t + ϕi ) (20.3)

where ai is the amplitude, ki is the wave number,ωi is the frequency, ξ is a coordinate
in the direction of wave propagation, and ϕi is a random, uniformly distributed phase
shift of the wave component i. As the model is meant at this stage to be qualitative,
a linear wave-body formulation is appropriate. Therefore

FX (t, ξG) �
N∑

i�1

AXi cos(kiξ − ωi t + ϕi + γi ) (20.4)

Since a body-linear formulation is adopted, the amplitude AXi and phase shift γi

are available from response amplitude and phase operators:

AXi � ai RAO(ki ) (20.5)

RAO(ki ) � ρgki

√√√√√√

⎛

⎝
0.5L∫

−0.5L

C(x, ki ) cos(ki x)dx

⎞

⎠

2

+

⎛

⎝
0.5L∫

−0.5L

C(x, ki ) sin(ki x)dx

⎞

⎠

2

(20.6)

C(x, ki ) � 2

0∫

−d

exp(ki z)b(x, z + d)dz (20.7)

where x and z are measured in the ship fixed coordinate system (positive forwards of
amidships and upward from the base line), b(x, z) is the molded local half-breadth,
ρ is a mass density of water, L is a length of the ship, and d is the amidships section
draft. Figure 20.3 shows the RAO of the surging wave force for the tumblehome ship
from the ONR topside series (Bishop et al. 2005). The phase shift γi is presented as
Fig. 20.4.

γi � arctan

( ∫ 0.5L
−0.5L C(x, ki ) sin(ki x)dx

∫ 0.5L
−0.5L C(x, ki ) cos(ki x)dx

)

(20.8)
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Fig. 20.3 RAO of surging
force
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20.3 Spectral Bandwidth: Modeling and Influence

To observe the appearance and development of the qualitative difference between
surf-riding in regular and irregular seas, it may be useful to start from a spectrum
with extremely narrow bandwidth. This idea has been implemented in the form of a
“bilinear filter.”

F(ωi ) �

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0 ω < blow	ω

ω−ωm−blow	ω

blow	ω
blow	ω ≤ ω < ωm

−ω−ωm+bup	ω

blow	ω
ωm ≤ ω ≤ bup	ω

0 ω > bup	ω

(20.9)

where ωm is the modal frequency of the spectrum while 	ω is the frequency step.
The filter consists of two lines: the low frequency corresponds to the index blow and
the high frequency index is bup. These two indices are parameters for controlling
the spectrum bandwidth. To keep the variance of the wave elevation constant, a
normalization coefficient is used:
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Fig. 20.5 Example of
changing wave spectrum
bandwidth with bilinear filter
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A sample result of the bilinear filter is shown in Fig. 20.5. After discretizing a
Bretschneider spectrum with 174 frequencies, a total filtered spectrum is created
by selecting the lower boundary 10 frequencies below the modal frequency and the
upper boundary 20 frequencies above the modal frequency. This corresponds to a
decrease of the spectrum bandwidth parameter from 0.703 to 0.21.

The filtering allows regular wave simulations to be carried out in an irregular wave
framework; it is enough to set the indices of the high and low frequency boundaries
to the modal frequency and only one component will remain in Formula (20.3). The
random phase in Formula (20.3) allows the effect of initial conditions to be observed.
It can be clearly seen in Fig. 20.6, which plots the time history of the surge velocity for
wave spectrum and speed setting but with different wave phases. The speed setting
refers to the ship’s calmwater speed for the specified constant propeller rate, which is
also the initial speed in the simulation. For this regular wave case with a speed setting
of 27.5 kn (14.1 m/s), there is a co-existence of surging (Fig. 20.6a) and surf-riding
(Fig. 20.6b) which can be realized through different initial phases.

Adding just one additional frequency significantly changes the picture. As pointed
out in Spyrou et al. (2016, 2018), the dynamic behavior becomes very rich—it
includes oscillatory surf-riding, period doubling and chaotic motions. The type of
observed dynamical behavior is dependent on how far the frequencies are apart and
the ratio of the amplitudes.

Figure 20.7 shows the wave elevation with three frequencies. As the frequencies
are very close to each other (see insert in Fig. 20.7), the waves are almost harmonic
with slowly changing amplitude. Figure 20.8 shows the ship response. It starts with
acceleration to 19m/s and apparent surf-riding until about 300 s when it turns to peri-
odic surging. Then there is another acceleration around 600 s, followed by apparent
surf-riding. Thus, the considered tri-chromatic case seems to model the “catch-and-
release” type of surf-riding, expected for the irregular waves, see Fig. 20.2.
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(a)

(b)

Fig. 20.6 Simulation in regular wave—co-existence of surging (a) and surf-riding (b)
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Fig. 20.7 Wave elevation at the origin composed of 3 frequencies

Fig. 20.8 Simulation with 3 frequencies

Figure 20.9 shows the response for the original Bretschneider spectrum. Both
records contain large amplitude asymmetric oscillation, sometimes with flattened
peaks. This asymmetric behavior may be a manifestation of surf-riding in irregular
seas. To prove this, however, one needs to find the positions and evolution of the
surf-riding equilibria.
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Fig. 20.9 Simulation with
original Bretschneider
spectrum
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20.4 Surf-Riding in Tri-Chromatic Seas

The very definition of celerity in irregular waves is actually a very deep problem
and is given full consideration in the next chapter of the book, as well as in Spyrou
et al. (2012, 2014), which discusses the formulation of a practical definition of wave
celerity and the implementation of schemes for evaluating it for theoretical and
numerical analysis. An extremely simplified version of the approach is used here,
in which the local celerity is defined by identifying the three profile zero-crossing
points that are closest to the ship and tracking their velocities from time step to time
step.

Once this approximate concept of wave celerity is accepted, the next objective
is to see the relation between the visible surf-riding behavior and appearance of
equilibrium. Tri-chromatic case, shown in Figs. 20.7 and 20.8, is chosen for further
study.While still very simplistic, simulations using this wave and the same simplified
ship surging model show three transitions—two captures and one release—over the
passing of six waves. The time histories of the celerities of these six waves are shown
in Fig. 20.10.

Along with a larger (about 1 m/s magnitude) changes in wave celerity, there are
quite dramatic peaks with three secondary peaks on the top. These secondary peaks
may be artifacts of the simplified wave tracking scheme and/or results of waves
overtaking one another.

Figure 20.11a shows the time history of the instantaneous ship speed and the wave
celerity of the “current” wave, the wave closest to the ship, at any given time. One
can see that the celerity curve at Fig. 20.11a is a combination of all six time histories
in Fig. 20.10, and can be discontinuous as the current wave changes.

Figure 20.11a also shows the temporal boundaries for waves. During periodic
surge motion, they almost always coincide with a down-crossing if the commanded
speed line. Figures 20.11b through 20.11q are the spatial snapshot corresponding to
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Fig. 20.10 Time histories of wave celerities

specific instant of time as noted in the captions. These instances of time are identified
in Fig. 20.11a with lettered arrows referring to the respective spatial snapshot.

On each spatial snapshot plot, the blue line shows the wave profile around the
ship, with the horizontal position of the diamond marking the ship’s position relative
to the wave. The circles on the wave profile mark three zero-crossing points that are
tracked to estimate wave celerity, of which the outermost circles define the spatial
boundary of the “current” wave. The direction of the ship (and wave) motion is to the
right. The vertical position of the diamond indicates the ship speed, while the middle
line (zero line of the wave profile) marks the commanded speed in calm water. The
increase of speed is downwards.

Each spatial snapshot also contains a plot for surging wave force (red curve) and
the balance between the available thrust and resistance at the current wave celerity
in the same scale (lower brown line).

The first spatial snapshot, Fig. 20.11b, corresponds to the initial conditions, with
the instantaneous speed equal to the commanded speed. The ship has just encountered
wave #1 and is located just within its boundary. The surf-riding equilibria exist, since
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Fig. 20.11 Two captures and one release from surf-riding in a three-component irregular wave;
time history (a) and spatial snapshots (b–q)

the surging force crosses the line corresponding to the balance between the thrust
and resistance.

The stable surf-riding equilibrium attracts the dynamical system and one oscilla-
tion period is seen in Fig. 20.11a until approximately t�100 s. The next two spatial
snapshots, Fig. 20.11c, d, correspond to the positive and negative peaks during this
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transition, respectively. The transition is completed and the dynamical system reaches
the stable equilibrium at around t�150 s, in Fig. 20.11e.

Looking at Fig. 20.11b through 20.11e, one can see that the amplitude of the
surging force is decreasing due to a reduction of the wave amplitude. This tendency
leads to the disappearance of the surf-riding equilibria around t�256 s and to the
release of the ship from surf-riding (Fig. 20.11f).

As the ship slows down (Fig. 20.11g), the wave #1 overtakes her, and wave
#2 is encountered at around t�326 s (Fig. 20.11h). The ship experiences the first
almost periodic surge with the positive peak corresponding to the spatial snapshot in
Fig. 20.11i. As expected, wave #2 overtakes the ship quite quickly and wave #3 is
encountered around t�380 s (Fig. 20.11j).

The modulation of wave amplitude and surging force then reverses and they begin
to increase. This is may be already seen in Fig. 20.11h, but becomes quite apparent
in Fig. 20.11i, j. New surf-riding equilibria appear around t�398 s (Fig. 20.11k).

The existence of the surf-riding equilibria has an immediate influence on the
surge motions, which become asymmetric with wider positive peaks and sharper
negative ones (Spyrou 2006). Symmetry is observed during the passing of waves
#4 and #5, during which the surf-riding equilibria exists continuously (Fig. 20.11l
through 20.11o). Figure 20.11o shows how the dynamical system passed near the
unstable surf-riding equilibrium, but the ship is not yet “caught” and wave #5 takes
over (Fig. 20.11p). The ship is finally “caught” by wave #6 and at around t�800
again reaches the stable surf-riding equilibrium (Fig. 20.11q).

20.5 Summary and Conclusions

A simple model of surging and surf-riding in irregular waves has been formulated. A
bilinear filter is introduced to control the bandwidth of thewaves, so the connection to
surging/surf-riding response in regular waves can be made. This filter was used for a
visual analysis of the influence of the spectrum bandwidth on the surging/surf-riding
response. An asymmetric response was observed that may incorporate the surf-riding
behavior. The next logical step is to find the locations of the surf-riding equilibria
in time and space. That step has led to the necessity of defining wave celerity in
irregular waves.

The formulation of a viable definition of wave celerity in irregular waves and the
development of robust methods for evaluating it in numerical theoretic analysis is a
quite substantial task and represents its own area of research. For the present study,
a simple definition was adopted, in which the wave celerity was defined as a speed
of zero-crossing points of a wave and evaluated using a point tracking scheme. This
approximate definition of wave celerity in irregular waves nevertheless allowed the
characterization of the surf-riding equilibria (or the lack thereof) for some numerical
case studies involving irregular waves with three components.
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Chapter 21
Definitions of Celerity for Investigating
Surf-Riding in an Irregular Seaway

Kostas J. Spyrou, Vadim L. Belenky, Nikos Themelis
and Kenneth M. Weems

Abstract As is well-known, if the speed of a ship operating in high, fairly regular,
following waves exceeds wave celerity, then surf-riding is realized. This motivates
one to approach the calculation of the probability of surf-riding in irregular seas
as a threshold exceedance problem. However, it is unknown whether such a simple
phenomenological rule, using the celerity as threshold, could also be applicable for
the ship dynamics associated with a stochastic wave environment. To clarify this,
a suitable definition of wave celerity for an irregular seaway needs first to become
available. In this chapter, we define celerity as the velocity of propagation of a
fixed slope value of the wave profile. This leads to the concept of instantaneous
celerity, opening up a window to the literature of instantaneous frequency in signal
processing. As it turns out, instantaneous celerity is not always a consistently smooth
and bounded curve. Other definitions of local celerity are also conceivable.We tested
a few different selections, obtaining time-dependent celerity curves for various types
of waves. Relaxing the requirement for a narrow-band spectrum, we offer some clues
about the effect of spectrum’s bandwidth on celerity. In a further step, simultaneous
treatment of the “wave” and “ship” processes is implemented, in order to investigate
the potential of applying a local celerity condition for surf-riding’s prediction.Various
patterns of ship motion, before and into surf-riding, are observed.

Keywords Surf-riding · Wave celerity · Irregular waves
21.1 Introduction

For developing a probabilistic evaluation of a ship’s tendency for surf-riding, a sig-
nificant challenge lies in the definition of wave celerity for an irregular sea environ-
ment. Specifically, it is not known whether some wave velocity notion pertaining to
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a multi-frequency wave profile could be used as an unambiguous speed threshold for
predicting surf-riding, in the same manner that celerity is used for regular seas. A
simple concept of mean celerity is supplied by the so-called “drift velocity” which is
calculated by averaging wave lengths and wave periods and then taking their ratio.
Moreover, various velocity distributions related to the waves have been discussed in
the literature: Longuet-Higgins (1957) proposed approximate closed-form expres-
sions of the velocity distribution for the maxima and minima of the profile of a
short-crested sea, for a Gaussian sea. Given a spectrum, the velocity distributions of
the so-called “specular points” of the profile, where the gradients in the two direc-
tions of wave propagation match desired constant values, can also be obtained. More
recent elaborations on the velocity distributions of various points of random wave
surfaces are described in Baxevani et al. (2003), Aberg and Rychlik (2006, 2007),
and elsewhere. In a study that aimed to calculate the probability of encounter of
waves that could cause broaching-to, Aberg and Rychlik (2007) selected the “wave
centre” (the point of downward zero-crossing) for defining wave velocity in a Gaus-
sian sea. Its distribution was derived for both fixed and moving (with constant speed)
observers by using Rice’s formula. They also discussed a celerity distribution based
on the half wave length for an approximate, deterministic, dispersion relationship.

Unfortunately, statistical models of wave celerity are of little use for deriving
the probability of surf-riding. This is because the process of the difference between
celerity and ship speed becomes strongly nonlinear when the surf-riding tendency
appears (Belenky et al. 2012, see also Chap. 20 of this book). In the current chapter
certain recent results are reviewed, focusing first on possible general methods of
calculation of wave celerity for irregular seas. Then, a specific celerity condition for
surf-riding’s prediction is evaluated (Spyrou et al. 2014).

21.2 Equation of Ship Motion

A wave elevation process evolving in time and unidirectional space is considered:

ζ (x ; t) �
∞∫

0

sin
(
kx − ωt + ε(r)(ω)

)√
2S(ω)dω ≈

n∑
ι�1

Ai sin
[
ki (x − ci t) + ε

(r)
i

]

(21.1)

Symbols are defined as follows: ζ is the elevation; x is the distance of some
considered point of the profile from the axes origin; t is the time instant; ω, k are,
respectively, the wave frequency and wave number; ε(r) is the random phase of
the ω-harmonic wave component (ε(r)

i being its value at the i discrete frequency
ωi ); Ai , ki , ci are the wave amplitude, number and celerity, respectively, of the
discrete wave component with frequency ωi ; and S(ω) is the wave spectrum. The
usual deep-water dispersion relation ω � √

g k is applied for each harmonic wave
component. The superscript (r) indicates that the phase ε

(r)
i at t � x � 0 is a random
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number, uniformly distributed in [0, 2π ]. Note that the “neat” integral representation
of the elevation in Eq. (21.1) is not a Riemann-type integral (Pierson 1955; see also
discussion in Kinsman 1984).

For a non-moving observer, ship’s surge motion could be expressed through the
following equation (Spyrou 2006):

(m − Xu̇)ξ̈︸ ︷︷ ︸
inertia M(ξ̈)

− (
τ2ξ̇

2 + τ1nξ̇ + τ0n
2
)

︸ ︷︷ ︸
thrust T(ξ̇ ;n)

+
(
r1ξ̇ + r2ξ̇

2 + r3ξ̇
3
)

︸ ︷︷ ︸
resistance R(ξ̇)

+

∞∫

0

cos

[
ω2

g
ξ − ωt + ε(r )(ω) + ε f (ω)

]
Xw(ω)

√
2S(ω)dω

︸ ︷︷ ︸
wave f orce F(ξ ;t)

� 0

(21.2)

The following new symbols appear in (21.2): ξ is the distance of the ship from the
observer; m,−Xu̇ are, respectively, the ship’s mass and her surge added mass; n is
propeller’s rate of rotation; Xw(ω) and ε f (ω) are, the RAO value and the phase of the
linear wave surge force corresponding to the ω-harmonic wave. The wave dispersion
relationship for deep water has been used: k � ω2/g. Since the surge wave force is
approximated by a sum of discrete harmonic force components, this equation can be
expressed, after some rearrangement, as:

(m − Xu̇)ξ̈ + r3ξ̇
3 + (r2 − τ2)ξ̇

2 + (r1 − τ1η)ξ̇

+
n∑

ι�1

fi cos
[
kiξ − ωi t + ε

(r)
i + ε fi

]
� τ0n

2 (21.3)

The above equation depends explicitly on time t , as for a parametrically excited
system. For a regular sea, the time-dependence can be removedby setting the observer
moving with the wave celerity. But this does not seem practical for an irregular sea,
since the new system would be now non-inertial (for an investigation on this see
Spyrou et al. 2014).

21.3 Instantaneous Celerity for Gaussian Formulation

When the wave profile is irregular, the frequency and wave number change con-
tinually. One might consider an expression of celerity based on the ratio of wave
frequency over wave number. However, this requires meaningful definitions of the
localized wave frequency (i.e. one associated with a short segment of the signal) in
space and in time. One could extract such quantities by applying a short-time Fourier
transform or by processing the wave profile simultaneously in the time and frequency
domains by a continuous wavelet transform. However, due to the renowned problem
of resolution when the time duration of the considered signal’s segment is very short



362 K. J. Spyrou et al.

[there can be either temporal or spectral localization, but not both (Gabor limit); see
Gabor (1946)] these approachesmay have an applicability issue. In signal processing,
the idea of “instantaneous frequency” was introduced many years ago (for a review
see Boashash 1992). The matter acquires greater importance for non-stationary sig-
nals. Mandel (1974) proposed that the average frequency of a spectrum derived by
the Fourier transform is equal to the time average of the instantaneous frequency. A
calculation of celerity by using the concept of instantaneous frequency is presented in
Spyrou et al. (2016). Here a more direct approach has been implemented, described
next.

A first observation is that, the mapping of wave phase to the local gradient of the
profile is not as apparent as it is in the periodic case. A quite generic idea is that
celerity could be the rate at which some local wave profile quantity is propagated.
The selection of the propagated quantity may result in different values of celerity.
Longuet-Higgins (1957) presented definitions of “velocities of zeros” based on a
fixed value of the elevation ζ , or of its gradient ∂ζ

∂x , as follows: consider a function
h determined from the wave profile, obtaining the value h0 at (x0; t0). On the locus
of h � h0, the differential dh is naught by definition, leading to an expression of
velocity:

dh � h0 − h0 � 0 � ∂h

∂x
dx +

∂h

∂t
dt → ch0 � −∂h

∂t

/
∂h

∂x
(21.4)

If the spatial gradient h � ∂ζ (x ;t)
∂x was used in the above, the expression of celerity

would become:

c(x, t) � −
∂2ζ

∂x∂t
∂2ζ

∂x2

(21.5)

Let us consider now a deep water wave elevation process represented by a large
sum of harmonics, as described by Eq. (21.1). Consider also a point on the wave
profile corresponding to a time instant t0 and located at a longitudinal distance x0
from the origin. The instantaneous spatial wave gradient at x0 is:

∂ζ (x ; t0)

∂x

∣∣∣∣
x0

≡ a(x0; t0) �
n∑

ι�1

Aiki cos
[
ki (x0 − ci t0) + ε

(r)
i

]
(21.6)

It is possible to trace the locus xa(t) of the slope value a on the x − t plane, by
simple time-marching of Eq. (21.6). In the first time step, for instance, Eq. (21.7)
below would be solved to get δx , given a δt (the reverse is in fact computationally
more efficient—such cases are encountered later):

n∑
ι�1

Aiki cos
[
ki [x0 + δx − ci (t0 + δt)] + ε

(r)
i

]
� a(x0; t0) (21.7)
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For subsequent steps, the solution x0 +δx will replace x0,while t0 +δt will replace
t0 and the next nearby solution will be identified. Eventually, the solution traces a
curve f (t ; a) started from (x0, t0):

xa(t) � f (t ; a)|x0,t0 (21.8)

where the subscript on the right-hand side indicates the starting point of the iterative
solution process. The time derivative of xa(t) should produce a celerity function
uniquely associated with each pair (xa, t):

ca(t) � ẋa(t) � d f (t ; a)

dt
(21.9)

For irregular waves this velocity is obviously time-varying. Furthermore, a differ-
ent celerity value should, in principle, be expected for different points of the profile
located between successive up-crossings.

Approximate calculations of celerity in an irregular seaway might also be con-
templated. For example, consider a pair (x, t) that defines a point of the irregular
profile in space-time. Fix t and measure, in space, the distance between successive
up-crossings (or down-crossings) lying immediately before and after x , calling this
distance λ̃. Subsequently, fix x and measure the corresponding distance in the time
domain (before and after the considered instant t), noting it as T̃ . Then an alternative
definition of celerity would be:

c̃ � λ̃

T̃
(21.10)

One should recall here that, counting distances between successive crests or
troughs might lead to a substantially different result if the wave spectrum is not very
narrow-banded. A feature of irregular waves is that, individual crests (or troughs)
can emerge or vanish. The generation of troughs with positive elevation as well as
of crests with negative elevation, are phenomena that are expected to make celerity
behave in a strongly nonlinear fashion. It is reminded that, for “Gaussian” elevations,
the ratio of the number of zero crossings N0 to the number of crest and troughs N1 is
defined as follows (in this case, ε is the spectrum’s width, with no relation with the
phase symbol ε used earlier):

N0

N1
�

√
1 − ε2 (21.11)

Some of the presented definitions of celerity are implemented and evaluated next.

Example 1 As a first case, consider a wave comprised of three frequencies defined
in Table 21.1. The waves are selected to be reasonably steep, yet linear. In Fig. 21.1
appears the wave profile in space–time; while in Fig. 21.2 are plotted several corre-
sponding loci of solutions xa(t). Curves of a similar nature, drawn however for the
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zero crossing points (which obviously do notmaintain the slope) have been presented
earlier by Sjo (2001). Recalling that the celerity corresponding to any one point of
these curves is given by the gradient dxa/dt , xa has been traced with respect to t
for four different local wave slope values: 0 (i.e. a crest or a trough), 0.01, 0.03 and
0.05. The solutions appear in Fig. 21.2 as several bunches of four contour lines (one
contour line per value of slope). Note that, at any time instant, each value of slope
can be realised at several locations, so are observed families of solutions.

In contrast to a periodic wave case, these constant slope lines are neither straight
nor parallel to one another. While the gradient, and thus celerity, is mostly not chang-
ing much, there are “strange” regions that basically correspond to the merging of
crests. Note in particular the backward turn of some lines—corresponding to the
more extreme value of local wave slope 0.05—that leads to their unification with the
corresponding curve of the previous group. It reflects the fact that in the considered
wave cycle this value of wave slope was not realized—i.e. the wave was not steep
enough. The annihilation (or creation) of such points of constant slope is referred-to
in the literature as “twinkle” (Kratz and León 2005).

Example 2 Now consider a wave elevation process defined by the JONSWAP spec-
trum. This spectrum was discretised using 15 frequencies distributed equidistantly

Table 21.1 Selected linear wave components

k (m−1) 0.04 0.025 0.05

ω � √
gk (s−1) 0.626 0.495 0.70

A (m) 1.0 1.5 0.7

Ak 0.04 0.038 0.035

ϕ � kx − ωt + ε 0.1 0.8 0.5

Fig. 21.1 Example 1 wave
in space-time
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Fig. 21.2 Bunches of
constant slope contours,
obtained from repetitive
solution of Eq. (21.7), for the
three-frequency wave
considered in Example 1.
The slopes are 0, 0.01, 0.03
and 0.05

Table 21.2 Location of
propagated wave profile
points at t �0 s

Slope x0(m)

Around first crest

0 13.23

1/100 11.47

between 0.63 and 1.43 of the peak value. For the prescribed range, the bandwidth
parameter ε receives the rather moderate value of 0.315. In Fig. 21.3 xa(t) contours
for two slope values (0 and 0.02) are shown, using the solution xa�0(t) � f (t ; 0)|x0,0.

Celerity curves produced by propagating the first crest lying right in front of
the axes origin, and also a profile point with 1/100 slope, are shown in Fig. 21.4.
Table 21.2 specifies the initial (t � 0) ordinates of these points. The variability of
celerity is prevalent and spikes are noted actually indicating singular behavior. Such
wave velocity jumps have been observed also earlier (see for example Baxevani et al.
2003). While the curve could be smoothed or clipped, evaluation of its importance
for the ship motion phenomena of interest is required.

Moreover, the calculated local celerity values are compared to those obtained by
applying the approximate expression c̃ � λ̃/T̃ , applied between peaks. Exact and
approximate values of celerity are compared, for a slope value 1/100, in Fig. 21.5.
The ratio of apparent half-length to apparent half-periodgave satisfactory predictions.
Such a conclusion is deduced if one compares the position of unfilled squares against
the continuous line; and similarly, that of the unfilled circles against the dashed line.
It is noted that a similar comparison for the filled symbols (that are based on whole
apparent lengths and periods) revealed larger discrepancies. The examination of other
points of the profile did not change this conclusion.
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Fig. 21.3 Contour plots
referring to Example 2, for
slope values a � 0 (upper)
and a � 0.02 (lower)

Example 3 In the third example, a portion of the JONSWAP spectrum, located
around its peak, was assumed. The considered spectral area was successively
widened, thus using bandwidth as the free parameter (Fig. 21.6).

The celerity curve corresponding to the first crest after the origin was derived, for
three realisations of each one of the 5 tested bandwidths (see Fig. 21.7). The three
realisations differed only in their (random) phases. As expected, the variability of
celerity in time is intensified as the bandwidth is enlarged. This trend is consistent
for all considered samples.
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Fig. 21.4 Celerity curves corresponding to Example 2, for wave slope a � 0 (dashed line) and
a � 0.01 (continuous line), started from the vicinity of the first crest

Fig. 21.5 Comparison of celerities for the JONSWAP wave of Example 2 (see also Table 21.2).
The two lines represent the celerities of the points of the downslope with a=0.01 (dashed line for
the point near to crest and continuous line for the point near to trough). Each unfilled symbol refers
to a celerity calculation based on the distance between successive peaks (crest to trough, or trough
to crest). Filled symbols refer to distance between successive crests. Circles refer to the higher point
(after the crest) and rectangles to the lower one (before the trough) (Spyrou et al. 2014)

Fig. 21.6 The 5 examined
cases of spectrum
bandwidths examined in
Example 3
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Fig. 21.7 Celerity curves for Example 3, obtained by propagating the first crest for five different
bandwidths. The three diagrams differ only in the random phases of the component waves

21.4 Celerity Definition for Surf-Riding Assessment

The definition of instantaneous celerity suffers from a number of drawbacks. First,
no matter what slope value is selected, there will be apparent wave cycles where any
given value will not be realized. However, these waves will not be particularly steep
and thus are unlikely to create surf-riding. The spikes, which correspond to points
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where celerity jumps to infinity because of the annihilation of the points with the
considered slope value, represent a bigger concern.

To avoid a large number of these spikes, one could employ a celerity corresponding
to the steepest point of wave down-slope located nearest to the ship. Such a choice has
an important advantage: it is likely to be very close to the point of the profilewhere the
maximum Froude-Krylov surge force is realized. As is well-known, the magnitude
of the surge wave force is a critical factor for the occurrence of surf-riding (Kan
1990). Often, maximum surge wave force and maximum slope are realized with a
small phase difference.Whilst the computational burden is not substantially different
between the point of maximum wave slope and the point of maximum wave force,
the first is a local wave characteristic that is, in a physical context, observable.

At least one point of maximum slope can be found on the down-slope of every
apparent cycle, yet it can degenerate to zero slope if its vicinity (e.g. its distance from
the neighbouring crest) shrinks to a zero length. However, it is believed that such
encounters represent relatively mild conditions for the ship and such singular points
should therefore be unimportant for the surf-riding probability calculation.Moreover,
for a relatively narrow band sea, such events become rare. It should be noted that
there can be more than one point of locally maximum slope on a down-slope.

As a ship advances with respect to a wave profile, or as the wave profile overtakes
the ship, the targeted nearest point of maximum slope will change in a discrete
stepped manner at least once every apparent encounter period. The obtained celerity
curve will therefore present points of discontinuity featuring stepped changes.

In order to calculate the celerity based on the propagation of the point ofmaximum
slope in the vicinity of the ship, let ξ(t) be the ship’s position at some arbitrary time
instant t , and let’s search for points of maximum wave slope that lie near to ξ(t)
and on a down-slope. The following equation is solved for xamax � f (t ; amax ), using
Newton iterations started from the current position ξ(t) of the ship:

∂2ζ
(
xamax , t

)
∂x2

� 0 (21.12)

Simultaneously, the following inequality should be satisfied to ensure that the
point is on the down-slope:

∂3ζ
(
xamax , t

)
∂x3

< 0 (21.13)

For a 4th order finite difference approximation of the derivative, k more points
are determined, separated by a time interval δt :

∂2ζ
(
xamax , t + δt

)
∂x2

� 0 → x (k)amax
� f (t + k · δt ; amax ) (21.14)

Since the time step δt is selected to be very small, the same initial guess ξ(t)
should practically suffice unless the initial point is very near to one of the special
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Fig. 21.8 Surge velocity (fluctuating lines) and wave celerity (straight horizontal lines) for:
ζ=3.8 m, λ=154 m. In the upper graph the Froude number is Fn=0.295 while in the lower Fn �
0.324. The expected and the calculated celerity lines coincide

points mentioned earlier, where a stepped change takes place. Thereafter the celerity
can be approximated by the formula:

c ≈ −x (2)
amax

+ 8x (1)
amax

− 8x (−1)
amax

+ x (−2)
amax

12δt
(21.15)

In order to ensure that the located points truly lie near to the ship, the following
inequality condition can also be imposed on the solution x (k)

amax:

∣∣x (k)
amax

− ξ(t)
∣∣ < d (21.16)

where d can be a suitable fraction of the instantaneous wave length.
In the analysis of ship motion data, the celerity is calculated for each time step

of the simulation time history by tracking the point of maximum wave slope nearest
this ship at that time. The examples below demonstrate the tracking scheme for
simulations of the tumble-home ship from the ONR Topside series (L = 154 m) in
regular, bi-chromatic and irregular waves. In these examples, the simulation time
step was �t � 1 while the tracking time interval was δt � 10−3.

Example 4 Here the scheme is applied for simulating regular waves, in order to ver-
ify that the expected regular wave celerity is successfully captured. The calculated
celerity curve appears in Fig. 21.8 as a horizontal thick line. In this initial implemen-
tation, the procedure is to find a maximum slope point by solving Eq. (21.12) with
the inequality condition (21.13).
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Fig. 21.9 Surging in a bi-chromatic sea, very near to surf-riding occurrence. The two present
harmonic wave components had: ζ1 �2.5 m, λ1 �175 m and ζ2=3.4 m, λ2 �154 m (Fn=0.28).
The two horizontal lines indicate their celerities. What appears as broken line is the sequence of
calculated local celerity values (Spyrou et al. 2014)

Fig. 21.10 Example of
phasing of wave slope
(straight line) versus
Froude-Krylov force (dashed
line) (Spyrou et al. 2014)

Example 5 In this example, bi-chromatic waves consisted of two wave components
are considered. The first scenario has one component with a length equal to the ship
length and a second component that is longer. A limiting case is presented in Fig. 21.9
where ship’s nominal speed is slightly below the critical one required for surf-riding.
As seen, surge velocity has come very close, yet did not cross the calculated celerity
curve.

In Fig. 21.10 have been plotted the time histories of Froude-Krylov surge force
and wave slope. Both are measured at the instantaneous position of the middle point
of the ship. Figure 21.11 shows contours of themaxima of these quantities on a space-
time plot. Both figures suggest that the maximum wave slope is a good indicator of
the location where the maximum of the wave surge force arises.

Moreover, the bi-chromatic wave simulation was repeated using the same wave
but with a slightly higher nominal speed (Fig. 21.12). This speed plot clearly reveals
crossings of the celerity curve. In this case, the mean speed is considerably higher
than the nominal speed and also, it remains quite close to the celerity curve. This is
prima facie realization of surf-riding like behavior; with the remark that the observed
motion has a persistently strong oscillatory character.

Another combination ofwave components,withmoderate steepness, led to similar
patterns of ship behavior; hence the observed behavior can be considered as quite
generic (Fig. 21.13).

Example 6 The final example of the celerity calculation is an irregular sea case
again based on the JONSWAP spectrum (HS � 3.5m, TP � 10 s). A region of the
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Fig. 21.11 Contour plots in
space-time for maxima of
wave slope and
Froude-Krylov force.
Straight lines indicate the
maximum slopes while the
dashed lines refer to the
maximum force. Empty dots
indicate model’s
instantaneous position. Black
dots show the nearest
identified point of maximum
slope for successive
positions of the model
(Spyrou et al. 2014)

Fig. 21.12 Crossing of the
time-varying celerity
threshold by the surge
velocity curve, for nominal
Froude number 0.288

spectrum around the peak frequency has been used, corresponding to wave lengths
that are very close to the ship length (between 148 and 164m).Wave realisationswere
based on six frequencies, with random phases. Ship behavior for nominal speeds just
below and well into the surf-riding regime are shown in Fig. 21.14. For reference, the
horizontal line indicates thewave celerity corresponding to themeanwave frequency.

The initial implementation of the celerity calculation was producing results only
for points of maximum slope on the down-slope adjacently to the ship. This explains
the broken celerity curve in Fig. 21.14 (upper). In Fig. 21.14 (lower), in the celerity
calculation were considered points on both the up- and down-slopes, producing a
complete, though not necessarily continuous, curve.
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Fig. 21.13 Change of surge
motion in a bi-chromatic
following sea: a just before
surf-riding occurrence with
Fn=0.311 (upper); b
crossing of celerity threshold
leading to surf-riding, for
Fn=0.321 (ζ1=3.8 m,
λ1=258 m and ζ2=3 m, λ2 �
220 m)

Fig. 21.14 Celerity (dotted
curve) and surge motion
based on crude discretisation
of the central part of a
JONSWAP spectrum, by 6
frequencies around the peak.
Froude number was 0.283. In
the upper diagram the
celerity is calculated for the
points of maximum slope
found in the down-slope
nearest to the ship. In the
lower diagram the celerity
calculation is based on
maximum slopes of both
down and up-slopes (Spyrou
et al. 2014)

21.5 LAMP Implementation

Following its initial verification using the 1-DOFmodel of surging, the irregularwave
celerity calculation is being implemented in the Large Amplitude Motions Program
(LAMP) where it will be used as part of a probabilistic model of surf-riding (Belenky
et al. 2012, see also Chap. 20 of this book). LAMP is a nonlinear time-domain
computer simulation code for shipwavemotions and loads that is built around a body-
nonlinear 3-D potential flow solution of the wave-body hydrodynamic interaction
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Fig. 21.15 LAMP
simulation of ONR Topsides
tumblehome hull in irregular
following seas

problem and incorporates models for viscous, lift and propulsor effects. Previous
studies have demonstrated that LAMP can simulate the principal phenomena of
surf-riding and broaching-to (Spyrou et al. 2009).

The LAMP implementation of the wave celerity calculation generally follows the
scheme described above, but has been adapted for LAMP’s more general irregular
wave models including oblique, short-crested (multi-direction) and nonlinear inci-
dentwaves. Thewave point that is tracked is themaximumwave slope in the direction
of ship travel; it is tracked only in that direction, and the resulting wave celerity is
calculated in this direction. In this manner, the tracked point is related to the force
in the surging direction and the “celerity” characterizes the speed that the ship must
reach, at its current heading, to stay at this point of maximum surging force. Note that
this “directional” definition of celerity can be quite different from a “physical” wave
celerity obtained by observing the motion of a wave feature from a global view point.
In fact, for a ship travelling at an angle to long-crested seas, LAMP’s “directional”
celerity will be larger than the wave “physical” celerity, going to infinity in beam
seas. However, this is correct for the consideration of surf-riding, as a ship would
need to go infinitely fast to maintain its relative position to the crest or other feature
of a beam wave.

Another difference in the LAMP implementation of the wave celerity calculation
is that it always searches for the nearestmaximum slope point on the down-slope even
if an up-slope maximum is closer. This is done by pre-computing the elevation and
its derivatives on a regular spatial interval δxs in the travel direction and identifying
intervals where a down-slope maximum can be found. A careful selection of the
interval size can also significantly reduce the number of wave evaluations required
to find and track the maximum slope points, which can be very important for wave
models that include many components and/or nonlinear terms.

Figure 21.15 shows a snapshot of a LAMP simulation for the tumblehome hull
form from the ONR Topsides series running in long-crested irregular waves. The
plot shows the wave profile at that time instance along the ship’s travel direction with
marks for the points of maximum down-slope and elevation (crest). The wave in this
case is derived from a Bretschneider spectrum with HS � 7m, Tm � 12 s.

At the lower propeller speed shown in Fig. 21.16, the ship speed oscillates near
its calm water speed and below the wave celerity, and no surf-riding is observed. At
the higher propeller speed, there are three episodes where the ship’s speed upcrosses
the wave celerity and is captured into surf-riding for a period of time, matching the
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Fig. 21.16 Ship speed and
wave celerity for propeller
speed of 2.2 rps (upper
diagram) and 2.4 rps (lower
diagram)

wave speed while surf-riding.While the initial wave celerity jump at 60 s is a plotting
artifact, the other “spikes” in wave speed are cases where the phasing of the wave
component produces a very rapid local translation of the point of maximum slope. At
~480 s of the first record (Fig. 21.16), an overtaking of one wave by a following one
actual causes the maximum point to briefly slide back up the wave face and results in
a negative celerity. The identification and handling of such situations is one objective
of the current development. Despite these problem points, the present scheme seems
to provide a practical calculation of wave celerity that is suitable for characterizing
surf-riding in irregular waves.

21.6 Conclusions

Various definitions of wave celerity for irregular seas have been discussed. Then, a
scheme has been developed for the calculation of instantaneous wave celerity that
could be applied towards the calculation of the probability of vessel surf-riding in a
steep following seaway. The scheme is based on determining the point of maximum
wave slope on the downslope of the wave nearest the ship and tracking it for a series
of short time increments. The choice of the point of maximum slope for calculating
celerity has been motivated by the fact that, it is generally found close to the point
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of maximum wave surge force that increases the propensity for surf-riding. The
tracking scheme has been implemented and demonstrated in both a 1-DOF model of
ship surging and in the LAMP 6-DOF time domain seakeeping code. Initial results
indicated that this scheme can reliably produce wave celerity values that can indeed
be used to identify surf-riding in irregular waves.
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Chapter 22
Estimating Dynamic Stability Event
Probabilities from Simulation and Wave
Modeling Methods

M. Ross Leadbetter, Igor Rychlik and Karl Stambaugh

Abstract Predicting the dynamic stability of ships in severe wave environments is
challenging, not only due to the complex non-linear hydrodynamics, but also the need
to characterize the rarity of events. The latter involves conducting enough simula-
tions to calculate associated small probabilities or alternate approaches for estimating
the rarity of events. This paper presents techniques for calculating probabilities of
occurrence of rare dynamic stability events using direct counting, Poisson distri-
bution fitting techniques and estimating the dynamic event probabilities. The latter
probability estimate is obtained by defining dangerous wave conditions that produce
rare events through hydrodynamic simulations and estimating their probabilities of
occurrence through joint probability distributions or simulations of the wave envi-
ronment. The accuracy of these calculations is discussed. An example application is
presented using a U.S. Coast Guard Cutter along with information useful for opera-
tor guidance in heavy weather. A recommendation is presented for further work on
defining the limiting probabilities one might use for design or operational criteria.

Keywords Ship stability · Dynamic stability · Simulation probabilities

22.1 Introduction

Intact dynamic stability is an important issue in design and operation particularly of
smaller Naval ships and U.S. Coast Guard Cutters operating in demanding weather
and wave conditions. Considerable longstanding research effort has been devoted to
the estimation of dynamic event probabilities and associated risks for specific vessel
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types in given operational conditions. This paper discusses techniques for calculating
probabilities of dynamic stability events, with emphasis on loss of intact stability and
capsize in a dynamic wave environment.

There are varied motivations for risk evaluation (deployment in operations requir-
ing high speeds and maneuverability in heavy seas, operator guidance in escaping
storms, longer-term missions in less hostile environments, and so on), as well as the
relative importance of determining precise numerical estimates, vis-à-vis reliance
on pure operator experience. The direct counting approach for estimation of capsize
probability of a vessel in a given operational period is simply to simulate a number of
“runs” of the specified duration under conditions of interest and to obtain the propor-
tion of these for which capsize occurs, yielding a natural (binomial) estimate whose
statistical properties are known. Moreover, given reliable modeling of vessel motion,
such simulation is applicable to capsize from any mode resulting from existing sea
conditions in that simulation run, i.e. one does not have to model specific capsize
mechanisms but allow the simulation program to determine what if any type of cap-
size occurs in the given sea. Simulation and direct counting statistics work especially
well for severe seas where many runs can be expected to yield capsizes—the relevant
estimation statistics is summarized in Part 1. However, for calmer less severe seas
it may require excessive numbers of runs to produce even one capsize, resulting in
potentially prohibitive simulation, amenable to the use of alternative methods ema-
nating from the seminal work of de Kat et al. (1994) as will be described in Part 2,
along with illustrations of their use.

22.2 Part 1 Simulation Estimates and Their Precision

22.2.1 The Probability Estimates

One obvious and time-honored method for estimation of capsize probability of a
vessel is to simply simulate a number of “runs” of given duration under conditions
of interest and to obtain the proportion of these for which capsize occurs. Given
good ship motion simulation, this yields a natural binomial estimate whose statistical
properties are known. If n runs each of duration T are involved the capsize probability
pT in the time duration T is estimated by:

p̂T � r/n, (22.1)

where r is the number of the n runs for which capsize occurs. In severe sea states this
can be accomplished by reasonably few simulations since capsizes will tend to occur
relatively frequently, but for calmer less severe seas excessively many simulations
may be required to achieve reasonable values of r and hence a meaningful capsize
probability estimate.
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Anatural assumptionwhichwemake is that disjoint time intervals are independent
as far as capsize is concerned—in the specific sense that the probability that capsize
will not occur in either of two disjoint intervals is the product of the probabilities
of no capsize for each interval. Based on this, the capsize probabilities for intervals
of different lengths are simply related to each other. For example it is immediate
that if p � p1 is the capsize probability in unit time (e.g. 1 h) then pT (the capsize
probability for T hours) is related to p by the formula:

pT � 1 − (1 − p)T ≈ T p (22.2)

(i.e p ≈ pT /T )

to a close approximation when p is small. When considering lower sea states, we
will use the approximation to provide a simple means of calculation of the capsize
probability in any period from that in any other period. The same relationships may
be used for the estimates of the probabilities involved.

22.2.2 Estimation Precision for PT

Since the number of capsize runs r is a binomial random variable with parameters
n, pT , p̂T has mean pT i.e. is unbiased, and binomial law variance:

var p̂T � pT (1 − pT )/n ≈ pT /n (22.3)

if p is small (low sea state conditions). Hence the precision of the estimator p̂T of
pT may be summarized by its standard deviation σT � √

pT /n estimated as:

σ̂T �
√

�

pT (1 − �

pT )/n ≈
√
p̂T /n (22.4)

This of course can be used to gauge how satisfactory p̂T is as an estimator of pT .
Further, confidence limits and intervals can be simply constructed for pT by assuming
that the binomial distribution for r has reached its limiting normal approximation
and hence that p̂T is approximately normal. These however, may be less accurate
approximations in view of the small binomial probability and it may be desirable to
use exact intervals obtained, e.g. from Swogstat.org.

Swogstat.org


384 M. R. Leadbetter et al.

22.2.3 Capsize Probabilities in Standard (e.g. Unit Time)
Periods

The above formulae thus enable an appraisal of the accuracy of p̂T as an estimator
of the capsize probability pT in a run of any length T . The feature of this is that
the capsize probability in time T is estimated by simulation of (n) runs of that same
length T . For comparison and mission risk evaluation, it is convenient to have tables
for capsize probabilities in standard (e.g. unit—1, 12 h etc.) periods of time, as a
function of sea state. For example, for unit time the above procedure can be carried
out exactly by simulating n runs of unit duration, but n may have to be very large
to achieve good accuracy (perhaps prohibitively so for low sea states). A further
potential disadvantage of short runs is the possibility that part of the time may be
required for “startup” before the actual desired ocean conditions are reached and
initial conditions have an influence on response and related statistics. However, as
noted above, the value of pT for any T determines its value for any other T such as
T � 1, by (22.2). In particular for unit duration to estimate p � p1 one may instead
estimate pT for a much larger value of T using an appropriate number n of runs as
above and infer the value of p or its estimate via (22.2). It may then in fact be shown
that all such choices lead to the same accuracy in estimation of p, provided p is not too
large. For example, when p is small the accuracy depends only on the total projected
simulation time M � Tn. That is if one chooses a total simulation time M say, the
same estimate of p is obtained by choosing any run length T and taking n�M/T runs
of length T with the same estimation error. This is intuitively reasonable since we
might think of a long run of lengthM formed fromM/T consecutive runs of length T.
This intuitive reasoning does not apply to large values of p—when numbers of runs
have capsizes, when resulting in wasted computer “downtime” following capsize in
a run.

22.2.4 Runs Required to Obtain a Given Accuracy
in Estimating p

As in the preceding section for estimating a general pT , the standard deviation σ1 of
p̂1 is an appropriate measure of the accuracy of determination of p � p1. This may
be estimated by (22.5) for a prescribed total run time M. On the other hand if one
does not know the value of p one may wish to determine the total run time so that
it may be estimated with a given (at least estimated) accuracy σ̂1. If p̂ were already
known this could be obtained simply from (22.5) withM � nT to give:

M � p̂/σ 2
1 (22.5)

in which σ1 is the accuracy (standard deviation) desired. Since the purpose at hand is
to obtain a simulation estimate of pwith prescribed accuracy for given sea conditions,
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a natural procedurewill be to use (22.5) to determine simulation requirementswith an
estimate p̂ obtained in somewayother than simulation such as thePoissonRegression
estimate of Part 2. It is not yet known how well such estimates will work for low sea
states, but they are available and can be expected to give at least “ballpark” values,
hence good guidance in the choice of total simulation time M. Of course once the
resulting simulations are run, they can be used to validate the use of alternative
and potentially less computer intensive estimation methods for low sea states. To
illustrate this consider a series of simulations all with significant wave height 5 m,
having mean wave period T1, speeds and headings as in Table 22.1. These are sea
conditions used in simulations run by U.S. Coast Guard. The fifth column contains
“Poisson regression estimates” (Part 2) of the 1 h capsize probabilities computed
using improvements of the methods in Åberg et al. (2008), and the final column uses
these as preliminary estimates to give the total simulation time to give a 50% relative
standard deviation (rsd) for the 1 h simulation estimate.

22.3 PART 2Wave Modeling—Poisson Regression Methods

22.3.1 Generalities

We now turn attention to calmer sea conditions for which an excessive simulation
effort may be required and describe alternative primarily theoretical involving math-
ematical (stochastic)modeling of sea states and the frequency of occurrence of waves
deemed to be threatening to the stability of a vessel. This more theoretical approach
requires more detailed understanding of the particular capsize mode involved and of
wave characteristics which may thus threaten vessel stability. This may be obtained
from a combination of theoretical and empirical studies—e.g. simulations for a mod-
erate number of cases. Here we focus primarily on capsize of vessels caused by
instability from large waves in following and stern quartering seas—of particular
concern for smaller naval vessels. A U.S. Coast Guard cutter is used as an example.
Our basic approach emanates from that of de Kat et al. (1994) in which ranges of
wave parameters (wavelength, wave-height) prone to cause capsize were suggested
and the probabilities of waves with such characteristics evaluated for specific stan-
dard sea surface spectra (but without direct consideration of motion of the vessel or
its interaction with waves). Our aims here to obtain closer, much less conservative
estimates by development of such ideas in important directions including: (i) charac-
terization of relevant geometrical properties of waves which actually cause capsize
when they encounter the vessel, based on U.S. Coast Guard studies of simulation
histories of vessel operation in which capsize occurs, and their relationship to the
vessel at capsize, and (ii) development of Poisson regression methods for prediction
of intensities of critical waves from sea state and vessel parameters. Here intensities
to refers to the frequency of the critical wave(s) and related event for the time frame
and average encounter period of the specific seaway.
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Table 22.1 Per hr capsize probabilities p for different sea states and total simulation time needed for
estimating pwith rsd� 0.5 computed using an improved poisson regression model from Leadbetter
and Rychlik (2007)

Hs
(m)

T1
(s)

Heading (°) Speed (knots) Capsize prob
p (per hour)

Sim time
needed for
rsd � 0.5 (h)

5 8 15 10 1.35 × 10−3 3.0 × 103

5 8 15 15 8.57 × 10−3 4.7 × 102

5 8 45 10 4.52 × 10−3 8.8 × 102

5 8 45 15 3.51 × 10−3 1.1 × 103

5 8 60 10 2.49 × 10−2 1.6 × 102

5 8 60 15 2.14 × 10−2 1.9 × 102

5 10 15 10 1.69 × 10−5 2.4 × 105

5 10 15 15 1.17 × 10−5 3.4 × 105

5 10 45 10 6.65 × 10−5 6.0 × 104

5 10 45 15 5.37 × 10−5 7.4 × 104

5 10 60 10 4.87 × 10−4 8.2 × 103

5 10 60 15 4.28 × 10−4 9.3 × 103

5 12 15 10 5.57 × 10−8 7.2 × 107

5 12 15 15 4.10 × 10−8 9.8 × 107

5 12 45 10 2.51 × 10−7 1.7 × 107

5 12 45 15 2.09 × 10−7 1.9 × 107

5 12 60 10 2.30 × 10−6 1.7 × 106

5 12 60 15 2.06 × 10−6 1.9 · 106
5 14 15 10 3.56 × 10−11 1.1 × 1011

5 14 15 15 2.73 × 10−11 1.5 × 1011

5 14 45 10 1.80 × 10−10 2.2 × 1010

5 14 45 15 1.53 × 10−10 2.6 × 1010

5 14 60 10 2.01 × 10−9 2.0 × 109

5 14 60 15 1.81 × 10−9 2.5 × 109

22.3.2 Dangerous Waves in Following Seas

There are a number of physical phenomena leading to capsizing or capsize modes;
like pure loss of stability, broaching-to, parametric resonance in roll, etc., but there
number is not limited. Simulation or these events with an appropriate simulation
program (e.g. FREDYN de Kat et al. 1994) is a method for estimating probability of
capsize and related events under moderately high sea conditions because it captures
the non-linear aspects of hull shape and empirical maneuvering model in the time
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Fig. 22.1 Illustration of an overtaking wave (left). Observed waves triggering capsize (right)

domain tomodel the physical response to large waves. This approach counts capsizes
caused bywhatevermode occurs in a given sea and vessel operational conditions, and
the event then becomes only statistically dependent to causes of particularmodes. For
less severe seas capsizes may be rare and one may wish to focus on particular capsize
modes of interest, model mathematically the sea—ship motion conditions that are
likely to lead to capsize from that mode, and estimate theoretically the probability
of such combination for specific sea spectra and vessel operation. In particular we
consider vessel capsize in following seas, where larger waves can lift the vessel and
cause directional instability such as surf-riding and broaching-to, leading to capsize.

Specifically in de Kat (1994) it is observed from simulations that certain spe-
cific ranges of wave amplitude and wavelength tended to engender capsize and the
probability that a wave would have parameters in this range is evaluated for given
standard sea spectra from known theory by Longuet Higgins (1957). The assumption
that such a wave would lead to capsize, thus provided capsize probability estimates.
However, the wave calculations were done as would be observed from a ship at rest
and wave-ship encounter interaction was not considered yielding a very conservative
estimate. It is clear that better estimates of capsize probability should be obtainable
from a more detailed understanding of what constitutes a “dangerous wave”, i.e.
what geometrical properties make it more likely to cause capsize when it encoun-
ters a vessel from behind. Further, it seems likely that the probability of such a wave
causing a capsize will depend on factors such as the position andmotion of the vessel
relative to the overtaking wave when encounter is initiated. Therefore, U.S. Coast
Guard simulations of vessel tracks and parameters were studied and times of capsize
recorded along with the shape of the last wave preceding the capsize event, which
we refer to as “triggering waves”. Typical examples of these are shown in Fig. 22.1
fromwhich it can be seen that a common of the triggering waves is the similar (steep)
slope between peak and trough.

Influenced by this, it seems reasonable to define a wave to be “dangerous” if its
downward slope lies within some small range (typified by those of Fig. 22.1 as the
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wave passes the centre of the vessel, in a sense to bemade precise below. By studying
the example shown in Fig. 22.1, we define a wave to be “dangerous” if its downward
slope lies within some small range, viz. between −0.4 and −0.2 as the wave passes
the center of the vessel. Our proposed approach is to calculate the rate μD � μD(θ )
at which dangerous waves are expected to overtake the vessel and further adjust this
by the estimated probability that a dangerous wave will cause capsize to obtain the
probability of capsize in a given time period. For this we take the mathematically
equivalent view point of regarding a vessel as “righted” after capsize and evaluate
probability as estimated by the expected number of capsizes, which will depend on
the type of ship, and operating conditions: sea state, heading, speed, duration etc.

We summarize the operating conditions in a vector of parameters θ , such as vessel
type, heading α; speed v, and sea surface, modeled as a stationary Gaussian field
having Bretschneider (1959) power density spectrum. This spectrum is parametrized
by the so called significant wave-height Hs and mean wave period T1, viz. θ � (Hs,
T 1, α, v). Let λ � λ(θ ) denote the capsize intensity (rate), measured in years−1

(hours−1) as convenient, under the operational conditions θ . The probability pT of
capsize in a given time T can be immediately obtained from the capsize rate λ(θ ), as
pT � 1 − e−λT .

22.3.3 Estimation of Event Intensity λ(θ)

The proposed approach is to use the estimated event rate intensities λ(θ ) in the range
about 10−2, which can be accurately estimated using 12 h mission simulation, to
model λ(θ ). Then the method is validated by means of extrapolation to operational
conditions θ with smaller risks for capsizing, about 10−3. (Such intensities can be
estimated using the simulation program.) Then, if the model satisfactorily predicts
such risks, one could expect to use it to predict the annual probabilities and risk.
The first step is to calculate μD � μD(θ ) mathematically from the assumed sea
state, spectral form, and vessel motion parameters. The detailed calculations are too
lengthy to re-produce here; but, may be found in references Leadbetter and Rychlik
(2007), Åberg et al. (2008), Rychlik et al. (2006) and Rychlik and Leadbetter (2009).

Two components are involved. First step is to calculate the rate of occurrence of
waves overtaking the vessel, and then adjust this by the probability that the specified
steep wave slope will be attained, to give the expected dangerous wave occurrence
rate μD � μD(θ ). The second and final step is to adjust this by a factor representing
capsize probability from a dangerous wave, requiring estimation from a number
of capsize runs. This involves a “Poisson Regression” (or log-linear model, with
Poisson distributions which is more natural for counting data than the customary
linear regression with normal distributions).

Specifically we propose the model:

λ(Hs, T1, α) � b1(HS/T1)
b2μD(θ ), (22.6)
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EXAMPLE
Probability of Capsize Calculation

USCG Cutter
1 hr Exposure, Stern Quartering Seas, 15 kts

Tp (sec)
7.5 8.5 9.7 10.9 12.4 13.9 15 16.4 18 20

0.5 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00

1.5 3.669E-08 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00

2.5 1.560E-08 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00

3.5 1.670E-05 5.350E-07 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00
R-16 R-12 Weather Routing Limit

Hs (m) 4.5 3.100E-03 3.170E-04 9.080E-06 1.060E-07 0.000E+00 0.000E+00 0.000E+00 0.000E+00
R-18 R-15 R-12

5.5 5.680E-02 1.070E-02 8.250E-04 3.550E-05 2.300E-06 3.860E-08 0.000E+00 0.000E+00
R-19 R-15 R-12

6.5 9.500E-02 1.340E-02 1.230E-03 1.570E-04 7.500E-06 1.190E-07 0.000E+00
R-20 R-15 R-12

7.5 8.710E-02 1.320E-02 2.590E-03 2.390E-04 9.510E-06 7.160E-08
21-R02-R

8.5
R-15

Fig. 22.2 Example of probability of capsize calculations in stern quartering seas using the “Dan-
gerous Wave” approach. R—is significant roll amplitude

This model is then fitted to actual observed capsize rates from a series of simula-
tion runs, fitting the parameters b1, b2 by standard Poisson regression methods. The
procedure has been programmed in Excel for these applications, and examples are
given in Fig. 22.2 for a 1 h exposure timeframe. Probabilities less than 10E-8 are
negligible and set equal to zero.

22.3.4 Validation of Poisson Regression or Other Estimation
Methods

For more severe seas the Poisson Regression estimation (or any proposed alterna-
tive estimation method) may be validated by comparison with simulation, which is
known to provide reliable results. It is no longer possible to make comprehensive
comparisons for low sea states as noted relative to the required simulation effort
evident from Table 22.1 at least in view of the excessive simulation times which may
be needed for a few cases requiring longer simulations that can be done routinely.
Such “spot checks” do not all have to be done on the same computer of course, since
as shown it is only the total simulation time that affects the value of the (simulation)
estimate and its accuracy. Hence, the time needed can be reduced if many computers
are available—even if for short periods such as weekends or other normally idle time.
Figure 22.3 presents a comparison of the Direct Counting (Part 1) and the “Danger-
ous Wave” (Part 2) approaches described in this paper for an example U.S. Coast
Guard Cutter.
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Fig. 22.3 Comparison between “direct counting” and “dangerous wave” approaches for predicting
probability of capsize

22.4 Conclusions and Recommendations

This paper discusses two approaches for estimating the statistics of dynamic events
associatedwith ships operating in diversewave environments and their specific appli-
cation depending on the desired accuracy and simulation time available and practical.
In particular these include:

(1) Direct counting approaches provide accurate statistical information for estimat-
ing the probabilities of dynamic events in severe wave conditions, and enable
confidence bounds to be determined for the estimates.

(2) Characterization of the wave conditions, wave–vessel interactions, and related
probability of occurrence in a given seaway associated with dynamic events is
found to be a useful approach to avoid excessive simulation time required to
predict rare events, especially for less severe seas.

(3) Further work is recommended to compare predicted probabilities to actual expe-
rience in severe steep wave conditions in order to benchmark the predictions
for operator guidance.

Disclaimer The opinions expressed herein are those of the authors and do not represent official
policy of the U.S. Coast Guard.
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Chapter 23
Stochastic Wave Inputs for Extreme
Roll in Near Head Seas

Dae-Hyun Kim and Armin W. Troesch

Abstract An approach to generate the extreme value distribution of parametric roll
in near head sea conditions is presented using a Design Load Generator (DLG), a
process to approximate the extreme value distribution of a Gaussian random variable.
Statistics of the roll amplitudes of a Joint High Speed Sealift (JHSS) concept hull
calculated from the DLG and the Large Amplitude Motion Program (LAMP) are
compared in Weibull space with the results from limited Monte Carlo simulations.
The interpretation of the exposure period of the DLG results is included.

23.1 Preface

The work presented in the following sections was originally presented at the 12th
International Ship Stability Workshop. It represents an early attempt to correlate
parametric roll with the extreme response of an artificial linear oscillator excited by
stern relative motion. The process and results are a complement to a later, more in-
depth, publication–StatisticalEstimationofExtremeRollResponses in ShortCrested
Irregular Head Seas, 2013 SNAME Transactions, Society of Naval Architects and
Marine Engineers, USA (Kim and Troesch 2013) – by the same authors.

In both works, the idea that the extreme value distribution of extreme roll
responses can be calculated by examining seaways where a surrogate process yields
the responses of interest was used. But there were twomajor differences. Rather than
the artificial linear oscillator, rare wave groups in short crested seaways, identified by
a novel derived process based on the time-varying metacentric height GM(t), were
shown to efficiently capture rare instances of parametric roll. The other important
difference was that the DLG methodology had been completely redeveloped such
that it could statistically accurately reproduce the extreme value distribution of the
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surrogate process even in short crested seaways. The value of the paper included here
is its demonstration of the relationship between extreme relative motion in near-head
seas and large roll and the concise explanation of an application of the DLGmethod-
ology. For more information about the DLG methodology and its application, refer
to, for example, Kim et al. (2011), Kim (2012).

23.2 Introduction

Theunderlyingphysics of parametric roll has been studied extensively by researchers.
As a result, many aspects of this nonlinear phenomenon can now be explained rea-
sonably clearly (e.g., France et al. 2003; Shin et al. 2004). However, the prediction
of parametric roll in a stochastic seaway is a question to be answered with further
research. One recent effort uses the first order reliability method (FORM), a popular
approach in the field of structural reliability, to calculate the most probable time
evolution of parametric roll yielding a known roll angle at a known time (Jensen and
Pedersen 2006). Although the nonlinearity associated with parametric roll is par-
tially recovered with a closed-form roll response model used to approximately find
the design point, the hydrodynamic model for the roll response is a simplified one
and the wave model is still linear. Moreover, the wave episode leading to the most
probable roll response time series is essentially a regular wave except the neighbor-
hood of the maximum roll. Whether this near regular wave behavior is due to the
small number of wave frequencies (i.e., 15–50) in the wave model or the intrinsic
nature of the FORM solution, which is just a point on the failure surface with the
shortest distance from the origin, is not clear. One of the limitations inherent with
this method is that the closed-form roll response model will play a crucial role in the
calculation of the reliability index, which may result in significant deviations in the
exceedance probability of the most probable time evolution of the known response
(see Vidic-Perunovic 2011).

A more desirable approach would be to use the time domain seakeeping tools that
can capture the onset of parametric roll with higher fidelity. For example, a 3D time
domain body nonlinear code, Large AmplitudeMotion Program (LAMP) (Shin et al.
2003), has been successfully applied to the prediction of parametric roll (see, e.g.,
France et al. 2003; Shin et al. 2004). Then, Monte Carlo simulations in theory should
be able to generate the statistics of parametric roll in irregular seaways. However,
several questions still persist. For example, what kind of probability distribution
would parametric roll follow? Is the roll response with parametric roll an ergodic
process? (see, e.g., Shin et al. 2004) In addition, Monte Carlo simulations in general
are very expensive. The purpose of the current paper is to present an approach to
the extreme value distribution of parametric roll as practically as possible using a
Design Load Generator (DLG). The DLG has been previously applied to estimate
the statistics of not only Gaussian or slightly non-Gaussian processes but also of a
highly non-Gaussian process (Kim and Troesch 2010; Kim et al. 2010; Alford et al.
2011).
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23.3 Methods

23.3.1 Design Load Generator

The DLG is a process to approximate the extreme value distribution of a Gaussian
random variable without expensiveMonte Carlo simulations. For example, a random
variable X sampled from Eq. (23.1) follows the Gaussian distribution as N goes to
infinity due to the central limit theorem.

x(t) =
N∑

j=1

a j cos(ω j t + ε j ) (23.1)

Here ε j is a uniformly distributed random variable between−π and π. The amplitude
a j is obtained from a single-sided spectrum S(ω j ) as

a j = √
2S(ω j )�ω j (23.2)

The standard deviation of the random process, σ, may be calculated from the area
under the spectrum S(ω j ) as

σ2 =
N∑

j=1

S(ω j )�ω j =
N∑

j=1

1

2
a2j (23.3)

The probability density function (PDF) of the random variable X is then

fX (x) = 1

σ
√
2π

e−x2/(2σ2) (23.4)

The largest value out of m zero-mean Gaussian random samples is also a random
variable and designated as Xm. The PDF of Xm can be theoretically derived as

fXm(x) = m

(
1

σ
√
2π

e−x2/(2σ2)

) (
�(

x

σ
)

)m−1

(23.5)

By differentiating Eq. (23.5) with respect to x, the most probable (or the peak value)
x̄ can be obtained: the number of observations m is related to the peak extreme value
of the random variable by

1

m
∼ 1 − �

(
x̄

σ

)
as m → ∞ (23.6)
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where�(·) is the cumulative distribution function of the standard normal distribution.
Eq. (23.6) leads to the definition of the target extreme event (TEV ), which is

TEV = x̄

σ
= design response

σ
(23.7)

It is evident that TEV is closely related to the exposure periods of the extreme events:
a higher TEV represents a rarer event.

Let X ′
m be a new random variable modeled in the DLG by

x′
m(0) =

N∑

j=1

a j cos(ω j · 0 + ε′
mj

) =
N∑

j=1

a j cos(ε
′
mj

) (23.8)

where the extreme is assumed to occur at t = 0 without loss of generality. Once σ
and m (or TEV ) are fixed, the DLG calculates the PDF of ε′

mj
such that X ′

m approx-
imates Xm (Alford et al. 2011). Since the PDF of ε′

mj
is given, the shape of x′

m(t)
around t = 0 is readily available. Assuming X is the Gaussian response from a lin-
ear system, the corresponding Gaussian input wave time series is readily available,
from which any nonlinear time domain simulation can further be conducted. When
the correlation coefficient between x′

m(t) and the corresponding nonlinear response
is 1, the two responses have the same exposure period (i.e., m). As the correlation
weakens, the DLG-generated nonlinear response becomes the lower bound of the
real nonlinear response of the same exposure period. Then, the question becomes
what linear response is closely correlated to the parametric roll response of a vessel.
In this paper, an imaginary damped mass spring oscillator of which forcing is the
relative motion of ship’s stern with respect to the input wave is considered. To be
specific, it is hypothesized that the response of the oscillator would be closely related
to the parametric roll. Since the output response of the oscillator is still linear, the
exposure period of the DLG-based extreme response of the oscillator can easily be
calculated. Choosing the parameters of the oscillator will be discussed in the next
section.

23.3.2 Requirements for the Onset of Parametric Roll

In order to devise the parameters of the oscillator, the onset of parametric roll is
first considered. Parametric roll is said to occur when a few critical requirements
are satisfied. The conditions summarized in France et al. (2003) are repeated in
Table 23.1.

InTable 23.1,ωroll is the roll natural frequency,ωe is thewave encounter frequency,
λ is the wave length, L is the ship length, ηo is the input wave height, and ηc is a
threshold value. In addition, a ship is said to bemore vulnerable to head sea parametric
roll when its stern area is wide and flat and bow flare is pronounced. In this sense,
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Table 23.1 Typical
requirements for parametric
roll

Requirements

ωroll ∼ 0.5ωe

λ ∼ O(L) (or 0.8L ≤ λ ≤ 1.2L)

ηo ≥ ηc

Roll damping is low

the example vessel used in this study, the Joint High Speed Sealift (JHSS), has those
characteristics that may contribute to parametric excitation. However, the simulation
of extremeparametric roll for the JHSS throughMonteCarlo simulations for practical
purpose is usually not feasible. The numerical model and principal dimension of
the JHSS is shown in Fig. 23.1 and Table 23.2, respectively. A technical report of
experiments that includes the hydrostatic stability curves of this hull form (JHSS
Model 5663) is available in Piro et al. (2012).

In the current research, the roll response of the JHSS is simulated using LAMP.
Depending on the level of approximations, four solver options (LAMP1 ∼ LAMP4)
are available in LAMP. LAMP2 is an approximate non-linear model with body-exact

Fig. 23.1 Joint high speed sealift

Table 23.2 Principal dimensions of JHSS

Parameter Value

LOA 303m

Beam 32.0m

Draft 8.65 m

Displacement 35122 tonnes

Model number 5663
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Table 23.3 Example test case

Parameter Value

Hsig 11.5m

Tmodal 14.0 s

S(ω) Bretschneider

Ship speed V 9.8517m/s

Heading angle β 170◦

TEV 4.5

Froude-Krylov and hydrostatic forces and the perturbation potential solved over the
mean wetted hull surface. LAMP4 is the most realistic solver option because all
three forces (i.e., hydrostatic force, Froude-Krylov force, and the forces due to the
perturbation potential) are calculated over the instantaneous free surface. However,
previous research has shown that LAMP2 can capture parametric response (e.g.,
France et al. 2003; Shin et al. 2004) and LAMP2 is significantly faster than LAMP4.
Consequently, LAMP2 is used in this paper. It should be mentioned that the roll
damping model in the LAMP simulations is a crucial system parameter to be studied
carefully. The tuning of numerical roll damping model would ensure more accurate
calculation of roll damping force. Since there is no roll experimental data available
for this concept hull, however, attempts to find a better roll damping model have not
beenmade. Therefore, the defaultKato roll dampingmodel (Kato 1965) implemented
in LAMP is utilized. The comparison between the default Kato model and a tuned
damping model for a container vessel is presented in France et al. (2003).

The test condition chosen for this paper is given in Table 23.3, which is based
on Table 23.1 and a numerical roll decay test. The roll decay test using LAMP2 is
shown in Fig. 23.2. The significant wave height and modal period correspond to a
sea state 8; a condition that JHSS can reasonably be expected to encounter several
times during its operational lifetime.

23.3.3 Linear Oscillator

The DLG methodology assumes that the wave environment leading to extreme non-
linear responses will be similar to the wave environment that leads to extreme values
of a surrogate process. This approach has been shown to successfully produce a
lower bound on the estimation of the probability of nonlinear extreme responses.
The accuracy of this lower bound estimate depends on whether the surrogate process
captures the physics of the onset of the nonlinear extreme responses. Refer to Kim
and Troesch (2013) for a more thorough explanation of this idea for the prediction
of parametric rolling.
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Fig. 23.2 Roll decay test with LAMP2 at V = 9.8517m/s

Consider, as a surrogate process, an imaginary damped mass spring oscillator that
can be expressed as

mẍ + cẋ + kx = αmzo(t) (23.9)

zo(t) is the relative motion of a point on ship’s stern with respect to the incident wave
and α is an arbitrary constant. The linear relative motion zo(t) may be expressed as

zo(t) = η3(t) + lξη5(t) − ηξ(t) (23.10)

where η3(t) is the heave displacement, η5(t) is the pitch angle in radians, and ηξ(t) is
the incident wave height at a location ξ, and lξ is the longitudinal distance between
the ship center of gravity and the point ξ on the ship stern. Assuming a harmonic
input forcing with a frequency ω,

ẍ + 2ζωnẋ + ω2
nx = αz̃oe

iωt (23.11)

where the natural frequency ωn and the damping ratio ζ are simply

ω2
n = k

m
and ζ = c

2mωn
(23.12)

Introducing the complex frequency function H1(iω) defined as the response of
the oscillator divided by the input relative motion,
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H1(iω) = ω2
n x̃

αz̃o
= 1

1 − (ω/ωn)2 + i(2ζω/ωn)
(23.13)

The complex transfer function H (iω) is then defined as the response divided by the
input incident wave becomes

H (iω) = H0(iω)H1(iω) (23.14)

where H0(iω) is an usual relative motion transfer function. H (iω) is the transfer
function to be applied in the DLG. Since TEV is the ratio of maximum response to
the standard deviation σ of the process,α is set equal to ω2

n without loss of generality.
The natural frequency ωn is set as twice the roll natural frequency from the roll decay
test and the damping ratio ζ used in this paper is 0.04.

23.4 Results and Discussion

To assess the likelihood of the JHSS experiencing large roll in near-head seas (i.e.,
β = 170◦), completed in this research are LAMP simulations based on an ensem-
ble of the DLG wave sequences and comparable Monte Carlo simulations based on
300 uniformly distributed random wave phase components. The DLG/LAMP sim-
ulations are based on an ensemble of short time series (200s in length) identified
by the DLG process. The number of wave frequencies N is 101. The Monte Carlo
simulations consist of 500 fifteen minute time histories (−20s at the beginning of
each record to remove transients) spanning an effective exposure period of approx-
imately 125h. For the Monte Carlo simulations, N is 301. This strategy is adopted
to avoid repetition in the incident wave profiles (see, e.g., Belenky 2011). By taking
the average of 500 sequences of the Monte Carlo simulations, the approximate root
mean square (RMS) values for the heave, pitch, and roll responses are calculated
to be approximately 1.57m, 1.70◦ , and 1.14◦, respectively. The roll mean period,
based on zero-upcrossings, is about 13.5 s, which is consistent with the roll natural
period based on the roll decay test.

The DLG/LAMP simulations are conducted for three degrees of freedom - heave,
roll, and pitch - vessel motions responding to 999 DLG identified incident wave pro-
files configured to produce a TEV of 4.5 for the linear oscillator given in Eq. (23.11).
A 4.5 TEV maximum amplitude for the oscillator has an approximate Rayleigh
exceedance probability of 1/25,000. The corresponding mean exposure period is
approximately 85h, when the mean frequency, ωmean = 0.5145 rad/sec, calculated
from the response spectrum of the oscillator is converted to actual time. An example
DLG/LAMP realization is shown in Fig. 23.3. Note that in Fig. 23.3, the maximum
incident wave (η0) elevation at midship was approximately 4.8 times the wave RMS,
the maximum heave (η3) elevation was approximately 6.3 times the heave RMS, and
the maximum pitch (η5) elevation was approximately 4.7 times the pitch RMS, while
the maximum roll (η4) elevation was approximately 34.4 times the roll RMS!
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Fig. 23.3 Example DLG/LAMP realization (TEV = 4.5)

As mentioned, the DLG approximates the extreme value distribution of the re-
sponseX of the oscillator. To show the level of approximation by the currentDLG, the
histogram of 999 realizations and the expected histogram from Eq. (23.5) are com-
pared in Fig. 23.4a. The maximum roll amplitudes in the DLG ensemble (LAMP2)
are shown in Fig. 23.4b. Note that the most probable roll maximum in Fig. 23.4b
is approximately 9◦. Also note that there are 4 of the 999 realizations that exceed
39◦, including three capsize sequences. A snapshot of one of the LAMP2 capsize
sequences is shown in Fig. 23.5.

Fig. 23.6 combines the result of the Monte Carlo simulations and the DLG in
Weibull space. It should be noted that the extremevaluePDFof the roll is exaggerated.
This figure supports, to a degree, the hypothesis upon which the linear oscillator in
Eq. (23.5) is based. That is, large, nonlinear, non-Gaussian roll in near head seas is
correlatedwith the response of a linear oscillator with a natural frequency of twice the
roll natural frequency and excited by large stern relative motion. In addition, while
the most expected roll maximum shown in Fig. 23.4b lies on the very proximity of
the curve traced by the Monte Carlo simulations in Weibull space, there is a finite
probability that the JHSSwill experience conditions during the same exposure period
that lead to capsize. The probability can be summarized as follows:

For the operational condition given inTable 23.3, themost probable roll amplitude
is approximately 9◦, which represents a lower bound for the exposure period of 85h.
In addition, considering all the roll motions in the 999 member ensemble, extreme
values greater than 39◦, including three capsize realizations, occur approximately
0.4% of the time.
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Fig. 23.4 Histograms of 999 DLG generated extreme response X of linear oscillator and corre-
sponding roll response ζ4
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Fig. 23.5 Example LAMP simulation (One of three capsize cases)
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Fig. 23.6 Weibull plots for roll monte carlo simulations

23.5 Conclusion

This study calculates the extreme value distribution of parametric roll for a given
exposure period. Since the DLG is based on a Gaussian process, the extreme value
distribution of the extreme roll is a lower bound of the exact extreme value distri-
bution. The DLG can generate an ensemble of short design wave time series, from
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which the extreme value distribution of the corresponding nonlinear responses can be
calculated relatively efficiently. For example, about 85,000h worth of Monte Carlo
simulations are required to obtain a comparable histogram presented in this paper.
As such, the DLG method can provide a valuable tool for designers in establishing
useful operational guidance.
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Chapter 24
Critical Wave Groups Versus Direct
Monte-Carlo Simulations for Typical
Stability Failure Modes of a Container
Ship

Vladimir Shigunov, Nikos Themelis and Kostas J. Spyrou

Abstract In the second Generation Intact Stability Criteria currently developed at
IMO, the process of direct stability assessment (DSA) and providing operational
guidance (OG) are interlaced with a requirement of performing a large number of
numerical simulations. However, extreme roll motions that are generally behind sta-
bility failures are rare events as any extreme responses. An additional significant dif-
ficulty is that roll response as stochastic process is usually non-Gaussian, therefore,
close-form expressions for the probability of extreme roll responses, based on spec-
tral moments, are in general not applicable. A practical approach proposed recently
exploits the idea that extreme events occur due to the encountering of extreme wave
groups (critical wave episodes). This could alleviate the need for a large number of
simulations by focusing on the systematic identification of those deterministic wave
sequences that generate unacceptable roll responses. Taking a first step towards a sys-
tematic validation process of the wave groups method, the present study compares
the exceedance probabilities of 40° roll angle and of g/2 lateral acceleration, com-
puted by the critical wave groups method with Monte-Carlo simulations for a large
containership. The nonlinear seakeeping code rolls is used as mathematical model
of ship motion. Typical loading conditions where various stability failure modes can
occur are examined.
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24.1 Introduction

Application of numerical simulations for direct stability assessment is currently dis-
cussed at IMO as an important part of the second Generation Intact Stability Criteria.
The use of numerical simulations for probabilistic assessment of dynamic stability
requires sufficiently accurate mathematical models of nonlinear ship dynamics, as
well as practical rational probabilistic procedures able of predicting probabilities of
rare extreme motion events for non-Gaussian processes.

A practical solution for the latter problem proposed by Themelis and Spyrou
(2007) exploits the idea that extreme events occur due to the encountering of extreme
wave groups (critical wave episodes). Following this approach, the identification of
the critical wave groups in terms of their height, period and duration is possible on
the basis of nonlinear deterministic ship motion analysis, whereas the estimation of
the probability of encountering specific wave groups is based on statistical Gaussian
seaway models.

The method is by its nature approximative in its consideration of the ship-wave
encounter, because, at its current stage of development, certain regular wave profiles
are examined. On the other hand, the method is very versatile, because it combines
arbitrarily sophisticated nonlinear analysis of ship dynamics (and thus takes into
account any stability failure mode captured by the motion analysis method) with
accurate probabilistic analysis of the seaway.

The present study is a step towards the comparison of this method with the
direct stability assessment through numerical simulations with the nonlinear sea-
keeping code RollS, for typical stability failure modes of a modern post-panamax
container ship in a range of practically relevant initialGM values. Short-term average
exceedance rates of the maximum (over the ship) lateral acceleration value g/2, as
well as of roll angle 40°, are determined from Monte-Carlo simulations. They are
compared against the exceedance rate obtained by using the critical wave groups
approach.

24.2 Critical Wave Groups

According to the principle of the criticalwavegroupsmethod, the ship canbe assumed
as performing initial motions of small to moderate amplitude in the considered
mode(s). Then extreme behavior is realised due to the encounter of a wave group.
Thus the critical wave groups identification process supplies in fact the threshold
excitation that generates un-desirable ship behavior. Such wave groups are identified
for frequencies spanning the usual range of wave frequencies. Each group is charac-
terised by its run length, period and height. However, the choice of fixed height does
not imply that groups physically display such a property. Instead, it specifies the criti-
cal height abovewhich ship behavior exhibits at least one unacceptable characteristic.
As for the discrete period, it should be seen as a representative of the small range of
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periods around it. It is important to note that, in the implementation of thismethod, all
wave groups that result in undesirable dynamic response are extracted beforehand.
Then, probabilities can be determined of encountering conditions “worse” than the
critical, for the seaway situations that exist in the considered area of ship operation.

The process of consecutive waves is modeled as a first order “autoregressive
model” which is in fact equivalent to assuming the Markov chain property for the
waves, a well-established characteristic of sea waves. However, it is essential that no
similar assumption is necessary concerning roll response.

The targeted probability is calculated by the next product

p � p(T |H > Hcr ) · p(H > Hcr) (24.1)

where p(T |H > Hcr ) is the conditional probability of encountering n successive
waves with periods T in a specific range and heights above a threshold level Hcr,
and p(H > Hcr) is the probability that n successive waves have heights exceeding
this critical threshold.1 For the calculation of the first probability, the conditional
multivariate normal probability density function (pdfc) is used (Wist et al. 2004),
combined with Tayfun’s (1993) work on the joint probability density function (pdf)
of large wave height and its associated period. On the other hand, the calculation
of p(H > Hcr) is based on the bivariate Rayleigh pdf of two successive wave
heights, Battjes and Van Vledder (1984), combined with the Markov chain property.
This modelling approach can handle efficiently both the period and the height of
successive waves and represents a key step beyond the Kimura-type modelling of
wave groups that is not sensitive to the period, Kimura (1980).

24.3 Ship and Loading Conditions

A modern 8000 TEU container ship was selected for the study. Such vessels are
presently the work horses of east-bound container shipping routes, and many of
them might be employed in west-bound routes with more harsh weather conditions
after the modernisation of Panama channel. Many years of full-scale measurements
on board several vessels of this size are available, thus their loading and speed profiles
are well known. Moreover, roll damping parameters are known from model tests.

The selected vessel has a length between perpendiculars of about 320.0 m, water-
line breadth of about 43.0 m and design speed of about 25.0 knots. Vessels of this
size operate most frequently in partial loading conditions withGM from about 2.5 to
about 4.5 m; such loading conditions are relatively safe with respect to both paramet-
ric and synchronous resonance. Therefore, a wider range of loading conditions was
studied, Table 24.1, including (1) nearly full load with GM of 1.2 m, which might

1The slightly unorthodox inequality in the above means that each component of vector H obtains
greater value than the corresponding value in vector Hcr. However, in the current implementation,
all entries of vector Hcr receive the same value Hcr.
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Table 24.1 Loading conditions

Draught Tm [m] 14.44 12.84 11.36

Metacentric height
GM [m]

1.2 3.8 7.5

Natural roll period Tϕ

[s]
30.1 18.5 12.6

Table 24.2 Selected
scenarios

Case GM [m] Fr [−] μ [°] T1 [s]

01 7.50 0.16 98.0 11.5

02 1.26 0.09 50.0 10.0

03 1.26 0.12 49.0 9.2

04 1.26 0.04 180.0 13.4

05 3.80 0.16 60.0 12.7

be vulnerable to parametric roll, (2) a “typical” loading condition with GM of 3.8 m
and (3) ballast loading condition with a very high GM of 7.5 m, expected to lead to
large lateral accelerations due to synchronous rolling.

24.4 Selection of Speeds and Seaway Parameters

Table 24.2 summarises the scenarios selected for comparison. In this table, GM
means the initial metacentric height, Fr the Froude number, μ the wave direction (0°
following waves, 90° waves from steering board, 180 degree head waves) and T 1 is
the mean wave period.

Synchronous roll is most relevant in beam waves, where the added resistance is
rather low and thus forward speed can be rather high, see case 01 in Table 24.2. The
corresponding critical seaway parameters for this loading condition are shown with
a black point in Fig. 24.1.

Principal parametric resonance occurs typically at low GM in following waves
(at low forward speeds) to quartering waves (at higher forward speeds, which are
more realistic in waves from the stern directions), Shigunov et al. (2009). Cases 02
and 03 in Table 24.2 represent this failure mode, and Fig. 24.2 shows these cases on
polar plots; two cases with different ship forward speeds are selected to study the
influence of the ship speed.

Principal parametric resonance also occurs at low GM in head waves at low
forward speeds, which are relevant in rather high head waves. Case 04 in Table 24.2
and Fig. 24.3 illustrate the selected seaway conditions and the ship forward speed.

Finally, case 05 in Table 24.2 and Fig. 24.4 represent direct excitation case for a
“typical” loading condition.
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Fig. 24.1 Calculated
root-mean-square (rms) of
roll angle for loading
condition with GM � 7.5 m
at Fr � 0.16 in irregular
waves versus modal wave
period and wave direction
(radial and circumferential
co-ordinates, respectively).
Black line indicates
resonance condition

24.5 Monte-Carlo Simulations

To study the influence of the significant wave height on the accuracy of the critical
wave groups method, significant wave height was systematically varied with a small
step for each of the selected combinations 01–05 of wave direction, wave period and
ship speed. Simulations were performed in long-crested seaways described by the
JONSWAP spectrum with the peak parameter γ � 3.3. For each combination of ship
speed and seaway parameters, 50–500 simulations were carried out with different
initial phases of seaway components, untilmaximumover the ship lateral acceleration
exceeded the value g/2. In the other series of simulations (denoted as cases 01a–05a,
with the conditions corresponding to those in cases 01–05), exceedance of the roll
angle of 40°was considered as the extreme event. The average exceedance periodwas
calculated by averaging of all exceedance periods. Numerical code RollS, proposed
by Söding (1982), was used for simulations (see Petey 1986, for details of themethod
and Shigunov et al. 2009, for validation examples).

24.6 Calculation of Hydrodynamic Database

For each of cases 01–05 and 01a–05a, respectively, a corresponding hydrodynamic
database of roll responses in regular waves was computed. The period of regular
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Fig. 24.2 Calculated rms of
roll angle for GM � 1.2 m at
Fr � 0.09 (top) and 0.12
(bottom). The black points
indicate selected
representative scenarios for
parametric resonance in
quartering waves; blue line
indicates resonance
condition while yellow and
green lines limit the area of
suitable wave lengths

waves was varied in a broad range with a step of 0.5 s; GM, forward speed and
wave direction were kept constant. For consistency, the same simulation method
rolls as used for the Monte-Carlo simulations was also used for the computation of
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Fig. 24.3 Calculated rms of
roll angle for GM � 1.2 m
and Fr � 0.04 in irregular
waves. Black point indicates
selected representative case
for parametric resonance in
bow waves. Blue line
indicates resonance
condition, yellow and green
lines limit the area of
suitable wave lengths

Fig. 24.4 Calculated rms of
roll angle for GM � 3.8 m at
Fr � 0.16 in irregular waves

the hydrodynamic database. The initial condition was an upright ship with zero roll
velocity.



414 V. Shigunov et al.

Fig. 24.5 Post-processing of responses in regular waves
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Fig. 24.6 Characteristics of critical wave groups for 40° roll angle exceedance

Time histories of responses (maximum over the ship lateral acceleration or roll
angle) are processed to obtain response maxima, i.e. max(an,−an∗), Fig. 24.5, per
cycle of oscillation. Figure 24.5 explains the definitions used: the reaction period n
from the start of simulation and n* for negative peaks. Post-processing considered 9
roll cycles. Thewave heightwas varied until the responsemaximum, in each response
period in turn, exceeded the threshold (g/2 for lateral acceleration or 40° for roll
amplitude). In this way, nine “critical” wave height values Hcr(T, n), n � 1, . . . , 9
were identified, each of which led to a response amplitude equal to or greater than the
threshold, during the corresponding wave encounter. Figures 24.6 and 24.7 present
examples of the identified critical wave heights. The corresponding scenario and the
threshold are also indicated. The curves shown were obtained for the wave group
period equal to the mean period of the seaway, Table 24.2.

In general, exceedance of 40° roll angle requires higher waves than those required
to exceed g/2 lateral acceleration. Figure 24.6 also indicates that higher waves are
required for 40° roll angle exceedance in beam seas (case 01a) compared to quartering
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Fig. 24.7 Characteristics of
critical wave groups for g/2
lateral acceleration
exceedance
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seas parametric roll (at a low forward speedwithFr � 0.09—case 02a, and at a higher
forward speed with Fr � 0.12—case 03a). Figure 24.7 indicates that the exceedance
of acceleration threshold in beam seas is realised in lower waves (case 01) compared
to the two quartering sea parametric roll scenarios 02 and 03.

The critical wave heights for case 04 (parametric rolling in head seas at low speed)
and case 05 (direct excitation in a typical loading condition) are much higher than
those in cases 01, 02 and 03. Note that the identified critical wave heights for cases
04a and 05a (these correspond to the 40° roll angle threshold) were found to be
extremely high even for high run length (they are not shown in Fig. 24.6), and thus
their encounter probability should be very low.

24.7 Exceedance Rate and Hourly Probability
of Exceedance

Figures 24.8 and 24.9 show the calculated exceedance rates per case and thresh-
old (roll angle and lateral acceleration) obtained by the two methodologies, as a
function of the inverse significant wave height squared. For the 40° roll angle thresh-
old (Fig. 24.8), case 02a presents the best example of agreement between the two
approaches. For case 03a, the results are in a satisfactory agreement for 1/h2s greater
than 0.015 m−2, but for the smaller values of 1/h2s (i.e. large hs), the wave groups
approach predicts higher rates. On the other hand, the exceedance rates obtained with
Monte-Carlo simulations for case 01a are consistently higher than those of the wave
groups approach.

Figure 24.9 shows the results related to the acceleration threshold (cases 01 to
05). Case 05 demonstrates the best agreement here, and cases 02 and 03 agree well
on average. Moreover it is observed that, for the more severe sea states examined, the
“wave groups” approach predicts more frequent exceedances for cases 02 and 03.
The largest discrepancies arise for cases 01 and 04, where Monte Carlo simulations
predict far more frequent exceedances in the whole range of wave heights.
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Fig. 24.8 Comparison of exceedance rate of 40° roll angle between Monte-Carlo simulations and
wave groups approach

Knowing the exceedance rate r, the probability of at least one exceedance during a
given exposure time T (e.g. one hour) can be calculated assuming Poisson law for the
flow of the exceedance events. Both exceedance rate and probability of exceedance
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Fig. 24.9 Comparison of exceedance rate of g/2 lateral acceleration between Monte-Carlo simu-
lations and critical wave groups approach

per given time have advantages, and offer different comparison viewpoints on the
results. The next formula can be used:

p(T ) � 1 − e−rT (24.2)

The applicability of the Poisson flow assumption depends upon the validity of
certain conditions, namely that

• only one event can happen at a given time;
• the probability of event happening at a particular time instant is infinitely small;
and

• events are independent of each other.

Whereas the first two conditions are satisfied for roll motion and related processes,
the last condition is not, because exceedance events of a certain large roll angle tend
to appear in groups. In order to eliminate the influence of this strong auto-correlation
of roll motion, average estimates of the exceedance time period were derived from
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Fig. 24.10 Comparison of exceedance probability per hour of roll angle 40° betweenMonte-Carlo
simulations and critical wave groups approach

multiple realisations of the same seaway, as proposed bySöding (1987), see Shigunov
(2009) for application, in such a way that each simulation was continued only until
the first exceedance event. Then the ship was returned to the upright position, and
the simulation was repeated in the same seaway with the new set of random phases,
frequencies and directions of seaway components until the next exceedance event.
The estimation of the expected exceedance period is found as the average of the
exceedance periods obtained in all simulations.

Figure 24.10 shows the respective results for the 40° threshold for each case con-
sidered. Case 03a seems to show the best agreement between the two approaches in
terms of the hourly probability. Larger deviation of the rate occurs for values of 1/h2s
less than 0.015 m−2 where the hourly probability is close to 1.0 anyway. Cases 01a
and 02a could be also considered as adequately close. The average relative differ-
ence between the two methods in terms of hs corresponding to the same exceedance
probability is 9.4 and 7.8% for cases 01a and 02a, respectively.

Figure 24.11 shows results for the g/2 lateral acceleration threshold. Case 05
demonstrates the best agreement between the two methods, similarly to what was
observed for the exceedance rate. Relative differences between the two methods in
terms of hs corresponding to the same hourly exceedance probability are 15.6 and
10.45% for cases 02 and 03, respectively.

On the contrary, there is a significant disagreement in the exceedance of accel-
eration threshold for the beam-sea scenario (case 01) and for the head-sea scenario
(case 04). Specifically, for the beam-sea scenario, the 90% exceedance probability
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Fig. 24.11 Exceedance probability per hour of g/2 lateral acceleration from Monte-Carlo simula-
tions and wave groups approach

within one hour exposure corresponds to significant wave heights 3.31 and 4.78 m
for the Monte-Carlo simulations and wave groups method, respectively. For the
head-sea scenario, the corresponding wave heights are 5.2 and 10.6 m, respectively.
Table 24.3 shows the significant wave heights corresponding to 90% hourly proba-
bility of exceedance for all examined cases.

The order of the magnitude of probabilities seems to be the same between the
two approaches, with the exception, however, of case 04 related to the acceleration
threshold for head-sea parametric rolling. Further work will be required in order to
identify the reason of the differences in this case.
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Table 24.3 Significant wave heights required for 90% hourly probability of exceedance

Case Monte-Carlo Wave groups Relative difference
(%)

01a 10.11 11.25 10.13

02a 7.10 7.63 6.89

03a 8.50 8.13 −4.62

01 3.31 4.63 28.43

02 5.30 6.13 13.47

03 5.70 6.30 9.52

04 5.20 10.60 50.94

05 11.75 11.90 1.26

It is recalled that a Monte-Carlo method captures the statistic of a process without
identifying the phenomenon, whilst thewave groupsmethods addresses each specific
phenomenon individually.

For the 40° roll angle exceedance criterion, case 02a appears to produce the most
frequent exceedances, while case 01a the least frequent. On the other hand, both
approaches indicate that case 01 is the most critical for the acceleration threshold,
followed by cases 02 and 03. These trends follow the trend of the required wave
heights in Figs. 24.6 and 24.7.

24.8 Conclusions

A comparison of exceedance rates and exceedance probabilities obtained by Monte-
Carlo simulations and the critical wave groups approach was carried out. Typical
stability failure modes have been studied. Thresholds were set in terms of roll angle
and lateral acceleration. In some cases satisfactory agreement was shown, e.g. for
parametric rolling in quartering seas (cases 02 and 03) and direct excitation (case
05), but in some other cases, such as head seas parametric rolling, the difference was
not negligible. A factor that can be governing certain discrepancies, especially when
these are within an order of magnitude, is the different initial phasing, because in
the wave groups method, the ship is assumed initially upright and with a fixed phase
with respect to the first wave crest. An assessment of the effect of the initial phase on
the results of the wave groups method can be found in Themelis and Spyrou (2008).
The average exceedance rate in Monte-Carlo simulations was derived by averaging
over a large number of realisations, in each of which the ship was assumed initially
upright, but the phases of wave realisations changed randomly.

A source of large quantitative differences can be the fact that Monte-Carlo sim-
ulations do not discriminate between phenomena and record threshold exceedance
events irrespectively of the underlying causes, which could, in principle, be more
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than one per realisation. On the other hand, the wave groups method is implemented
for each scenario with one specific phenomenon in mind.

A further factor that could produce higher exceedance rate in Monte-Carlo sim-
ulations is the possible non-monotonic increase of roll amplitude with time, which
can occur due to the passage of a wave group having an intermediate wave with
height below the critical one. The critical wave group approach as used in this paper
excludes such events, as it sets the same value for the heights of the waves in the
group (vector H mentioned in Sect. 24.3). A further study taking into account inter-
mediate variation of the heights of the groups and their associated probabilities of
occurrence will consider this effect.
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Chapter 25
Solving the Problem of Nonlinear Ship
Roll Motion Using Stochastic Dynamics

Jeffrey M. Falzarano, Zhiyong Su, Arada Jamnongpipatkul
and Abhilash Somayajula

Abstract Due to nonlinear viscous damping and the softening characteristic of the
stiffness, the roll motion of a ship exhibits complex dynamics. Specifically predicting
the probabilistic characteristics of roll response in an irregular seaway is still a chal-
lenging problem and continues to be of interest for both practitioners and researchers.
In this work two techniques from the theory of stochastic dynamics are applied to
study the probabilistic nature of roll motion in irregular seas. The first method is the
“Moment Equation method” where the roll response moment equation is formulated
from a six dimensional state space rolling model with a fourth order linear filter
using the Itô differential rule. The resulting moment equations are solved using a
cumulant neglect technique. Alternatively in the second approach, the probability
density function of the rolling response is evaluated by solving the corresponding
Fokker Planck Equation of the system using “Path Integral method”.

25.1 Introduction

While the heave and pitch motions of a ship can be predicted accurately using linear
theory, the same is not true for roll motion. Due to the softening roll stiffness and a
nonlinear viscous damping, the roll motion of a ship exhibits complex dynamics in
both regular and irregular seas.
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In the past, significant focus has been given to the problem of predicting roll
response in regular head or beam seas (Falzarano et al. 1992; Thompson 1997; Spyrou
and Thompson 2000). However with increasing number of incidents reporting large
amplitude of roll motions at sea, the focus is shifting to predicting the roll motion
in irregular seas (Su et al. 2011; Su and Falzarano 2011; Hsieh et al. 1994; Jiang
et al. 2000; Somayajula and Falzarano 2015a, 2016). The International Maritime
Organization (IMO) is revamping the current intact stability code which is based on
prescriptive static stability to make way for a second generation of stability code
based on dynamic stability. Two of the four focus areas in this new stability code are
the directly excited roll motion when the ship has lost power (dead ship condition)
and the indirectly excited roll motion when the ship is moving with forward speed
into longitudinal seas (parametric roll).

Between these two focus areas on roll motion, the prediction of parametric roll
in irregular seas is definitely more complicated in terms of modeling (Moideen et al.
2012, 2013, 2014; Somayajula and Falzarano 2014, 2015b; Somayajula et al. 2014),
simulation (Somayajula and Falzarano 2015a; Guha et al. 2016) and analytical anal-
ysis. However, the dead ship condition is also a challenging problem and has been
an active area of interest. The dead ship condition is usually modeled using a single
degree of freedom roll equation of motion (Webster 1989) characterized by a cubic
softening spiring, a linear and quadratic viscous damping (Falzarano et al. 2015) and
a random external excitation. The large amplitude ship rolling motion under random
beam sea has been analyzed by various researchers using a variety of methods. These
methods can broadly be classified as Markov and non-Markov methods.

The non-Markov methods include statistical equivalent linearization (Roberts
and Spanos 2003), perturbation methods, Monte Carlo methods, Melnikov meth-
ods (Falzarano et al. 1992; Hsieh et al. 1994; Jiang et al. 1996, 2000) andFalzarano
the Vakakis method (Vishnubhotla et al. 2000; Falzarano et al. 2004; Vishnubhotla
and Falzarano 2009; Falzarano et al. 2010).

TheMarkovmethods particularly rely on approximating the response as aMarkov
process. While real processes rarely exhibit the Markov property, often it is possible
to approximate a real process as one using stochastic averaging or expressing the
excitation as a response to a linear filter. The Markov approximation allows for the
application of various analysis techniques of stochastic dynamics to the real processes
which are otherwise restricted to Markov processes. Some of the Markov methods
include the stochastic averaging method (Roberts and Vasta 2000; Su and Falzarano
2013), moment closure (Francescutto and Naito 2004; Su and Falzarano 2011) and
the direct solution of the Fokker-Planck-Kolmogorov (FPK) equation (Naess and
Moe 2000; Chai et al. 2015).

While the stochastic averaging helps reduce the dimension of the original system,
the other methods in general result in an increase in the total number of states in
the system. Particularly for the application of moment closure or solving the FPK
equation numerically, it is important to express the system such that it is excited
by Gaussian white noise. Since a general wave excitation spectrum is dependent on
the wave spectrum and has a limited bandwidth, it cannot be directly approximated
as a Markov process. However, the wave excitation itself can be expressed as an
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output of a linear filter whose input is an ideal Gaussian white noise. Introducing
the filter increases the dimension of the system. However, this higher dimensional
system is excited by an ideal white noise and hence the transition probability density
is governed by the Fokker Planck Equation.

Amethod of transformation between ideal white noise and colored noise has been
developed using filter technology. Using linear filters, any type of excitation can be
handled by the Fokker-Planck-Kolmogorov equation.

The cumulant neglect method which discards cumulants higher than a particular
order N is adopted in this paper to close the moment equations. If N = 2, then
the method is defined as Gaussian closure, otherwise the method is non-Gaussian
closure. By setting the higher order cumulants to zero, the higher order moment
can be expressed by the lower order moments. Much of the literature discussing
the application of moment closure techniques to the problem of ship rolling are
restricted to Gaussian closure due to the difficulty in tracking the higher order closure
(Francescutto 1990; Francescutto and Naito 2004). Specifically for high dimensional
systems with large number of states, the cumulant neglect method becomes tedious.
This tedium is the motivation for the development of an automatic tool in this work
that addresses the difficulty in handling the higher dimensional state space stochastic
models and higher order closure.

In this paper we also investigate the alternate approach of numerically solving the
FPK equation to obtain the probability density function of the response. Particularly,
the path integral method is chosen to solve the FPK numerically. In order to apply
path integral method to understand the roll motion, the wave excitation is treated as
regular waves perturbed by Gaussian white noise (Lin and Yim 1995). Due to the
nonlinearity present in the system, there is a possibility of stochastic chaotic motion.
Lin and Yim (1995) and Yim and Lin (2001) studied the stochastic chaotic motion
of ship under periodic excitation with the disturbance approximated by Gaussian
white noise from a probability perspective. The joint probability density functions
of roll angle and roll angular velocity was calculated by applying the path integral
method to solve the stochastic differential equations governing ship rolling motion.
Lin and Yim (1995) found that the steady-state joint probability density functions
can reflect the existing chaotic attractor on the Poincaré section and also the roll
response in the heteroclinic region can be related to the capsizing through the joint
probability density functions. To examine the chaotic characteristic of nonlinear roll
motion in an unpredictable sea state, one cannot avoid dealing with the probabilistic
approaches.

Gaussian white noise has become an important factor in these studies. The re-
sponse of a dynamical system, roll angle and roll angular velocity in ship rolling
study, under periodic excitation and Gaussian white noise can be modeled as a
Markov process whose transition probability density function is governed by the
FPK equation. Solving the FPK equation would provide an alternative means to
express the evolution of the probability density function.
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25.2 Nonlinear Ship Rolling Analysis using Stochastic
Dynamics

25.2.1 Application of Gaussian and Non-gaussian Closure
of Moment Equation using Cumulant Neglect Method

Since the moment equations are derived from the Fokker Planck equation, which
is based on the theory of diffusion process, the excitation force for the Itô system
has to be pure white noise. However, the random excitation term of rolling motion
cannot be modelled as white noise. One method to handle the non-white excitation
is to use a shaping filter, which is driven by Gaussian white noise. Consider a Linear
Constant-Coefficient Differential Equation (LCCDE system) as follows (Stark and
Woods 2002):

aNY
N (t) +aN−1Y

N−1(t) + · · · + a0Y
0(t) = bMXM (t)

+bM−1X
M−1(t) + · · · + b0X

0(t) − ∞ < t < ∞ (25.1)

The frequency response function or transfer function for this linear system shown
in Eq. (25.1) is given by Eq. (25.2).

H (ω) = B(ω)

A(ω)
where a0 �= 0 (25.2)

B(ω) =
M∑

m=0

bm( jω)m (25.3)

A(ω) =
N∑

n=0

an( jω)n (25.4)

where j represents the imaginary unit defined as j = √−1. The relationship between
the spectra of the input excitation X (t) and the output response Y (t) in the frequency
domain is given by Eq. (25.5).

SYY (ω) = |H (ω)|2SXX (ω) (25.5)

The bandwidth, characteristic frequency, etc., can be easily adjusted by changing
the coefficient of the linear filter. Three filters were introduced in this paper following
Francescutto and Naito (2004):

d2Y

dt2
+ α1

dY

dt
+ β1Y = γ1W (t) (25.6)
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d2Y

dt2
+ α2

dY

dt
+ β2Y = γ2Ẇ (t) (25.7)

d4Y

dt4
+ λ3

d3Y

dt3
+ λ2

d2Y

dt2
t + λ1

dY

dt
+ λ0Y = γ3Ẅ (t) (25.8)

Where W (t) is the Gaussian white noise input or excitation of the dynamical
system and Y (t) is the response of this linear dynamical system. The response of this
filter system is actually the input excitation to the ship roll system. The frequency
response function is defined by Eq. (25.2). A fourth order linear differential equation
could be designed as a higher order filter. This filter can also be viewed as a cascade
of two linear filters (Spanos 1983; Francescutto and Naito 2004).

All coefficients of the filter are determined through a non linear curve fitting
method after setting S f f (ω) = SYY (ω) ,where the S f f (ω) is the wave excitation force
spectrum. Fitting results are shown in Fig. 25.1. The original curve represents the
target spectrum S f f (ω). Filter 1, Filter 2, Filter 3 represent SYY (ω) obtained using
the filters shown in Eqs. (25.6), (25.7) and (25.8) respectively.

By combining the filter shown in Eq. (25.8) with a classical nonlinear single
degree of roll model, the roll motion in random beam seas can be modeled as a
set first order differential equations as shown in Eq. (25.9). In general, any generic
excitation spectrum can be reformulated using an appropriately chosen filter. Note
that in Eq. (25.9), x3(t) = f (t) andW (t) represents the Gaussian white noise defined

Fig. 25.1 Comparison of original force spectrum with filtered spectrum
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as the generalized derivative of Brownian motion. With the Markov assumption, Eq.
(25.9) forms a vector Itô’s differential equations, e.g. Eq. (25.10).

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ1 = x2
ẋ2 = −2μx2 − δx32 − ω2

0x1 − α3x31 + εx3(t)

ẋ3 = x4 − λ3x3
ẋ4 = x5 − λ2x3 + γ3W (t)

ẋ5 = x6 − λ1x3
ẋ6 = −λ0x3

(25.9)

dX = F(X , t)dt + G(X , t)dB (25.10)

Following Itôs differential rule (Itô, 1951), the moment equation can be formed
as below,

∂

∂t
E [φ] =

N∑

i=1

E

[
∂

∂xi
(Fiφ)

]
+

N∑

i=1

N∑

j=1

E

[
∂2

∂xi∂x j

{
(GQGT )i jφ

}]
(25.11)

The moment equations will form a closed system of equations after application
of the closure of the cumulant. To apply the Gaussian Cumulant neglect method,
27 moment equations up to second order are derived by Eq. (25.11) for system, Eq.
(25.9) and analyzed by neglecting cumulants higher than second order. Figures 25.2,
25.3 and 25.4 express the effect of nonlinear damping coefficient, nonlinear stiffness
and linear damping on the rolling response with the Gaussian cumulant neglect.

In order to better understand the nonlinear effect, the authors have developed an
automatic cumulant neglect tool using characteristic functions to investigate the non-
Gaussian response up to the 4th order cumulant neglect (Su and Falzarano 2011; Su
et al. 2011). The automatic cumulant neglect tool takes advantages of two different
representations of the characteristic functions of random variables to automatically
neglect higher order cumulants. The higher order moments could also be derived
directly by applying higher order neglect.

25.2.2 Application of Path Integral Method

The perturbed waveforms may be modeled as regular waves with Gaussian white
noise as the external disturbance as in Eq. (25.10). With some noise intensity, the
response appears random as shown in the Poincaré map of Fig. 25.5.
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Fig. 25.2 Effect of nonlinear damping coefficient on the root mean square (RMS) of rolling dis-
placement

Fig. 25.3 Effect of nonlinear stiffness coefficient on the root mean square (RMS) of rolling dis-
placement
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Fig. 25.4 Effect of linear damping coefficient on the root mean square (RMS) of rolling displace-
ment

Fig. 25.5 The Poincaré map
with noise intensity

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6

ẍ + μẋ + δẋ3 + x − αx3 = H

2
cos(ωt) + √

DN (t) (25.12)

Note that the coefficients of linear and nonlinear damping terms are set as constant
by assuming a fixed frequency. The parameters values are set as constant to the
following values: μ = 0.1321, δ = 0.02656 and α = −0.9018.

The evolution of the probability density function is another way to describe the
behavior of the nonlinear roll motion in random waves. The behavior of the noisy
forced ship roll motion under periodic excitation with Gaussian white noise can be
modeled as a Markov process. The probability density function of a Markov process
satisfies the Fokker-Planck equation. The associated Fokker-Planck equation govern-
ing the evolution of the probability density function of the roll motion is derived and
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Fig. 25.6 Evolution of contour plot of the joint probability density function with (H ,D, ω) =
(0.3, 0.01, 0.97) at time a t = 12.95 s b t = 29.13 s c t = 45.32 s d t = 74.45 s

numerically solved by the path integral method based on Gauss-Legendre interpola-
tion to obtain joint probability density functions in the state space (Jamnongpipatkul
et al. 2011).

In the presence of a small random disturbance to the external period excitation, the
imprint of the Poincarémap is preserved and can be identified via the joint probability
density function on the Poincaré section as shown in Figs. 25.6, 25.7 and 25.8. The
probability density function indicates the preferred locations of the trajectories in the
average sense.

The time-dependent probability of ship rolling restricted within the safe domain
is provided in Fig. 25.9. It is found that the probability decreases as time progresses
and it decreases much more quickly for the high intensity of the white noise. At t =
45.32 s, the probability is about 45% when D = 0.01 It is about 20% when D = 0.05,
and it is only about 2% when D = 0.1. The ship will finally leave the safe domain
and capsize in the probabilitys view.
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Fig. 25.9 Probability of ship
rolling within the safe
domain when ω = 0.97 rad/s

25.3 Conclusions

This paper describes the study of probabilistic nature of ship roll motion in irregular
beam seas. The stochastic nonlinear dynamic behavior and the probability density
function of roll motion in the random beam waves are studied. Moment equations
are calculated for a high dimensional dynamical system obtained by expressing wave
excitation as the output of a linear filter excited by Gaussian white noise. The cor-
responding moment equations are solved using both Gaussian and Non Gaussian
cumulant neglect methods. Alternatively, the probability density function for the
response is also evaluated using the path integral method. Particularly various exci-
tation types consisting of varying amounts of noise are investigated. The probability
density function of rolling response is evaluated and the time-dependent probability
of ship roll being restricted within the safe domain is provided. It is found that the
value of joint probability density decreases gradually as time progresses. For higher
intensity of white noise, it decreases much more quickly which means that proba-
bilistically, given enough time the ship will leave the safe domain and result in a
capsize.

Using the linear filter approach, the moment equation method can be applied to
analyze ships being excited by waves modeled as a real colored noise. The proba-
bilistic nature of the response is obtained by solving for the moments of the response
using the cumulant neglect method. However, it is difficult to find any bifurcation
phenomena and probability density function using this approach. On the contrary,
the path integral method provides the transient response probability density function,
when considering only harmonic wave with disturbance noise. Even though signif-
icant work has been done in the past, solving the high dimensional Fokker Planck
Equation for ship roll motion continues to be a challenging task.
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Chapter 26
The Capsize Band Concept Revisited

Nikolaos Tsakalakis, Jakub Cichowicz and Dracos Vassalos

Abstract A concept for analytical representation of the capsize rate, a measure
directly related to damage ship survivability, has attracted attention ever since the
first attempts were made to explain the behaviour of a damaged ship in waves.
Attempts in the late 1990s helped to enhance understanding and facilitate character-
isation of phenomena pertaining to capsize probability and time to capsize in given
environments and loading conditions, but a consistent verifiable formulation is still
lacking. In this respect, pursuing an analytical approach to express the capsize rate
offers many advantages, time efficiency being amongst the most important. In an
era when stability/survivability calculations are required to be carried out in real
time, there is a need for a model accounting for the random nature of capsize whilst
achieving accuracy close to that of time-domain simulations with simple hydrostatic
calculations. This study is an attempt to establish a new methodology for surviv-
ability assessment by means of a multivariable analytical model based on numerical
simulations, validated against the results of physical model tests.

Keywords Damage stability · Capsize band · Critical wave height · Ro-Pax

26.1 Introduction

The concepts of capsize boundary and capsize band lie at the core of damage sur-
vivability assessment of ships. The s-factor used to derive the Attained Index of
subdivision corresponds to the 50% probability of survival in damaged condition at
specific sea state for 30 min (Jasionowski et al. 2002). The significant wave height
corresponding to the sea state at which the capsize rate (Pf ) equals 0.5 in 30 min long
trials is referred to as critical significant wave height, Hscrit . The capsize band, in
turn, reflects the marginal nature of the capsize phenomena and by analogy to statis-
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tics it can be interpreted as a confidence interval aboutHscrit . In fact, the capsize band
is not a confidence interval in a strict sense1—it is rather a measure of dispersion of
capsizes, separating sea states in which the capsize rate (i.e. the conditional probabil-
ity of capsize given HS) is very low from those in which the rate is very high. In other
words, the capsize band reflects a well-known fact that there is no distinct boundary
separating safe from unsafe sea states; instead there is rather a transition zone within
which capsize is possible. The presence of the band also implies that although there
must be sea states at which the vessel will never capsize and that there must be sea
states at which she would inevitably capsize, due to limited resolution of physical
or numerical experiments the lower and upper boundaries can only be expressed by
means of limits. Such asymptotic nature requires the use of some threshold values
of Pf outside of which occurrence of capsize will either be virtually impossible or
practically certain. Making use of analogy to statistics again, such limiting sea states
corresponding to threshold values of Pf , can be interpreted as confidence limits.

Although the capsize rate, Pf , is a function of many variables, such as sea state,
loading condition and damage characteristics, it has been observed that in all cases
it follows a clear and recurring trend. This has triggered the pursuit for its analytical
representation that could be used in parametric studies on capsize phenomena in
order to derive universal formulae for probability of capsize and corresponding time
to capsize.

Understandably, such studies require a vast number of experiments to be per-
formed, which sets practical limits on the achievable resolution and accuracy of the
results. In this paper, the authors present a brief account of the current state-of-the-
art, discuss advantages and shortcomings and propose an alternative approach, which
can offer significant reduction of effort (normally expended in numerical simulations
and model experiments) whilst retaining comparable accuracy of the outcome.

26.2 Approach

26.2.1 Software Tools

Numerical experiments supporting this work have been carried out with PROTEUS3,
the in-house developed software2 that has been successfully employed over many
years in a number of research and commercial projects. It has been referenced a
number of times, benchmarked against experimental data and other numerical codes

1Given that the significant wave height at which the capsizes are observed is a random variable,
the confidence interval would simply be a band of wave heights containing most of the area under
the p(Hs|capsize) probability density function curve. Instead, the boundaries of the capsize band
are expressed with the use of the following equalities: (HS)low � HS |Pf (HS )�α and (HS)high �
HS |Pf (HS )�1−α , where α is some (small) number.
2PROTEUS 3 is a software suite for time-domain seakeeping analysis of intact and damaged ships
http://www.brookesbell.com/service/software/design-software/proteus-simulation-sofware.

http://www.brookesbell.com/service/software/design-software/proteus-simulation-sofware
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successfully and has aided greatly in our understanding of capsize phenomena in
damage conditions. OriginPro8—a powerful statistical package—was used for pro-
cessing the results, parametric studies and development of the methodology.

26.2.2 Ship Models

Two models of Ro-Pax vessels have been studied for the purpose of this paper, of
89 and 170 m in length between perpendiculars. The first ship (EUGD01-R2) is
being extensively tested numerically at the moment for the on-going3 EU Project
GOALDS (Project GOALDS, 2009–2012) that aims to re-engineer the probabilistic
rules formulation for damage survivability of passenger ships. Physical model exper-
iments were conducted for this ship in the course of the project. The larger Ro-Pax
has been used in previous research projects, including HARDER (Project HARDER
2000–2003), which provided the foundation of the current probabilistic regulatory
framework for damage stability. Results of physical model experiments carried out
on this vessel are being used for validation of the numerical code (Figs. 26.1, 26.2;
Table 26.1).

The two chosen ships cover different regions of the design space to ensure univer-
sal application of the results. The PRR01was designed for the transport of, primarily,
vehicles across short routes such as the English Channel; the vessel was re-designed
to carry a larger number of passengers during the building stage. The second ship
was designed for transport of a small number of both passengers and vehicles within
an island archipelago in short-crested, choppy seas.

Table 26.1 Main particulars of models

Model PRR01 EUGD01-R2

Passengers 1420 622

L-OA 194.3 97.9 m

LBP 176 89 m

Breadth 25 16.4 m

Deepest subdivision
load line

6.55 4 m

Depth to bulkhead
deck

9.1 6.3 m

Displacement 16,558 3445 tn

Service speed 21.0 19.5 kn

3At the time of writing.
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Fig. 26.1 NAPA (NAPA is a software package for ship design and operations https://www.napa.
fi/) model of watertight subdivision of PRR01

26.2.3 Numerical Experiments

Accurate representation of the capsize rate characteristic across the entire capsize
band, requires adequate resolution. Therefore, it was deemed necessary to use at least
10 measurements within the transition zone, performed by increasing Hs in small
steps, varying from0.1 to 0.25mdepending on thewidth of the capsize band. For each
wave height, Pf was determined on a basis of at least 20 wave realisations to maintain
at least 5% resolution. The larger ship was tested in seven and the smaller in five

https://www.napa.fi/
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Fig. 26.2 NAPA model of watertight subdivision of EUGD01-R2

different loading conditions, including variations of draught and KG. Additionally,
the survivability of the smaller vessel was studied in two distinct damages and various
wave spectra. Waves were modelled using JONSWAP spectrum of slope (height to
length ratio) equal to 1/20 and 1/25, respectively. Each realisation was limited to
1800 s, which is the maximum time currently required by regulations for evacuation
of a vessel. Complete time history of the motions and water accumulation (including
water on Ro-Ro deck) was measured and recorded (e.g. Fig. 26.3). No wind effect
was included in the experiments. All simulations started with the ship in the damage
equilibrium position.
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Fig. 26.4 Experimental versus numerical results for model PRR01. Solid lines represent trendlines

26.2.4 Numerical Code Validation

Given the relative ease of use of numerical tools it is possible to carry out hundreds of
verifiable simulations in a short period of time.Within the present study, the outcome
of numerical software was benchmarked against available experimental data from
project HARDER (availability of data was one of the reasons for selecting PRR01
as sample ship). Comparison between numerical and experimental results shows
satisfactory agreement (Fig. 26.4).

It should be noted here that the quantitative agreement between the results was
considered of minor importance with emphasis being put on the observed trends. For
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the purpose of thiswork itwas decided that as long as the differences are systematic an
exactmatch is not required and no further numericalmodel calibrationwas performed
(particularly as observations show that numerical results are conservative).

26.3 Probability of Capsize

26.3.1 Capsize Rate

The term capsize rate (Pf ) is used to denote the approximation4 of the probability of
capsize of a damaged ship at specific sea state, given loading conditions and duration
of trials. Predictably, for a given number of realisations,5 capsize rate will vary from 0
for very small6 to 1 for very largewaves. BetweenminimumHS for whichPf � 0 and
maximumHS for which Pf � 1, Pf can take any value ranging from 0 to 1. Following
adopted convention (Vassalos et al. 1997), critical wave height corresponds to the
significant wave height for which capsize rate is 0.5 during 30 min trials.

Disregarding the experimental errors, it is obvious from Fig. 26.5 that data follow
a specific pattern throughout the range. The evident trend common to all observations
made across the entireHS range led previous attempts to approach this characteristic
by making use of its similarity to the integral of a normal Gaussian distribution—Cu-
mulative Density Function (CDF) (Jasionowski et al. 2007). A major advantage of
such approach is that the normal distribution is a well known function and statistical
tools can be readily applied to the recorded data in order to find an interval around
critical HS, which could be interpreted as capsize band by use of standard devia-
tion of the derivative of capsize rate. The biggest downside of this method is that it
requires numerical differentiation of recorded data, i.e. it involves computation of
the derivative of the capsize rate, Pf . As differentiation of infrequent data unequally
distributed along the HS range may introduce large uncertainties, the approach is
practically limited to large7 data sets.

26.3.2 Non-linear Regression

A pursuit for a more convenient functional representation of the capsize rate resulted
in a parametrically defined sigmoid function that turned out to be an attractive alter-

4This follows the classical definition of probability, expressed as the ratio of favourable experiment
outcomes over the total number of trials. It would become a probability of capsize (conditional on
loading condition and wave parameters) if the number of trials approached infinity.
5A time series of seakeeping either by means of numerical simulations or physical model tests.
6Relative to the critical significant wave height.
7Word large in this context refers rather to computational or experimental effort than actual, numer-
ical size of the data.
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Fig. 26.5 Capsize rate values for different loading conditions (PRR01)

native to the Gaussian distribution. Boltzmann’s8 sigmoid allows direct regression
of measured rates, without the need for prior numerical differentiation. The resulting
function can be differentiated easily afterwards to derive the requisite information
on the capsize band. The Boltzmann’s sigmoid function y(x) is given by means of
four parameters: A1, A2, x0 and dx.

y(x) � A2 + (A1 − A2)

1 + e
x−x0
dx

(26.1)

where:

A1 asymptotic lower limit
A2 asymptotic upper limit
x0 ordinate of centre of symmetry
dx time constant.9

By nature of the capsize rate observations, the first two parameters can be con-
strained to 0 and 1, respectively, which leaves just two parameters requiring estima-
tion and allows for, after some basic manipulation, the expression of Pf as a function
of HS , x0 and dx (26.2). The derivative of Pf with respect to HS is given as in (26.3)

8The reference follows the nomenclature of OriginPro software package http://www.originlab.com/
doc/Origin-Help/Boltzmann-FitFunc.
9The parameter dx is referred to by analogy to dynamic system response to step input. In context
of current application is a span parameter (related to slope at inclusion point).

http://www.originlab.com/doc/Origin-Help/Boltzmann-FitFunc
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Fig. 26.6 Fitted sigmoid and 99% confidence boundaries (PRR01 with KG � 12.2 m)

Table 26.2 Parameters of
sigmoid regression to Pf for
T � 6.25 m, KG � 12.200 m,
even keel

Parameters

Value Standard error

A1 0 0

A2 1 0

x0 5.35778 0.02832

dx 0.34893 0.02503

Pf (HS) � e
HS−x0

dx

1 + e
HS−x0

dx

(26.2)

dPf

dHS
� e

HS−x0
dx

dx
(
1 + e

HS−x0
dx

)2 (26.3)

Figures 26.6 and 26.7 depict an example of Boltzmann’s sigmoid fitted to the
experimental data as well as residuals of fitting. Statistical data describing goodness
of fit are presented in Tables 26.2 and 26.3.

Results of employing this technique to data deriving from numerical simulations
performed at different KGs are presented in Fig. 26.8. It can be readily seen that
increasingKGcauses a shift ofPf characteristics towards lower sea stateswith amore
rapid transition from low to high capsize rates (probability distribution becoming
narrower as KG increases). This implies that as survivability decreases the transition
from the region considered safe to that considered as unsafe is faster. The performance
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Fig. 26.7 Residuals of Pf
sigmoid fitting (PRR01 with
KG � 12.2 m)
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Table 26.3 Statistics of
sigmoid regression

Statistics

Number of points 17

Degrees of freedom 15

Reduced chi-sqr 0.00192

Residual sum of squares 0.02873

Adj. R-square 0.98814

parameters of this particular probability distribution against other ship characteristics
can be established in the same manner with the scope to detect any dependencies
between survivability and specific design variables.

26.3.3 Estimation of the Capsize Band

The previous observation can be quantitatively confirmed by use of critical signifi-
cant wave height and capsize band parameters. The first quantity is associated with
x0 parameter of the regression’s sigmoid function whereas the latter can be easily
calculated using Eq. (26.1). By analogy to statistics the capsize band can be inter-
preted as the range of the probability distribution, spreading either side of the capsize
boundary (Pf � 0.5), symmetrically. In a more straightforward interpretation limits
of the capsize band simply determine boundaries outside which capsize rate is either
so high or so low that capsize in given HS is either certain or unlikely, beyond upper
and below lower limits, respectively. In order to determine such limits, it is conve-
nient to take some small number α, and find those values of HS, which satisfy the
following conditions:

(HS)low � HS|Pf (HS )�α (26.4)
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and

(HS)high � HS|Pf (HS )�1−α (26.5)

The boundaries (HS)low and (HS)high can be calculated using the inverse Pf func-
tion, given as:

HS
(
Pf

) � x0 + dx · ln
(

Pf

1 − Pf

)
(26.6)

Lower and higher limits of the capsize band, given as HS(Pf � a) and HS(Pf �
1 – a) are equal to:

HS
(
Pf � α

) � x0 + dx · ln
(

α

1 − α

)
(26.7)

and

HS
(
Pf � 1 − α

) � x0 + dx · ln
(

α

1 − α

)
(26.8)

The following figure demonstrates these limits, calculated with the parameter.
α � 0.05 (Fig. 26.9).
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Fig. 26.9 Capsize band
versus KG
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26.3.4 Parameterisation

Attempts to derive a simple analytical function to represent capsize boundaries and
capsize band revealed new possibilities for parameterisation of the formula to pop-
ulate a family of functions, which could be used as a universal tool for survivability
assessment in both design and operational stages. In case of the sigmoid, the two
defining parameters, i.e. x0 and dx can be expressed bymeans of wave characteristics
(other than HS , which is explicitly present in the Pf formulae) or parameters related
to loading condition, damage extent etc. Understandably, parametric studies require
extensive and systematic simulation (testing) effort but some rough examples may
be presented here. They may also shed some light on sensitivity problems associated
with these studies. A single-variable parameterisation of the sigmoid’s x0 and dx
using KG as a parameter is presented in Figs. 26.10 and 26.11.

Obviously, the family of sigmoids describing the capsize rate should be populated
with as many parameters as necessary, including also those specific to the damaged
ship, e.g. residual freeboard, water head on a car deck etc. to enhance its function-

Fig. 26.10 Plot of critical
significant wave height
(corresponding to parameter
x0) versus KG (intact ship)
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Fig. 26.11 Bandwidth parameter versus KG (intact ship)

Fig. 26.12 Bi-variate parameterisation of critical significant wave height

ality. For the purpose of this work, the parameters investigated are associated with
the intact ship characteristics, leaving aside damage-related quantities, until more
research output is available. The following figure shows an example of decomposi-
tion of critical significant wave height with respect to (intact) GM and wave slope λ

(Fig. 26.12).
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26.4 Linear Approximation

However convenient the sigmoid regression is to use, it also comprises some signifi-
cant drawbacks. To start with, something that is particularly evident in cases of very
narrow capsize band is that the goodness of fit depends strongly on the quality of
data in the proximity of tail asymptotes. Unfortunately, due to limited resolution of
experimental data, these regions bear the highest uncertainty (Fig. 26.13).

Assuming that the data in proximity of the critical value, lying in the middle of
the range of Pf should be the most reliable, an attempt has been made to simplify
the approach and to use linear regression instead of non-linear, with encouraging
results. It can be noticed that some cases demonstrate higher goodness of fit for
linear regression than for a sigmoid. In order to achieve this, though, the tails of the
series needed to be omitted as that is where the non-linear behaviour is dominant.
However, it was observed that removing “tails” from the data set has nomajor impact
on the result.

This, as demonstrated in Table 26.4 by comparison of the residual sum of squares
for one sample dataset, makes this approach really attractive. Amajor concern whilst
using linear regression is related to the capsize band and its analogy to the confidence
interval. It is obvious that relying on statistical measures of goodness of fit may
overshadow the fact that linear regression does not bring any information about the
“tails” of the capsize rate distribution and therefore any prediction of capsize band
based on this method should be approached carefully. However, closer examination
of the linear regression and its affiliation with the sigmoid reveals some important
virtues. Linear regression of the data close to x0 will actually result to the tangent
of the sigmoid at the inclusion point (x0, 0.5). Therefore, for the linear regression
parameters α (slope) and β (intercept) the following relation holds:

Fig. 26.13 Linear
regression for different
damage cases (EUGD01-R2)
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Table 26.4 Sigmoidal versus linear regression

Sigmoid Linear

Number of points 19 13

Degrees of freedom 17 11

Reduced chi-squares 0.00211

Residual sum of squares 0.03595 0.03247

Adj. R-square 0.98703 0.97626

Table 26.5 Impact of slope estimate on capsize band and HS critical

Sigmoid value (Pf) Hs [m]

Sigmoid fit Sigmoid fit with x0
and dx based on linear
regression (estimate 1)

Sigmoid fit with x0
and dx based on linear
regression (estimate 2)

0.05 1.28691 0.99266 1.16301

0.5 (HScrit) 1.68031 1.70087 1.68481

0.95 2.07372 2.40909 2.20661

Bandwidth 0.78681 1.41643 1.0436

α � dPf

dHS

∣∣∣∣
HS�x0

� e
HS−x0

dx

dx
(
1 + e

HS−x0
dx

)2 � 1

4dx
(26.9)

y(x0) � αx0 + β � 1

2
(26.10)

The parameters for the bandwidth and centre of symmetry of the sigmoid function
can be derived directly from the linear regression formula:

dx � 1

4α
(26.11)

x0 � 0.5 − β

α
(26.12)

Finally, since all the parameters required for the sigmoid representation can be
evaluated on the basis of a linear fit, it is sufficient to apply linear regression to
the observations and once x0 and dx are estimated, the capsize band limits can be
calculated with the use of Eqs. 26.7 and 26.8, respectively. The results presented in
Table 26.5 and in Fig. 26.14 below demonstrate use of linear estimates of x0 and dx
to construct the capsize rate curve. The bandwidth parameter denotes the range of
sea states containing 90% of capsizes, i.e.

(HS)high − (HS)low � HS|Pf (HS )�0.95 − HS|Pf (HS )�0.05.
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Fig. 26.14 Fit
convergence—accurate
estimate of slope at x0 results
in closer match
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Such approach, based on linear regression, has some rather serious implications.
First of all, it allows use of formulae derived for the sigmoid curve, well representing
observed phenomena, but without the necessity of non-linear (least-squares) regres-
sion. Furthermore, as discussed earlier, experimental results in close proximity to 0
and 1 asymptotes are expected to suffer due to large uncertainties and in general, they
require higher resolution. On the contrary, points corresponding to moderate capsize
rates are usually following the trend better. An approach based on linear regression
makes it possible to disregard those regions entirely or just the parts that might be
ambiguous. In the latter case (partial reduction) it is important that the remaining
data preserve basic characteristics of the distribution, such as symmetry around x0.
Given that sufficient resolution is available around the x0 region, the resulting sig-
moid function should be very accurate. The benefit of this approach is that one could
derive an approximate capsize band, having nothing more than 2 measurements of
the capsize rate, as long as they are different than 1 and 0—ideally—and the smaller
measurement corresponds to lower HS . Of course, this should only be treated as an
indication and a more accurate calculation of the slope of the probability distribution
at it’s centre would have to be available for reliable results.

26.5 Conclusions

This paper presents an alternative approach to the representation of the behaviour
of a damaged ship in waves. The approach adopted for analytical approximation of
the capsize band has both benefits (speed) and drawbacks (uncertainty) but some
compromise is not only inevitable but also necessary in most engineering applica-
tions—particularly those that are exceptionally labour intensive and costly.
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The characteristics of the probability distribution that describes the behaviour of
Ro-Ro ships in boundary conditions have been identified and an analytical model
describing the capsize band has been developed.

Furthermore, the way to utilise the outcome to predict the critical wave height
has been demonstrated. In addition, the capability to facilitate these characteristics
in the design process as constrains and/or objectives have been discussed.

Lastly, the merits of having an analytical approach to describe such a complex
phenomenon are indisputable. The amount of realisation performed numerically for
this work is counted in thousands, so the amount of work saved by such an approach
is massive.
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Chapter 27
Dependence of Roll and Roll Rate
in Nonlinear Ship Motions in Following
and Stern Quartering Seas

Vadim L. Belenky and Kenneth M. Weems

Abstract The changing stability of a ship in waves may have a significant influence
on the probabilistic properties of roll in irregular following and quartering seas.
In particular, nonlinear effects may lead to dependence between roll angles and
rates, which will have significant repercussions on the application of the theory of
upcrossings for evaluating the probability of a stability failure related to roll motion
such as capsizing. The roll response of a ship in a stationary seaway is a stationary
stochastic process. For such a process, the roll angle and its first derivative are,
by definition, not correlated and are often assumed to be independent. However, this
independence can only be assumed a priori for normal processes, and the nonlinearity
of large-amplitude roll motions can lead to a deviation from normal distribution. In
the present work, the independence of roll angles and rates is studied from the results
of numerical simulations from theLargeAmplitudeMotion Program (LAMP),which
includes a general body-nonlinear calculation of the Froude-Krylov and hydrostatic
restoring forces. These simulations show that, for the considered case, roll and roll
rate are independent in beam seas, even though the distribution of the roll response
is not normal. However, roll angles and roll rates for stern quartering seas are not
independent.

Keywords Independence · Correlation · Roll motions · Stern quartering seas

27.1 Introduction

The problem of dependence between roll and roll rate originally appeared during an
attempt to extend a closed-form solution for capsizing probability developed from
a 1-DOF (degree of freedom) roll model with an advanced numerical simulation
code (Belenky et al. 2016). While further development of the numerical split-time
method did not actually require any modeling of joint distribution, understanding the
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probabilistic relationship between roll angles and roll rates may be important in its
own right. The independence between displacement and velocity of ship motion is a
standard assumption in frequency domain seakeeping and may also be relevant for
the time domain.

When the stochastic processes of roll and roll rate are independent, the following
formula is correct:

f
(
φ, φ̇

) � f
(
φ̇
) · f (φ) (27.1)

where φ is the roll angle, a dot above a symbol means a temporal derivative, and f ()
is a probability density function (PDF). Correlation is one measure of dependence.
It is defined through the joint second moment, which is known as covariance (cov),
or the correlation coefficient r:

cov(φ, φ̇) �
∞∫

−∞

∞∫

∞

(
φ − Eφ

)
φ̇ f

(
φ, φ̇

)
dφ dφ̇ � E

((
φ(t) − Eφ

)
φ̇(t)

)
(27.2)

rφ,φ̇ � cov(φ, φ̇)
√
Vφ · Vφ̇

, (27.3)

where Vφ and Vφ̇ are the variances of roll and roll rate, respectively, and Eφ is the
mean value of the roll angle, while E(..) is an averaging operator. After substitution
of Eq. (27.1) into Eq. (27.2), both the covariance and correlation coefficient equal
zero if the processes are independent.

In general, a stationary process is not correlated with its derivative. Consider the
auto-covariance function, Rφ (covariance of the value of the process at a given instant
of time t with the value of the same process after some time lag τ):

Rφ(τ ) � E
((

φ(t) − Eφ

)(
φ(t + τ ) − Eφ

))
(27.4)

The derivative of the auto-covariance function with respect to the time lag is the
covariance between the process and its derivative value after time lag τ:

dRφ(τ )

dτ
� E

((
φ(t) − Eφ

)(
φ̇(t + τ )

)) � cov(φ(t), φ̇(t + τ )) (27.5)

The maximum of the auto-covariance is at the time lag τ�0: Rφ(0)�Vφ. Thus,
its derivative must be zero, making roll and roll rates uncorrelated processes:

dRφ(τ � 0)

dτ
� 0 ⇒ cov(φ, φ̇) � 0 (27.6)

Absence of correlation does not necessarily mean independence. However, if two
random variables or stochastic processes have normal distributions and are uncorre-
lated, they are independent. Consider the two-dimensional normal distribution:
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f (φ, φ̇) � 1

2π
√
VφVφ̇

√
1 − r2

φ,φ̇

exp

⎛

⎝− 1

2(1 − r2
φ,φ̇

)

⎛

⎝ (φ − Eφ)2

Vφ

+
φ̇2

Vφ̇

− 2rφ,φ̇(φ − Eφ) · φ̇)
√
VφVφ̇

⎞

⎠

⎞

⎠

(27.7)

If the correlation coefficient, r, equals zero, the joint distribution in Eq. (27.7)
becomes simply the product of two Gaussian distributions, which indicates indepen-
dence according to Eq. (27.1).

27.2 Numerical Study

27.2.1 Numerical Simulations

The numerical simulations for the present study consist of three series of calculations
performed with Office of Naval Research (ONR) Topside series Tumblehome con-
figuration (Bishop et al. 2005): zero speed with a wave heading angle of 90° (beam
seas), 15 knots with awave heading of 45° (stern quartering seas), and 14 knots with a
wave heading of 40°. Long-crested irregular seas were generated from a Bretschnei-
der spectrum with a significant wave height 7.5 m and a modal period of 15 s. The
waves were discretized with 790 frequency components, which provide a wave rep-
resentation free of self-repeating effect for 40 min. Each set consisted of about 200
records corresponding to independent realizations of the seaway. The ship motion is
calculated by LAMP’s blended body-nonlinear formulation in which the hydrostatic
and Froude-Krylov forces were computed on the instantaneous wetted hull surface,
while the wave-body disturbance forces, which include forward speed, diffraction
and radiation effects, were computed by a 3-D potential-flow panel method over the
mean wetted surface (Lin and Yu 1990; Shin et al. 2003). The ship was free to move
in heave, roll, and pitch but constrained in surge (constant speed), sway, and yaw.
An empirical model was applied for roll damping.

In addition to the ship-motion data, this irregular wave representation was eval-
uated by the incident wave elevation and its derivatives at a fixed or constant speed
point in order to provide a corresponding data set that is known to be Gaussian. These
wave elevation data are employed as a test sample with known distribution.

27.2.2 Estimation of Correlation

While the result of the estimation of the correlation between the process and its
derivative is expected to be zero, the actual objective here is to try a method of
assessing the statistical uncertainty on a problem with a known answer.

As the formulation seems to be rather standard, a solution may not be found
in the existing literature, e.g. Priestley (1981). Existing methods for uncertainty of
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the variance and covariance estimates employ an assumption of normality of the
underlying process, which is not relevant for the problem at hand.

Calculation of the estimate of the correlation coefficient is straightforward:

r̂φ,φ̇ � côv(φ, φ̇)
√
V̂φ · V̂φ̇

(27.8)

The “hat” symbol above a notation indicates an estimate of the quantity. The
absence of the “hat” symbol implies a theoretical or “true” value, which is normally
not known. The exception is the mean value of the derivative, which is known to be
zero for a stationary process.

The estimate from Eq. (27.8) is a random number, so a confidence interval is
required to assess the statistical uncertainty of this estimate resulting from the finite
size of the available sample. The confidence interval contains the “true” value with
the given confidence probability, β. Most engineering applications accept β�0.95.
The derivation of the formula for the confidence interval for the correlation coefficient
of two generic stationary processes is given in the Appendix.

Calculation of the confidence interval of the correlation coefficient between roll
and roll rates is simpler than in the case of two generic processes as the mean
value of roll rate is known exactly:Eφ̇ � 0. As a result, all the terms containing
the variance or covariance of the mean value of roll rate are identically zero, and
the covariance matrix for the estimate of the correlation coefficient is only 4×4.
Numerical results are shown in Fig. 27.1. Assuming normal distribution for the
estimates of the correlation coefficients, boundaries of the confidence interval are
computed as:

r̂up,low � r̂ ± Qβ

(
1 + β

2

)√
var(r̂ )

where Qβ is a quantile function for normal distribution; Qβ �1.96 for β�0.95. All
of the confidence intervals contain zero, so the statistical technique is not rejected
by the theory

Fig. 27.1 Estimates of
correlation coefficients
between the processes and
derivatives

-0.02

-0.01

0

0.01

0.02

Wave 
elevations 

Beam seas roll,
zero speed

Roll at14 kt, 
heading 40 deg

Roll at15 kt, 
heading 45 deg



27 Dependence of Roll and Roll Rate in Nonlinear Ship Motions … 459

27.2.3 Correlation of Squares

Correlation coefficient reflects the linear aspect of the dependence. For any signs
of dependence for processes with zero correlation, an estimation of the correlation
coefficient of squares of the processes and their respective derivatives is considered.
Wave elevation is again considered as a control sample. If two processes (wave eleva-
tion and its temporal derivative) are independent, their squares must be independent
as well, as squaring of a value cannot create a dependence with another value.

r̂φ2,φ̇2 � côv(φ2, φ̇2)
√
V̂φ2 · V̂φ̇2

(27.9)

The technique described in the Appendix computes the confidence interval for
Eq. (27.9). Figure 27.2 shows the numerical results on correlation of processes
squares. The correlation coefficient of squares of wave elevations and their deriva-
tives still show zero with very good accuracy. The correlation coefficient for roll in
beam seas is essentially zero as its confidence interval contains zero pretty close to
the estimate. However, cases at both 40 and 45 degrees heading do not have zero in
their confidence interval, indicating dependence without correlation for roll and roll
rate in stern quartering seas.

27.2.4 Modeling of the Joint Distribution

In order to further visualize and study the influence of dependence on the upcrossing
rate, the moving average method is applied. The moving average allows smoothing
of the histogram and possesses sufficient flexibility to represent the unusual features
of the PDF of a significantly nonlinear response.

The calculation starts with estimates of the conditional variances of roll angle for
a series of values of roll rate. A series of conditional histograms for roll are then
computed by Scott’s (1979) formula for the width of a bin of the histogram:

Fig. 27.2 Estimates of
correlation coefficient
between the squares of
processes and squares of
derivatives
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W (φ̇) �
3.5

√
Vφ(φ̇)

3
√
N (φ̇)

(27.10)

where Vφ(φ̇) is the conditional variance of roll estimated for a particular value of
roll rate and N (φ̇) is the total number of points from the conditional histogram for
this value of roll rate. The moving average is then applied to each of the conditional
histograms:

Hm � 1

k

k∑

n�1

H0n+m (27.11)

where H0 is an original histogram and k is a number of neighboring bins for averag-
ing. The averaged points H are used with linear interpolation to create a continuous
piecewise linear function,which is then corrected tomeet the normalization condition
as well as equality to the conditional variance.

Figure 27.3 shows examples of these conditional distributions for the incident
wave data set ζ and illustrates how the method is capable of recovering the shape of
the normal distribution.

Once the conditional distributions are complete, the procedure is applied once
more for the marginal distributions of the derivatives. The joint distribution can then
be approximated as a product of two piecewise linear functions (An averaged 2D
histogram may be applied.):

Fig. 27.3 Conditional
distribution of wave
elevations for two particular
values of the time derivative
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Fig. 27.4 Joint PDF of wave elevations and their temporal derivatives and horizontal section
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Fig. 27.5 Theoretical gaussian joint distributions of two random variables a without correlation
and b with correlation

f
(
φ, φ̇

) � f
(
φ|φ̇) · f

(
φ̇
)

(27.12)

The resultant joint distribution and its horizontal sections are shown in Fig. 27.4.
Visually, both shapes appear to be smooth and look similar to the theoretical Gaussian
distribution shown in Fig. 27.5a.
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27.2.5 Visual Inspection

Correlation between two values can be seen in the joint distribution of the values
as a “rotation of axis,” as shown in Fig. 27.5, which plots theoretical Gaussian
distributions with and without correlation.

This “rotation of the axes” can be most clearly seen in the lower plot of a series of
horizontal cross-sections of the joint distributions. The correlation leads to asymme-
try relative to the horizonal axis. Figures 27.6, 27.7, and 27.8 contain similar plots
for the roll angles and rates from the LAMP simulations. These joint distributions
were smoothed with the moving average method described earlier.

All three plots retain symmetry relative to the horizontal axis, taking into account
that the plots are based on moving average method. Nevertheless, the horizontal
sections for the stern quartering seas appear to be “squeezed,” resulting in a somewhat
rhomboidal pattern. This may be a visual sign of dependence without correlation.

Fig. 27.6 Joint distribution
for beam seas (heading 90°)
at zero speed
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Fig. 27.8 Joint distribution
of roll angles and rates for
heading 40° at 14 Knots
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φ
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27.2.6 Application to Upcrossing Rate

A rate of upcrossing may be sensitive to the dependence between the process and its
derivative. The upcrossing through a level φm0 is an event of reaching this level with
positive derivative at this instant. The rate of upcrossing, ξ, expresses the probability
of this crossing event per unit of time and can be computed as (e.g. Cramer and
Leadbetter 1967):

ξ �
∞∫

0

φ̇ · f
(
φ � φm0, φ̇

)
dφ̇ (27.13)

If the process and its derivative are assumed independent, Eq. (27.13) becomes:

ξ � f (φ � φm0)

∞∫

0

φ̇ · f
(
φ̇
)
dφ̇ (27.14)

If the processes of roll and roll rates are assumed to be normal, the integral in
Eq. (27.14) can be expressed in a closed-form:

ξ � 1

2π

√
Vφ̇

Vφ

exp

(
− (φm0 − Eφ)2

Vφ

)
(27.15)

Approximate joint distributions (Figs. 27.4, 27.6, 27.7 and 27.8) modeled with
smoothed histogram, Eqs. (27.11) and (27.12) and Fig. 27.3 can compute an approx-
imate value of the upcrossing rate with Eq. (27.14) and without Eq. (27.13) assuming
independence of the process and its derivative. The difference between the two quan-
tities is an indicator of the influence of the dependence. Additionally, the upcrossing
rate can be estimated from the time series by counting instances of crossing a level
φm0 with positive derivative. The estimate of the upcrossing rate is expressed as:
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Fig. 27.9 Upcrossing
statistics of roll angles for
beam seas case
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ξ̂ � NU

N · NR · �t
(27.16)

where NU is number of observed upcrossing events, NR is number of records in the
ensemble, N is a number of data points in each record, and �t is the time increment
between data points.

The estimate of the upcrossing rate has a binomial distribution; each time instant
either produces an upcrossing event or not. However, the direct application of bino-
mial distribution for calculation of the confidence interval for large samples encoun-
ters numerical difficulties in computing the quantile of binomial distribution (Belenky
et al. 2016) . Here, the binomial distribution of the upcrossing rate estimate is approx-
imatedwith a normal distributionwith the following formulae for the estimatedmean
and variance:

Ê(ξ̂ ) � ξ̂ ; vâr
(
ξ̂
)

� ξ̂ · (1 − ξ̂ )

N · NR · �t
(27.17)

Upcrossing statistics were evaluated for the three ship motion data sets: beam
seas, zero speed (Fig. 27.9); 45° heading at 15 knots (Fig. 27.10); and 40° heading at
14 knots (Fig. 27.11). An upcrossing level was chosen in order to keep the observed
number of upcrossings around 300.
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Fig. 27.11 Upcrossing
statistics of roll angles for
stern quartering seas case,
heading 40°
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Strictly speaking, both of the calculated upcrossing rates with Eqs. (27.13) and
(27.14) are also random numbers and should be presented with their own confidence
interval, as they are computed with an approximate distribution based on histogram,
and are therefore also subject to statistical uncertainty. However, in the absence of
an established technique for computing the confidence interval for these quantities,
the confidence interval of the estimate from Eq. (27.16) can be used as an indicator
of the influence of the statistical uncertainty.

Figures 27.9, 27.10 and 27.11 clearly show that the independence assumption
may be applicable in beam seas and but not in the two stern quartering sea cases.
The upcrossing rate calculated with the independence assumption in stern quartering
seas overestimates the upcrossing rate significantly. This is a consequence of the
dependence of roll and roll rate in stern quartering seas.

The manifestation of dependence between roll and roll rate seems to be more
dramatic in Figs. 27.10 and 27.11 as compared to Fig. 27.2. The estimate of corre-
lation between squares is computed over the entire sample, while the computation
of the rate of upcrossing is computed further in the tail of the distribution, where
non-Gaussian properties seem to be stronger in stern quartering seas.

27.3 Summary and Conclusuons

This chapter describes a study of the probabilistic properties of nonlinear rollmotions
in irregular ocean waves generated by a time-domain potential flow simulation code
with a body-nonlinear formulation for Froude-Krylov and hydrostatic forces, while
diffraction and radiation was computed up to a mean waterplane. Roll damping was
modeled with externally computed coefficients. Numerical simulation was carried
out with three degrees of freedom—heave, roll and pitch—at zero and constant
forward speed in long-crested irregular beam and quartering seas. The focus of the
study was on the dependence between roll and roll rates.
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Four large data sets were employed for the study: beam seas at zero speed, two
cases of stern quartering seas (heading of 40° and 45°) at moderate forward speed
and wave elevations at a point, the latter of which provides a control data set that
is known to be Gaussian. Each data set consisted of multiple records of the process
itself and its temporal derivatives. The dependence was studied with three different
approaches:

• Estimate of coefficient of correlation between roll and roll rate for all the cases
were found to be zero (as theory suggests). Estimate of coefficient of correlation
between squared values of roll and roll rate was found to be zero for Gaussian
process (as theory suggests) and for roll in beam seas; but non-zero for both
stern quartering cases. Thus, dependence between roll and roll rate exists for stern
quartering case.

• Visual inspection of joint distribution models based on smoothed histograms. All
cases were found to be symmetric relative to the horizontal axis (as theory sug-
gests). Rotational invariance was observed for Gaussian distribution (as theory
suggest) and for roll in the beam seas. A “squeezed” shape was observed for stern
quartering cases. This “squeezed” (i.e. without rotational invariance) but sym-
metrical shape may be how the dependence without correlation manifests itself
visually.

• Upcrossing rate was computed by joint distribution modeled with smoothed his-
tograms complemented with statistical estimation of the upcrossing rate. Calcu-
lation was carried out with and without the assumption of independence between
the process and its derivative. Both calculated rates were found to be statistically
identical to the observed rate for the Gaussian case (as theory suggest) and for
the beam seas case. For the stern quartering cases, only the calculation without
the assumption of independence matched the statistical estimate. Thus, the depen-
dence between roll and roll rate is important for stern quartering case.

As theory suggest, no correlation was found between roll angles and roll rates.
However, the absence of correlation between roll angles and roll rates does not mean
that they are independent for all cases. The independence of roll angles and rates is
justified for a linear system where a normal distribution is applicable. It is a mere
assumption for all other cases; in the case studied for beam seas this assumption
seems to be applicable, while in stern quartering seas it seems to be not applicable.

At the time when this chapter was written, no clear explanation for the observed
dependencewas available.However, a hypothesismaybe suggested that as the depen-
dence between roll angles and roll rates was observed in stern quartering seas on the
ONR tumblehome topside configuration, it may be related to the stability variation
in waves.
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Appendix: Confidence Interval of Correlation Coefficient

Distribution of the Estimate

A confidence interval is considered for the estimate of the correlation coefficient
between two generic stationary ergodic processes X and Y without making any
assumptions about their distribution. The only assumption made for the joint dis-
tribution of the processes is that their covariance and variances do exist. The data
sample presented in form of two sets (ensembles) of NR records, each of which
contains N data points:

X � {
xn,k

}
; Y � {

yn,k
}
; n � 1, . . . , N ; k � 1, . . . , NR (27.18)

k is a counter for records, while n is a counter for points inside a record. The
estimate of the correlation coefficient is expressed as:

r̂XY � côv(X,Y )
√
V̂X · V̂Y

, (27.19)

where:

côv(X,Y ) � 1

NR · N
NR∑

k�1

N∑

n�1

(xn,k − ÊX )(yn,k − ÊY ) (27.20)

V̂X � 1

NR · N
NR∑

k�1

N∑

n�1

(xn,k − ÊX )
2, V̂Y � 1

NR · N
NR∑

k�1

N∑

n�1

(yn,k − ÊY )
2 (27.21)

ÊX � 1

NR · N
NR∑

k�1

N∑

n�1

xn,k ; ÊY � 1

NR · N
NR∑

k�1

N∑

n�1

yn,k (27.22)

As the size of the sample is rather large, the bias in the covariance and variance
estimate is expected to be small.

As with any random number, the estimate of Eq. (27.19) is characterized by
a probability distribution. In order to justify the choice of the distribution of the
estimate of correlation coefficient, consider it as a deterministic function of random
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arguments. Both covariance and variance estimates are dependent on the mean value
estimates, so it is convenient to use known properties of covariance and variance to
present the estimate of Eq. (27.19) as:

r̂X,Y � ÊX ·Y − ÊX ÊY√
(ÊX2 − Ê2

X )(ÊY 2 − Ê2
Y )

, (27.23)

where:

ÊX ·Y � 1

NR · N
NR∑

k�1

N∑

n�1

xn,k yn,k (27.24)

ÊX2 � 1

NR · N
NR∑

k�1

N∑

n�1

x2n,k ; ÊY 2 � 1

NR · N
NR∑

k�1

N∑

n�1

y2n,k (27.25)

The deterministic function, Eq. (27.23), has 5 random arguments. The distribution
of the mean value estimates from Eqs. (27.22) and (27.24) can be taken normal based
on the Central Limit Theorem. The distribution of themeans of squares of Eq. (27.25)
can be approximated by normal for sufficiently large sample (similar argument in
Levine et al. 2017).

Equation (27.23) is a nonlinear function; deriving its exact distribution may be
difficult even for normally distributed arguments. Fortunately, it is not necessary as
its linear approximation with Taylor series has a correct asymptotic behavior. The
first-order Taylor expansion works well for small deviation from the initial point. If
Eq. (27.23) is expanded in the vicinity of the “true” values of its random arguments,
it will tend to the “true” value of the function with increase of the sample size. Thus,
Taylor expansion can be applied for the considered problem as the sample size here
is not small. This technique is known in statistical literature as “delta-method,” see
e.g. Bickel and Doksum (2001).

To avoid bulky equations, the following vector notation is applied for the true
values and their estimates:

−→
Z �

(
EX ·Y EX2 EY 2 EX EY

)T
(27.26)

−→
Z

∧

�
(
ÊX ·Y ÊX2 ÊY 2 ÊX ÊY

)T
(27.27)

where T means transposition operation. The first-order Taylor series expansion is
expressed as:

r̂X,Y � g(
−→
Z

∧

) ≈ g(
−→
Z ) +

−→
D ·

(−→
Z − −→

Z

∧)
(27.28)

where �D is the vector of derivatives:
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�D � 1
√
(EX2 − E2

x )(EY 2 − E2
Y )

·

(
1, − EX ·Y−EX EY

2(EX2−E2
X )

, − EX ·Y−EX EY

2(EY2−E2
Y )

,
EX ·Y EX−EX2 EY

EX2−E2
X

,
EX ·Y EY−E2

Y EX

EY2−E2
Y

)T

(27.29)

As Eq. (27.28) is linear and normal distribution is assumed for all the arguments,
the function g and the estimate r̂XY have normal distribution. The boundaries of the
confidence interval are computed as:

r̂XY up,low � E(r̂XY ) ± Kβ

√
var(r̂XY ) (27.30)

where E(r̂X,Y ) is a mean value of the estimate, var(r̂X,Y ) is its variance andKβ is non-
dimensional half-length of the confidence interval, computed as 0.5(1+β) quantile
of the standard normal distribution (Kβ �1.96 for β�0.95). The calculation of mean
and variance of the estimate is considered in the next section of the Appendix.

Mean and Variance of the Correlation Coefficient Estimate

Normal distribution has two parameters: mean value and variance. Both need to
be determined to define the distribution. To find the mean value, apply the average
operator E(..) to both sides of Eq. (27.28). As the elements of the vector of true value
are not known, substituting it with the vector of estimates is the usual practice:

E
(
r̂X,Y

) ≈ E

(
g(

−→
Z ) +

−→
D ·

(−→
Z − −→

Z

∧))
� g(

−→
Z ) � rX,Y ≈ r̂X,Y (27.31)

A similar approach is employed for variance, applying the variance operator var(..)
to both sides of Eq. (27.28), substituting true values with their estimates, and using
well-known formula for a variance of linear combination of random variable, taking
into account that these random variables may be dependent:

var
(
r̂X,Y

) ≈ var

(
g(

−→
Z ) +

−→
D ·

(−→
Z − −→

Z

∧))
�

5∑

m�1

5∑

p�1

ĉm,pqm,p (27.32)

where ĉm,p are the values of the matrix of estimates of coefficients and qm,p are the

elements of covariance matrix of the vector
−→
Z

∧

:

Ĉ � {
ĉm,p

} � −→
D

∧

· −→
D

∧T

; m � 1, . . . , 5; p � 1, . . . , 5 (27.33)

Q � {
qm,p

} � cov(
−→
Z

∧

); m � 1, . . . , 5; p � 1, . . . , 5 (27.34)
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The elements of the covariancematrixQ are essentially covariance values between
different mean estimates, i.e. covariance between two sums. The explicit expression
for the covariance matrix Q is as follows:
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ÊX ·Y

)
cov

(
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ÊX2

)
cov

(
ÊX2 , ÊY 2

)
cov

(
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ÊY 2

)
cov

(
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ÊX ·Y , ÊY
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(27.35)

As these covariance (and variance) values usually are not known, they are substi-
tuted by their respective estimates. The calculation of these estimates is considered

in the next section of the Appendix with cov
(
ÊX , ÊY

)
as an example.

A3. Covariance of Two Mean Value Estimates

Consider a covariance cov
(
ÊX , ÊY

)
as an example. As covariance is essentially an

integral Eq. (27.2), integration and summation can be swapped in order:

cov
(
ÊX , ÊY

)
� 1

NR

NR∑

k�1

1

N 2

N∑

n�1

N∑

m�1

cov(xn,k, ym,k) (27.36)

As both processes are ergodic, the covariance is the same for all the records, and
Eq. (27.36) turns into a sum of elements of a matrix:

cov
(
ÊX , ÊY

)
�

∑

⎛

⎜
⎜⎜⎜⎜⎜⎜
⎝
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τ−(N−2)

)
RXY

(
τ−(N−3)
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. . . RXY (τ0) RXY (τ1)

RXY
(
τ−(N−1)

)
RXY

(
τ−(N−2)

)
. . . RXY (τ−1) RXY (τ0)

⎞

⎟
⎟⎟⎟⎟⎟⎟
⎠

(27.37)

RXY (τ) is a cross-covariance function between the processes X and Y taken at the
time lag τ, which is a difference between the n-th and m-th time increments:

RXY (τn−m) � cov(xn, ym); τn−m � tn − tm (27.38)
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where t stands for time. The time lag τ can be negative, when n<m; negative indexes
correspond to negative values of time lags. Unlike the auto-covariance function, the
cross-covariance function is not symmetrical.

Equation (27.37) makes sense when both process X and Y are stationary− their
covariance depends only on the time difference and does not depend on a particular
instance of time. As a result, the elements of the matrix in Eq. (27.37) are identical
along the diagonals. Then, the matrix can be summed by diagonals instead of by
rows and columns:

cov
(
ÊX , ÊY

)
� 1

N 2

(
RXY

(
τ−(N−1)

)
+ 2RXY

(
τ−(N−2)

)
+ . . . + (N − 1) · RXY (τ−1)

+ N · RXY (τ0) + (N − 1) · RXY (τ1) + . . . + 2RXY (τN−2) + RXY (τN−1))

(27.39)

Thus:

cov
(
ÊX , ÊY

)
� 1

N

N−1∑

n�−(N−1)

(
1 − |n|

N

)
RXY (τn) (27.40)

The cross-covariance function is known for the following property:

RXY (−τ ) � RY X (τ ) (27.41)

This allows Eq. (27.37) to be rewritten for positive indexes only:

cov
(
ÊX , ÊY

)
� RXY (0)

N
+

1

N

N−1∑

n�1

(
1 − n

N

)
(RXY (τn) + RY X (τn)) (27.42)

Equations (27.40) and (27.42) can also express variance of the mean—see Priest-
ley (1981)

var
(
ÊX

)
� cov

(
ÊX , ÊX

)
� RXY (0)

N
+

2

N

N−1∑

n�1

(
1 − n

N

)
RXX (τn) (27.43)

Alternatively, taking account of the symmetry of the auto-covariance function
RXX (τ), the variance of the mean can be presented as (compare to relevant formula
from Levine et al. 2017):

var
(
ÊX

)
� 1

N

N−1∑

n�−(N−1)

(
1 − |n|

N

)
· RXX (τn) (27.44)

The true cross-covariance function RXY (τ) is not known and has to be substituted
by its estimate:
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Fig. 27.12 Selection of the
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wherew is a windowing function. Similar to the estimate of the auto-covariance func-
tion, the cross-covariance is subject to a deterioration of accuracy with the increase
of time lag as the number of available points drops. Following Levine et al. (2017),
a triangle (Bartlett) window is applied here:

w(τ ) �
{
1 − |τ |

τW
i f |τ |≤τW

0 otherwise
(27.46)

Justification of the choice of the width τW of Bartlett windows is the subject of
current interest. Levine et al. (2017) propose the first minimum of an envelope of
the auto-covariance function as the first approximation for the width, see Fig. 27.12.
This method was used for all auto- and cross-covariance estimates in this study.

The reasoning behind the windowwidth choice is as follows. The auto-covariance
function reflects how much dependence of the current state of the dynamical system
propagates into the future. Thedependence in shipmotion is drivenby the dependence
in the excitation, the inertia of the ship and hydrodynamic memory. All of these
phenomena fade with time, no physical reason exists for the dependence to increase.
Thus, the increase of the dependence has to be treated as numerical artifact that
should be suppressed.
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Chapter 28
Regular Wave Testing as a Crucial First
Step for Dynamic Stability Evaluation

David D. Hayden, Richard C. Bishop and Martin J. Dipper

Abstract The DDG51 pre-contract hull form as represented by Model 5514 was
evaluated for capsize events at End of Service Life Load Limit for the Righting Arm
Limiting and Intact 100 KnotWind Limiting KGConditions. The hull was evaluated
using a matrix of various following sea headings and Froude numbers at various
regular wave lengths and steepness. The results provide a good comparison point to
computer simulations and a way to verify regimes of concern relating to dynamic
stability. The domains of reduced dynamic stability can be used to determine future
areas of study for random or deterministic irregular wave testing. The model test
also provides data to compare measured roll decay and maneuvering characteristics
against simulation predictions for validation. Experimental techniques and model
layout are described. Suggestions for future improvements in regular wave testing
are provided. Even though regular wave dynamic stability testing provides a basic
evaluation of dynamic stability, the results can be used as a key starting point for
additional testing or as a basis for operational guidance.

Keywords Regular waves · Parametric evaluation · Dynamic stability

28.1 Introduction

Laboratory testing for dynamic stability can assume many forms, with different type
of wave environments. A free running or very lightly tethered model, will yield the
purest results when testing for 3-D dynamic stability events. Instrumentation should
be suitable to capture all motions, control surfaces, and the wave environment. With
respect to waves the experiment can utilize steep regular waves, random irregular
waves with a spectral shape known to produce steep wave fronts by the nature of the
height and period, or deterministic irregular wave sequences. At its simplest level a
free running model operating in dynamic stability type conditions in regular waves
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Fig. 28.1 View of model 5514 during capsize testing in MASK basin

can provide great insight to performance in other more realistic seaways. This type
of testing will be described.

28.2 Experiment Design

28.2.1 Model Scale and Facility

Selection of model scale is typically based upon the need for waves with sufficient
steepness at wavelengths likely to create a dynamic stability event. The ability to
achieve speed, power and instrument the model, and provide sufficient run length
should be considered in model scale selection. The ability to meet the data and
control needs and still meet ballast conditions is often the most challenging part
of preparation. Model 5514 is a ten foot model requiring vigilance with respect to
ballasting.Butwhen testing at endof service life (EOSL) the ballast condition ismuch
more obtainable, since it is the ship condition at maximum displacement and highest
vertical center of gravity. The model operating in the basin is shown in Fig. 28.1. The
Maneuvering and Seakeeping Basin (MASK) provides a long run length suitable to
initiate dynamic stability events in regular waves, and still generally have time for
the dynamic event to occur prior to reaching the edge of the basin. Plastic net fences
are installed along the beach edges of the basin to capture the model in the event
that the model operator can not stop the model in time. The schematic of the MASK
basin is shown in Fig. 28.2.
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Fig. 28.2 Sketch of maneuvering and seakeeping (MASK) basin

28.2.2 Test Matrix

The test matrix can be designed based upon simulations or past experimental expe-
riences with the conditions which cause dynamic stability events. The most likely
wave conditions to cause dynamic stability events are λ/L values surrounding 1.0,
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Table 28.1 Desired wave conditions as defined by test matrix and model geometry

Full scale test conditions

Ship length: 466.00 ft

Wave/hull length Wave length (ft) Wave length (m) Wave period (s) Wave freq (Hz)

0.75 349.50 6.71 8.26 0.1210

1.00 466.00 8.95 9.54 0.1048

1.25 582.50 11.18 10.67 0.0938

1.50 699.00 13.42 11.68 0.0856

Model scale conditions—lambda � 46.6

Ship length: 10.00 ft

Wave/hull length Wave length (ft) Wave length (m) Wave period (s) Wave freq (Hz)

0.75 7.50 2.29 1.210 0.826

1.00 10.00 3.05 1.398 0.716

1.25 12.50 3.81 1.563 0.640

1.50 15.00 4.57 1.712 0.584

Wave heights

Wave H/L Wave length/hull length

0.75 1.00 1.25 1.50

1/20 11.4 cm 15.2 cm 19.1 cm 22.9 cm

1/15 15.2 cm 20.3 cm 25.4 cm 30.5 cm

1/10 22.9 cm 30.5 cm 38.1 cm 45.7 cm

Wave H/L Wave length/hull length

0.75 1.00 1.25 1.50

1/20 4.50 in 6.00 in 7.50 in 9.00 in

1/15 6.00 in 8.00 in 10.00 in 12.00 in

1/10 9.00 in 12.00 in 15.00 in 18.00 in

where L is the ship length at the waterline and λ is the wavelength. For this test
λ/L values from 0.75 to 1.50 had been choosen for testing, with wave steepnesses
ranging from H/λ � 1/20 to H/λ � 1/10, where H is the trough to crest wave height.

The corresponding target regular wave heights are provided in Table 28.1. Even
though linear wave theory is assumed forλ based upon period, there is no appreciable
change in λ for the steep non-linear wave since it is still in deep water when testing
in the MASK. The model was tested at speeds of Fn � 0.0, 0.1, 0.2, 0.3, and 0.4.
Headings aft of beam to pure following were tested. In this case the conditions tested
were based upon simulation results from FREDYN 9.3.
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Fig. 28.3 Midship OBC, GM pole, and instruments

28.2.3 Instrumentation

Instrumentation should be sufficient to capture the motions of interest required to
define the event. Accelerations were measured at the center of gravity (CG), bow,
and stern. Angular rates, roll, pitch, and heading via a gimbaled flux-gate compass
were used to measure angular characteristics. The rudder angle was measured via
a rotary potentiometer, and shaft RPM was measured via optical pulsar and a in-
house circuit board with an Analog Devices frequency to voltage converter. The
wave environment was recorded with six sonic wave surface probes suspended from
theMASK bridge. The bridge was rotated to a 30º angle to provide better basin wave
probe coverage. The model position and track were recorded with an ArcSecond
Constellation 3DI indoor GPS system. A single ArcSecond receiver was placed on
the forward deck of the model and is visible in Fig. 28.1. The approximate spacing
and position of the wave sonics and ArcSecond transmitters are shown in Fig. 28.2.
The instruments were filtered, sampled, and stored via an and on board computer
(OBC) and associated filter cards and analog to digital converter (ADC). The OBC
and some of the CG instruments are shown in Fig. 28.3.

28.3 Experimental Procedure

28.3.1 Pre Experiment Preparation

Prior to testing the model was outfitted and ballasted. The powering and steering
systems were somewhat fixed based upon the ship arrangements. The instrument
location was fixed for those channels to be measured at a specific location. The
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Table 28.2 Model mass properties end of service life load limit, intact 100 kt wind limiting KG

Full scale desired Model scale achieved

Values english Values metric Values english Values metric

Displacement 9400.00 LTSW 9549.21 m-ton
SW

202.46 lbs FW 91.92 kg FW

LCG wrt Station
10

−5.90 ft −1.80 m −1.52 in −3.86 cm

KG 28.06 ft 8.55 m 7.12 in 18.08 cm

Draft 21.37 ft 6.51 m NA NA

Trim 0.36 ft 0.11 m NA NA

GMw/FS 3.00 ft 0.91 m 0.76 in 1.93 cm

kpitch 116.50 ft 35.51 m 29.73 75.52 cm

kpitch/LBP 0.250 0.250 0.248 0.248

kroll 24.09 ft 7.34 m 6.67 16.94 cm

kroll/BeamWL 0.383 0.383 0.412 0.412

Roll
periodzero speed

15.41 15.41 2.421 s 2.421 s

Table 28.3 Model mass properties end of service life load limit, righting arm limiting KG

Full scale desired Model scale achieved

Values english Values metric Values english Values metric

Displacement 9400.00 LTSW 9550.85 m-ton
SW

202.46 lbs FW 91.92 kg FW

LCG wrt station
10

−5.90 ft −1.80 m −1.52 in −3.86 cm

KG 26.97 ft 8.22 m 6.81 in 17.29 cm

Draft 21.37 ft 6.51 m NA NA

Trim 0.36 ft 0.11 m NA NA

GMw/FS 4.09 ft 1.25 m 1.04 in 2.63 cm

kpitch 116.50 ft 35.51 m 29.65 75.31 cm

kpitch/LBP 0.250 0.250 0.247 0.247

kroll 24.09 ft 7.34 m 6.29 15.97 cm

kroll/Beam WL 0.383 0.383 0.388 0.388

Roll
periodZero speed

13.19 13.19 1.971 s 1.971 s

OBC and batteries were then located to provide the approximate CG and gyradius
characteristics. The remaining ballast weights were used to fine tune the ballast
conditions. Additionally a pole is located at the longitudinal CG (LCG) location
with weights which can be slid up and down the pole to adjust the metacentric height
(GM). The GM pole was located to have minimal effect on other desired ballast
variables. The GM was verified by performing an incline experiment. The results of
the ballasting effort are shown in Tables 28.2 and 28.3. Themeasurement uncertainty
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of the data collection is provided in Table 28.4, and is calculated by methods defined
in ISO Uncertainty Guide (1995).

28.3.2 Model Characterization Runs

The roll period and roll decay were measured at all speeds to be tested. This mea-
surement procedure was performed by depressing the model on the gunwale while
the model is lightly tethered under the MASK carriage, then releasing the model and
measuring the roll decay after release. This procedure was repeated for both port and
starboard sides, and for varying angles of initial roll. The roll period and amount of
roll decay can be used to compare against anticipated roll period and roll decay from
simulation. The difference between measured roll period and FREDYN calculated
roll period is also used as a way to adjust the coefficients of the autopilot algorithm
at the operational speeds.

The speed of the free running model was set by performing a calm water speed
calibration. The propulsion motor was controlled with a voltage command from the
OBC. The model was run at set voltage commands parallel to the long bank of the
MASK across a measured distance to create a speed measurement. This is done for
12–20 increments across the range of speed operations. Regression analysis was then
performed relating measured speed, shaft RPM, and throttle command. The throttle
voltage commands at each target speed can then be calculated and used to set the
target ordered speed at each matrix condition of concern. Once the calm water roll
periods and speed settingswere defined, then other operations of the test matrix could
be performed.

28.3.3 Maneuvering Runs

Though not required for dynamic stability, the calm water maneuvering characteris-
tics as measured by turning circles and zig-zags can be quite useful for comparison
against simulation efforts. The effects of the control surfaces, bilge keels, and ballast
condition are all interrelated and present when performing calm water maneuvers.
These results provide a way to look at scale effects, and how such influences corre-
late during simulations and other scaled tests. Both turning circles and zig-zags were
performed as presented by Hayden et al. (2006).

28.3.4 Regular Wave Runs

Regular wave dynamic stability runs were performed at the conditions of interest.
The model was held stationary from a punt at the edge of the basin while the desired
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Table 28.4 Uncertainty estimates for instrumentation

Type A
uncertainty

Type B Total Total

Parameter Units Min Max N Std
Dev

U95 U95 (%
Max)

Acceleration,
bow
transverse

g −1 +1 321 0.00668 0.0007 0.0081 0.0082 0.82

Acceleration,
bow vertical

g −1 +1 321 0.00379 0.0004 0.0010 0.0011 0.11

Acceleration,
cg
longitudinal

g −1 +1 321 0.00049 0.0001 0.0020 0.0020 0.20

Acceleration,
cg transverse

g −1 +1 321 0.00649 0.0007 0.0033 0.0033 0.33

Acceleration,
cg vertical

g −1 +1 321 0.00236 0.0003 0.0108 0.0108 1.08

Acceleration,
stern
transverse

g −1 +1 321 0.00694 0.0008 0.0098 0.0098 0.98

Acceleration,
stern vertical

g −1 +1 321 0.00337 0.0004 0.0209 0.0209 2.09

Angle, Pitch deg −50 +50 321 0.177 0.0198 0.64 0.64 1.28

Angle, Roll deg −90 +90 321 0.370 0.0413 0.77 0.77 2.67

Angle,
Rudder

deg −30 +30 321 0.029 0.0033 0.80 0.80 2.67

Heading deg 0 360 321 0.733 0.0818 1.00 1.07 0.28

Model Speed m/s 0.55 2.19 321 0.00836 0.0009 0.12 0.12 5.66

Propeller
Shaft Speed

rpm 264 1093 321 4.28 0.48 1.78 1.84 0.17

Rudder
Angular Rate,
Max.

deg/s −67.5 +67.2 1.61 1.61 2.40

Wave Height
#1

mm −381 +381 2.29 2.29 0.60

Wave Height
#3

mm −381 +381 3.42 3.42 0.90

Wave Height
#4

mm −381 +381 2.61 2.61 0.69

Wave Height
#5

mm −381 +381 3.22 3.22 0.85

Wave Height
#6

mm −381 +381 3.40 3.40 0.89

Wave Height
#8

mm −381 +381 1.89 1.89 0.50
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wave field was allowed to build. The model operator would set the autopilot heading,
and bring the propellers up to speed using the pre-determined throttle command.
Model tenders in the punt would hold the model at the desired heading relative
to the waves, and then release the model on command from the model operator
once there was sufficient wave coverage in the basin. The tracker data, model and
wave data collection, and video would start prior to model release in order to record
initial conditions. The model would accelerate away from the punt after release. The
operator would make a verbal and computer collection note (“Model Mark”) when
the model was on speed and heading.

The model would be allowed to translate the basin using the autopilot and throttle
commands until capsize occurred or it was necessary to stop the model because of
basin limitations. Additional personnel would observe the model and make notes
of surfing, broaching, wave captures, bow roots, or other roll events indicative of
dynamic instabilities. The model operator would declare end of run to the video
and data personnel. Example of a tracker image for a capsize event (Run 396) in
following seas at Fn� 0.4, λ/L� 1.25, H/λ � 1/10 is shown in Fig. 28.4. The model
was observed to surf on the crest of the wave, broach to starboard, and then capsize.
Evidence of the broach and capsize event can be evidenced by the curved trajectory
to starboard at the end of the run.

All pre-defined test conditions were performed a minimum of one time. If critical
dynamic stability behavior was present for a condition, then that condition would be
repeated. If a capsize or dangerous roll was observed, then the condition would be
repeated three or more times. If the model consistently capsized, then that condition
would be labeled as a capsize condition. If dangerous roll consistently occurred, but
capsize did not always occur, then that condition would be classified as “In Danger
of Capsize.” “Dangerous Roll” was classified as any maximum roll greater than 75%
of the positive area under the GZ curve.

28.4 Results

The results of the test were presented as performancematrices which summarized the
run numbers, maximum rolls, wave conditions, and comparison to FREDYN results

Fig. 28.4 Example tracker plot for run 396
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Table 28.5 Roll angle matrix for intact 100 kt wind limiting KG � 8.55 m, eosl load condition

λ/L λ/h Fn
0 15 30 45 60 75 105

0.0
0.1
0.2
0.3
0.4
0

0.1
0.2
0.3
0.4
0

0.1
0.2 26.2, 25.8 11.6, 12.2
0.3 32.0, 30.8 37.9, 34.2 19.2, 21.0 17.2, 18.7

0.4 76.1, 43.2, 90, 68.0, 61.9, 90, 90 90, 90, 67.4, 59.8, 61.8 26.6, 27.0
0.0
0.1
0.2
0.3
0.4
0.0
0.1
0.2
0.3 20.2, 21.9 21.0, 23.4
0.4 32.1, 31.9 32.0, 31.9
0.0 25.6
0.1 22.2 14.3, 15.7 15.3, 12.9
0.2 34.6, 32.8 20.4, 18.9 19.4, 11.3 20.1, 18.9
0.3 29.6, 29.0 32.8, 42.1 27.5, 25.9 26.4, 26.9 21.8, 25.4
0.4 90, 90, 90, 90 90, 90, 90, 90 37.2, 33.4 38.2, 31.1 25.9, 34.6
0.0
0.1
0.2
0.3  24.4, 21.9
0.4
0.0  19.0
0.1
0.2 19
0.3 29.9 25.8, 27.5 26.8
0.4 42.1, 42.0 40.8, 42.2 33.3, 34.4
0.0 28.4
0.1 34.3 32.5 30.6 30.1
0.2 26.9 35.3 39.1 36.7 34.8
0.3 33.3 38.7, 40.7 58.3, 48.1 45.1, 45.0 39.8

0.4 64.5, 90, 90 90, 90, 90, 90 90, 90, 90, 90 74.4, 90, 90, 90 69.0, 67.4, 90, 90, 61.2, 54.8 42.6
0.0
0.1
0.2
0.3 29.3
0.4 37.5 37
0.0
0.1
0.2 14.9 32
0.3 21.8 30 35.2 41.4
0.4 37.2 43.2 43.5
0.0
0.1
0.2
0.3
0.4

Key: 36.6
55.2

90.0, 54.3, 
48.1

Max Roll Angle < 49.4 deg (75% of GZ curve)
Max Roll Angle > 49.4 deg: in danger of capsize (capsize, dangerous roll)

Capsize condition (capsize, dangerous roll, acceptable roll)

10

1.5

20

15

10

30.5
27.6

1.25

20

15

10

28.1

1

20

15

10

χ  (deg)
90

0.75

20

15

for each test condition. Maximum roll matrices are presented for both load condition
in Tables 28.5 and 28.6. Each roll value corresponds to an individual run. Individual
capsizes and dangerous rolls are indicated at each cell with color coded text. The cell
was classified based upon the predominate behaviour at that cell condition.

The comparison to FREDYN 9.3 results is presented in Tables 28.7 and 28.8. It
can be seen that FREDYN generally overpredicts the capsize event for the typical
surface combatant.
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Table 28.6 Roll angle matrices for righting arm limiting KG � 8.22 m, EOSL load condition

λ/L λ/h Fn

0 15 30 45 60 75 90 105

0.0

0.1

0.2

0.3

0.4

0

0.1

0.2

0.3

0.4

0.0

0.1

0.2

0.3 32.5, 34.5 36.4 39.5

0.4 48.1, 45.4
45.7, 44.7, 44.2, 
41.7, 45.7 45.7

0.0

0.1

0.2

0.3

0.4

0.0

0.1

0.2

0.3

0.4

0.0

0.1

0.2

0.3 23.6 35.5 45.8

0.4 43.3, 48.6 45.2 52.3, 46.8

0.0

0.1

0.2

0.3

0.4

0.0

0.1

0.2

0.3

0.4

0.0

0.1

0.2

0.3 11.5 24.2 32.5 43.6 47.4 42.2, 45.6

0.4 52.0, 39.3 44.6, 41.9 46.1, 42.6 44.3, 45.0, 43.9 46.32 41.8, 28.5, 43.3

Key: 36.6

55.2
90.0, 54.3, 

48.1 Capsize condition (capsize, dangerous roll, acceptable roll)

1.25

20

15

10

Max Roll Angle < 49.4 deg (75% of GZ curve)

Max Roll Angle > 49.4 deg: in danger of capsize (capsize, dangerous roll)

χ  (deg)

0.75

20

15

10

1

20

15

10



488 D. D. Hayden et al.

Table 28.7 Test versus FREDYN results for intact 100 kt wind limiting KG � 8.55 m, EOSL load
condition

λ/L λ/h Fn

0 15 30 45 60 75 90 105

0.0

0.1

0.2

0.3

0.4

0.0

0.1

0.2

0.3

0.4

0.0

0.1

0.2 Cf Cf

0.3 Cf Cf Cf Cf

0.4 Cf Cf Cf

0.0

0.1

0.2

0.3

0.4

0.0

0.1

0.2

0.3 Cf Cf

0.4 Cf Cf

0.0 Cf Cf Cf Cf Cf Cf Cf

0.1 Cf Cf Cf

0.2 Cf Cf Cf Cf

0.3 Cf Cf Cf Cf Cf

0.4 Cf Cf Cf Cf Cf

0.0

0.1

0.2

0.3 Cf

0.4

0.0 Cf

0.1

0.2 Cf

0.3 Cf Cf Cf

0.4 Cf Cf Cf

0.0 Cf Cf Cf Cf Cf Cf Cf Cf

0.1 Nf Cf Cf Cf Cf

0.2 Cf Cf Cf Cf Cf

0.3 Cf Cf Cf Cf Cf

0.4 Cf Cf Cf Cf Cf Cf

0.0

0.1

0.2

0.3 Cf

0.4 Cf Cf

0.0

0.1

0.2 Cf Cf

0.3 Cf Cf Cf Cf

0.4 Cf Cf Cf

0.0

0.1

0.2

0.3

0.4

Key:

Model Test 

Results

CfFREDYN
NfPrediction
Tf

Max Roll Angle < 49.4 deg (75% of GZ curve)

Max Roll Angle > 49.4 deg: in danger of capsize

Consistent capsize condition.

FREDYN predicted capsize prior to commanded time of 900 seconds.

FREDYN predicted no capsize for commanded time of 900 seconds.

FREDYN prediction terminated due to operational limitations of software.  

1.25

20

15

10

1.5

20

15

10

χ  (deg)

0.75

20

15

10

1

20

15

10
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Table 28.8 Test versus FREDYN results for righting arm limiting KG � 8.22 m, EOSL load
condition

λλ/ Λ λ/ η Fn

0 15 30 45 60 75 90 105

0.0

0.1

0.2

0.3

0.4

0.0

0.1

0.2

0.3

0.4

0.0

0.1

0.2 Cf

0.3 Nf Cf Cf

0.4 Cf Cf Cf

0.0

0.1

0.2

0.3

0.4

0.0

0.1

0.2

0.3

0.4 Cf

0.0 Tf Cf Cf Cf Cf Cf Cf

0.1 Cf Cf

0.2 Cf Cf Cf

0.3 Nf Cf Cf Cf Cf

0.4 Cf Cf Cf Cf Cf

0.0

0.1

0.2

0.3

0.4

0.0

0.1

0.2 Cf Cf

0.3 Cf

0.4 Cf Cf

0.0 Cf Cf Cf Cf Cf Cf Cf Cf

0.1 Cf Cf Cf Cf

0.2 Cf Cf Cf Cf Cf

0.3 Nf Cf Cf Cf Cf Cf

0.4 Cf Cf Cf Cf Cf Cf

Key:

 Model Test

Results

Cf

FREDYN Nf

Prediction Tf

Consistent capsize condition.

FREDYN predicted capsize prior to commanded time of 900 seconds.

FREDYN predicted no capsize for commanded time of 900 seconds.

FREDYN prediction terminated due to operational limitations of software.  

1.25

20

15

10

Max Roll Angle < 49.4 deg (75% of GZ curve)

Max Roll Angle > 49.4 deg: in danger of capsize

χ (δεγ )

0.75

20

15

10

1

20

15

10
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28.5 Uncertainty Analysis

Uncertainty analysis as applied for this report is based upon the ISO Uncertainty
Guide (1995). The analysis consists of two parts: (1) Type A evaluation and (2) Type
B evaluation. For this report, all uncertainties are defined at the 95% confidence
limit. Typically, these experiments were highly unsteady and random in character,
and the standard deviations were not typically computed. Consequently, most of the
uncertainty was determined by Type B evaluation method.

28.6 Conclusions

The regular wave, dynamic stability results yield a very consistent result with respect
to performance at any particular operational condition. The operational areas of
concern are well defined by the “Danger of Capsize” and “Capsize Condition” cells.
There are no cells at separate locations from the concentrated concern areas at Fn �
0.4. There is one capsize cell at Fn � 0.3 for a stern quartering condition, for the
100 kt wind limiting KG. There are no “Capsize Condition” cells for the righting
arm limiting KG condition.

These results could be used to create operational guidance for the ship being
evaluated. The matrices indicate that if the ship speed is operationally limited to
Fn � 0.2 and below for extreme following seas, then there is very limited possibility
of a dynamic stability event.

Additionally if other tests in irregular seas are to be performed, then the irregular
seas will most likely need to contain wave components which are near the same
steepness as that observed for regular wave testing. The results indicate that wave
steepnesses near H/λ � 1/10 will be required, and that these conditions will have to
be run at the speed and heading indicated by regular wave results.
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Chapter 29
An Experimental Study
on Characteristics of Rolling in Head
Waves for a Vessel with Nonlinear
GZ-curve

Toru Katayama, Shugo Miyamoto, Hirotada Hashimoto and Yoshifumi Tai

Abstract In this study, the characteristics of rolling in head waves for a vessel
with strong nonlinear GZ-curve, which includes parametric rolling, are investigated.
Rolling is measured for systematically changed wave length and height under the
same forward speed, which is service speed in heavyweather. As a result, the range of
Te/Tφ (Te and Tφ are encounter wave period and the roll natural period of the model)
when oscillatory rolling occurs is wider than that of previous results by Taguchi et al.
(Model Experiment on Parametric Rolling of a Post-Panamax Containership in Head
Waves. Proceedings of the Ninth International Conference on Stability of Ships and
OceanVehicles, 2006), and the range spreads outwide area ofTe/Tφ >0.5. Especially,
in the range of Te/Tφ > 0.5, oscillatory rolling is caused by large wave height and
roll amplitude becomes larger than that at Te/T � 0.5. It is supposed that the result
is caused by change of roll natural period caused by nonlinear GZ-curve. In order
to confirm it, numerical simulations are carried out for several variations of GZ-
curve. Additionally, roll measurements in irregular waves with Pierson-Moskowitz
spectrum are also carried out.
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29.1 Introduction

Ballast water for vessels is significant to prevent their stability and propulsion per-
formance losses, which are caused by their light-draught. However, the International
Maritime Organization (IMO) adopted International Convention for the Control and
Management of Ships’ Ballast Water and Sediments in 2004, because of avoiding its
environmental impact.

Then, in order to solve this problem, new hull forms are being designed, which
use a small amount of ballast water or don’t need ballast water. For example, one of
new designed hull has shallow draft and wide breadth. Such hull may show different
roll characteristics from the conventional vessels.

In the previous study (Tai et al. 2011), for a shallow draft and wide breadth vessel,
its roll characteristics in beam waves have been investigated experimentally. The
results show that its roll natural period is changed by its roll amplitude and its roll
resonance occurs in different wave period depending on different wave height.

In this study, the roll characteristics of the same model (Tai et al. 2011) in head
waves (including parametric rolling) are investigated. Roll measurements in regular
head waves are carried out. From the results, it is found that large amplitude rolling
occurs at a wider range of encounter frequencies than that of a conventional vessel,
and it is supposed that it is caused by strong nonlinearity of its GZ-curves. Then,
in order to be clear the reasons of the results, numerical simulations are carried
out. Additionally, the roll characteristics in irregular waves with Pierson-Moskowitz
spectrum are also investigated.

29.2 Model and Measuerment

Figure 29.1 and Table 29.1 show a body plan and principal particulars of a model.
Figure 29.2 shows the calculated GZ-curve of the model in real scale. In the same
figure, the linear GZ-value of the model is also shown. The calculated GZ-curve
shows strong nonlinear characteristics in the range of small roll angles. This is
because bilge of the model is exposed above the water surface from the range of
small roll angles.

Figure 29.3 shows measured roll natural period of the model by a free decay test,
which is carried out for various initial heel angles. This figure shows that the roll
natural period becomes longer according to increase in roll amplitude. And this is
caused by the strong nonlinearity of the GZ-curve shown in Fig. 29.2.

In order to investigate the occurrence of oscillatory rolling, towing tests in regular
head waves are carried out at the towing tank of Osaka Prefecture University (length
70 m, breadth 3 m, depth 1.5 m). Figure 29.4 shows a schematic view of the experi-
ment. A model is attached to the towing carriage with two elastic ropes (Hashimoto
et al. 2007) . The model is towed at constant forward speed in head waves, and a
small disturbance which is heel caused by hand is given. Roll motion is measured
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−0.2

W.L.

0.2
G

0
0

G

0.2
[m]

Fig. 29.1 Body plan of the model

Table 29.1 Principal particulars of the model

Ship Model

Lpp [m] 192 2.0

B[ m] 32.26 0.336

draft: d[ m] 9.0 0.0938

KG [m] 17.0 0.177

GM [m] 1.81 0.0189

Roll natural period: Tφ [sec] 18.42 1.88

Breadth of bilge-keels 0.7 0.0073

Position of bilge-keels s.s. 3.34–s.s. 5.59

Fig. 29.2 Calculated
GZ-curve of the model in
real scale

0

−1

0

1

2
GZZ [m]

50

GM =1.81 [mm]

R
[deg.]

eoll angle

by a gyroscope (CROSSBOW NAV440) and wave elevation is also measured by a
servo type wave height meter attached to the towing carriage.
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Fig. 29.3 Measured roll
natural period of the model

Natural roll period

0

1.8

2.4

3
Tφ [sec.]

10 20

Roll amplitude
[deg.]

Fig. 29.4 Schematic view of
the experiment video camera 

29.3 Roll Measurement in Regular Head Waves

Table 29.2 shows the experimental conditions. When the model is towed at Fn �
0.083 in head wave of Tw � 1.05 s, the encounter wave period is half of the roll
natural period (Tφ � 1.88 s) for small amplitude. This Fn is 7 kts in the real scale.

Figure 29.5 shows examples of typical time histories ofmeasured rolling in regular
head waves. The upper figure shows the result that oscillatory rolling does not occur.
The middle figure shows the result that oscillatory rolling occurs. The bottom figure
shows the result that oscillatory rolling occurs after a small disturbance which is

Table 29.2 Experimental condition

Fn 0.083

Wave period: Tw [sec] 0.99–1.55

Te/Tφ 0.42–0.71

Wave height: Hw[m] 0.01–0.05

Te:encounter wave period, Tφ :roll natural period
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Fig. 29.5 Time histories of
measured roll motions in
regular head waves.
(◯:disturbance)
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t [sec.]

case 3

heel caused by hand, this phenomenon is investigated as a bi-stability mechanism by
Spyrou et al. (2008).

Figure 29.6 shows measured roll amplitudes in regular head waves. In this figure,
its horizontal axis is the ratio of encounter wave period to the roll natural period for
small amplitude. At Te/Tφ � 0.5, oscillatory rolling occurs for any wave heights. For
small wave height Hw � 0.01 m, oscillatory rolling does not occur except at Te/Tφ

� 0.5.
Figure 29.7 shows the measured roll amplitude of a conventional post-panamax

container vessel by Taguchi et al. (2006) in order to compare with Fig. 29.6. From
the comparisons, it is noted that the range of Te/Tφ where oscillatory rolling occurs
in Fig. 29.6 is wider than that of Fig. 29.7 even if its amplitude is smaller, and the
range of Fig. 29.6 spreads wider area of Te/Tφ > 0.6. Especially, at the range over
Te/Tφ � 0.5. in Fig. 29.6, oscillatory rolling is caused by large wave height, and its
amplitude becomes larger than that at Te/Tφ � 0.5. It is supposed that the spread
of occurrence of large amplitude rolling to wider area of Te/Tφ > 0.5 in Fig. 29.6 is
caused by the strong nonlinearity of GZ-curves.
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Fig. 29.6 Measured roll
amplitude in regular head
waves at Fn � 0.083. (Case
3: Te/Tφ � 0.53, 0.55, 0.58
at Hw � 0.02 m, Te/Tφ �
0.61 at Hw � 0.03 m, Te/Tφ

� 0.63 at Hw � 0.04 m)

0.3 0.4 0.5 0.6
0

1

2

Hw=0.02m
Hw=0.01m

Hw=0.03m
Hw=0.04m
Hw=0.05m

φ/kHw

Te / Tφ

Fig. 29.7 Measured roll
amplitude in regular head
waves at Hw � 0.11 m.
(citation from Fig. 6 in
Taguchi et al. 2006)

0.3 0.4 0.5 0.6
0

2

4

6 /L=1.0λ
/ kHw

Te / Tφ

λ
λ
λ
λ

/L=1.2
/L=1.4
/L=1.6
/L=1.8

φ

Table 29.3 Experimental
conditions

λ/Lpp 1.0

Fn 0.000 0.032 0.077

Te/Tφ 0.60 0.55 0.5

Table 29.3 shows the experimental condition for the roll measurement in regular
head waves with constant wave length (λ/Lpp � 1). When model is towed at Fn �
0.077, its encounter wave period is half of the roll natural period for small amplitude
(Tφ � 1.88 s). According to decrease in forward speed, its encounter period becomes
long.

Figure 29.8 shows the measured roll amplitude. In this figure, roll amplitude
increases according to decrease in forward speed, even if Te/Tφ becomes larger than
0.5.

In order to make its reason clear, the characteristics of roll damping is investi-
gated by using Ikeda’s method, and roll amplitude is estimated by using a simplified
estimation for amplitude of parametric rolling (Katayama et al. 2009) .

Figure 29.9 shows the estimated roll damping. The roll damping decreases accord-
ing to decrease in forward speed. It is caused by decrease in the lift component of
roll damping which is caused by forward speed.

Figure 29.10 shows the estimated roll amplitude by Eq. (29.1) (Katayama et al.
2009).
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Fig. 29.8 Measured roll
amplitude
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φ [deg.]

Fig. 29.9 Estimated roll
damping coefficient by
Ikeda’s method
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Fig. 29.10 Estimated roll
amplitude by Eq. (29.1). (Hw
� 0.05 m)

0 0.05 0.1
0
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30 experiment
calculate
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[deg.]φ

B44(φa) � W�G M

2ωe
(29.1)

The measured results are also shown in the same figure. Both results show the
same tendency for change of forward speed.

From these results, it is understood that decrease in forward speed causes decrease
in roll damping, and roll amplitude becomes larger. On the other hand, roll natural
period becomes long according to increase in roll amplitude as shown in Fig. 29.3.
Then rolling resonates with increased wave encounter period by decrease in forward
speed, and parametric rolling occurs.
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29.4 Roll Measuring in Irregular Head Waves

Equation (29.2) is one of Pierson-Moskowitz spectrum.

S(ω) � 8.1 × 10−3 × g2

ω2
exp

(
−3.11/H 2

1/3

ω4

)
(29.2)

To make irregular waves, the spectrum is divided into 1000 equally in ω �
1–15 rad/sec and a sine wave of each frequency component is superposed. In addi-
tion, the phase difference of each frequency component is given as random numbers.
The number of measurements is decided by the convergence of variance of rolling
(Appendix).

In this study, roll measurements are carried out for three significant wave heights,
and Fig. 29.11 shows the power spectral densities obtained from the measured wave
elevations.

Figure 29.12 shows the probability distributions of the measured roll amplitudes.
In this measurement, roll amplitude is not over 10 deg at significant wave height �
0.04 m. The results show that the roll amplitude increases with increase in significant
wave height.

Fig. 29.11 Measured power
spectral density of wave
height. (1/3 significant wave
height � 0.04, 0.05, 0.06 m)
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Fig. 29.12 Probability
distribution of roll
amplitude. (significant wave
height � 0.05, 0.06 m)
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Fig. 29.13 Time histories of
measured wave height and
roll motion in irregular head
waves at Hw � 0.06 m.)
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Figure 29.13 shows time histories of measured wave height and rolling at Hw �
0.06 m. In this figure, the ratios of mean encounter wave period to the roll natural
period for small amplitude (Te/Tφ) at t1 and t2 are also shown. The mean wave
heights at t1 and t2 are almost same. From this figure, it is found that oscillatory
rolling does not occur at t1 (Te/Tφ < 0.5), and oscillatory rolling occurs at t2 (Te/Tφ

> 0.5).
In the Pierson-Moskowitz spectrum expressed by Eq. (29.2), increase in signif-

icant wave height causes increase in mean wave period, therefore the occurrence
probability of a wave group containing frequency component of Te/Tφ > 0.5 mainly
also becomes higher. On the other hand, the roll natural period becomes longer
according to increase in roll amplitude. Therefore, rolling may resonate the wave
group containing frequency component of Te/Tφ > 0.5 mainly.
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29.5 Roll Measuring in Head Waves of Two Different Wave
Period

In the roll measurement in irregular head waves, when mean wave period of group
waves is Te/Tφ > 0.5, oscillatory rolling occurs. In order to investigate its reasons,
the roll measurements are carried out in the waves which are generated by the super-
position of two sine waves having different periods. One of two different periods is
half (Te/Tφ � 0.5) of the roll natural period for small amplitude. Moreover, the wave
heights of two sine waves are different. (In the following, the component with higher
wave height is called Main-wave.) Experimental conditions are shown in Table 29.4
with the results.

In Table 29.4, measured roll amplitude is shown. The results show that oscillatory
rolling occurs when period of Main-wave is Te/Tφ � 0.50–0.61. As the results, it is
confirmed that rolling can resonate with a wave with Te/Tφ � 0.50–0.61 and it is
supposed that oscillatory rolling may occur in a frame of wide line.

29.6 Numerical Simulation

By utilizing the numerical simulation model (Hashimoto and Umeda 2010) , the
effects of nonlinearity of GZ-curve on the occurrence of parametric rolling are
investigated. In the simulation model, a 3DOF sway-heave-roll motion is solved
in time-domain based on a nonlinear strip method in which dynamic components,
i.e. radiation and diffraction forces, are calculated for an asymmetric submerged hull
due to roll. Hydrodynamic forces for the heave and diffraction modes are determined

Table 29.4 Measred results

Te/Tφ (Hw � 0.01 m)

Te/Tφ

(Hw �
0.04 m)

0.39 0.45 0.50 0.55 0.61 0.66 0.71

0.39 ×
0.45 × ×
0.50 10.4 14.1 18.4 15.4 18.3 16.8

0.55 8.3

0.61 16.0

0.66 × ×
0.71 × ×

φ [deg]: oscillatory rolling occurs
×: oscillatory rolling does not occur
Colored: oscillatory rolling occurs in regular waves
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at the encounter frequency and those for the sway and roll modes are done at the half
the encounter frequency.

In order to control the nonlinearity of GZ-curve, the breadth-draft ratio (B/d)
of original model is changed under the constant displacement. Figures 29.14 and
29.15 show modified body plans and GZ-curves. GM for each modified model is
adjusted to the same GM as the original model. Moreover, in order to make sure the
characteristics of ΔGM of the original and modified models, the estimated ΔGM by
the simplified method (Umeda et al. 2011) are shown in Fig. 29.16.

Figure 29.17 shows the numerical results for the original model. The calculated
results show large amplitude parametric rolling occurs in the wide range over Te/Tφ

� 0.5 and the numerical result shows a good agreement with the measured results.
Figures 29.18, 29.19 and 29.20 shows the calculated results for the modified

models. These results show the roll amplitudes in the range over Te/Tφ � 0.5 become
larger according to the increase in nonlinearity of GZ-curve.

Fig. 29.14 Body plan in real
scale. (B/d � 3.2, 3.0, 2.5)
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Fig. 29.15 GZ-curve of the
model in real scale. (B/d �
3.584, 3.2, 3.0, 2.5)
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Fig. 29.16 Variation of GM
caused by change of water
surface of the models in real
scale. (B/d � 3.584, 3.2, 3.0,
2.5)
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Fig. 29.17 Calculated roll
amplitude in regular head
waves at Fn � 0.083. (B/d �
3.584)
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Fig. 29.18 Calculated roll
amplitude in regular head
waves at Fn � 0.083. (B/d �
3.2)
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Fig. 29.19 Calculated roll
amplitude in regular head
waves at Fn � 0.083. (B/d �
3.0)
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29.7 Conclusions

In this study, the roll characteristics of a wide breadth and shallow draft vessel in
head waves are investigated. And the following conclusions are obtained.
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Fig. 29.20 Calculated roll
amplitude in regular head
waves at Fn � 0.083. (B/d �
2.5)
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• In regular head waves, a oscillatory rolling occurs at wider range of encounter
frequency than that of a conventional vessel. Especially, in the range of Te/Tφ

> 0.5, a oscillatory rolling is caused by large wave height and roll amplitude
becomes large.

• Numerical simulations demonstrate that the large amplitude parametric rolling
occurs in the wide range over Te/Tφ � 0.5 because of the strong nonlinearity of
GZ-curves.

• There is the possibility that slowdown increases roll amplitude, when parametric
rolling occurs at λ/Lpp � 1.0.

• It is confirmed by simplified estimation that this phenomenon is caused by the
following scenario. Slowdowndecreases roll damping, and roll amplitude becomes
large. On the other hand, roll natural period becomes longer with increase in roll
amplitude. Therefore, rolling resonates with increased wave encounter period by
slowdown.

• In irregular headwaveswith a Pierson-Moskowitz spectrum, a oscillatory rolling is
caused by resonatingwith the groupwaveswhich contain the frequency component
of Te/Tφ > 0.5 mainly.

Appendix

The Number of Times of Test in Irregular Head Waves

From wave height, pitch motion and roll motion, each variance and ensemble mean
by Eqs. (29.3), (29.4). Figure 29.21 shows calculated result. In these figure, a vertical
axis is a ratio ensemble mean to standard deviation. Upper and middle figure uses
20 samples and bottom figure uses 30 samples. (1 sample � 40 s) From upper and
middle figure, it is found that wave height and pitch motion convergence with 5
samples. On the other hand, roll motion does not converge until 15 samples. So, this
study uses 20 samples.
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Fig. 29.21 Standard
deviation of wave elevation,
pitching and rolling. (1/3
significant wave height �
0.04, 0.05, 0.06 m)
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Chapter 30
Experimental Ship Dynamic Stability
Assessment Using Wave Groups

Christopher C. Bassler, Martin J. Dipper, Jr. and Mark Melendez

Abstract The assessment of ship performance in heavy weather, particularly
dynamic stability performance, is an important but difficult assessment to make.
Traditional experimental assessment methods using regular and random waves pro-
vide insight into dynamic stability performance, but may not identify, or provide
a means to mitigate, specific modes of dynamic stability failure. Assessment using
deterministic wave groupsmay provide repeatability and systematic exposure impor-
tant for the assessment of ship designs, as well as aid in development and validation
of numerical simulation tools. The deterministic grouped wave approach, when used
to define ship behavior in heavy weather, can also be useful in the development of
ship-specific operator guidance.

Keywords Wave groups · Deterministic model testing · Ship design
Operator guidance

30.1 Introduction

Assessment of ship performance in heavy weather remains an important but diffi-
cult undertaking, due to the significant degree of nonlinearities associated with ship
response to large steep waves. For heavy weather operations, it is important to assess
ship performance related to crew performance and safety, mission effective-ness, and
ultimately platform survivability.

Experimental assessments continue to be necessary to assess the performance
of new designs, evaluate response in the most severe conditions, and enable the
continued development and validation of numerical tools. An efficient, yet accurate,
method is still needed for use in the early-design stagewhenmany hull form concepts,
or parametric variations in hull form, are still being evaluated. Additionally, later in
the ship design process, an efficient and accurate assessment method is needed for
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the development of ship-specific operator guidance. In the foreseeable future, model
experiments will remain a necessary component of gaining new knowledge of ship
performance, evaluating ship designs, and the development ship-specific operator
guidance for the most severe wave conditions.

In this paper, an experimental procedure is discussed to systematically evaluate
dynamic stability performance of a ship in heavy weather conditions. The procedure
relies on the ability to experimentally generate deterministic wave sequences, based
on ship-specific information. Using deterministic wave sequences, determined from
ship-specific wave properties, a systematic model experiment programmay be devel-
oped to reproduce and repeat conditions which will result in an undesired motions
response. These properties also enable the determination of the probability of occur-
rence of rare wave events, which have critical characteristics, resulting in undesirable
ship response. These deterministic wave sequences will enable efficient realizations
in the basin, allowing for the investigation of parametric design changes, as well as
assisting with the development of ship-specific operator guidance.

30.2 Current Dynamic Stability Assessment Procedures

A short discussion of two primary methods for dynamic stability assessment is pro-
vided. These include testing in regular waves, and testing in random waves. For the
purpose of this discussion, both wave environment approaches employ remotely con-
trolled ship models. The advantages and disadvantages of each approach are briefly
summarized. For most new ship designs, experimental testing in a basin will remain
the method of choice.

30.2.1 Regular Wave Testing

Traditional dynamic stability assessment methods, experimental as well as numeri-
cal, often use regular waves, which are fundamental and easily represented mathe-
matically. An example of a ship model test from the Naval Surface Warfare Center,
Carderock Division (NSWCCD) Maneuvering and Seakeeping (MASK) Basin with
DTMB Model #5514 (Hayden et al. 2006) is shown in Fig. 30.1.

For many dynamic stability related phenomena, an initial assessment made with
regular waves of varying steepness (H/λ ~ 1/10) and varying length (λ/L ~ 1.0)
can provide an indication of seakeeping and dynamic stability performance. These
fundamental experiments enable a distinction to be made between adequate ship
designs and infeasible ship designs. However, because regular waves are not directly
representative of the natural wave environment in which a ship operates, subtle
performance issues may not be able to be assessed or distinguished.

For hull formswhichmayhave particular design or operational constraints, regular
wave testing may not provide insight into performance in specific limiting seaway
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Fig. 30.1 Experimental
testing of ship performance
in heavy seas using regular
waves

DTMB Model #5514 in Waves

conditions. For these hull forms, regular wave testing is only the first step in the
assessment process and can be used to compare new hull forms to previous designs.
The operational experience from previous designs can be used to determine the
general scope of potential operational restrictions for the newhull form, and eliminate
infeasible or unsatisfactory hull form designs from consideration.

30.2.2 Random Wave Testing

The next level of complexity in experimental assessment uses random waves, which
are more representative of the natural wave environment. These more realistic con-
ditions can provide additional insight into the behavior of a ship in sea conditions
deemed critical to its hull design and load condition. For most dynamic stability
related phenomena, this next level assessment made with random waves of varying
significant height, modal period, and spectral shape, can provide a more realistic
indication of seakeeping and dynamic stability performance.

Random wave testing relies on long exposure times in the model basin to observe
critical, but statistically rare, events which can occur in a given seaway. To achieve
long exposure times, multiple test realizations in the seakeeping basin are required.
Random wave testing can be used to determine response to a limited range of severe
seaway conditions and provide more details regarding potential operational restric-
tions for the hull form.

However, these long exposure times may be practically limited by the ability of
the wave-maker in the experimental basin to generate specific, more complex wave
conditions, and also by concerns over reflections and self-repeating of the generated
waves. Additionally, the time (and cost) associated with experimental testing limits
the number of seaway conditions to which the ship may be exposed.

Limits associated with run time, reflections, and statistical uncertainty, may be
alleviated by the use of large-scale model testing in open-water conditions, to enable
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long exposure times. However, the lack of control over weather conditions, and the
techniques used to measure environmental conditions in open water testing become
technical challenges which must be addressed.

Once a rare event is observed in the basin, repeatability can become an issue
in random wave testing. Because of the nonlinearity of ship motion response at
large angles of pitch and roll, there is sensitivity to initial wave and model attitude
conditions. In random wave testing, lack of control of initial conditions of both the
environment and the ship motions prior to encountering a critical event, may result in
significant difficulty in reproducing the event, such as a large roll angle, in a particular
seaway condition. Somegross approximation of the initial conditions, such as relative
phase with the wave, can bemade, but the specific initial conditions for the ship at the
initialization of an encounter with a wave sequence resulting in a critical event are
generally not provided. This not only makes probabilistic assessment of the dynamic
stability performance difficult, but also is a challenge for systematically assessing
parametric design changes and validating numerical simulations of ship performance
in the seaway.

30.3 Difficulties in Dynamic Stability Assessment

As discussed, critical ship motions are most often the result of either extremely
high or extremely steep waves, or a particular sequence of waves. However, the
rarity of occurrence of these wave events makes the assessment of ship response
in these conditions difficult. The response of a ship to these critical wave events
is expected to result in large amplitude motion, and to be significantly influenced
by nonlinearities from wave forcing, damping, and hydrostatic restoring. As is well
known, when a dynamical system has significant nonlinearities, its behavior becomes
very sensitive to initial conditions (Poincaré 1890; Lorenz 1963). Depending on the
initial conditions, the ship response to a large wavemay range from small motions, to
catastrophicmotions including possibly capsizing. The difficultywith the assessment
of dynamic stability “failures,” is as result of both their rarity of occurrence and the
significant nonlinearity of the ship response in these seaway conditions, and both
must be addressed simultaneously.

30.3.1 Problem of Rarity and the Principle of Separation

Assessment of the dynamic stability behavior in random seaway conditions consti-
tutes the general problem of rarity—when the time between “failure” events is long,
compared to a specific time-scale of interest, such as roll period (Belenky et al. 2008,
2010). As discussed in Belenky, et al., the principle of separation considers distin-
guishing the nonlinear phenomena which results in an undesired ship response from
the conditions which lead to its occurrence. This enables the possibility of modeling
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of the ship response as a combination of two sub-problems: non-rare and rare. The
non-rare problem is used to determine the probability of occurrence of conditions
which may lead to severe response, and determining the distribution of the appropri-
ate initial conditions. The rare problem is used to determine whether large responses
occur for a particular set of initial conditions.

As further discussed in Belenky (2008, 2010), the main assumption behind the
principle of separation is that a mechanical system can be “restarted” at a particular
moment of time, if the state variables at that instant are fully determined. This is an
assumption for the ship response, because the hydrodynamic memory effect cannot
be fully considered in this form.

30.3.2 Assessment of Parametric Design Changes

In addition to the difficulty of assessing dynamic stability, due to the nonlinearities
and rarity, systematic assessment of parametric design changes are also difficult.
Just as the ship performance is highly sensitive to initial conditions, subtle changes
in hull form geometry or appendages (such as bilge keels, rudders, etc.) may have
significant impact on the dynamic stability performance. In order to assess this impact
in realistic seaway conditions, repeatability becomes very important.

An example of this was the study of the effect of topside geometry variation on
dynamic stability performance, using theONRTopsideSeries (Fig. 30.2),whichwere
designed at NSWCCD by Dipper, Campbell, and Belknap (Bishop et al. 2005) and
include flared, tumblehome, and wall-sided variants (DTMB Model #5613, 5613-1,
and 5613-2). Similar to DTMB Model #5514, they have become an international
standard for ship performance testing of naval combatant type hull forms.

Fig. 30.2 ONR Topside
Series Hull Forms, including
tumblehome (top left,
bottom), wall-sided (top
middle, middle), and flared
(top right, top) topside
variations
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30.3.3 Validation of Numerical Simulations

Repeatability is important for assessing the effect of parametric design changes, and
is also important for validation of numerical simulations. The use of numerical sim-
ulations can become a practical method for assessing a large number of ship designs,
or for developing ship-specific operator guidance. However, numerical tools with
the required fidelity to assess design changes or provide the level of accuracy neces-
sary for detailed operator guidance are still in a developmental stage. Therefore, it is
currently necessary to use experimental assessments for development and validation
of these numerical simulation tools. A detailed discussion regarding precisely what
constitutes validation is outside the scope of this paper, but is a subject of much
recent development.

In order to provide useful data for this, initial conditions, wave conditions, and
ship response must all be measured and recorded at a significant level of detail. As
discussed, this is currently difficult in the random wave testing methods typically
used for more physically realistic ship dynamic stability assessments.

30.4 Wave Group Approach for Dynamic Stability
Assessment

Because of the practical limitations of providing long exposure times and a broad
range of seaway conditions for ship models in basin experiments, several alternative
methods have previously been proposed. A more detailed review is given in Bassler
et al. (2008, 2009). At this time, the approach that appears most likely to address
the aforementioned issues for experimental dynamic stability assessment is the wave
group approach.

The concept for this method is to extract a sequence of waves which can result
in large amplitude excitation of the ship model and evaluate the dynamic response
to these particular sequences of waves, or “wave groups,” with random initial con-
ditions. A definition for this type of wave sequence, or wave group, from the ship
response perspective is proposed in Bassler et al. (2010, 2010a). The first complete
implementation of this type of approach with quantitative results was proposed dur-
ing the SAFEDOR project (Spyrou and Themelis 2005; Themelis and Spyrou 2007,
2008). A similar approach has also been followed by Umeda et al. (2007).

30.4.1 Overview

The goal of using the wave group approach for experimental evaluation of ship
dynamic stability performance is to:
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(1) be able to evaluate and compare specific hull form design variants and loading
conditions

(2) determine specific potential operational restrictions for a given hull form design,
(3) verify simulation tools and aid with further development
(4) provide an assessment process that can be used to eliminate infeasible or unsat-

isfactory hull form designs.

The wave group method relies on two primary components: precise generation of
a deterministic wave-field, and control of initial conditions.

30.4.2 Wave-Field Generation

Within one seaway spectrum, an infinite number of seaway time series realizations
can be generated. However, only a small subset may have wave sequences which
result in critical ship motions. These wave sequences are then the conditions of
interest for ship dynamic stability performance and extreme event assessment.

In order to address the previously discussed issues for systematic exposure and
repeatability, the wave-field generation process must be deterministic, such that the
time and location that wave groupswill occur in themodel basin is known. It has been
shown that groups of large waves, as well as single large waves, can be reproduced
deterministically in an experimental basin (e.g. Davis and Zarnick 1964; Takezawa
and Takekawa 1976; Clauss 2000; Clauss et al. 2008; Bassler et al. 2008, 2009).
However, modern paddle-type wave-makers can be used to generate more complex
seaways in a deterministic manner (Fig. 30.3). A new wave-maker is currently under
construction for NSWCCD (Hayden et al. 2010), as shown in Fig. 30.4, and will
provide improved capability to deterministically generate complex wave-fields.

It is also important to characterize the local wave-field surrounding the ship up
to and including the dynamic stability failure event. Typically an array of ultrasonic
wave probes is used in the MASK basin. However, to provide a more dense set
of high-resolution local wave-field measurements, several other techniques may be
considered, such as LIDAR or the Global Laser Rangefinder Profilometry (GLRP)
technique, which was developed at NSWCCD (Atsavapranee et al. 2005; Carneal
et al. 2005, 2005a; Carneal and Atsavapranee 2006). GLRP was used to characterize

Fig. 30.3 A sample
visualization of a complex
seaway generated in the
NSWCCD MASK basin,
using the new wave-maker
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Fig. 30.4 NSWCCD MASK basin with new wave-maker (top), with model release mechanism
shown attached to the basin carriage in the Northwest corner (bottom)

deterministic realizations of steep waves in the MASK basin by Bassler et al. (2008,
2009)—see Fig. 30.6.

Sub-surface measurement methods, such as particle image velocimetry (PIV),
have also been used to characterize wave kinematics (Minnick et al. 2010, 2011,
2011a). In addition to the surface field measurement methods, this can provide a
complete quantitative picture of the waves in the near-field to the ship model. Then,
a complete data set of wave conditions (free-surface and kinematics) will be available
to compare with ship model performance, and also provide a more complete charac-
terization for the development and validation of numerical simulation tools. Future
wave-tracking methods may even be developed to provide detailed measurement of
the instantaneous waterline along the hull, which will enable additional insights into
the primary mechanism for dynamic stability failures due to righting arm variations
in waves.

Coupled with the precise local wave-field measurements, the model position can
be tracked in the basin using a laser-tracker system, such as the iGPS system currently
used at NSWCCD in the MASK basin. The iGPS system uses several spinning
eye-safe laser transmitters with infrared LED flashes to provide stable constellation
references along the perimeter of the MASK basin. In addition, an onboard detector
and Position Calculation Engine (PCE) are used in the model to determine the XYZ
coordinates of the detector’s position in the basin, with respect to the known location
of the transmitters. Using three or more detectors on a model provides six degree-
of-freedom (6 DOF) motion data for any object in the MASK basin.
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30.4.3 Initial Condition Control—A Model Release
Mechanism

With the ability to repeatedly generate deterministic wave-fields, initial condition
control is the next important step. For initial condition control, a model release
mechanism can be used to enable repeatable, measurable initial conditions for a
free-running remote controlled ship model in the basin. Previous attempts included
mechanisms based on using electro-magnets or solenoids, but proved to be infeasible,
due to concerns over instrumentation interference issues and reliability issues, so a
new concept was developed.

For dynamic stability testing, amodel releasemechanismwas designed (Figs. 30.5
and 30.6) to allow the ship model to be free to pitch, heave and roll, but fixed in surge,
sway and yaw. Additionally, the mechanism could also allow for the option to fix
roll in various heel conditions. For precise initial condition control, the mechanism
should negate as much as practically possible, the inertial impact of the mechanism
on the motions of the model. Wave measurements near the model would enable
accurate recording of the wave conditions with respect to the model at the instant of
release. The mechanism was also intended to provide the ability to release the model
at a controlled point in time, with respect to at least four phase positions in waves
(crest, trough, front slope, and back slope). Lastly, the mechanism was also designed
with the consideration that it should allow for easy retrieval and rest of the model
between realization conditions in the basin.

For each deterministic wave sequence condition of interest, a minimum of thirty-
six variations are recommended for investigation. These include three speeds, three
headings, and four wave phase realizations. The three speeds would consist of the tar-
get speed of interest and speed conditions slightly slower and slightly faster. The three
heading conditions would consist of the heading of interest (e.g. stern-quartering

Fig. 30.5 Notional ship model attached the carriage with the model release mechanism and wave
probes for local wave-field measurement shown (in red)
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Fig. 30.6 Model release mechanism concept and process

seas) and headings slightly aft and slightly abeam. The four wave conditions would
be the crest, trough, front slope, and back slope of the wave. A pre-determined accel-
eration profile would be programmed to enable the model to achieve the desired
speed condition after release from the mechanism.

In addition to the typical instrumentation packages for ship motions, including
gyroscopes and accelerometers, the remote control models at the appropriate scale
can also be outfitted with instrumentation to record forces on appendages, while also
recording instantaneous ship speed and propeller rpm. Pressure panels can also be
installed on the hull and superstructure to measure wave-impact loads at specific
regions of interest, or to measure deck wetness during green water occurrence.

30.4.4 Experimental Technique

After initialmodel tests are performed in regularwaves to determine general behavior
of the ship in a seaway, additionalmodel experiments using thewave group technique
can be performed to determine probabilistic risk assessment, to investigate parametric
design changes, or to develop ship-specific operational guidance. The ship specific
properties can also be used to identify wave sequence parameters that are more likely
to result in undesirable dynamic stability performance. An example of this for ship
roll motion is given in Bassler et al. (2010, 2010a).
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These parameters can also be used to search for probability of occurrence of wave
sequences of interest in particular geographic regions, enabling the coupling of the
risk of dynamic stability failure events to occur, with likelihood of occurrence of
wave sequences that may result in dynamic stability failure, assuming a particular
set of initial conditions (Themelis and Spyrou 2007; Bassler et al. 2010a; Belenky
et al. 2010).

The overall technique described is shown in Fig. 30.6. Synchronized computer
control of the model and the wave-maker are necessary to enable the specified initial
conditions to be achieved, in a given sea condition of interest. A feedback loop of
the measured state conditions of the ship model and wave conditions near-field of
the model can be used to determine the precise moment to release the model.

Because the wave-field in the basin is deterministic, for each set of initial con-
ditions of the model, the wave phase can be systematically varied to examine the
sensitivity of the end-state response for the wave sequence of interest.

30.4.5 Potential Benefits of the Wave Group Approach

The wave group approach provides a practical method to experimentally assess ship
dynamic stability performance. Systematically exposing the ship model to wave
conditions which yield a high probability of failure can provide a more accurate and
detailed determination of dynamic stability performance. This process lends itself
to parametric modeling, allowing assessment of the parametric change in design
by comparing performance in the same wave sequence. Because of the measure-
ment of initial conditions and a deterministic wave-field, the data from this method
of conducting experiments may be more helpful for conducting probablistic risk
assessment and for the validation of numerical tools used to assess dynamic stability
performance.

The wave group approach may be used to provide guidance for operational envi-
ronments. The method can provide a way to link the ship performance with the
likelihood of encountering critical wave conditions for a specific ship. Then, danger-
ous combinations of loading conditions and operational parameters (ship speed and
heading) can be identified.

The wave group approach to experimental dynamic stability assessment appears
to have the potential for increased accuracy, as well as time (and cost) savings,
in experimental testing over traditional methods using random waves. However,
regular wave testing should remain a crucial first-step for experimental assessment
of dynamic stability performance.
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30.5 Conclusions

A method using wave groups for experimental dynamic stability assessment was
discussed. The method can reduce testing time in the model basin when a dynamic
stability problem has been identified or a design change has been implemented. This
process can improve the representation of the particular critical seaway conditions of
interest, increase confidence in the dynamic stability assessment of ship performance,
and increase confidence in safety in severe seaway conditions.

Using this method, parametric design variations may be examined in the same
deterministic wave sequences, which can be precisely repeated for each design vari-
ation. This deterministic method also provides for more precise comparisons with
simulation tools, enabling validation and further tool development. Quantification
of initial conditions and the position of the model relative to the wave field at an
instant in time also aides in simulation tool development. Because of the short run
times inherent in the deterministic evaluation process, unsteady Reynolds-Averaged
Navier Stokes (URANS) methods can also become more practical for conducting
comparative assessments.

Longer-term, this deterministic method may also be considered for the identifi-
cation of specific wave sequences that are critical to the ship. Then, with accurate
on-board wave-field sensor measurements, and with faster than real-time nonlinear
wave propagation and ship motion prediction methods, the possibility for real-time
ship-specific operator guidance may be realized.

Although not yet examined, the wave group method coupled with model instru-
mentation techniques may also have the possibly to be used for the assessment of
other rare events, such as slamming. However, this is the subject of future work.
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Chapter 31
Dynamic Transverse Stability
for High Speed Craft

Carolyn Q. Judge

Abstract Even in calm water, high-speed vessels can display unstable behaviors,
such as chine-walking, sudden large heel, and porpoising. Large heel results from the
loss of transverse stability due to high forward speed. When a planing craft begins to
plane, the hydrodynamic lift forces raise the hull out of the water, reducing the under-
water submergence. The available righting moment due to the hydrostatic buoyancy
is, therefore, reduced. As the righting moment due to hydrostatic buoyancy is re-
duced, the righting moment due to hydrodynamic effects becomes important. These
hydrodynamic righting effects are related to the hydrodynamic lift. This paper ex-
plores the relationship between the hydrostatic righting moment, the hydrodynamic
righting moment, and the total roll restoring moment of a planing craft operating at
planing speeds. A series of tow tests using a prismatic hull with a constant deadrise
of 20◦ measured the righting moment at various angles of heel and at various model
velocities. The model was completely constrained in heave, pitch, sway, roll, yaw,
and surge. The underwater volume is determined from the known hull configura-
tion and underwater photography of the keel and chine wetted lengths. The results
presented include the total righting moment with the hydrostatic and hydrodynamic
contributions for various model speeds at two model displacements.

31.1 Introduction

For planing hulls, the forces acting on the hull are dominated by the complex hydro-
dynamics of planing. The dynamic lift reduces the submergence of the hull, allowing
small motions to result in large changes in wetted surface area. Linearity assump-
tions with respect to forces and moments acting on the hull are then less valid since
hydodynamic forces dominate in the planing regime. The problem of dynamic sta-
bility of high speed planing craft has been known for many years. Codega and Lewis
(1987) described a class of high-speed planing boats that exhibited dynamic insta-
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bilities, such as the craft trimming by the bow, rolling to a large angle of heel to port,
and broaching violently to starboard. Blount and Codega (1992) presented data on
boats that exhibited non-oscillatory dynamic instabilities and suggested quantitative
criteria for development of dynamically stable planing boats.

Recently there has been research into the stability of planing craft specifically
in the transverse plane. Katayama et al. (2007) found that instability is strongly
influenced by the running attitude of the hull at high speeds.Katayama et al.measured
the rise, trim angle, pitch, and roll and measured the rise and trim angles for the
same models when fixed at zero roll. The underwater surface was recorded and both
models were found to experience instability when the wetted surface remained close
to the keel (the waterplane became narrow). Katayama et al. developed a sectional
roll restoring moment equation based on formulas proposed by Smiley (1952) and
Payne (1994) that showed the roll restoring force decreased due to the point of action
approaching the keel line.

Ranzenbach and Bowles (2010) performed dynamic inclining tests on three dif-
ferent hull shapes to establish transverse dynamic stability. Eachmodel was ballasted
to 5 degrees of static heel and then run down the tank at several different speeds in
this asymmetric ballasted condition. The hull was defined as dynamically unstable
when the heel angle increased significantly and the hull as dynamically stable if the
heel angle reduced at planing speed. The RANS CFD (Reynolds Averaged Navier
Stokes Computational Fluid Dynamics) program used to analyze the tested models
was not able to correctly match the experimental results quantitatively, but did cor-
rectly predict the propensity of a particular hull form to exhibit dynamic instability
via the dynamic inclining test.

Lewandowski (1996) developed the roll restoring moment for a planing hull as a
static restoring moment combined with a dynamic restoring moment. He found that
the roll stability of a hard-chine planing craft was generally increased by dynamic
effects for vertical center of gravity positions below a critical value. This paper
compares the experimental results for roll restoring moment with predictions based
on the method given in Lewandowski (1996).

Faltinsen (2005) presents a 2.5D (2D + t) method for calculating the dynamic roll
moment using the forces on symmetric wedges impacting a calm water surface as
predicted by Wagner (1932). Previous work by the author (Judge 2000) developed a
method for predicting forces and moments on wedges falling with geometric asym-
metry or with horizontal impact velocity. This paper compares the dynamic moment
predicted using a 2.5D low-order strip theory and the forces and moments on verti-
cally impacting wedges. Both a method based on Wagner (1932) and one based on
Judge (2000) solutions for a vertically impacting wedge are considered.

Testing was done in the United States Naval Academy Hydromechanics Labo-
ratory’s 380 foot tow tank. A prismatic wooden model with a deadrise of 20◦ was
fixed in pitch, heave, heel, and sway, and towed through a range of constant speeds
in calm water. The characteristics of the planing hull model and testing conditions
are given in Table 31.1. The test matrix consisted of a series of static tests with the
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Table 31.1 Testing conditions

Length overall 1.524 m (5 ft)

Chine beam 0.448 m (1.47 ft)

Deadrise 20◦

Displacement 13.5 kg (29.8 lb) 26.5 kg (58.4 lb)

LCG (fwd transom) 0.305 m (1.0 ft) 0.594 m (1.95 ft)

Model speeds, Fnb 2.9 3.6 4.3 2.9 3.6 4.3

Trim, τ 3.8◦ 3.3◦ 2.9◦ 4.0◦ 3.3◦ 2.7◦

Transom depth 0.09 m 0.08 m 0.07 m 0.06 m 0.05 m 0.04 m

(relative to calm (0.30 ft) (0.25 ft) (0.22 ft) (0.19 ft) (0.16 ft) (0.15 ft)

water)

Keel wetted 1.91 1.95 1.88 2.82 2.60 2.64

Length/beam

(φ = 0◦)
Chine wetted 0.18 0.0 0.0 1.30 0.98 0.65

length/beam

(φ = 0◦)

model fixed in heel. The heave (lift) force, sway force, and heeling moment were
recorded and underwater photographs taken for each run. This paper compares the
roll moment measured during the static heel tests with different predictions for total
roll moment based on heel angle.

31.2 Predictions for Roll Restoring Moment

Lewandowski (1996) developed a formula for the roll restoring moment from an
evaluation of the roll moment due to hydrostatic forces and the moment due to
dynamic lift. The static restoring moment is based on the transverse waterplane area
moment of inertia, the vertical distance from the assumed center of buoyancy to
the center of gravity, and the buoyancy force due to the “underwater” volume while
planing. Since these quantities vary with speed, the static restoring moment is speed
dependent and generally decreases with increasing speed. The dynamic roll restoring
moment is based on the empirically determined dynamic lift from Brown (1971).
This dynamic lift is used to compute the contributions of the port and starboard
sides using an “effective” deadrise angle. The “effective” deadrise angle is the hull
deadrise angle minus the roll angle on the side rolled down and the hull deadrise
angle plus the roll angle on the side rolled up. The center of pressure is determined
from Smiley (1952).

Another way of considering the static roll restoring moment is to look at the
volume of fluid displaced when the hull is at its planing trim and heave position.
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Then the hydrostatic roll restoring moment can be calculated from this volume.
This method is applied (called Underwater Volume based on Flat Surface Water
Intersection or UVFWS) and compared with the hydrostatic roll restoring moment
calculated from Lewandowski’s equations.

Two predictions for dynamic roll restoring moment are compared with the
Lewandowski prediction. Both methods use a 2D + t approach using the forces and
moments acting on a wedge vertically impacting a flat water surface. One method is
based upon Wagner’s (1932) solution for the vertical impact of symmetric wedges
(solved for asymmetric impact using the approach described in Faltinsen 2005). The
other approach is based on the solution of an asymmetric wedge impacting a flat
water surface using the solution described in Judge (2000).

31.2.1 Static Roll Restoring Moment

For a planing hull, the static restoring moment is difficult to predict or measure
experimentally. For a displacement hull, the roll restoring moment is due to the
hydrostatic pressure acting on the underwater portion of the hull. For a planing
hull there is an “underwater” portion that can be defined relative to the undisturbed
free surface. However, because of water pile-up (where the free surface encounters
the forward portion of the hull) and separation of the water flow at the chines and
transom, the wetted surface is different than predicted by the intersection of the hull
and the undisturbed free surface. In addition, the pressure acting on thewetted surface
cannot be considered simply hydrostatic. Therefore, it is difficult to determine how
the forces acting on the wetted surface relate to a traditional roll restoring moment
for a displacement hull.

31.2.1.1 Prediction of Static Restoring Moment Described
in Lewandowski (1996)

Lewandowski (1996) developed a “static” roll restoring moment by considering the
waterplane area created from the planingwetted surface.He assumes the roll restoring
moment behaves linearly with roll angle, such that the static contribution to the roll
restoring moment is

M ∗
static = (−ρgIT + BG · �s) · φ. (31.1)

IT is the transverse waterplane area moment of inertia, BG is the vertical distance
from the assumed center of buoyancy to the center of gravity, �s is the “static lift”
due to the hydrostatic pressure on the hull, and φ is the heel angle. The hydrostatic
pressure is assumed to act on the full wetted surface area of the hull. The transverse
waterplane area moment of inertia for a prismatic hull is
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IT = b3

48
(LK + 3Lc) (31.2)

where LK and Lc are the wetted keel and chine lengths, respectively, and b is the
average wetted chine beam. The vertical distance from the “underwater” volume to
the center of gravity is

BG = KG − b

6
tan β

(
1 + Lc

LK

)
(31.3)

where β refers to the actual deadrise of the hull and KG is the distance from the
keel to the center of gravity. Lewandowski uses an expression for the “static lift”
from Brown (1971) that is based on integrating the hydrostatic pressure acting on
the equivalent wetted surface for a stationary hull,

�s ≈ 0.25ρgb3λ2 sin 2τ (31.4)

where τ is the trim angle and λ is the mean wetted length to beam ratio

λ ≡ LK + Lc
2b

. (31.5)

The transom is not wet as the water breaks clear and, therefore, pressure acting on the
transom is atmospheric. This is expected to reduce the static pressure forces on the
defined underwater hull and Brown (1971) found a factor of 0.624 to be appropriate.
Thus, the equation for the static roll restoring moment is

Mstatic = 0.624 · M ∗
static. (31.6)

31.2.1.2 Underwater Volume based on Flat Water Surface Intersection
with the Planing Hull (UVFWS)

As mentioned, the actual pressure acting on the wetted surface is not the same as
the hydrostatic pressure acting on the hull of a displacement vessel. The expression
developed above is an estimate of the equivalent hydrostatic lift determined from
treating the wetted surface on the planing hull the same as the wetted surface on a
displacement hull and applying an empirically determined reduction to account for
the dry transom while the vessel is at speed. For comparison, consider the same trim
and heave as the hull at planing speed, but the roll restoring moment is evaluated
assuming the hull is stationary. In other words, the underwater volume is determined
from the intersection of the flat water surface and the planing hull (referred to in
the figures as UVFWS — Underwater Volume based on Flat Water Surface). The
sinkage and trim of the model are held fixed at the values for zero roll, then the model
is rolled about an axis through the center of gravity and parallel to the keel. If the hull
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is not moving there is no water pile-up and the transom is wet. The displacement of
this imaginary stationary hull would not equal the weight of the planing craft, but a
hydrostatic roll restoring moment at each angle of heel can be determined. This static
roll restoring moment is comparable to the estimated “static” roll restoring moment
determined from the dynamic wetted lengths as described above.

31.2.2 Dynamic Roll Restoring Moment

The dynamic roll restoring moment is due to the dynamic lift forces acting on the
planing surface. Themagnitude of the lift force differs between the port and starboard
sides because of the roll angle. The dynamic nature of the pressure force complicates
the calculation of the location of the action of this force.

31.2.2.1 Method for Prediction of Dynamic Restoring Moment based
on Lewandowski (1996)

Lewandowski (1996) estimated these lift forces using empirical relationships de-
veloped by Brown (1971). To determine the difference in lift forces between the
starboard and port sides when the hull begins to heel, the “effective” deadrise angles
are used (see Fig. 31.1). For a hull heeled toward the starboard side,

βe,stbd = β − φ (31.7)

βe,port = β + φ. (31.8)

The mean wetted length for the port and starboard sides depends on the chine
wetted length. When the hull heels, the chine wetted length changes, so the mean
wetted length becomes different for the port and starboard sides. Themethod assumes
the keel wetted length does not change with roll angle.

Fig. 31.1 Sketch showing
the “effective” deadrise
angles of a prismatic hull
heeled at angle φ
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Lewandowski gives the dynamic lift on the port side as

Fd ,port = 1

2
ρU 2b2 sin 2τ

[
π

4
(1 − sin βe,port) cos τ

λport

1 + λport

+ 1.33

4
λport cos τ sin 2τ cosβe,port

]
(31.9)

and the starboard side dynamic lift can be found in the same way. To find the dy-
namic roll restoring moment, the location of the action of the lift force with respect
to the center of gravity needs to be determined. Lewandowski uses an expression
from Smiley (1952) for the location of the dynamic pressure on a prismatic hull.
Lewandowski gives the dynamic roll restoring moment about the center of gravity as

Mdynamic = (Fd ,port − Fd ,stbd ) · (0.8
πb

8 cosβ
− KG sin β). (31.10)

31.2.2.2 Method for Prediction of Dynamic Restoring Moment based
on Faltinsen (2005)

Another way to determine the dynamic roll restoring moment is to consider the
dynamic lift force predicted using Wagner’s two-dimensional water impact method
(Wagner 1932) combinedwith the 2.5D (2D+ t) theory presented in Faltinsen (2005).
Wagner’s method results inmost of the lift force occurring in the wetted regionwhere
the chines are dry. In the aft portion of the hull, where the chines are wet, the dynamic
lift force is small compared with the forward portion of the wetted surface. For this
paper, only the lift generated in the “chines-dry” portion of the hull will be included.
Wagner’s method provides an equation for the dynamic pressure due to slamming of
a two-dimensional wedge impacting the calm water surface as,

p − pa = ρV
c√

c2 − y2
dc

dt
+ ρ

dV

dt

√
c2 − y2 (31.11)

where V is the vertical velocity of the wedge impacting the water surface, c is the
instantaneous intersection between the free surface and the deadrise surface, and y
is the transverse location where the pressure is acting. Figure 31.2 shows a physical
representation for the variables c and V .

For a symmetric impact with a wedge of deadrise angle, β, falling with constant
vertical velocity, V , point c is determined as a function of time as

c(t) = πV t

2 tan β
. (31.12)

A two-dimensional wedge impacting a calm surface can be used to solve for the
dynamic lift on a prismatic planing surface using a method described as 2D + t by
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Fig. 31.2 Sketch showing
showing variables c and V
from Eq. (31.10)

Faltinsen (2005). The falling wedge in time represents the sections of the prismatic
hull in space. The vertical fall velocity, V , and time for the impacting wedge relates
to the forward velocity, U , and longitudinal position for the prismatic hull as

V t = (Uτ)(
x

U
) = τx (31.13)

where τ is the trim angle of the prismatic hull in radians and x is the longitudinal
position along the hull. Following the procedure described in Faltinsen (2005) to
determine the steady heel restoring moment due to dynamic forces, the roll restoring
moment about the center of gravity due to the hydrodynamic pressure is given by

Mdynamic =ρU 2b3τ

[
1

24

(
1

cos2 βe,stbd
− 1

cos2 βe,port

)

− KG

b

(
π

16
(

sin β

cosβe,stbd
− sin β

cosβe,port

)]
(31.14)

where β is the deadrise of the hull and βe,port and βe,stbd are defined as above.

31.2.2.3 Method for Prediction of Dynamic Restoring Moment based
on Judge (2000)

Judge (2000) presents a method for solving for the forces and moments acting on
an impacting wedge allowing for either geometric asymmetry (vertical impact ve-
locity) or hydrodynamic asymmetry (includes both vertical and horizontal impact
velocity). The mathematical model approximates the transverse flow characteristics
over the bottom of an asymmetric impact. The method of two-dimensional vortex
distributions is employed to model the boundary-value problem, which is solved
through discretization of the surfaces and an iterative solution technique. The solu-
tion method directly solves the asymmetric impact problem (as opposed to solving
two symmetric wedge impact problems and combining the solutions to determine
the asymmetric result) and allows for calculation of the forces and moments even
after the chines are wet. Once the chines are wet, the forces and moments decrease
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significantly, so this contribution would not be expected to change the dynamic roll
restoring moment by very much. The vertical velocity of the wedge, V , is related to
the forward velocity of the model, U , by

V = Uτ. (31.15)

The theory for the asymmetric impact solution is limited to small roll angles, so
results are limited to heel angles of 10◦ and smaller.

31.2.3 Total Roll Restoring Moment

The total roll restoring moment is a combination of the static and dynamic contribu-
tions. The total roll restoringmoment predicted by Lewandowski’s method is the sum
of the static and dynamic roll moments calculated from Lewandowski (1996). For
the static roll moment calculated from the UVFWS, the total roll restoring moment
can be determined by adding a dynamic roll restoring moment predicted based on
either Faltinsen (2005) or Judge (2000).

31.3 Analytical and Experimental Comparisons

Plot (a) in Figs. 31.3, 31.4, 31.5, 31.6, 31.7 and 31.8 compares the static roll restor-
ing moment predicted by Lewandowski and the restoring moment for the planing
model considered in calm water using the planing trim and heave (UVFWS). For
the lighter displacement, the Lewandowski static moment, which uses the dynamic
wetted lengths, gives very similar results to the UVFWS static prediction based on
zero hull speed and calm water. For the heavier displacement the static roll moment
predicted by Lewandowski’s method is close to double the prediction on a stationary
hull in calm water (UVFWS). This implies that the reduction factor of 0.624 for the
dry transom reduces the hydrostatic lift less than the increase in the hydrostatic lift
due to the water pile-up. In Fig. 31.4a, the static roll restoring moment predicted us-
ing Lewandowski’s method accounts for almost the entire experimentally measured
roll restoring moment.

Plot (b) in Figs. 31.3, 31.4, 31.5, 31.6, 31.7 and 31.8 compares the dynamic roll
restoring moment predicted using Lewandowski’s method with the dynamic roll
restoring moment predicted by the method based on Faltinsen (2005) and Judge
(2000). Lewandowski’s method prediction of the dynamic moment contribution is
consistently greater than the total measured moment at all roll angles for both dis-
placements. The method is particularly inaccurate at higher roll angles, at the higher
model speeds, and for the lighter displacement. In these cases, the Lewandowski
method predicts a sharp change in slope around 20◦ (the model’s deadrise angle).
The dynamic roll restoring moment from the method described in Faltinsen (2005)
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beam froude number of 2.9
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Fig. 31.5 Roll restoring moment predictions and measurements for the lighter displacement at a
beam froude number of 3.6
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Fig. 31.6 Roll restoring moment predictions and measurements for the heavier displacement at a
beam froude number of 3.6
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Fig. 31.7 Roll restoring moment predictions and measurements for the lighter displacement at a
beam froude number of 4.3
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Fig. 31.8 Roll restoring moment predictions and measurements for the heavier displacement at a
beam froude number of 4.3



536 C. Q. Judge

shows a similar trend to the measured moment, and it is less than the total moment in
all conditions. The dynamic roll restoring moment predicted based on Judge (2000)
follows the same trends as the prediction based on Faltinsen (2005). The Judge pre-
dicted dynamic roll moment shows the same trends at the low heel angles as the
Faltinsen predicted dynamic roll moment. For the heavier displacement at the high-
est speed and for the lighter displacement at the lower two speeds, there is not a
noticeable difference between this method and the Faltinsen method. At the highest
speed for the lighter displacement the dynamic roll restoring moment from the Judge
prediction is slightly less than the Faltinsen prediction. One noticeable difference
between the Faltinsen and Judge dynamic roll restoring moments is that the Judge
prediction includes the contribution from the chines-wetted portion. The fact that the
dynamic roll restoring moment for the lighter displacement at the highest speed is
lower for the Judge prediction indicates that solving the problem as an asymmetric
impact (instead of as a combination of two symmetric solutions) can be important.

The dynamic roll restoring moments calculated from the different methods are for
constant deadrise hulls and once the chine is lower than the keel (i.e. when the roll
angle is greater than 20◦), these methods are no longer valid. They are included in
the plots simply for reference. However, the results from Lewandowski’s equations
showdifficulties at roll anglesmuch lower than 20◦. For all calculations, this dynamic
roll moment prediction becomes a larger percentage of the total roll moment as the
model speed increases, as would be expected.

Plot (c) in Figs. 31.3, 31.4, 31.5, 31.6, 31.7 and 31.8 shows the experimentally
measured roll moment compared with the combination of static and dynamic restor-
ing moments shown in plots (a) and (b). The error bars for the experimental mea-
surements were determined by doubling the largest roll moment standard deviation
at each model speed. The total roll restoring moment predicted using the method
described in Lewandowski (1996) over-predicts the roll moment, although this is
primarily due to the dynamic component. The dynamic component is much larger
than the static contribution for all cases. For comparison, the dynamic roll restoring
moment calculated from the method described in Faltinsen (2005) and the method
based on Judge (2000) is combinedwith the roll restoringmoment determined for the
stationary hull (UVFWS). Compared with the Lewandowski results, these approxi-
mations give reasonable predictions for the total roll restoringmoment. The Faltinsen
and UVFWS predicted roll moment curve has slightly more curvature with roll angle
than the measured roll moment. The approximation tends to slightly underpredict
the total roll moment for the heavier displacement. For the lighter displacement, this
combination of dynamic and static roll restoring moment tends to under-predict the
moment at small angles and over-predict the total moment at larger angles. As the
total roll moment determined from the dynamic roll restoring moments predicted
from the methods based on Faltinsen (2005) and Judge (2000) are both combined
with the static roll restoring moment predicted from the UVFWS method, the dif-
ferences in total roll restoring moment for these methods match the trends for the
differences for the dynamic roll restoring component. As the Faltinsen plus UVFWS
total roll moment tends to slightly under-predict the measured roll moment, when
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the Judge dynamic roll moment is larger the Judge plus UVFWS total roll moment
compares better. In the one case where the Faltinsen dynamic roll moment is larger,
the Faltinsen plus UVFWS total roll restoring moment compares better.

31.4 Conclusions

The prediction method for roll restoring moment developed by Lewandowski (1996)
significantly over-predicts the total roll restoring moment. The static moment pre-
dicted from Lewandowski’s method is similar to the hydrostatic roll moment pre-
dicted by the planing hull’s trim and heave position (assuming the vessel was not
actually moving) for the lighter displacement model. However, for the heavier dis-
placement model the Lewandowski equations predict a static roll restoring moment
that is significantly greater than the equivalent restoring moment from hydrostatic
analysis. The comparison with the UVFWS static analysis indicates that the effect
of the water pile-up is greater than the reduction in pressure due to the dry transom.
The Lewandowski static roll restoring moment is based on the transverse waterplane
area moment of inertia, the vertical distance from the assumed center of buoyancy
to the center of gravity, and the buoyancy force due to the “underwater” volume
while planing. All of these quantities are evaluated assuming a symmetric underwa-
ter shape where the starboard chine wetted length is equal to the port chine wetted
length. However, the chine wetted lengths change as the hull heels and the high side
wetted length can go to zero while the low side wetted length continues to increase
with roll angle. Therefore, it might be possible to improve on this formulation if the
actual underwater volume (based on the dynamic wetted lengths) was used.

The prediction method described in Lewandowski (1996) for the dynamic roll
moment does account for the different chine wetted lengths when determining the
dynamic lift on each side of the hull. The method assumes the keel wetted length
does not change with roll angle and measurements made of the keel

⊕
wetted length

during the experiment showed this to be a reasonable assumption. Lewandowski’s
method assumes the center of pressure does not change with roll angle (the actual
deadrise rather than the effective deadrise is used for calculated the lever arm).
This is clearly not valid at the larger roll angles. Similarly, the wetted surface is
assumed to reach the chines on both sides and this was not the case for the port
side (when experiencing starboard heel) for the heavier displacement at large heel
angles nor was it the case at any heel angles for the lighter displacement. There is
a large difference in magnitude between the dynamic restoring moments predicted
using the methods based on Faltinsen (2005) and Judge (2000) and the Lewandowski
prediction. The Faltinsen and Judge dynamic roll restoring moment predictions are
much more reasonable when compared with the experimental data.

It is interesting to note the combination of a purely hydrostatic analysis of the
hull in the planing heave and trim condition combined with the prediction of dy-
namic restoring moment derived from Wagner’s calculations or the method based
upon Judge (2000) gives reasonable agreement with the experimental results. This
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indicates the contribution from hydrostatics is less than expected from the wetted
surface area. It is clear the interaction of the hydrostatic and hydrodynamic pressure
forces acting on a planing hull is not fully understood. This remains an important
area for future research.
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Chapter 32
Experiments on a Floating Body
Subjected to Forced Oscillation in Calm
Water at the Presence of an Open-to-Sea
Compartment

Jakub Cichowicz, Dracos Vassalos and Andrzej Jasionowski

Abstract This paper presents results of the physical experiments carried out at
the SSRC, aiming at measurements of hydrodynamic reactions on a cylindrical body
forced to roll in calmwater with an open-to-sea compartment. The research addresses
the problem of ship-floodwater interaction—an issue of fundamental importance in
predicting roll damping for ships in damaged condition.

Keywords Damaged ship hydrodynamics · Ship-floodwater interaction
Physical experiments

32.1 Introduction

The methodology of forced oscillations induced by an internal forcing apparatus
as well as its validation for intact ship measurements have been already presented
(Cichowicz et al. 2009, 2010)—the results depicted here illustrate applicability of
the technique to more complex dynamical systems. Although the measurements
on a floating body have certain disadvantages, e.g. limitation in imposed modes
of oscillation, on the other hand they offer a unique possibility to study complex,
multi-modal response of the vessel—a feature of major significance in the research
of multi-mass dynamic systems, which generally cannot be fully explored with tests
on a constrained model. Specifically, the authors discuss technical aspects of the
measurements with particular emphasis on accuracy and uncertainty assessment.
This is followed by broader-context considerations onmathematical modelling, post-
processing of data and general remarks regarding dynamics of damaged ships and
applicability of the demonstrated technique to systematic experimental research.
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Table 32.1 Particulars of the tested model

Dim. Intact Dam.

L m 1.5 1.5

B m 0.695 0.695

T m 0.158 0.157

KMT m 0.343 0.344

KG (dry) m 0.220 0.297

KG (flooded) m – 0.232

GM m 0.123 0.047

Mass kg 156.8 116.7

Kxx Nm/rad 189.2 53.79

Roll inertia (air) kg.m2 10.4 4.8

Radius of in. (ixx) m 0.258 0.251

ixx/B – 0.370 0.36

Scale – 40 40

32.2 Experiments

32.2.1 Experiments Set-up

The experiments presented in this paper were conducted at the Kelvin Hydrodynam-
ics Laboratory (KHM), the testing facilities of the University of Strathclyde.1 The
tested model was a 1.5 m (60 m full scale) cylindrical section of a RoPax ferry. Its
particulars are shown in Table 32.1.

The freely-floatingmodel has been forced to roll in calmwater by an internal gyro-
scopic device, designed and manufactured at the KHM. As discussed in (Cichowicz
et al. 2009), the periodic (pure) moment to sustain motion generated by the appa-
ratus can be assumed harmonic and therefore, at least in the case of small motions
of the intact ship, the measured hydrodynamic reaction can be expressed in terms
of orthogonal components—added inertia and damping. The case of damaged ship
will be discussed later.

Ship motions were recorded with the use of optical motion capture system
(QualisysTM) but for reference measurements of the phase lag, a single axis
accelerometer was also fitted to the model. The component of the (total) rolling
moment was measured by a single axis 500 lb transducer (Fig. 32.1).

The draft of the model was kept constant in both conditions. However, due to
some inaccuracy in positioning of the replacement masses (i.e. weights placed inside
the floodable compartments to account for floodwater mass) the estimated position
of the centre of gravity of the ship-floodwater systemwas 0.012 m (0.48 m full scale)
higher than in the case of the intact ship.

1http://www.strath.ac.uk/na-me/facilities/cmh/.

http://www.strath.ac.uk/na-me/facilities/cmh/
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Fig. 32.1 Main dimensions
and internal arrangement of
the model

Fig. 32.2 The configuration
of the system. Values in
parentheses as in flooded
conditions. Capital letters
denote: O—origin of the
body-fixed coordinate frame,
G—centre of gravity,
M—metacentre, P—pivoting
point of the gyro

During the damaged ship measurements, the flooded compartment was (on one
side) open to sea with 0.071 m (2.82 m) freeboard and a prismatic damage opening
of 0.203 m (8.1 m) width (Fig. 32.2).

32.2.2 Intact Ship Measurements

The intact ship measurements were performed primarily to validate the experimental
set-up and the components of the hydrodynamic reaction were derived with use of a
simple, single DoF model (Fig. 32.3).

The analysis performed during initial tests in intact condition showed that a major
source of uncertainty is related to the phase lag prediction and for that reason the
spectral techniques proved to be of insufficient resolution, hence the steady-state parts
of the time histories were approximated with sinusoidal fit. The errors in coefficients’
predictions were incorporated into the derived hydrodynamic components by means
of a standard differential model. In the following, only errors associated with roll
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Fig. 32.3 The model during
intact ship measurements

damping coefficients are presented as the remaining quantities exhibit much lesser
sensitivity.

As canbe readily seen fromFig. 32.4 both, amplitude andphase lag, characteristics
compare very well across experimental and numerical (based on potential flow code)
predictions but from the relative amplitude graph it can be noticed that numerical
data is shifted slightly towards lower frequencies (i.e. numerical results suggest
slightly lower than measured natural frequency). There is, however, no observable
distinction between experimental characteristics obtained for 2° and 5° amplitude of
roll (Fig. 32.5).

Regardless of the close match in amplitude-phase characteristics, experimentally
derived damping and added inertia show significant dissimilarity with respect to the
numerical prediction (Fig. 32.2). The added inertia coefficient is smaller over the
entire frequency range and unlike the numerical data, it diminishes at low frequen-
cies (the numerical prediction exhibits asymptotic behaviour at both extremities of
the frequency range). The damping coefficient, on the other hand, is larger than the
numerically predicted and its modal frequency is higher than the numerical coun-
terpart. The exact nature of these discrepancies was not determined but a possible
explanation is that this is caused by introducing additional constraints on position
of axis of rotation. In analytical approach a cylinder section oscillates about axis
lying in the calm water surface. However, as the floating cylinder of an arbitrary
section oscillate about the natural, and in general case elevated, axis of rotation. In
both cases a cylinder is a single DoF oscillator but in theoretical approach there is
an additional constraint imposed on the system vA � 0. Hence, from mechanical
perspective theoretical and physically tested systems are different.

Finally, although it can be argued that there is indication of increased (nonlinear)
damping at higher amplitude motion in the “peak region”, the underlying large errors
do not substantiate such conclusion. In any case, the experimental results demonstrate
good repeatability and reasonable accuracy.
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Fig. 32.4 Amplitude–phase characteristics of the intact ship

32.2.3 Damaged Ship Measurements

As mentioned earlier, although the draught in both conditions was kept virtually
the same, the centre of gravity of the flooded hull was slightly (12 mm) higher
in the damaged condition and therefore direct comparison of the results might be
questionable. Nevertheless, as it will be reasoned in the following, the observed
behaviour of flooded ship was so utterly different compared to intact vessel that the
KG difference is overshadowed by other factors.
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Fig. 32.5 Added inertia and damping (The symbols wB (ωB ), a44 (a44) and b44 (b44) denote non-
dimensionalised circular frequency, added inertia and damping, respectively.) derived with single
DoF linear model

The components of the hydrodynamic reaction of flooded ship were derived with
use of the same single DoF as in the case of the intact ship. Obviously, the model
is very simplified and cannot accurately represent the underlying physics and all
the fine details of ship-floodwater interactions. However, it had been found that in
the tested cases the interactions were governed mainly by low-order effects and the
higher order effects, when present, were so small that the more complex models
failed to capture them.
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Furthermore, although it was observed that the measured hydrodynamic reaction
was periodic but not harmonic, it had also been found that multi-harmonic models
(e.g. spring-coupled masses) did not perform any better than the single DoF model.
Obviously, use of the “wrong” model resulted in large epistemic uncertainties and
prohibited fully-quantitative assessment, yet it allowed for assessment of the scale
of the effects associated with the ship-floodwater interaction. It is also understood
that use of terms added inertia and damping in the case of a damaged ship might
not be appropriate. Nevertheless, these terms will be used in the following to denote
approximate harmonic components in phasewith roll angular acceleration and veloc-
ity, respectively.

32.3 Results

32.3.1 Amplitude-Phase Characteristics

The first feature that can be readily observed in the amplitude-phase characteristics
shown in Fig. 32.6 is a significant shift of the natural response towards lower frequen-
cies, compared to intact ship. On one hand, the frequency shift results from lower
GM and hull mass but on the other hand, given that dry-hull inertia is halved, the
natural period of the flooded ship is still longer than expected—this indicates higher
(by a factor of two) added inertia.

Furthermore, the damaged ship RAO is bi-modal with the second peak corre-
sponding to the sloshing natural frequency at about ωB �1.2 [−] (6.14 rad/s)2. It is
noteworthy that the impact of sloshing on the response amplitude is rather modest
whereas the phase lag is considerably more affected with a maximum lag decrease
of about 25°. These, i.e. small increase in RAO combined with a large decrease in
phase lag accounts for a 15-fold increase in damping just by taking the ratio of the
relevant sines (sin(−153)/sin(−178)).

Finally, although it is not easy to notice, the phase lag characteristic is not a
smooth function at ωB �1.5 [−], where it “crosses” −180°. The implication of this
(given the single DoF model) is negative estimate of damping coefficient at higher
frequencies.

32.3.2 Added Inertia and Damping

The added inertia and damping, or more appropriately, harmonic components of
the hydrodynamic force in phase with roll angular acceleration and velocity are
presented in Fig. 32.7. It can be readily noticed that both components are much

2The first two sloshing natural frequencies derived on the basis of the linear model for a rectangular
compartment are 5.2 and 10.8 rad/s, respectively.
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Fig. 32.6 Amplitude-phase
characteristics of the flooded
ship

larger than in the case of intact ship—damping up to tenfold higher than the intact-
ship value. Furthermore, it can be speculated that both characteristics are dominated
by hull-floodwater interaction (large dip/peak at sloshing natural frequency).

There are two frequency ranges that attract particular attention—relatively low
(ωB <0.5) and relatively high (ωB >1.5)—at which either added inertia or damping
become negative, respectively, based on the logic of the simple model being used
here.
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Fig. 32.7 Added inertia and
damping
coefficients—flooded ship

At the low-end of the frequency range the measurements indicate negative added
inertia and there can be a few reasons for this—most likely it is caused by slightly
underestimated restoring. At the high-end of the frequency range the damping
becomes negative, which results from the aforementioned behaviour of the phase-lag
characteristics.

In any case at (ωB �1.5 [−]) there is a sharp change in the response characteristics
caused by hull-floodwater interaction.
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Fig. 32.8 Relative
amplitude of heave

32.3.3 Hull-Floodwater Interaction

The amplitude-phase and “added inertia–damping” characteristics show clearly that
the hull response can be divided into two modes—the first, at relatively low fre-
quencies, dominated by hull dynamics and, the second, predominantly affected by
floodwater motions. In the former, the floodwater surface remains calm and virtually
horizontal, so its impact on the ship response can be assumed static. In the latter
surface of the floodwater undergoes violent motions.

Interestingly, the impact of sloshing seems to be unrelated to the amplitude of roll
at frequencies close to and higher than sloshing resonance. The behaviour, however,
is not the same at lower frequencies where increased amplitude causes “deformation”
of the hull-dominated part of the damping characteristics. In any case it is clear, that
as relative motions of hull and floodwater increase, roll motion becomes heavily
damped. Furthermore, near the sloshing resonance the flow through the opening
becomes so violent that, among other effects, it generates a complex system of
surface waves. The coupled motions, i.e. the roll-induced heave, Fig. 32.8, and sway,
Fig. 32.9, also indicate bi-modal behaviour with two peaks corresponding to hull
and floodwater (sloshing) natural frequencies. The amplitude of sway implies that
the natural axis of rotation lies (depending on frequency) between the dry hull KG
and the flooded system KG except at low frequencies where higher than expected
sway amplitudes suggest sideway rectilinear motions (“sliding”).

Deriving from the above, it has been shown that the hull-floodwater interaction
has a major impact on roll damping and added inertia whereas other modes of motion
are not affected significantly. There is, however, one additional mode of motion that
is induced by floodwater dynamics—namely drift.

The drift, as expected, is not observed in the intact ship measurements as there is
symmetry in both hull geometry and excitation. The situation changes dramatically
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Fig. 32.9 Relative amplitude of sway (top) and drift velocity (bottom)

with the presence of a large opening at the side of the ship. Given the prismatic
shape of the opening, its impact on the restoring (due to the asymmetry in pressure
distribution on the hull surface) can be considered negligible at small amplitude
motions but the same cannot be said with respect to the dynamic effects.

Beginningwith 2° roll, it can be noticed that the frequency ranges atwhich the drift
is being observed coincide with the natural frequencies of the hull and the floodwater
(sloshing). In case of the former, the drift velocity is small, practically difficult to
note, whereas at the higher frequency the drift velocity reaches almost 10 mm/s (0.12
knots full scale). Outside the relatively narrow frequency bands in the proximity
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Fig. 32.10 Uncertainties in roll damping coefficient caused by propagation of least-squares errors
in fit coefficients

of the resonant frequencies, there is no drift detected. When the amplitude of roll
becomes larger, at 5°, drift velocity at the natural frequencies increases significantly
(3.5-fold increase of the drift velocity with 2.5-fold increase of the roll amplitude)
and the frequency bands of non-zero drift widen, spanning practically over the entire
frequency range.

Furthermore, after significant decrease beyond the sloshing natural frequency, it
seems to be increasing again for frequencies (ωB >1.5 [−]). This, combined with the
observed C0 continuity of the phase lag and related characteristics, suggest a sharp
change in the character of the flow through the opening and/or floodwater dynamics
that take place at this frequency range. Moreover, with some caution, it can be stated
that increasingmotion amplitude has ratherminor impact on roll hydrodynamic reac-
tion—it causes, observed mainly at lower frequencies, a deformation of the damping
characteristics of the hull (rigid-body) “component”. Apart from this, energy dissi-
pation through roll and roll-induced sway and heave is linearly dependent on roll
amplitude.

Finally—althoughat this stage it canbe speculative—onecould expect that remov-
ing asymmetry from the system, for example by closing the opening, might lead to
a completely distinct (e.g. in terms of the observed linearity of coefficients/induced
motion amplitudes) impact of floodwater sloshing on roll and other relevant oscilla-
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tory motions, due to inability of energy dissipation through drift (see for example:
Murashige and Aihara 1998).

32.3.4 Uncertainty in the Results

As mentioned earlier, it has been initially assumed that the single DoF model would
present a major source of errors and in principle it would prohibit quantitative assess-
ment. Although this assumption is generally valid, the analysis has shown that more
complicated systems have failed to provide better quality assessment. Starting from
the artificial decoupling of roll from the roll-induced sway and heave it can be stated
that their impact on the final results is expected to be small (Cichowicz et al. 2010)
compared to errors in phase lag derivation (and moment amplitude at roll/sloshing
natural frequency).

Furthermore, the errors associated with the least-squares averaging (fitting) show
clearly that even if the measured force and hull motions are not purely harmonic
the resultant uncertainties are small to moderate. Obviously, it is understood that
ignoring coupling of roll with other modes of motion does not account for errors in
the coupled modes. Nevertheless, it can be reasoned3 that even if a proper model
were available, the actual errors might not have been considerably larger.

In any case, although there are a number of mathematical models of damaged ship
available (see: de Kat 2000; Rakhmanin and Zhivitsa 2000; Faltinsen and Timokha
2002), usually the numerical or analytical solutions do not match the experimen-
tal data very well. This could be observed in the case of calm-water experiments
(Jasionowski and Vassalos 2002) just as in the case of in-waves tests (Kong and Fal-
tisen 2008). Therefore it is believed that the single DoF model should be sufficient
to determine nature and scale of the dominant dynamic effects.

Additionally, an attempt made to decompose recorded signals into harmonic com-
ponents following either coupled system solution or second order harmonic decom-
position has not been successful. In the particular experimental set-up, more com-
prehensive models happened to be of little use—they did not improve accuracy of
fitting but required much more computational effort and far too often failed to con-
verge. On one hand, this can account for the common convergence problems of many
of the least-squares algorithms. On the other hand, small-scale effects violating the
assumption of harmonic force/response, are very difficult to capture due to the noise
in the recorded signals and often very limited time of the steady-state measurements.
The latter is particularly important in the case of low-frequency oscillations with
prolonged transients where there is a risk of short-time wave reflections.

Moreover, as Fig. 32.11 indicates, the least-squares errors in the moment ampli-
tude are generallywell below 1%and it confirms the harmonic nature of themeasured
moment. On the other hand, recorded roll exhibits much higher inaccuracies with an
average error of 10% and substantial standard deviation. Thus, the response needs to

3Based on the uncertainty assessment performed for coupled, intact ship, model.
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Fig. 32.11 Relative errors in least-squares amplitude predictions for roll motion and total measured
moment for 2° and 5° roll motion, respectively

be carefully examined as there is strong evidence that it may depart significantly from
the assumed harmonic pattern. It is noteworthy however, that even very large errors
in roll amplitude prediction have negligible impact on the damping errors outside
the sloshing resonance range Fig. 32.10).

Finally, although initially the authors intended to apply FFT-based techniques -
these proved to be, given relatively low sampling frequency, of insufficient resolution
(Fig. 32.12).

32.4 Concluding Remarks

The results of the exercise presented in this paper do not come as a surprise, as damp-
ing effects of free surface have been studied for a very long time (Moaleji and Greig
2007) but it is thought that the experiments reported here have shed more light on the
complex phenomena of the hull—floodwater interaction. Use of an unconstrained
model in calm-water allowed observing the scale of the effects associated with com-
plex flow through an opening on the hull and floodwater dynamics and their impact
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#1 #2

#4 #3

#5 #6

#8 #7

#9

Fig. 32.12 Sequence of video frames (numbered above the pictures) showing pattern of the waves
created by the flow through the opening at 1.69 Hz roll frequency (approximately 1 cycle)

on the behaviour of the ship. On the other hand, it is clear that unless the experi-
ments presented here are followed by more systematic research, the results cannot
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be generalised or quantified, particularly due to the fact that a suitable mathematical
model does not exist (to the authors knowledge).
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Chapter 33
Model Characteristics and Validation
Approach for a Simulation Tool
Supporting Direct Stability Assessment

Arthur M. Reed, William F. Belknap, Timothy C. Smith
and Bradley L. Campbell

Abstract Significant challenges exist in the validation and formal acceptance of
dynamic stability simulation tools, which can have a limiting effect on operations or
concept design due to a need for conservatism. These challenges primarily consist of
validation metrics and criteria, uncertainty characterization, and defining the scope
of conditions (both environmental and operating) that must be examined in order to
ensure that the simulation tool is valid for all conditions of interest. In discussing
these challenges, this paper proposes approaches to the problem of validation and
formal acceptance that can be applied in future efforts.

33.1 Introduction

The modernization of intact ship stability criteria includes the notion of “direct
assessment,” which is the use of simulation tools to quantitatively investigate the
probabilities associated with a given vulnerability. The direct assessment approach
is only brought to bear when a vulnerability is expected, which means the intent of
the assessment is to provide a significantly higher level of insight into the dynamic
stability risk than is available through empirical and heuristic means.

This chapter is the union of two papers presented at a Stability Workshop (Belknap et al. 2011) and
a STAB Conference (Belknap et al. 2012).
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Peters et al. (2012) provide a comprehensive look at how direct assessment applies
simulation tools to the problem, including a summary of methods for modeling
ship motions, see also Chap. 40. This includes not only 6-Degree-of-Freedom (6-
DoF) models intended to simulate the fully coupled ship motions problem, but also
reduced-DoF models that target specific dynamic stability failures. Additionally, the
requirement for validation of the simulation tools is discussed.

But while the drive toward stability criteria based on direct assessment is built
upon the notion that simulation toolswill be validated and accredited for this purpose,
the development of the simulation tools that are able to provide sufficiently accurate
results in a timelymanner is still an area of research. Similarly, themeans of validating
a given model is also an area of research and development, given the significant
challenges involved with the nonlinearity of the dynamics and rarity of the extreme
motions.

Perhaps the most difficult subset of the direct assessment simulation options is
the full 6-DoF maneuvering-in-waves simulation. This is the simulation approach
that is required when the precise failure mechanism is not known a priori, or when
a reduced order model has not be validated for particular vulnerability. But while
the task of simulating 6-DoF maneuvering-in-waves ship motions can be considered
difficult, it is the requirement to do so in a computationally efficient manner that
presently leaves these simulation tools in the realm of research and development. The
requirement for computational efficiency arises from the need to directly assess ship
motions for a wide variety of environmental conditions and for several ship speeds
and relative wave headings. Depending on the number of conditions to be simulated
and the quantity of simulated data required for each condition (extrapolationmethods
are needed to ultimately provide failure probabilities—see Peters et al. (2012) and
Belenky and Campbell (2012) for further discussion), “computational efficiency”
may mean faster than real time to on the order of 10–100 times slower than real time.
Such a requirement rules out the use of 3D unsteady RANS and nonlinear potential
flow approaches.

Given the breadth of possible environmental and operating conditions (wave
height, period, and directionality; wind speed and relative direction), numerical sim-
ulation tools are an attractive, if not necessary, option for predicting the dynamic
stability performance of a ship. However, in order for a simulation tool to be useful,
it must be validated and its limitations understood.

The very challenges that lead to the difficulty in modeling the dynamic stability
hydrodynamic problem (see Belknap and Reed 2010, Chap. 1) also contribute to the
difficulty in validating the simulation tool. Not only are the stability failure events
of interest exceedingly rare, but they are governed by a nonlinear dynamical system.
Additionally, the conditions of interest are so vast that the validation domain is
essentially limitless.

This paper is not the first to propose an approach to solving the dynamic stability
validation problem. In fact, Grochowalski and Jankowski (2009) provide a validation
vision that is perhaps the most complete published to date. The present paper ad-
dresses three key challenges that are encountered when such a state of the art process
is applied. These challenges are:

http://dx.doi.org/10.1007/978-3-030-00516-0_40
http://dx.doi.org/10.1007/978-3-030-00516-0_1
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1. Validation metrics and criteria
2. Uncertainty characterization
3. Validation scope

It is hoped that the following discussion of these three issues will spur debate
within the ship stability community that will result in a higher quality validation of
dynamic stability simulation tools.

33.2 Validation Metrics and Criteria

While seemingly straight forward, establishing the validation metrics and criteria for
what constitutes acceptable agreement is a significant problem. It is generally not
sufficient for a group of subject matter experts to simply agree that the simulation
results and model data (for example) are “consistently close enough.” Rather, given
how the numerical tool is going to be used, definitive quantifiable criteria must be
established that can be used to defend the conclusions of the decision makers.

33.2.1 Specific Intended Uses

Within the framework of direct assessment of stability risk, themost important step in
ensuring that the validation activities are appropriate and properly defined in scope is
defining the “Specific Intended Use(s)” (SIUs) of the simulation tool. The SIUs state
exactly what problem is being directly assessed and what quantities of interest are
being predicted. Therefore, the SIUs will govern what physics need to be modeled,
though in general limitations in ship speed are the only clearly beneficial limitations
from the perspective of eliminating physics. This is because modeling all 6 degrees
of freedom is required to properly include coupling effects (forces and phase). Key
aspects that should be clarified in the SIUs are:

• Type of vessel (and appendages)
• Environmental conditions
• Operating conditions (ordered ship speeds and relative wave headings)
• Loading conditions
• Motions and stability failure events of interest
• Statistical quantities of interest
• How the simulation motion data and statistics will be used

Having defined the SIUs, the succeeding question is one of acceptance criteria.
These are the conditions that must be met for the simulation tool to be considered
acceptable for use in performing a direct assessment of stability risk. Smith (2012)
describes how the acceptance criteria are derived from the SIUs, but that ultimately
it is up to the certification bodies to determine how accurate is accurate enough.
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In order to support the certification bodies in making such a determination, the
validation task must produce the evidence that not only can the quantities of interest
be predicted to within a given level of quantifiable “error” (the “Quantitative Val-
idation” task), but also that it has done so in a manner that is consistent with the
physical problem. This latter point is required so that the certifying authority can
have confidence that validation extends beyond the set of direct comparison points
submitted for validation. It is accomplished through validation at the physical ele-
ment level, which does not have quantifiable accuracy requirements. Therefore, this
is considered “Qualitative Validation.”

33.2.2 Qualitative Validation

As emphasized by Grochowalski and Jankowski (2009), validation of a dynamic
stability code’s underlying component physics is necessary because it is not only
the large amplitude motion event physics that are important to validate but also the
transient behavior that leads to the event in the first place. The component physics can
be thought of as both the component force models (presuming the theoretical model
employs force superposition) and/or elements of the dynamic stability hydrodynamic
problem domain. This domain includes, but is not limited to:

• Wind and wave environment modeling
• Roll damping
• Calm water maneuvering
• Seakeeping

– Radiation problem
– Diffraction problem

• Nonlinear stiffness (buoyant restoring forces)
• Appendage forces (including propellers and rudders)
• Maneuvering in small to moderate waves
• Drift forces (including added resistance)
• Surf-riding incidence

33.2.2.1 Elemental Tests

Elemental tests (or comparisons to model data) provide insight into the code’s ability
to capture the overall physics of the ship motion problem. They also provide con-
fidence that the quantitative comparison results obtained with available model data
may be assumed characteristic of the code and applicable for similar conditions for
which model data is not available. The results of the elemental tests provide evidence
to inform final decision making. Subject matter experts provide general guidelines
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about the comparisons; this guidance will include both qualitative and quantitative
characteristics of good correlation.

The following elemental tests are useful elements for qualitative of validation:

• Roll decays
• Calm water Zig-zag maneuvers
• Calm water turning circles
• Turning circles in regular waves
• Acceleration from rest tests
• Generation of response amplitude operators (RAOs) for comparison with model
data (if available)

• Integrity values

Standard maneuvering and seakeeping analyses of the motion time histories will
be performed on the code and model-data time histories to provide comparison
quantities guidance.

Integrity values plotted on polar and surface plots provide insight into the code’s
ability to capture the ship’s capsize boundary. An integrity value is the ratio of the
number of runs which did not include a dynamic stability failure event divided by the
total number of runs examined. This metric allows for comparisons between model
test and simulation in which the ship response is highly sensitive to initial conditions.
Since the initial conditions under which each model test was performed cannot be
known precisely, a range of simulations is performed in an attempt to cover the range
of possibilities.

The integrity value elemental test is included on the list above to specifically
address the known dynamic stability concerns associated with a ship operating in
stern quartering seas. Characterization of the ship’s response in these conditions from
irregular seas model data is challenging, so integrity value plots (using regular waves
model-test results) provide the necessary additional insight into the code’s ability to
capture this aspect of the physics. Integrity value plots will be discussed further and
an example provided in Sect. 33.3.2.

There are two primary objectives in validating at the elemental level:

1. Providing insight into what may be causing the simulation results to differ from
the validation data in the SIU-defined conditions

2. Providing confidence that the physics are well-modeled in conditions for which
direct validation data are not available

These objectives are satisfied by performing elemental validation tests that isolate
the active elements of interest. For example, an elemental validation test to assess
roll damping prediction is to run a roll-decay comparison, where the qualitative
validation metrics are the roll decrement coefficient and roll period as a function
of roll amplitude. More examples of elemental validation tests and their qualitative
metrics are provided in Table 33.1. An example series of plots showing the qualitative
comparison for the regular wave dynamic stability elemental validation runs is shown
in Fig. 33.1. Figure 33.1a shows the comparison of roll motion through a phase plot.



562 A. M. Reed et al.

Table 33.1 Example elemental tests and their qualitative metrics

Test Element(s) Metric(s)

Roll Decay Roll damping, nonlinear
stiffness

Decrement coefficients and
periods

Calm water turning circle “Maneuvering” forces,
appendage forces

Diameters, steady heel, steady
drift angle

Calm water zig-zag “Maneuvering” forces,
radiation force, appendage
forces

Overshoots, maximum roll
angle

Regular wave seakeeping
(non-steep waves)

Radiation force, diffraction
force, roll damping

Motion transfer functions:
amplitude and phase

Regular wave dynamic
stability (steep waves)

(Several) Motion time histories, integrity
values, maximum value scatter

Forced motion (Several, but isolated) Force time histories: amplitude
and phase

Fig. 33.1 Example visualization of regular wave dynamic stability run time history data: a roll
phase plane plot; b track-speed-roll plot

Figure 33.1b shows a joint visualization of the predicted and measured track, speed
(scatter symbol color), and roll amplitude (scatter symbol size).

What makes these elemental validation tests part of “qualitative validation” is that
there are no obvious requirements for just how close the simulation data must match
the validation data to affect the SIUs. If a calm water tactical diameter has 50% error,
will that mean the simulation tool is unusable for predicting instances of parametric
roll? The answer is likely “no.” However, such an error indicates that hull lift and/or
rudder and propulsor forces are not well modeled when the ship has a drift angle,
which may lead to poor ability to predict broaching.

The elements that must be tested depend on the physical phenomena the SIUs
call for capturing. Ideally, a systematic procedure is followed that lists the failure
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Fig. 33.2 Change from
surging to surf-riding
behavior with increasing
speed (Spyrou 1996)

mechanisms expected to be captured (e.g., pure loss of stability, parametric roll,
surf-ride and broaching, synchronous roll, breaking wave impact) and then validates
that component models are appropriate for capturing each failure mechanism. If
parametric roll is intended to be captured, the simulation tool must adequately model
nonlinear stiffness and roll damping, in addition to regular seakeeping forces.

If grouped waves are required to initiate the event, does the wave model produce
grouped waves? If surf-riding is expected to be captured, does the simulation tool
properly model resistance in a zero-encounter frequency steep wave? Is the loss of
rudder lift captured in a steep following sea? These are just some examples of the
questions that must be asked to ensure that the proper elemental tests are performed.

Finally, it should be noted that the nonlinear time series analysis techniques that
have been proposed for use as validation tools (see McCue et al. 2008) fall into the
realm of qualitative validation. An example of this is the incidence of surf-riding
in following regular wave conditions as speed increases across a threshold. This
phenomenon was presented in Spyrou (1996) and is depicted in Fig. 33.2.

While these techniques can be very illuminating in showing fundamental ways in
which the time series are different, there is not a defined value to which these metrics
need to agree in order for the simulation tool to be useful.

Qualitative validation is then the aggregate of these elemental/component valida-
tion tests which provide confidence in the simulation tool.

33.2.3 Quantitative Validation

The key measures that will be used by decision makers to determine whether or not
a simulation tool can be accepted (i.e., meets the requirements for a given SIU) are
those for which quantitative criteria are established. The only defensible quantitative
criteria are those directly tied to the SIU, which means that the metrics need to be the
very same quantities that the tool is intended to predict. This ideally means multi-
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directional seas with wind, but due to difficulty in obtaining and working with that
kind of data, long-crested irregular wave (no wind) runs may be all that is available.
This requirement is similarly noted by Vassalos et al. (1998) and Grochowalski and
Jankowski (2009).

To the degree that real-world conditions are not directly tested (referred to as “di-
rect validation”), the less-than-ideal validation data set must be used for quantitative
validation in conjunction with the elemental validation tests in an approach referred
to as “indirect validation.”

The problem of establishing acceptance criteria on these metrics is deceptively
difficult. In all likelihood, there is an acceptable level of error that can be tolerated
and accounted for, but establishing what is acceptable may be an iterative process.
The more difficult questions to answer are whether or not all modes of motion must
concurrently meet the acceptance criteria, or just certain key channels, and how to
define an overall acceptable level of quantitative validation performance where the
“passing” trends are inconsistent.

The last item to be discussed within the context of validation metrics and accep-
tance criteria is the issue of uncertainty characterization.Because this issue represents
a significant challenge by itself, it will simply be stated that the validation metrics
and acceptance criteria must acknowledge the uncertainty in the system and take
steps to address it. The next section discusses this particular challenge.

33.3 Uncertainty Characterization

As stated earlier, the dynamic stability problem represents a stochastic nonlinear
process where the events of interest can be extremely rare. Because of this, the
quantities of interest are not known exactly, but rather have an associated uncertainty.
The validation of dynamic stability simulation tools must therefore properly address
this associated uncertainty.

33.3.1 Stochastic Process Uncertainty

The dynamic stability problem represents a particular challenge in defining the vari-
ance of mean or variance estimates, due to the fact that ship motion is a continuous
random process. Care must be taken to ensure the independence of data sets, which
means that the length of runs (bothmodel data and simulation data) and the number of
component frequencies used to create the exciting wave fields must be appropriately
selected. The approach to addressing the challenges related to stochastic process
uncertainty in the dynamic stability problem is discussed in detail by Smith (2011,
2012). Belenky et al. (2015) provide details on the calculation of the variance of
the mean and the variance of the variance values needed to calculate the confidence
bands on the measured or predicted motion quantities, see also Chap. 34 of this book.

http://dx.doi.org/10.1007/978-3-030-00516-0_34
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33.3.2 Nonlinear Process Uncertainty

More widely discussed in dynamic stability research are the issues related to dealing
with a nonlinear system. Particularly, it is well acknowledged that initial conditions
can have a significant impact on the trajectory of the model (or simulated ship). It
is the uncertainty associated with the variation in results that can occur that must
be addressed. Free-running model-test data that are used for validation purposes
more often than not do not provide precise information on the initial conditions
relative to the wave field at some arbitrarily start time. If the initial conditions are not
known precisely for a given model-test run (where nonlinear dynamics are believed
to be in play), several model-test runs at random initial conditions are the minimum
requirement for testing initial condition dependency and providing data that is useful
for validation.

On the simulation side, the solution is to obtain simulation runs over a wide range
of initial conditions to ensure the level of initial condition dependency is determined.
It is recommended that, at a minimum, the varied initial conditions include:

• Wave phase
• Roll angle
• Roll rate

An example of this validation process is shown in Figs. 33.3, 33.4 and 33.5 for the
elemental validation test of steep regular wave dynamic stability runs (free running
condition at a constant ordered speed and heading).

Fig. 33.3 Regular wave
dynamic stability elemental
validation data using
contours of integrity values
(IV) for 60◦ roll angle
exceedance over a range of
ship speeds (Fn = 0.0–0.4)
and relative wave headings
(μ = 0◦ to 90◦)
[sim.—surface; model
data—circles)
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Fig. 33.4 Integrity surface for regular wave validation data (integrity values for 60◦ roll) as a
function of wave steepness and length (simulation—surface; model data—spheres)

Fig. 33.5 Maximum roll values as a function of relative wave heading at a single speed for regular
wave dynamic stability case (simulation—red circles; model data—blue squares)
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Figure 33.3 presents a quarter-polar plot of the validation comparison for a single
regular wave condition [wave length (λ) = 0.75 × ship length (L); wave height (H )
= 0.1λ], where the surface mesh coloring represents the 60◦ roll event integrity
value (IV = number of runs with events/total number of runs) for the simulation tool
prediction. The scatter data points represent the model data, which are also colored
by integrity value. Ideally, the simulation surface mesh will have the same color as
the model-data scatter points, representing an agreement in integrity values.

Figure 33.4 presents this example validation condition (30◦ relativewave heading,
Fn = 0.4, λ/L = 0.75, H/λ = 1/10) in a different dimension. The simulation data
was run at much finer resolution in wave steepness than the model data in order to
develop the integrity surface shown in the figure. This allows the model data to be
plotted at the actual achieved wave conditions. In this example condition, it can be
seen that the average achieved wave steepness in the model experiment was actually
slightly less than H/λ = 1/10). This places the model result within the steep region
of the simulation integrity surface, which would change the validation conclusion to
“good agreement.” Where there is a difference, further investigation is warranted.

Figure 33.5 shows the actual distribution of maximum roll across relative wave
heading for a single speed (Fn = 0.4). At the 30◦ relative wave heading, Fig. 33.5
shows that the simulation predicts all runs at this condition to have a roll greater than
60◦ (as seen by the red surface at that point), whereas the model data point has some
cases where roll exceeds 60◦ and others that do not, depending on initial conditions.
Further examination of Fig. 33.5 shows that, in fact, all of the simulation runs go well
beyond 60◦ to the point where they all capsize, whereas the model data are scattered
between 42◦ and capsize. This would imply that the simulation is not providing a
good prediction.

Clearly, there is a sharp transition across relative wave heading, such that the
simulation tool predicts a “green” condition at 15◦ relative wave heading. Therefore,
it is reasonable to wonder about uncertainty in the ordered heading. But what about
uncertainty in the actual achieved wave conditions in the model basin? The results
plotted in Figs. 33.3 and 33.4 overlay data such that it is assumed all represent
behavior in wave conditions with the ideal wave steepness of 1/10. However, the
wave makers in any model basin are an imperfect system, in that the actual realized
wave steepness (and possibly wave length) may be off by some amount.

The narrative above represents the effect of “input parameter uncertainty,” which
is the third uncertainty-related challenge to be addressed within the dynamic stability
validation problem.

33.3.3 Input Parameter Uncertainty

In describing the validation uncertainty related to the nonlinear dynamical process
of the dynamic stability problem, it was shown in an example case that uncertainty
in the knowledge of the input parameters (wave height, in the previous example)
can have a dramatic impact on the validation conclusions drawn. Particularly in the
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quantitative validation stagewhere direct comparisons aremadewith real-world data,
input uncertainty can be a significant challenge.

There are many parameters that are provided as input to the simulation validation
cases that in many cases in the past have been taken as known quantities. In reality,
these quantities represent best estimates that are based on direct measurement of
an unchanging variable (such as mass properties) or statistical analysis of a random
process (such as the seaway). As the state-of-the-art in validation of dynamic stabil-
ity simulation tools is expanded, the issue of input uncertainty must be addressed.
In other words, validation conclusions must be based on a comprehension of the
propagation of uncertainty due to errors in the assumed input parameters.

The issue of addressing error propagation in the validation of engineering models
has been studied by Hills and Trucano (1999). They specifically address the effect
of error propagation in statistical validation of nonlinear systems, which means their
work is particularly relevant to the validation of dynamic stability simulation tools.
One approach offered by Hills and Trucano to assessing the impact of error propaga-
tion is to performMonte Carlo simulations that examine at a system level the impact
of perturbations to a matrix of input parameters.

To get a first look at the impact of input parameter uncertainty on the dynamic
stability validation problem, a sample Monte Carlo based study was conducted that
examined notional input errors in the validation of a stern quartering high sea-state
condition. The study was not designed to be a comprehensive examination of the
impact to be expected across typical validation cases, but rather to provide a snapshot
on a single case as an exercise in the process.

The input parameters to be varied within the study were taken as representative
sources of error expected in the validation of a real-world scenario. These were taken
to be:

• Relative wave heading
• Significant wave height
• Modal period
• GM

The magnitudes of the errors are hypothetical, but are representative of the size
of 95% confidence intervals. Using the “best estimate” input values as the basis,
the Monte Carlo approach parametrically varied the four sources of error to include
simulations at the upper and lower bounds of the input values. These input values are
shown in Table 33.2. Even with this coarse resolution, the resulting matrix of condi-
tions is 3 × 3 × 3 × 3 = 81 discrete simulation conditions to capture the potential
error in validating a single validation condition.

The results were processed to examine the variation in the mean up-crossing
rate for roll, as this is a typical quantity of interest for dynamic stability analysis.
Figure 33.6 shows all simulation results for the roll mean up-crossing rates as de-
termined from envelope peaks over threshold (EPOT) analysis (see Campbell and
Belenky 2010). The solid blue line represents the simulation results based on the
best estimates of the input parameters. The scatter points (at select roll levels of
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Table 33.2 Input value uncertainties for Monte-Carlo simulation matrix

Lower bound Best estimate Upper bound

Heading 35◦ 45◦ 55◦

H1/3 11.0m 11.5m 12.0m

Tm 13.0 s 14.0 s 15.0 s

GM GM0 − 0.05m GM0 GM0 + 0.05m

Fig. 33.6 Simulation results for the mean up-crossing rates for roll using the best estimate of input
parameters (solid blue line with dashed blue lines for 95% confidence intervals) and the paramet-
rically varied input parameters (red scatter points with 95% confidence intervals)—presented on: a
linear scale and b log scale

20◦, 35◦, 45◦; 60◦) show the range of variation in the results that can be expected
when the uncertainty in the input values are accounted for.

The results show that, for at least this hypothetical case, the variation in the mean
up-crossing rates can vary on a scale considerably greater than the statistical process
uncertainty (shown by the “best estimate” 95% confidence intervals).

Based on this single example result, it is reasonable to consider input value uncer-
tainty when interpreting validation results. However, it must be emphasized that the
present study is a single hypothetical example and the size of the effect of input error
is likely to be a function of the physics. It is anticipated that certain parameters will
have more of an effect than others depending on the dynamics of the problem (e.g.,
resonant conditions versus pure excitation, etc.), which are condition dependent.

More work must be undertaken to relate the joint probabilities of the various input
errors to the final total confidence interval size. The example calculations presented
in this paper represent the first attempt by the authors to investigate other degrees of
uncertainty in the validation problem.
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33.4 Validation Scope

The final validation challenge addressed involves answering a question that must
always be asked in a validation task: When is the validation complete?

The only defensible answer to the above question is that there is no good an-
swer. Furthermore, the answer should not be “when the available validation data are
exhausted.”

It has been argued that validation tasking should include qualitative validation
and quantitative validation. The scope of the qualitative validation is more easily
defined in that it should include the full range of ship speeds and address all mo-
tion components of interest (as defined by the SIU). If the qualitative validation is
incomplete, the ability to perform “indirect validation” will be limited or considered
higher risk. The scope for quantitative validation is considerably more challenging
to define. This is generally because the number of environmental conditions a ship
will see is infinite. Not only are there combinations of significant wave height and
modal period (as well as spectral shape) to examine, but if bi-directional seas and
relative wind direction are part of the environment defined in the SIU statement, the
matrix of conditions quickly grows in size.

It is not reasonable to expect that direct validation (with quantitative metrics) will
be performed for all conditions for which the simulation tool will be accepted. First
and foremost, a simulation tool would not be required if trusted data existed for every
condition of interest. Also, the variability of the physics between directly validated
conditions may not be significant. Even so, a sufficient range of directly validated
cases must be obtained. For those conditions that are not directly validated, an ar-
gument must be made that the physics in play for the non-tested conditions are not
unique. The elemental validation cases and the neighboring quantitative validation
cases will be relied upon to provide confidence that the simulation tool is valid at
these “interior” conditions.

In the end, the validation scope is likely to be a judgment call by the subject
matter experts. The resolution of the validation domain may need to be adjusted as
the validation process proceeds.

33.5 Conclusions

This paper has addressed the key challenges in the validation process for dynamic
stability simulation codes. These challenges are:

• Developing the validation metrics and criteria
• Characterizing and incorporating uncertainty
• Defining the validation scope

The key point that is made relative to successful establishment of validation met-
rics and criteria is that the Specific Intended Use of the simulation tool must be
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completely and precisely defined. The metrics and the acceptance criteria should
flow directly from the SIU. The metrics and criteria can be divided between qualita-
tive and quantitative categories. While the quantitative metrics are the most valuable
for the decision makers in determining the usefulness of the simulation tool, the
qualitative validation tests are essential for diagnostics and in support of “indirect”
validation. And while the quantitative metrics are the most useful, they must be well
thought out and, if possible, incorporate an allowable error that is tied to the SIU.

The challenges associated with uncertainty characterization involve stochastic
process uncertainty, nonlinear dynamics uncertainty, and input parameter uncertainty.
All three can factor heavily into the validation process and interpretation of results.
At the moment, the influence of input parameter uncertainty remains an area of
research, though an example study using hypothetical errors in the input parameters
has demonstrated that the magnitude of the scatter due to input error can plausibly
be larger than stochastic process uncertainty alone.

Finally, difficulty arises in determining when the body of validation work is suffi-
ciently complete. Particularly when the vast matrix of possible environmental condi-
tions is considered, it becomes obvious that a direct validation cannot be performed
for all operational (speed, heading, load condition) and environmental conditions. It
is concluded that indirect validation will fill the void, but that direct validation must
be done for conditions where the physics are sufficiently unique.

33.5.1 Future Challenges

This paper does not represent an exhaustive list of challenges remaining in the valida-
tion of dynamic stability simulation tools.Many difficulties will need to be addressed
in future efforts, particularly as the “realism” of the validation data increases. For
example, the non-stationarity of real-world environmental conditions will require
special treatment when these data are used for validation. Another challenge to be
addressed is validation for full-scale ships, when the vast majority of available val-
idation data comes from model experiments. Also, there is the very real scenario
of dealing with validation results where 100% of validation conditions do not pass
the criteria, and there is not a clear trend as to where the simulation is not properly
modeling the physics, is the simulation invalidated? Is there an acceptable passing
rate across all conditions and what should it be?

In this chapter, no attempt has been made to deal with an important aspect of the
validation of a simulation tool for regulatory purposes, that is the ability of a person
or organization to use the tool correctly, which addresses several aspects of both the
tool (documentation, self-consistency checks, example, etc.) and the organization
(training or even certification).

These and other future challenges will be discussed in the coming years, but at
present, the validation of dynamic stability simulation tools stands to benefit from
an improved understanding of metrics and criteria, uncertainty characterization, and
proper establishment of validation scope.
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Chapter 34
Validation Approach for Statistical
Extrapolation

Timothy C. Smith

Abstract Statistical extrapolation is the estimation of rare, extreme responses from
data sets that consist primarily, if not entirely, of lower (non-rare) values. The vali-
dation of statistical extrapolation involves elements common to all validation efforts
with the additional difficulty of needing to determine the true value and its uncer-
tainty. The determination of the true value requires an extensive amount of data in
order to observe multiple rare events. In some cases, the desired extreme events may
be so rare that validation is forced to accept a less rare event such as a lower thresh-
old value. This paper reviews the basics of simulation validation and focuses on the
challenges of the validation of statistical extrapolation.

34.1 Introduction

For many years, the numerical simulation of ship motions has been used to deter-
mine relative performance of various design options (Bales 1980) with idealized
wave spectra. The state of numerical simulation of ship motion, maneuvering and
seakeeping, is approaching the point of predicting performance in an absolute sense
for operational guidance. The use of simulation in many, if not all, areas of engineer-
ing is a given. Prediction tools for early design work can afford to trade accuracy for
speed and can identify trends, if not absolute values. Later stages of design require
simulations of greater accuracy. The required fidelity or accuracy of the simulation
is related to the simulation’s purpose. The degree of accuracy is a function of the
assumptions made in the development of theory on which the simulation is based,
the numerical implementation of the theory, and the expertise of the user. For the
purpose of this discussion, user expertise will not be examined. In all cases, there is
a desire to know how well the simulation represents the real world (i.e. the accuracy
of the simulation). Simulation validation provides this knowledge.
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Simulation validation is carried out as part of a verification, validation, and accred-
itation (VVA) or verification, validation, and uncertainty quantification (VVUQ)
effort. Verification deals with the correctness of the software coding process and
theory implementation. Validation is the comparison of simulation results to real
world data in order to determine how close the simulation results represent the real
world data or “true value.” Accreditation is the official determination of a simula-
tion tool’s applicability to a particular problem as defined by specific intended uses
(SIUs). Uncertainty quantification combines the numerical error of the simulation,
input error (not matching test conditions), and random process error. The true value
is the benchmark data set used for comparison to the simulation. The true value may
be scale-model test data, higher fidelity simulations, full-scale trials data or other
representative data sets appropriate to the problem.

The validation of numerical simulations is addressed by various professional soci-
eties and governmental bodies for many engineering disciplines. There are estab-
lished verification and validation outlines, guides, and processes to follow when
performing numerical simulation verification and validation (AIAA 1998; ASME
2009; ITTC 2011; IEEE 2012). The 26th International Towing Tank Conference
(ITTC 2011) recognized the need for verification and validation of seakeeping com-
puter codes and prepared guidelines to that purpose. The ITTC guidelines clearly
lay out verification and validation tasks and activities going so far as listing what
to consider at a component level. The US Navy describes a generic formal process
with review panels and extensive supporting documentation, but leaves details of
comparison metrics to the analysts (DoN 2004; DoD 2009; Sec. of Navy 1999).
Griffith and Locke (2006) also discuss these VVA processes. These processes and
guides are often generalized with details left to the engineers actually performing the
verification and validation. Validation at its core consists of a comparison between
the simulation and the “true value,” and becomes the basis for a validation decision.

To be used for a particular application, such as direct assessment of parametric
rolling, the validated simulation needs to be accredited for that use. Validation is
necessary, but not sufficient, for accreditation. The first step is to select a simulation
code with the desired simulation capability. The accreditation process then clearly
defines the boundaries of where the simulation may be used and not used. These
boundaries are defined in the SIUs (Belknap et al. 2012; DoN 2004; Reed and Zuzick
2015). The SIUs serve to limit the scope of the validation to a reasonable and useful
domain. The SIUs define the operational and environmental conditions and type of
response and statistics where the simulation is applicable. For instance, a typical
linear seakeeping simulation would have a SIU such as “The simulation will be
applied for all speeds and heading for Sea States 5 and less to produce significant
single amplitude statistics.” This limits simulation applicability to an expected linear
response domain and precludes using the simulation for extreme events and non-
linear behavior.

The SIUs are codified into acceptance criteria, which provide a means to evaluate
the simulation code with respect to the SIUs. Acceptance criteria specify the required
validation data for comparison and parameters to compare. For example, consider a
simulation to predict low speedmaneuvering in shallowwater with current and wind.
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In this case, wind and current drag coefficients, thruster/propeller performance, full-
scale trials tracks would all be pertinent data allowing for validation of specific force
modules and overall simulation performance.

The acceptance criteria state the required level of accuracy for the simulation to
be accurate enough for use; validation is the statement of that accuracy. Depending
upon simulation use, “accurate enough” can range from similar motion properties
(qualitative) of random behavior to matching a set of time histories to a specified
accuracy (quantitative). If a simulation code passes the acceptance criteria, it can be
accredited for use in the region defined by the SIUs.

When comparing simulation data to benchmark data, Belknap et al. (2011) make
the distinction between qualitative and quantitative validation. Qualitative data com-
parisons are made by examining trends and expected behavior, often at a component
or force model level, such as roll damping or Froude-Krylov force. It is often diffi-
cult to determine quantitatively how much a specific component affects the final or
total answer. In these cases, benchmark data are often highly constrained to focus on
one particular element, such as roll decay tests. Favorable qualitative comparisons
give the user confidence in the simulation, but cannot replace quantitative acceptance
criteria.

Quantitative validation is a direct comparison of simulation and benchmark data
with some defined metric of accuracy. There is a difference between acceptance cri-
teria for validation and for accreditation. In both cases, the simulation is compared
against benchmark data to ascertain its accuracy. However, for validation, the pur-
pose is a diagnostic identification of areas requiring improvement with the goal of
improving the overall accuracy of the simulation. This can focus on specific aspects
or elements of the simulation. For accreditation, the acceptance criteria are a quan-
tification of acceptable accuracy for SIUs.

Uncertainty quantification affects the development of acceptance criteria in terms
of appropriate or attainable levels of accuracy. The acceptance criteria specify which
parameters will be compared and how they are to be compared. Development of
acceptance criteria can be the subject of lengthy debate as they need to adequately
reflect the SIUs and be complete, rational, and achievable. Specifics of acceptance
criteria are discussed later. The acceptance criteria along with comparison data sets
are used in the validation process to make an accreditation recommendation. A lack
of data (or high uncertainty in the data) will limit the extent and certainty of the
validation.

As ship motions in irregular waves are stochastic in nature, all of the elements of
VVAhave to be formulated in a probabilistic sense as the quantities are randomfields,
stochastic processes or random numbers. This presents a philosophical challenge:
all of the statements in the validation process have probabilistic meaning and, in
principle, nothing can be stated for certain, so even in the best cases there is only
a significant probability that the method is valid. On top of the “usual” uncertainty
related to data sources, approximation, etc., the statistical uncertainty,which is related
to finite volume of data, has to be evaluated and propagated through the validation
process. Belenky et al. (2013, 2015) considers methods to assess the statistical
uncertainty for ship motions.
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Focusing on the phenomena of largemotion and capsizing, the simulation of these
phenomena requires advanced, hydrodynamic blended method prediction tools due
to the non-linearity involved (de Kat and Pauling 1989; Lin and Yue 1990; Shin et al.
2003). Furthermore, the ITTC parametric roll study (Reed 2011; ITTC Stability in
Waves 2011, Chap. 37; Belenky and Weems 2012) showed that the uncertainty can
be quite large due to practical non-ergodicity. These phenomena are also rare in real-
istic weather and loading conditions. Observation of a dangerously large motion or
capsizing may require a very long and prohibitively expensive simulation. Statistical
extrapolation methods (Campbell et al. 2016; Belenky et al. 2016; Anastopoulos
et al. 2015) use simulations of practical length to estimate probability of rare event.
This further increases the difficulty in understanding the result of the validation effort
and achieving a definitive result.

A primary difficulty for validation of statistical extrapolation is determining the
true value if the required numerical simulation is too long to be practical. A practical
solution is to use a very fast simulation tool that would be only qualitatively valid
for the SIU under consideration. An example of such tool is described by Weems
and Wundrow (2013). The tool simulates heave, roll and pitch, using instantaneous
volume instead of pressure integration for hydrostatic and Froude-Krylov forces. All
other forces aremodeledwith polynomials. The approachyields sufficient calculation
speed to observe capsizing and large motions in realistic conditions and reproduces
essential physics of capsizing in waves i.e. is qualitatively valid (Weems and Belenky
2015). A limited validation was necessary to determine if the representative data set
is truly representative. With the fast code, it is possible to produce a very large
number of motion records, sufficient to observe the rare phenomenon in statistically
significant numbers. An estimate of probability of the rare phenomenon from this
large data set is the true value for the validation comparison. In this case, the true
value has its own uncertainty because the data set while very large is still not infinite.
For the sake of consistency, the small subset of the same records is to be used to
produce the extrapolated value to be compared with the true value. This chapter
focuses on the formulation of procedures and acceptance criteria for validation of
extrapolation methods.

34.2 Three Tier Acceptance Criteria

Acceptance criteria are derived from the SIUs and definewhat is compared, the nature
of the comparison, andwhat is an acceptable or passing comparison.However, accep-
tance criteria can quickly become very complex as an SIU becomes fully defined.
For instance, validating linear seakeeping predictions quickly leads to questions as
to which motions or subset of motions to compare. Then, should those comparisons
be qualitative, quantitative, statistically-based, expert opinion-based, or some mix.
Determining what constitutes an acceptable comparison can be a difficult task in
itself.



34 Validation Approach for Statistical Extrapolation 577

A three tier hierarchy acceptance criteria that matches typical benchmark data
structure provides a convenient means for formulating acceptance criteria (Smith
et al. 2014). The three tiers are: parameter, condition, and set. A parameter is a
specific response or motion that is being compared. This is the most elemental com-
parison to true value; the comparison is specified as an accuracymetric. The accuracy
metric specifies how the comparison in made and what constitutes passing. A condi-
tion defines themetadata for the parameter, for example ship loading condition, wave
height, wave period, relative wave direction and ship speed. The set or overall tier
specifies the number and type of conditions to accept the simulation. So the accep-
tance criteria specifies how parameters are compared and what constitutes passing
as the parameter, condition, and set metrics are rolled up.

Parameter acceptance criteria deal with the comparison of a single parameter,
for example, roll angle, deck wetness probability or turning circle trajectory. The
selection of parameter depends on available data and SIUs. The condition and set
acceptance criteria reflect a validation or accreditation philosophy rather than a strict
comparison of data. It is at these levels that subjectivism ismost apparent, and perhaps
most needed as requiring 100% matching of all conditions in the entire set is likely
impossible. Depending on the benchmark data structure and SIUs, the condition and
set tiers may be duplicative and only two tiers should be used.

34.2.1 Parameter Criteria (Tier 1)

Parameter criteria focus on a single parameter and make use of comparison accu-
racy metrics. To represent the SIUs, a mix of accuracy metrics maybe appropriate
depending on data and SIU requirements. This is an attempt to use to best elements
of the other approaches, while balancing or eliminating the disadvantages. An obvi-
ous mixed acceptance criterion is using engineering judgment to set some minimum
level of concern and overlapping uncertainty bars above that level of concern. This
approach can become quite elaborate asmore considerations are included. Care needs
to be taken to ensure that the interaction between the different pieces does not result
in an undesirable cumulative acceptance criterion, even though all individual pieces
seem reasonable.

Many fluid simulation validation efforts have focused on computational fluid
dynamics (CFD) looking at steady state phenomenon (ASME 2009; Oberkampf and
Blottner 1997; Stern et al. 1999, 2005). Some typical accuracy metrics that account
for the random nature of ship motions are confidence interval overlap, statistical
hypothesis testing, subject matter expert judgment, sum of errors, and correlation
metrics. This list should be considered representative and not exhaustive.

Campbell et al. (2016) and Glotzer et al. (2017) describe the calculation of con-
fidence interval for extrapolated rate of exceedance. Special care is needed for non-
ergodic processes where the uncertainty needs to be determined through repeated
simulations (Reed 2011, Chap. 37), so extrapolation should be done on a number
of records. Uncertainty bands for the true value can be calculated using the nor-
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mal distribution approximation to the binomial distribution (Campbell et al. 2016).
Confidence interval overlap is used as a parameter criterion in the example consid-
ered further in this chapter. Maximum conservative distance (MCD) is the difference
between the extrapolation upper boundary of confidence interval of the extrapolated
and the true value; MCD provides an alternative to confidence interval overlap.

The use of statistical hypothesis tests is to determine if two estimates could come
from two samples belonging to the samegeneral population (Bendat andPiersol 1966;
Priestly 1981). Smith (2011) proposed a concept of equivalent number of degrees
of freedom (data points or samples) to apply the standard statistical significant tests
such as Student’s t, or F-test to dependent data. Similarly, by specifying the limit
on the difference and solving for the critical level of significance to pass the test,
the probability associated with success of the comparison is produced (Smith and
Zuzick 2015) .

For sum of error metrics, Stern et al. (1999) and Oberkampf and Blottner (1997)
suggest a weighted vector sum of the uncertainties in a manner similar to stan-
dard uncertainty analysis (Coleman and Steele 1989). The simulation is considered
acceptable when its uncertainty band overlaps the benchmark uncertainty band.

There are many correlation metrics available to compare trajectories or data sets.
Ammeen (1994) surveys many of existing approaches and discusses their merits
for trajectory comparison. The Distance-Weighted Average Angle Error measure
was determined to most closely represent subject matter expert opinion. Lee et al.
(2016) provides a validation example using Average Angle Error Measure (AAM)
to compare maneuvering simulation trajectories.

34.2.2 Condition Criteria (Tier 2)

Acceptance criteria for a condition are generally based upon having a spec-
ified number of parameters/motions/components passing based on individual
motion/component accuracy metrics. The SIUs specify which motions to include
in the criteria. As mentioned in Belknap et al. (2011), when considering the total
simulation, it is desired that all the motions be acceptable simultaneously. This pre-
cludes considering the simulation acceptable when matching vertical acceleration,
but not matching speed or heading at which the vertical acceleration is calculated.

However,motions are not uniformly sensitive to variations in speed, heading,wave
height, modal period, or wave spreading. Requiring all motions, including speed and
heading, to pass simultaneously may penalize the simulation unduly. This can be
accounted for by adjusting the parameter acceptance criteria to different accuracy
levels depending upon sensitivity.

Alternatively, requiring a certain number or mix of motions, but not all motions, is
a potential compromise provided there is not a consistently failing motion. The pres-
ence of a consistently failing motion indicates a theory or implementation problem
with the simulation.
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34.2.3 Set Criterion (Tier 3)

The set or overall criterion dealswith acceptance of the total simulation or component
rather than just a specific condition or case. This can be simply characterized as a
passing percentage of all cases examined or even a weighted sum of the passing cases
based on importance. For instance, if beam seas performance was most important,
then those conditions could be weighted more than other cases. This would ensure
the simulation performed adequately where it was most important. The benchmark
data set also provides a de facto weighting, which should be evaluated against the
desired weighting.

It should be noted that setting an overall acceptance criterion also sets a required
pass rate for the individual parameter/motion/components. Intuitively, it is apparent
the higher the required condition passing requirement (overall criterion), the higher
the individual motion or component pass rate that is required to meet the overall
criterion. What can be overlooked is that requiring the simultaneous passing of mul-
tiple individual parameters, motions, or components quickly leads to not passing the
overall acceptance criterion despite relatively high individual motion or component
pass rates.

34.2.4 Example Criteria Formulation

As an example of acceptance criteria formulation, consider the validation of an
extrapolation method to predict extreme, rare motion values. The SIU is relatively
simple and general—determine the mean crossing rate (the upper boundary of con-
fidence interval is often used in practical cases) at a specified comparison level
on specified exposure time for a given motion or acceleration, speed, heading and
environmental conditions. Using a single comparison level is certainly simplest but
allows for an extrapolation to fail at all other levels of interest and still be acceptable.
However, using multiple comparison levels may give too much weight to levels that
are unimportant.

Following the multi-tier approach from Smith (2012), a overlap check of con-
fidence intervals at the comparison level would be parameter; multiple confidence
interval overlap checks would be condition; and multiple conditions for different
motions, speeds, heading, and seaway data sets would be the overall or set tier. This
is not the only possible tier breakdown, for instancemultiple confidence interval com-
parisons could be used as the parameter (Tier 1), a unique speed-heading-seaway a
condition, and all the conditions would be the set tier. Acceptance also depends on
the data set used to make the extrapolation. As a result, multiple extrapolations from
multiple data sets, NEX � 100 or more, should be used to evaluate acceptance.

The extrapolation would be checked against the true value at that comparison
level. The check could bemade based on confidence interval overlap, amore rigorous
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statistical test (Smith 2011), or even simply the distance betweenmean crossing rates.
For the confidence interval overlap as Tier 1, one can consider a random variable x:
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where i is the index of extrapolation data set, φj is the comparison level and λ are
the crossing rate confidence interval boundaries distinguished with superscripts for
extrapolation (E) and true value (T ); Pβ is confidence probability, �S is a vector of
values describing environmental (significant wave height, modal period, etc.) and
loading conditions (KG, draft, trim), speed and heading.

Specifying an allowable distance between mean crossing rates requires knowing
the effect of the distance on the final use of the extrapolation. A sensitivity study
on the final use of the extrapolation can help set these values. Also, the allowable
distance should not be less than the true value uncertainty (where the true value
uncertainty is that due to random process error). Using an allowable distance less
than this could conceivably not accept another realization of the true value. This is
indicative of overly strict acceptance criteria.

With multiple extrapolations, the percentage of passing extrapolations needs to
be specified to pass at the comparison level. Even with multiple extrapolations, this
is still a random process dependent on the data sets:
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Equation (34.2) represents the condition criterion (Tier 2), as it reflects how good
the extrapolation is. If the extrapolation method is ideal, the criterion C2 will equal
the given confidence probability Pβ. Real-world extrapolation methods may miss the
true value just because they use statistical estimates that are random variables. Thus
the acceptance condition is formulated as:

C2
(
Pβ, �S,φ j

)
≥ B2 (34.3)

where B2 is a boundary (or standard) for the acceptance at the Tier 2.
The boundary, B2, needs to be set to a level that accounts for the uncertainty. For

extrapolations carried out with the confidence probability Pβ, it is not reasonable to
set B2 to be more than Pβ. Otherwise, the acceptance may not be reached purely
because of natural statistical uncertainty of the random variable x, which has nothing
to do with validity of the extrapolation method, so

B2 < Pβ (34.4)
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However, statistical uncertainty is not the only imperfection of an extrapola-
tion method intended for nonlinear dynamical system under random excitation.
Inevitably, other assumptions are made. Some of them may be related to use of limit
distributions, like Generalized Pareto Distribution (GPD) (Coles 2001) for extreme
values or even normal for estimates. Then the result becomes dependent on how
quickly the actual distribution converges to its limit, which is not always known.
Other assumptions may involve dynamics; such as the response to a wave group
made of sinusoidal waves represents the response to a real-world wave group. Thus,
it makes sense to set the standard lower than the confidence probability, for example:

B2 � 0.9 i f Pβ � 0.95 (34.5)

The averaging in Eq. (34.2) also brings additional statistical uncertainty that can
be dealt with by the calculation of the confidence interval for the estimate of C2
which can be used to set B2. This can be done using the binomial distribution for the
number of extrapolations, as Eq. (34.1) can be considered as a Bernoulli trial:

C2low � QB
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)

NEX

C2up � QB
(
0.5(1 + Pβ), NEX , p

)

NEX
(34.6)

where QB is the quantile function or inverse of binomial cumulative distribution
function (CDF) for NEX Bernoulli trials with the desired confidence probability, p.
For example, for 100 data sets with 95% probability and taking the 95% confidence,
the lower quantile is 90, or 0.90 as stated in Eq. (34.5). B2 needs to be adjusted
in a similar fashion for other cases using Eq. (34.6). Finally the Tier 2 acceptance
condition is written as:

C2(Pβ, �S, φ j ) ≥ C2low where B2 � C2low (34.7)

The third tier, overall acceptance, deals with how many conditions need to pass
for overall acceptance of an extrapolation method.

Interestingly, the actual environmental conditions used do not matter as many
different environmental conditions will produce similar levels of rarity (order of
magnitude for the rate of failures). The key is that the extrapolationmethod is valid for
a wide range of rarities or low probability tail behaviors. Therefore, the acceptance
criteria need to specify simulations that cover the different tail behaviors rather
than operational conditions. There may be a correlation between tail behaviors and
operational conditions, but that is not guaranteed. Thus, all conditions or cases would
be required to pass for overall acceptance as the total number of cases can be relatively
small.
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C3(Pβ) �
NCND∏
k�1

⎧⎪⎪⎨
⎪⎪⎩

1 i f C2
(
Pβ, �Sk,φ j

)
≥ B2

0 i f C2
(
Pβ, �Sk,φ j

)
< B2

(34.8)

C3(Pβ) ≥ B3 (34.9)

where B3 is the acceptable overall condition pass rate. B3�1 for an all conditions
passing criterion.

Thus, the acceptance criteria formulation involves the determination of which
parameters to compare, their manner of comparison, and appropriate accuracy levels
at each tier. In this case, the parameter to compare is the confidence interval at the
comparison level (Eq. (34.1) for Tier 1. Tier 2 and Tier 3 acceptance metrics are
calculated with Eqs. (34.2) and (34.8), respectively. The acceptance criteria are set
in Eqs. (34.1), (34.7), and (34.9) for Tiers 1, 2, and 3, respectively.

34.2.5 Statistical Extrapolation Example

As an example of acceptance criteria application, consider the validation of an extrap-
olation method to estimate mean crossing rates at high levels of ship motion (Smith
and Campbell 2013; Smith 2014; Smith and Zuzick 2015). For this simple case, that
objective statement is the SIU with some clarification on what constitutes a “ship
motion,” “high levels,” and range of seaway-speed-relative wave headings.

Mostmotion criteria provide limits for roll, pitch, vertical and lateral accelerations
in manned spaces. High levels of motion are generally at some stability limit, a
machinery limit, or a rare level such as 95% confidence of not exceeding in 1000
encounters. The combinations of seaway, ship speeds, and relative wave heading are
usually representative of the ship’s operational profile. For high motion levels, more
weight is put on higher sea states and speed-heading combinations at which a ship
would operate at in those conditions. A reason to choose a wider range of speeds
and headings is to validate a more general case simulation and find its applicability
limitations.

The complete SIU is a general purpose ship motion extrapolation method to
estimatemean crossing rates at high levels of shipmotion.The shipmotions of interest
are roll, pitch, vertical and lateral acceleration at the bridge. A steep, representative
Sea State 7 will provide high levels of motions (9.5 m significant wave height,
15 s modal period, using Bretschneider spectrum). The actual motion levels will be
determined from the data sets. The headings ranged from near following (15°) to bow
seas (135°). The headings were 15°, 30°, 45°, 60°, 90°, and 135°. The speed was
12 knots for all cases. This evaluation domain provides enough information to say
the extrapolation method is promising but should not be considered an exhaustive
validation as only one speed and seaway were examined.
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The acceptance criteria reflect the structure of the benchmark data. Validation
requires a comparison between the extrapolated and true value. The three tier accep-
tance criteria that codify the mean crossing rate comparison for the 4 motions and
6 seaways, speed, heading combinations (1 seaway × 1 speed × 6 headings) are as
follows:

Tier 1: 95% confidence interval overlaps with direct counting value of motion esti-
mate.
Tier 2: A condition defined as a unique motion-seaway-speed-heading combination
passes if the percentage of Tier 1 passes is more than B2 � 0.90.
Tier 3: All conditions pass to accept extrapolation method (B3 � 1). Due to the
limited number of conditions, all conditions must pass to have confidence in the
method to be generally useful.

Hundreds of thousands of hours of ship motions were simulated using the 3DOF
simplified simulation tool in Sea State 7 for the range of heading (Weems and
Wundrow 2013; Weems and Belenky 2015). The total exposure time was accu-
mulated by ensembling many half-hour simulations. Each simulation had a unique
set of random phases to generate a unique and independent wave realization. Time
histories of roll, pitch, vertical acceleration, and lateral acceleration were used to
estimate an exceedance rate at several motion levels. These estimates are the true
values for each motion-seaway-speed-heading combination. The length of exposure
time varies between headings as a matter of convenience. The difference in exposure
time does not affect the validation results beyond potentially limiting the maximum
level of comparison. Around 100 GPD extrapolations were made for each heading-
motion combination; needed for Tier 2. The use of multiple statistically independent
extrapolations allows for a direct check on confidence interval formulation. The
data sub-set exposure time was either 50 or 100 h depending on the number of peaks
extracted, with 50 h being used for cases with more peaks. This was due to a memory
limitation on the analysis software.

As an added point of complexity, the confidence interval can be calculated in
more than one way. Two methods were examined as part of this example: boundary
method and logarithm method. The boundary method uses the boundaries of confi-
dence interval of GPD shape and scale parameter estimates to compute respective
boundaries of the extrapolated value. The “logarithm” method uses an assumption
of lognormal distribution of the GPD shape and scale parameters to determine the
confidence interval.

With a defined acceptance criteria and data sets to work with, the validation
begins with Tier 1 comparisons of the extrapolations to the true value. The level
of interest was selected as the highest level in the true data set that had more than
30 data samples. Thirty samples are enough to have meaningful uncertainty. With
fewer than 30 samples, the uncertainty becomes very large and the true value is not
stabilized.

The comparison was based on overlap of the confidence intervals of the extrapo-
lated and true values. Confidence probabilitywas 0.95. Figure 34.1 shows an example
of the roll angle parameter comparisons for 30° heading at the level of 30° angle.
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Fig. 34.1 Comparison between the set of extrapolated and true-value exceedance rates for roll
angle by confidence interval overlap at the level of interest 30°, heading at 30°, using logarithm CI
(91%) (true value 1.111E−08 1/s)

In this figure, the true value is represented by a solid horizontal line (1.11 × 10−8).
The confidence interval of each extrapolation is represented by a vertical line and
represents a single Tier I comparison. The extrapolation captures the true value if
the vertical line crosses the horizontal true value line. The estimate of mean value of
crossing rate is denoted by a circle and the most probable crossing rate is denoted by
a cross. The most probable crossing rate is the crossing rate associated with the peak
of the probability density function. When both the mean value estimates and most
probable values are greater than the true value a conservative bias is indicated. The
confidence intervals are asymmetric relative to the mean or most probable crossing
rate. The GPD can have zero probability, which results in asymmetric confidence
intervals that have very small lower confidence limits. This can result in automati-
cally capturing the true value if the extrapolation is at all conservative, that is, larger
than the true value.

The entirety of Fig. 34.1 represents a Tier 2 comparison comprised of 100 Tier
1 comparisons (vertical lines). The expected passing rate percentage is the same as
the confidence interval due to use of confidence interval overlap for the parameter
comparison. Due to the finite number of data sets, the passing rate can vary from 90
to 100% and still be acceptable; though the mean rate across all the conditions should
be close to the confidence level. The upper limit is actually 99% from Eq. (34.6);
however, 100% was used because the upper limit was so close to the maximum
possible value that the results became overly sensitive to which data sets were used
due to using only 100 data samples (extrapolations).
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Table 34.1 shows the passing rates for all the conditions for the two different
confidence interval (CI) formulations. At 15° heading, there were no lateral accel-
eration data over the minimum level of interest (0.2 g), so no data are presented
on that row. Conditions that pass are bold; failing conditions are italicized. Smith
(2014) indicates both CI approaches were acceptable based on roll and pitch. The
addition of lateral and vertical acceleration shows a difference between the two CI
approaches. The logarithm CI has many instances where the true value capture rate
is less than 90% and fails the Tier 1 comparison (parameter). Glotzer et al. (2017)
found the boundary CI method overestimated the width of the confidence interval
width for roll and pitch; acceleration was not examined.

In terms of acceptance criteria, the boundary CI approach had all the parameter
comparisons pass. Therefore, all the Tier 2 conditions pass and Tier 3, overall accep-
tance, automatically passes if all condition comparisons, Tier 2, are acceptable. In
this case, even an alternate Tier 2 definition requiring all the motions to pass for a
condition to pass results in overall acceptance.

It is perhaps more instructive to look at the logarithm CI results. Here some
of the acceleration parameter comparisons are not acceptable; true value capture
rates less than 90%. As a result, some conditions do not pass (18/23 pass) and
overall acceptance fails as well. However, this does show there is a heading range
that is acceptable; aft of beam seas. There could be a limited acceptance with the
restricted range of headings. This may also highlight a difference in performance
due to behavior of the distribution tail; whether it is heavy or light.

As an alternative, the mean conservative distance is a metric which uses the upper
confidence limit on an extrapolated sample value. This metric estimates how much
conservatism (or over-prediction) is present in the simulation results. For validation
of a simulation tool against model data for ship guidance, this quantity may be more
important than overall total confidence interval overlap. The difficulty is agreeing to
what is an acceptable value. In this example, only one case was over three orders of
magnitude and almost all were over two orders of magnitude. At first glance, this
appears to be completely unacceptable as a 100% difference is usually considered
unacceptable. However, for exceedance rates of extreme values the uncertainty is
inherently high and 1 in a billion is essentially the same as 10 in a billion. The
acceptable MCD can be determined by the level at which the over conservatism
produces an undesired operational restriction or life-time risk level.

The MCD is calculated from the upper confidence limit; the 95% upper confi-
dence limit suggests that that 97.5% of the time, the true value is smaller than the
upper confidence limit value (two sided confidence interval). Re-analysis of the exist-
ing data would show how successfully both methodologies estimate this quantity.
Because this investigationwould be focused on only the upper interval limit, the over-
all methodology validation conclusions may differ from those related to formulation
of the entire confidence interval.

This example demonstrates the many factors influencing the comparison: CI
method, comparison level, and comparison metric
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34.3 Conclusion

Verification, validation, and accreditation (VVA) or verification, validation, and
uncertainty quantification (VVUQ) of numerical simulation is an important topic
addressed by many organizations, government agencies and class societies. The
VVA/VVUQ process is a formalized comparison between simulation results and
benchmark data. The process involves Specific Intended Uses (SIU) to define the
scope of the effort. The acceptance criteria are the codification of the SIUs.

At this time there does not appear a universal answer to acceptance criteria
approach. The concept of a three tiered acceptance criteria—parameter, condition,
and set—were introduced to ensure a definitive statement could be made of the sim-
ulation’s applicability. A number of different accuracy metrics were proposed as
parameter acceptance criteria. The basic traits of acceptance criteria are: alignment
with SIUs, definitive statement of acceptance, matching benchmark data structure
(multi-tiered), completeness, and a capability to evaluate for performance.

One of the main challenges in validation of numerical simulation of ship motions
is a diversity of physical phenomena that may be associated with different speeds,
headings, loading and environmental condition (e.g. parametric roll appears at cer-
tain combination of these conditions only). To handle this diversity of phenomena,
a three-tier structure of validation and acceptance criteria is proposed here. The Tier
1 “parameter” covers a specific value (e.g. exceedance rate of roll angle at specified
level); Tier 2 “condition” covers all the levels for this condition, while Tier 3 “set”
formulates requirements for performance at all the practical conditions.

When the SIU includes assessment of rare phenomena, such as large motion or
capsizing, statistical extrapolation becomes a part of post-processing. The reason
is that the sample of sufficient size is too expensive to produce with the regular
simulation tool due to the rarity of the phenomena in realistic weather conditions.
The extrapolation method needs to be validated as well. Validation of extrapolation
method requires a very fast simulation tool, capable of qualitatively reproducing the
phenomenon with the computation speed that makes this rare phenomenon observ-
able. This large sample is used to estimate exceedance rate that is used as a true value.
The small subset of this sample is used to run extrapolation and validate extrapolation
method.

Comparison between the extrapolated and true value is done by recording the
overlap of the corresponding confidence intervals. Average passing rate over a large
number of comparison is expected to be close to confidence probability and can
be used to validate the confidence interval computation method. Alternatively a
distance between upper boundaries of extrapolated and true values can be used as an
acceptance criterion. The example showed the interaction of acceptance criteria at
the different tiers. Specifying the simultaneous passing of parameters for a condition
forces the individual parameter pass rates to be high in order to pass the condition.
Most of the focus of acceptance criteria is at the parameter level as that is more easily
understood. However, to validate or accredit a simulation requires a condition and
set acceptance criteria.
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The methodology described here does not address required levels of accuracy,
merely how to make the comparison. Determining the required levels of accuracy is
left to certification bodies.
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Chapter 35
Total Stability Failure Probability
of a Ship in BeamWind and Waves:
Model Experiment and Numerical
Simulation

Takumi Kubo, Naoya Umeda, Satoshi Izawa and Akihiko Matsuda

Abstract To establish second-generation intact stability criteria, the International
MaritimeOrganization requires experimentally validated numerical simulationmod-
els for stability under the dead ship condition. Here, a beam wind and wave condi-
tion is selected as the worst-case scenario and the total-stability-failure probability
is quantified. The authors developed a coupled sway–heave–roll–pitch numerical
model and compared it with physical experiments of a ship model in artificial irregu-
lar beamwaves and fluctuating beamwind. The results indicate that the probability of
total stability failure estimated by the simulation exists within the confidence interval
range of those estimated by the experiment.

35.1 Introduction

At the International Maritime Organization (IMO) (2012), second-generation intact
stability criteria are now under development. These criteria aim to prevent total
stability failure (capsizing) and partial stability failure (e.g. cargo shift) due to pure
loss of stability, parametric rolling, broaching, excessive acceleration and harmonic
resonance under the dead ship condition with physics-based approaches. They will
comprise two-layered vulnerability criteria and a direct assessment for each failure
mode, and ships will be requested to comply with at least one of these criteria
because the use of expensive numerical simulations as direct assessments needs to
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be minimised to realize a feasible application of the new scheme. It is also essential
that numerical simulations used for the direct assessment shall be validated using
physical model experiments.

Other than harmonic resonance under the dead ship condition, it was agreed to
allow a failing ship to comply with all three levels to function with operational
guidance based on the method used for higher-level criterion. This is because these
failure modes can be avoided with appropriate operational means. The dead ship
condition is their exception because it assumes that all propulsive power is lost so
that no operational means, such as propeller revolution and rudder deflection, are
available to avoid danger. In other words, it is crucial to guarantee stability safety
under the dead ship condition because a ship shall have at least one safe option to
escape from all other failure modes by operational means.

If a ship is nearly longitudinally symmetrical and the wind direction is the same
as the wave direction, a ship without any propulsive power suffers beam wind and
waves. This can be regarded as the worst scenario in case of dead ship condition.
It was theoretically confirmed by one of the authors (Umeda et al. 2007). If a ship
is allowed to yaw, it could escape the worst-case scenario because of the wind-
induced yaw moment and/or the second-order wave-induced yaw moment (Umeda
et al. 2007). For the vulnerability criterion, at the IMO, it was agreed that the current
weather criterion but with the extended wave steepness table would be used for the
level 1 criterion and that an analytical calculation of the stability failure probability
under stochastic wind and wave excitation with uncoupled roll model would be used
for the level 2 criterion (IMO2012). In the case of the IMOweather criterion, random
wind is modelled with a gusty wind with an assumed occurrence probability (IMO
2008). Therefore, it is necessary for the level 2 criterion to directly use fluctuating
wind to overcome the drawbackof the level 1 criterion.Multiple numerical simulation
techniques have been reported for a direct stability assessment (e.g. Vassalos et al.
2004); however, no numerical models have been authorised by the IMO.

One reason for this is that model experiments of capsizing ship in artificial random
beamwind and waves have not been available previously for this purpose, to the best
knowledge of the authors. For example, Shaughnessy et al. (1994) and Ogawa et al.
(2006) executed model experiments of ships in beamwind and irregular waves under
moored and drifting conditions, respectively. They, however, used non-fluctuating
wind for their experiments. In the field of offshore structures,model experimentswith
random wind were reported but without waves (Kajita and Tanaka 1986). Indeed,
the generation of a fluctuating wind is a challenge in tank testing.

In response, some of the authors (Umeda et al. 2011) executed physical model
experiments of ship capsizing in irregular beam waves but with a non-fluctuating
wind. Therefore, the authors upgraded the wind blower to generate fluctuating wind
and conducted experiments of ship total stability failure in an environment of both
random waves and wind.

Furthermore, a coupled sway–heave–roll–pitch numerical model was newly
developed to directly assess the stability under the dead ship condition. The numer-
ical simulation model was then compared with the above-mentioned experimental
data.
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35.2 Numerical Simulation Models

35.2.1 Uncoupled Roll Model

The roll motion was modelled with the following nonlinear and uncoupled equation
of absolute rolling angle of a ship under stochastic wave excitation and steady wind
moment (Kubo et al. 2010). Usually ship motions in beam seas are modelled with
equations of coupledmotions in sway and roll with wave radiation forces and diffrac-
tion forces. Watanabe (1938), however, proposed a one-degree of freedom equation
of the roll angle, as follows:

(I + J )φ̈ + D(φ̇) +WGZ (φ) � Mwind (t) + Mwave(t), (35.1)

where φ is the absolute roll angle, I the roll moment of inertia of a ship, J is the added
roll moment of inertia, D is the roll damping moment, W is the ship weight, GZ is
the righting arm and a dot indicates differentiation with respect to time. Mwind (t)
is the wind induced moment consisting of the steady and fluctuating wind moment
and Mwave(t) is the wave exciting moment based on the Froude-Krylov assumption.
This is because the roll diffraction moment and roll radiation moment due to sway
can cancel each other out when the wavelength is sufficiently longer than the ship
breadth. More exactly speaking, this approximation is accurate enough when the
sway velocity is almost equal to the horizontal component of wave particle velocity
(Tasai 1965).

The uncoupled equation of the absolute roll motion can be rewritten by dividing
by the virtual moment of inertia as follows:

φ̈ + d(φ̇) + ω2
0 · k f (φ) � ω2

0 · (mwind (t) + mwave(t)) (35.2)

where

d(φ̇) � D(φ̇)

I + J
(35.3)

ω0 �
√
W · GM

I + J
(35.4)

kf(φ) � GZ(φ)

GM
(35.5)

mwind (t) � Mwind (t)

W · GM
(35.6)

mwave(t) � Mwave(t)

W · GM
(35.7)

and GM is the metacentric height.
The wind induced roll moment is modelled as follows:
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Mwind (t) � 0.5 ρairCm(ϕ){Uw0 +Uw(t)}2AL (φ)Hc(φ) (35.8)

where ρair is the air density, Uw0 is the mean wind velocity, Uw is the fluctuating
wind velocity component, AL is the lateral windage area, HC is the height of the
centre of the lateral windage area and Cm is the aerodynamic drag coefficient. The
fluctuating wind velocity is determined from the following equation:

U (t) �
Nw∑
i�1

bi sin(σi t + ψi ), (35.9)

where

bi � √
2Swind (σi )dσ , (35.10)

Swind is the wind velocity spectrum, σ i is the wind velocity circular frequency, ψ i

is a random phase and Nw is the number of components of the wind velocities.
The wind velocity in metres per second is modelled by the Davenport spectrum

as follows (Davenport 1961)

Swind (σi ) � 4K
U 2

w0

σi

X2
D

(1 + X2
D)

4/3
, (35.11)

where

K � 0.003 (35.12)

XD � 600
σi

πUw0
. (35.13)

The choice of the wind velocity spectrum could require further discussion but
here we used most typical one following the discussion at the IMO (Bulian and
Francescutto 2004).

The wave exciting moment is modelled as follows:

Mwave(t) � WGMγ
(t), (35.14)

where γ
(t) is the effective wave slope, which can be calculated using strip theory.
Similar to the fluctuating wind velocity, the wave slope is calculated as follows:


(t) �
Nwave∑
i�1

ω2
i

g
ai sin(ωi t + ϕi ), (35.15)

where

ai � √
2Swave(ωi )dω, (35.16)
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Swave is the wind velocity spectrum, ωi is the wave circular frequency, g is the
gravitational acceleration, φi is a random phase and Nwave is the number of wave
components.

The sea elevation in metres is modelled using the spectrum recommended by the
15th International Towing Tank Conference (ITTC):

Swave(ωi ) � A

ω5
i

exp

(−B

ω4
i

)
, (35.17)

where

A � 172.75
H 2

1/3

T 4
01

, (35.18)

B � 691

T 4
01

, (35.19)

H1/3 is the significant wave height (m) and T 01 is the mean wave period (s).

35.2.2 Coupled Sway–Heave–Roll–Pitch Model

A more rigorous approach is to model the six degrees-of-freedom motion as a rigid
body in a three-dimensional space. If surge and yaw motion is constrained to realize
the beam sea condition in model experiments, sway-heave-roll and pitch motions
should be modelled. The body-fixed coordinate system, G-x, y, z, where the origin
is situated at the centre of the ship’s gravity and the x-axis points towards the bow,
the y-axis to starboard and the z-axis downwards, and the inertia coordinate system,
O-ξ , η, ζ which moves with a constant lateral speed in the direction of the wind and
waves, are used. The ξ -axis is in the direction of wave travel and the ζ-axis points
downwards.

The equations of coupled motion are given by

mẍ2 � F2(x2, x3, x4, x5, ẋ2, ẋ3, ẋ4, ẋ5, ẍ2, ẍ3, ẍ4, ẍ5, t)

mẍ3 � F3(x2, x3, x4, x5, ẋ2, ẋ3, ẋ4, ẋ5, ẍ2, ẍ3, ẍ4, ẍ5, t)

I44 ẍ4 � F4(x2, x3, x4, x5, ẋ2, ẋ3, ẋ4, ẋ5, ẍ2, ẍ3, ẍ4, ẍ5, t)

I55 ẍ5 � F5(x2, x3, x4, x5, ẋ2, ẋ3, ẋ4, ẋ5, ẍ2, ẍ3, ẍ4, ẍ5, t) (35.20)

where the suffixes 2, 3, 4 and 5 denote sway, heave, roll and pitch motions measured
from O-ξ , η, ζ. The ship mass is indicated by m and the moment of inertia due
to the i-th (i � 1, …, 6) direction is I ii. The external forces or moments in the i-
th direction, Fi, are assumed to consist of the buoyancy (B), Froude-Krylov (FK),
radiation (R), diffraction (D), gravity (G), wind (WD) and hydrodynamic reaction
(HR) components as follows:
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Fi � FB
i
+ FFK

i + FR
i + FD

i + FG
i + FWD

i + FHR
i (35.21)

where

FB
i � ρg

FE∫
AE

dx
∫

SH (x2,x3,x4,x5)

(−zni )ds (35.22)

FFK
i � −ρg

FE∫
AE

dx
∫

SH (x2,x3,x4,x5)

Nw∑
k�1

ak exp

(
−ω2

k

g
ζ

)

cos

(
−ω2

k

g
ξ − ωk t + ϕk

)
nids (35.23)

FR
i �

5∑
j�2

(−Ai j (x4)ẍ j − Bi j (x4)ẋ j ) (35.24)

FD
i �

Nw∑
k�1

ak f
D
ki (x4) cos(−ωk t − εD

ki (x4) + ϕk)

FG
3 � mg

FG
2 � FG

4 � FG
5 � 0 (35.25)

FWD
2 � 1

2
ρ{Uw0 +U (t)}2AL (φ)Cm(φ)

FWD
4 � 1

2
ρ{Uw0 +U (t)}2AL (φ)Hc(φ)Cm(φ)

FWD
3 � FWD

5 � 0 (35.26)

AE is the ship aft end, FE is the ship fore end, nj is the directional cosine of the
hull surface, SH is the wetted surface, Aij is the added mass due to the j-th motion in
the direction of the i-th motion, Bij is the wave making damping coefficient due to
the j-th motion in the direction of the i-th motion, f Dki is the amplitude of the wave
diffraction force in the i-th direction with the k-th frequency and εD

kj is the phase
difference of the wave diffraction force in the i-th direction with the k-th frequency.
The hydrodynamic reaction force was added to maintain the mean position of the
sway direction.

In this numerical model, the radiation force coefficients are estimated with strip
theory (Lee and Kim 1982) using the natural roll frequency for the sway and roll
and the peak wave frequency of the heave and pitch. The roll radiation coefficients
were estimated from the roll decay model tests. The diffraction forces are calculated
from strip theory (Salvesen et al. 1970). The roll restoring moment is obtained in a
conventional manner. The aerodynamic coefficient is estimated using an empirical
method (Fujiwara et al. 1998) and its heel effect is calculated frommomentum theory.
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35.3 Model Experiment

Model experiments of a ship model in beam wind and waves were conducted in
a seakeeping and manoeuvring basin of the National Research Institute of Fish-
eries Engineering (NRIFE). The subject ship used was a hypothetical ship known
as CEHIPAR2792. Its principal particulars and restoring arm curves are shown in
Table 35.1 and Fig. 35.1, respectively. Its 1/70-scaled model has a flat plate on the
upper deck to realise the windage area and the area centre height of the superstruc-
ture without additional buoyancy. The ship model was not equipped with bilge keels,
propellers, shaft brackets or rudders. An optical fibre gyroscope inside the model
was used to detect the roll, pitch and yaw angles. If bilge keels are added, probability
of total stability failure for a ship complying with the current weather criterion could
be extremely small so that experimental validation is not feasible.

Irregular water waves were generated using plunger-type wave makers with the
ITTC spectrum. As shown in Fig. 35.2, the specified spectrum was satisfactorily
realised. The fluctuating wind was generated by a wind blower in the wave direction.
The wind blower, as shown in Fig. 35.3, consisted of 36 axial flow fans and was con-
trolled by invertors with a v/f control law. The relationship between the frequency
for this control and the wind velocity was adjusted by measuring the steady heel

Table 35.1 Principal particulars of the CEHIPAR2792 ship

Displacement 24,585.7 Ton

Length between perpendicular 205.7 m

Breadth 32 m

Draught 6.6 m

Metacentric height at upright
condition: GM

2 m

Natural roll period at upright
condition

18.36 s

Fig. 35.1 GZ curves for the
CEHIPAR2792 ship
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Fig. 35.2 The generated wave spectrum

Fig. 35.3 The wind blower

Fig. 35.4 The wind velocity
spectrum
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angle of the ship model under non-fluctuating wind with Eq. (35.8). The wind veloc-
ity spectrum was designed using the Davenport spectrum. The measured spectrum
agrees with the specified one in the region near the ship’s natural roll frequency, i.e.
0.34 rad/s, as shown in Fig. 35.4.
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Fig. 35.5 Layout of the
experimental setup

Irregular Wind

Irregular Wave

Counter Weight

The model was kept orthogonal to the wind and wave direction by a wire system,
which softly restrains the drift and yaw. Here the wire system was connected to the
ship model at the bow and stern where the height was set equal to the calm water
surface based on the measured hydrodynamic reaction force and the moment in a
captive model test of the subject ship. The mean of the fluid dynamic force in the
sway direction was cancelled by a counter weight, as shown in Fig. 35.5. If we allow
the drift, we need a much longer model basin and accurate tracking capability of the
wind blower, which were not available even in most major towing tanks.

The experimental condition in full scale was specified as a wind velocity of
24.5 m/s, a significant wave height of 11.04 m, a mean wave period of 16.48 s
and a duration of 1 h. Furthermore, to simulate cargo shifts, three different constant
heel angles, i.e. 6°, 8° and 10°, were added due to the lateral shifts of the weights on
board. The wave elevation was measured using a servo needle-type wave probe, and
the wind velocity was measured using a hot wire sensor. The instantaneous model
position relative to the basin was measured by a total station system. This system
consisted of a theodolite, an optical distance measuring device and a prism, which
was on the model.

The experiment was repeated multiple times, and then the total stability failure
probability was estimated as the ratio of the number of total stability failure events
to the total number of experiments. The confidence interval was estimated assuming
a binomial distribution.

For making this experiment feasible, the experimental condition should be severe
enough because total stability failure probabilities of realistic ships are sufficiently
small. Thus, the mean wind velocity and the significant wave height were set as a
worst situation in the North Atlantic.
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35.4 Comparison Between the Experiment
and the Calculations

The results of a comparison between the experiment and the calculations with con-
fidence intervals of 95% of confidence probability are shown in Fig. 35.6. The con-
fidence interval was estimated assuming a binomial distribution (e.g. Tellkamp and
Cramer 2002). Here, the number of experimental runs with the 1 degrees-of-freedom
(DoF) model and the 4 DoF model for each heel angle are 1000 and 300, respec-
tively. As a result, their confidence intervals are very small. Conversely, the number
of experimental runs for each heel angle is 25 or less; therefore, the confidence
intervals for these conditions are not as small. As a whole, when the heel angle due
to the cargo shift increases, the total stability failure increases. The 1 DoF model
roughly agrees with the experiment; however, in the case of a heel angle of 8°, the
confidence interval of the 1 DoF model and that of the experiment do not overlap.
By contrast, the confidence interval of the 4 DoF model and that of the experiment
are completely overlapping for all three cases. Therefore, it can be concluded that
the agreement between the experiment and 4 DoF model is satisfactory and that the
4 DoF model slightly overestimates the results of the experiment. This means that
the 4 DoF simulation model used here provides a conservative prediction at least for
this subject ship and the tested environmental conditions.

To investigate the reason for the discrepancy between the experiment and the
simulation models, the roll spectra were calculated as shown in Fig. 35.7. The results
indicate that the roll spectral densities of the simulation models are larger than that
of the experiment in the region of the frequency ranging from 0.25 to 0.3 rad/s. The
difference between the two simulation models is not as significant. Therefore, the
roll damping moment could depend on the frequency even though both models use

Fig. 35.6 Estimated
probability of the total
stability failure in one hour
given the confidence
intervals. Here, wind
velocity is 24.5 m/s, the
significant wave height is
11.04 m and the mean wave
period is 16.48 s
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Fig. 35.7 The roll spectra.
Here, the cargo shift angle is
8°, the wind velocity is
24.5 m/s, the significant
wave height is 11.04 m and
the mean wave period is
16.48 s
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Fig. 35.8 Phase difference
between the roll angle and
sway velocity. Here, the
cargo shift angle is 6°, the
wind velocity is 24.5 m/s, the
significant wave height is
11.04 m and the mean wave
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the roll damping at the natural roll frequency. It may be desirable to model the effect
of frequency on the roll damping in the future.

In addition, the phase difference between the roll angle and the sway velocity
was estimated using the cross spectrum of these variables as shown in Fig. 35.8. The
phase difference between the two is generally small; however, it is not exactly zero,
as we assumed in the derivation of the 1 DoF model. This could be the reason why
the 4 DoF model outcomes improved compared to the 1 DoF ones; however, this
should be discussed in the context of the accuracy of spectral analysis in the future.

35.5 Concluding Remarks

Acoupled sway–heave–roll–pitchmodel in irregular beamwind andwaves, based on
potential flow theory, was presented to quantify the total stability failure probability
using a Monte Caro simulation. The physical model experiment was executed for
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stochastic wind and waves. The comparison between the existing and presented
simulation models and the experiment indicates that the probability of total stability
failure estimated by the presented simulation model exists within the confidence
interval of those estimated by the experiment. The existing uncoupled model does
not show similar agreements to the presented model.
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Chapter 36
Deterministic Validation of a Time
Domain Panel Code for Parametric Roll

Frans van Walree and Pepijn de Jong

Abstract Validation of simulationmethods for dynamic stability is hampered by the
fact that dynamic stability phenomena can be quite rare. In order to obtain sufficient
statistical confidence in both experimental data and simulation results long duration
time histories are required for a range of operational conditions. This is at most
times not feasible from a practical point of view. One way of validating time domain
simulation methods for dynamic stability phenomena is by deterministic validation.
This means that the simulation is run in the same wave sequence as used during
the model experiments. Ideally, a one to one comparison between experiments and
simulations is then possible. A difficulty in such an approach is, in case of irregular
waves, the reconstruction of the experimental wave train in the simulation tool. Even
if this were successful, the encountered wave train in the simulations will deviate
from the experimental one because it is inevitable that the position in the horizontal
plane will differ from the experimental one after some time. The paper describes the
deterministic validation of a non-linear, 6-DoF timedomain panel code for parametric
roll. The paper explains the method for reconstructing the experimental wave train
in the simulation method and how to circumvent the problem of the deviation in
horizontal position. Finally, comparisons between experimental and simulated time
traces are given for the motions in the vertical plane.

Keywords Parametric roll · Time domain simulation · 6-DoF panel method
Determinsitic validation
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36.1 Introduction

The operability and safety of a ship and its cargo depends, amongst others, on its
behavior in waves. Under certain conditions in bow and bow quartering seas resonant
(parametric) roll may occur which can lead to large roll angles. This can lead to loss
of cargo and endangers the ship and its crew. The occurrence of parametric roll can be
investigated by means of scale model tests. Provided the tests are properly executed,
they offer the most reliable information on dynamic stability.

Issues in the use of model testing are the costs, the limited statistical reliability
of the required tests in irregular waves, the limited flexibility and the fact that the
test results are not always easy to understand. The limitations in the physical rep-
resentation relate to viscous effects in the components of the hull resistance with
an effect on the propeller loading and speed loss in waves, in some of the smaller
components of the roll damping and in components of the manoeuvring reaction
forces. The neglect of wind on the roll damping, the wind heel and on the propeller
loading and related steerage has an effect in bow quartering seas. Issues that are
modeled implicitly correctly are the natural crest-trough a-symmetry in steep waves,
the presence of breaking waves, the wave induced forces on the propeller and rudder,
rudder and propeller ventilation and down-stream effects of vortices from the bilges
and bilge keels on the rudder.

In order to understand the physics of dynamic stability, numerical modeling has
been pursued for quite some time. Although the latest CFD techniques have undoubt-
edly the largest potential, they have not met the expectations yet. This is partly due to
the problems of modeling the generation, propagation and absorption of steep waves
in a limited computational domain and partly due to the local physical character of
issues like spilling wave crests on deck, roll damping from bilge keels and rudder
stall and ventilation and the role of the propeller herein. In combination with the
required domain size, this yields an extreme computational effort.

In between the above two techniques are hybrid time domain methods, which
combine the efficiency of potential flow theory with empirical modules covering the
non-linear aspects of manoeuvring and roll damping. After successful validation,
these models are particularly useful to investigate dynamic stability.

The present paper deals with deterministic validation of such a hybrid simulation
method for a container ship subject to parametric roll. A brief description of the
simulation method is given first and the experimental arrangement is outlined. Next,
the method to reconstruct and use the experimental wave train in the simulation
method is described and finally a comparison between experimental and simulated
motion responses is given.
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36.2 Simulation Method

The time domain panel method PANSHIP, see De Jong and van Walree (2009) and
van Walree and Carette (2010), is characterized by:

• A3D transientGreen function to account for linearized free surface effectswith the
exact forward speed effects for the mean wetted surface, yielding mean, radiated
and diffracted wave components along the hull and a Kutta condition at the stern,

• A 3D panel method to account for Froude-Krylov forces on the instantaneous
submerged body,

• A cross-flow drag method to include viscosity effects, resistance (in waves) is
obtained from panel pressure integration each time step applying an empirical
coefficient to the local flow velocity,

• Propulsion and steering using propeller open water characteristics, semi-empirical
lifting surface characteristics andpropeller, rudder andhull interaction coefficients,

• Viscous roll damping due to hull and bilge keels according to the ITTC Recom-
mended Procedure (2011). These viscous roll damping components are added to
the inherent wave making roll damping present in the time domain panel method,

• Autopilot steering with rudders.

PANSHIP is used atMARINmainly for seakeeping predictions for fast and uncon-
ventional ships; however it can also deal with low speed ships.

36.3 Model Tests

The model tests were performed at MARIN on a scale 55 C11 class container ship,
the same hull form and experimental data have been used for the ITTC benchmark
on parametric roll. For a detailed description of the experimental arrangement and
the results of this benchmark study one is referred to Reed (2011), see also Chap. 37
of this book. The model was tested with propeller, rudder and bilge keels. The model
was free to move in six degrees of freedom and was self-propelled and steered by
an autopilot. The main particulars of the ship are given in Table 36.1 while Fig. 36.1
shows the hull form of the model.

Table 36.2 shows the experimental test conditions.
The nominal speed was 5 knots for all three tests. The duration of each test

was about 2500 s full scale. The experiments showed no parametric roll for the
lowest wave height (Test 307002), appreciable parametric roll for the intermediate
wave height (Test 307001) and heavy parametric roll for the highest sea state (Test
307004).
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Table 36.1 Main particulars of the vessel

Designation Symbol Magnitude

Length between
perpendiculars

LPP 262.00 m

Breadth B 40.00 m

Depth D 24.45 m

Draft moulded on FP TF 11.72 m

Draft moulded on AP TA 12.86 m

Displacement weight � 76,020 t

Transverse metacentric height GMT 2.08 m

Natural roll period Tφ 25.20 s

Table 36.2 Tests in irregular head seas

Test no. Wave conditions

Significant wave height (m) Peak period (s)

307002 3.500 14.40

307001 4.125 14.40

307004 5.250 14.40

36.4 Deterministic Waves

Away to circumvent the need for lengthymodel tests and simulationswhenvalidating
simulation methods for predicting rare events is to run the simulations in the same
wave train as the experiments, i.e. deterministic validation. This is very relevant to
parametric roll, as shown by Reed (2011), see also Chap. 37 of this book.

The presently adopted procedure for deterministic validation starts with deter-
mining the wave spectrum components from the experimental wave train. During
the model tests, the wave height was measured by two wave probes attached to the
carriage which tracked and followed the model. One probe was mounted in front of
the model while the second one was mounted at the side of the model at a distance
sufficient to avoid interference from ship radiated waves.

The wave spectral densities S for each wave spectrum were determined by means
of spectral analysis of the wave train signals measured while travelling at very low
speed through the basin (without the model present). This yields an “average” wave
spectrum valid anywhere in the basin. Next, the phase angles ε are determined by
means of a non-linear minimization procedure (IMSL routine RNLIN). In this pro-
cedure the difference between the measured and reconstructed wave trains, ζm and
ζ e respectively, is minimized at each time step by varying the phase angles. The
measured wave train ζm is that measured during the actual model tests. The object
function F at time t, and the reconstructed wave train at wave probe #j are defined
by:
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Fig. 36.1 General arrangement and small scale body plan

Fj (t) � ζmj (t) − ζej (t) (36.1)

ζej (t) �
n∑

i�1

Ai cos(ki x j − ωi t + εi ) (36.2)
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Fig. 36.2 Comparison
between measured and
reconstructed wave trains
(red: measured; green:
reconstructed)
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where Ai � √
2�ωi Si is the wave amplitude of spectral component i, k � ω2/g is

the wave number and ω is the wave frequency. The position of wave probe j in the
wave field, xj, is given by

x j � x0 j (t) cos(ψ) + yoj (t) sin(ψ) (36.3)

and (x0j , y0j) is the basin fixed position of the wave probe andψ is the wave direction.
The object function F is minimized using the observations (measurements) at the

two wave probe positions sequentially, yielding the phase angles ε. The length of
a single model test run was 2500 s with a time step of 0.074 s (full scale values).
The number of observations used per run was about 3300 per wave probe. The wave
height time traces were cut in to 20 parts of 125 s length and for each part the phase
angles were determined for 80 spectral components.

The assumption is now that Eq. (36.2) is valid for arbitrary positions (x, y) in the
neighborhood of the ship. Figure 36.2 shows a comparison between the measured
wave train and the reconstructed wave train at one of the wave probes for a typical
segment of the time trace.

The reconstructed wave spectral properties (amplitudes and phase angles) were
imported in the simulation method so that simulations in the experimental wave train
could be performed. The propeller RPM was set to have the same mean velocity
as during the model tests. The experimentally used autopilot coefficients were used
during the simulations as well.

In principle one can now perform the deterministic validation study. However,
simulation methods can not predict the motions of the ship perfectly and sooner or
later the x-y track of the ship will deviate from that in the experiments. A different
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Fig. 36.3 Comparison
heave Test 307004 (detail)
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position in thewave fieldmeans that a differentwavewill bemet and the deterministic
comparison needs to stop.

This problem can be circumvented by forcing the position and speed in the hori-
zontal plane in the simulation method to be equal to that of the experiments. This is
a viable solution for the present head sea simulations, but for simulations in oblique
seas the vertical plane motions will be affected due to this forcing, which is unde-
sirable. A more elegant and general approach is to use an interpolation table for
the model x-y position versus time when determining the wave kinematics in the
simulation method. In this way the actual tracks may be different, but still the wave
kinematics are evaluated at the position corresponding to that of the experiments.
This latter method was used in the present study.

36.5 Deterministic Validation Results

With respect to the initial conditions for the simulations, the positions in six degrees
of freedom and the forward speed were set to those measured in the model tests. The
roll damping coefficients were tuned to match calm water roll decay tests, for the
nominal forward speed of 5 knots. The duration of the simulations was 1800 s.

The first comparison concerns Test 307004, i.e. the highest sea state. Figures 36.3,
36.4, 36.5 and 36.6 show comparisons for heave, pitch and roll versus time. The
signals in red are the experimental time traces, the green lines denote the simulation
time traces obtained from PANSHIP.

It is seen that the comparison between the measured and simulated heave, pitch
and roll motions is fairly good.
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Fig. 36.4 Comparison pitch
Test 307004 (detail)
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Figures 36.7 and 36.8 show a comparison of the forward speed for Test 307004.
Although the simulationmethod only partially accounts for second order wave forces
(added resistance in waves) the global comparison in Fig. 36.7 looks reasonable, i.e.
low frequent forward speed variations are similar. Figure 36.8 shows that the wave
frequent variations in speed tend to be underestimated in the simulation method.

For the intermediate wave height (Test 307001) Figs. 36.9 and 36.10 show the
comparison for roll. It is seen that the resemblance is again fairly good, although
around 800 and 1500 s of simulation differences start to appear. Probably the less
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Fig. 36.6 Comparison roll
Test 307004 (detail)
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strong roll forcing for this case makes the results more sensitive to inevitable differ-
ences between the simulation method and reality.

The last comparison given is for the lowest sea state (Test 307002) in Figs. 36.11,
36.12 and 36.13. The heave and pitch motions are again in good agreement. While
parametric rolling is indeed virtually absent in the simulation results, the method
can not accurately reproduce the low amplitude roll motions. This may be due to
differences in course keeping, a slight asymmetry in the model configuration, small
differences in the wave reproduction, the speed independent roll damping and the
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Fig. 36.8 Comparison
velocity Test 307004 (detail)
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fact that the memory effect at the start of the simulations was not initialised. The
latter may have caused the decaying initial rolling motion in the first segment of the
time trace during the build-up of the memory effect.
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Fig. 36.10 Comparison roll
Test 307001 (detail)
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Fig. 36.11 Comparison
heave Test 307002 (detail)
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Fig. 36.12 Comparison
pitch Test 307002 (detail)
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36.6 Conclusions and Future Work

A method has been developed to reconstruct experimental wave trains in a time
domain simulation method.

The problem of inevitable deviations between the position of the model and simu-
lated ship in the wave field has been circumvented by using the experimental position
in the wave field to determine the wave kinematics.

The experimental and simulated time traces show a fairly good resemblance for
heave, pitch and roll motions. The best resemblance for roll is found for the highest
sea state.

Future work will focus on deterministic validation for a high speed ship operating
in steep stern quartering seas. In this work the focus will not only be on roll but also
on the motions in the horizontal plane (sway and yaw).
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Chapter 37
26th ITTC Parametric Roll
Benchmark Study

Arthur M. Reed

Abstract The 26th ITTC Specialist Committee on Stability in Waves was assigned
the task of conducting a benchmark of numerical simulation methods for the pre-
diction of the parametric rolling of ships in head seas. The vessel chosen for the
benchmark and the organizations which participated in the benchmark and their
simulation tools are described. The results of the benchmark are presented.

37.1 Introduction

For the 26th Session of the International Towing Tank Conference (ITTC),1 running
from 2009 to 2011, the Stability in Waves Committee was assigned the task of
conducting a benchmark of numerical simulation methods for the prediction of the
parametric rolling of ships in head seas. Participants in the study were to be qualified
organizations from both inside and outside the ITTC.

This study aimed to evaluate numerical simulation methods currently employed
for the prediction of the parametric rolling of ships in waves, and to assess the current
level of accuracy of the relevant numerical prediction methods and computer codes
by comparison with model-experimental data.

This study was designed to capture the capabilities of the benchmarked numerical
methods for ship responses in realistic random sea conditions. The performance of
themethods for the selected loading andwave conditionswas assessed in comparison
to relevant experimental data as well as with respect to the relative performance of
each participating method.

The study comprised the simulation of the behaviour of a containership in three
steepnesses of longitudinal headwaves at one ship loading condition. For the selected

1Each Session of the ITTC lasts three years, with four meetings of each committee, culminating
with a general meeting in September of the last year of the Session.

This chapter was originally presented at a Stability Workshop (Reed 2011).
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conditions, the excitation of roll motion is expected as a result of parametric reso-
nance. The simulatedmotions in six degrees-of-freedom (6-DoF)were to be recorded
and submitted for review to the study coordinator.

37.2 Background

In 1999, the Sub-Committee on Ship Stability inWaves of the 23rd ITTC was tasked
to perform benchmark experiments for stability in extreme seas and to evaluate
computational methods against these experiments. The study attempted to evaluate
both a Japanese fishing vessel and a container ship. However, the only experiments
that were successfully completed were for the fishing vessel. The experiments and
numerical comparisons were for: calm water roll decays at two large initial heel
angles; calm water turning circles and zig-zag maneuvers at various rudder angles;
for rolling in extreme regular beam waves of two wave lengths at zero speed; and
motions in near following and quartering waves at three headings, three Froude
numbers, in regular waves of one wavelength and three steepnesses. Ultimately,
seven different organizations provided motion predictions to the study.

The results of these benchmark experiments and numerical predictions were
reported out at the meeting of the 24th ITTC in 2005 (Spyrou et al. 2004; Spy-
rou 2005; ITTC 2005). The conclusion of the benchmark comparisons were that
none of the codes participating in the ITTC study were capable of consistently accu-
rately predicting the measured motion parameters (roll damping, natural periods,
responses, etc.).

In 2008, the Ship Design Laboratory of the National Technical University of
Athens (NTUA-SDL) coordinated a benchmark study for parametric rolling under the
European Union research project SAFEDOR (Design, Operation and Regulation for
Safety) (SP.7.3.9, FP6). This project evaluated the performance of the computer codes
of 13 participants from around the world. These Participants predicted roll decays,
and the onset of parametric rolling and its magnitude for the ITTC-A1 container
ship in 19 different conditions. These conditions included 2 GM values, 4 speeds, 3
headings (following seas, near head seas, and head seas), 4 wave amplitudes, and 3
regular wave frequencies and irregular seas. The regular waveswere run as individual
frequencies and as a sum of waves of the three frequencies.

Spanos and Papanikolaou (2009a, b) report the results of the SAFDOR parametric
rolling benchmark study. They assessed the over all agreement of the predictions
with the experiments as low, due to the wide spread of the results, However, they
concluded that the state-of-the-artwas satisfactory, because the best of the predictions
was consistently significantly better than the average of all of the predictions.

Neither of the benchmark studies discussed above attempted to determine the
uncertainty of the experiments or the numerical predictions. Thus it was not really
possible to assess the quality of the predictions and ascertain their accuracy relative
to the experiments—were the confidence bands so large that one could have “driven a
truck through them” or were they so small that “one would have needed amagnifying
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glass to see them”?Thus the 26th ITTCparametric rolling benchmarkwas established
with the objective of assessing predictions with confidence bands.

37.3 The Ship Model

The vessel chosen for the 26th ITTC study was a model of a C11 class container
ship, MARINModel 8004-2 (Levadou and Van’t Veer 2006; Paulling 2007; MARIN
2005, 2009). MARIN provided the hull definition for the study, which was supplied
to the benchmark participants in 3 formats. The fully appended hull was tested, with
propeller and rudder. The ship was free to move in 6-DoF—surge, sway, heave, roll,
pitch and yaw. Thus, the ability of the simulation to maintain course and heading
was a part of the benchmark.

The model is a 55th-scale model of a notional 262m container ship. Its full-scale
principal dimensions and mass properties are provided in Table 37.1. Figure 37.1
provides the plan view, profile and body plan of the vessel. Figure 37.2 provides a
photograph of the overall model, including the modelling of containers on deck.

The container ship is fitted with a single horn-type rudder and a single 5-bladed
propeller. Figure 37.3 provides a photograph of the stern configuration, including
propeller and rudder.

The actual propeller used on themodel was aWageningenB-Series 5.59 propeller.
Its characteristics were provided to the participants both graphically and as a table.

The ship model was fitted with bilge keels that were aligned with the streamlines
on the hull. Participants were provided with a table providing the gross parameters of
the bilge keels, and a drawing of the bilge keels with an embedded table that provided

Table 37.1 Main particulars and mass properties of the vessel

Designation Symbol Magnitude

Length between perpendiculars L P P 262.0m

Breadth B 40.0m

Depth D 24.45m

Draft molded at FP TF 11.719m

Draft molded at AP TA 12.856m

Displacement (weight) Δ 76020 t

Centre of gravity fwd of station 0 LCG 122.78m

Centre of gravity above keel K G 18.40m

Transverse metacentric height G MT 2.075m

Transverse radius of gyration in air kX X 16.73m

Longitudinal radius of gyration in air kY Y 62.55m

Natural roll period Tφ 25.2 s
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Fig. 37.1 General arrangement and small scale body plan for MARIN Model 8004-2 (MARIN
2009)

their placement along the girth of the hull. The bilge keels can be seen in Figs. 37.1
and 37.2.

The model was fitted with a simple PID autopilot that operated based on the
model’s yaw, yaw rate, and sway. Although it is not traditional to most autopilots,
the sway component was used to keep the model located in the middle of the basin
during the runs.
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Fig. 37.2 Side view of MARIN Model 8004-2 (MARIN 2009)

Fig. 37.3 Stern-quartering view of MARINModel 8004-2 showing rudder and propeller (MARIN
2009)

37.4 Parametric Roll Benchmark Cases

The parametric roll benchmark experiments comprised of two parts. The first was
a set of roll decay tests in calm water at zero speed and at 5kn, the speed of the
parametric roll experiments. The second component was three parametric roll runs
at 5kn in random seas of differing significant wave height for the same wave modal
period.

The conditions for the three parametric roll runs that are being benchmarked are
provided in Table 37.2. They are all head seas runs at a nominal speed of 5kn, in
spectra with the same modal period but with different significant wave heights.

The wave spectra with phase information that could be used to reconstruct the
wave train time histories were provided for the three runs were provided, as were
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Table 37.2 Tests in irregular head seas

Wave conditions

MARIN test number Significant wave height (m) Peak period (s)

307001 4.125 14.4

307002 3.5 14.4

307004 5.25 14.4

time histories of the actual encountered heights for each run. These wave heights
were measured nominally 349m (full scale) forward of station 10 on the centerline
(nominally in the sense that the distance is correct on the average, because the surge
motion of the model is not taken into account).

For the parametric roll runs, the model was positioned approximately 8.25km
full-scale (150mmodel scale) from the wave maker and the wave maker was started.
When thewaves reached themodel, themodel and carriagewere brought up to speed,
and the model proceeded along the tank under the control of the autopilot; tracked
by the carriage. Data collection commenced once the model had reached speed.

During all tests, the model was self-propelled at a propeller RPM that was the
equivalent of 5kn full scale in calm water. (The resistance curve, required for the
simulations of these cases, was provided to the participants.) Connections between
model and carriage consisted only of free-hanging wires for relay of measurement
signals and to supply power. These cables did not restrict the motions of the model
significantly.

MARIN’s Basic Measurement System (BMS) was used for the data acquisition,
with a sample rate of 100Hz, model scale.

Figures 37.4, 37.5, 37.6, 37.7, 37.8 and 37.9 show the encountered wave and roll
time histories for Runs 307001, 307002 and 307004. As can be seen from these
figures, the wave elevation time histories increase moderately from Run 307002
to Run 307001 to Run 307004. The roll for Run 307002 is negligible; while
Runs 307001 and 307004 both show the occurrence of significant parametric roll.

Fig. 37.4 Wave time history
for MARIN Model 8004-2,
Run 307001
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Fig. 37.5 Roll time history
record for MARIN Model
8004-2, Run 307001

Fig. 37.6 Wave time history
for MARIN Model 8004-2,
Run 307002

Fig. 37.7 Roll time history
for MARIN Model 8004-2,
Run 307002

Fig. 37.8 Wave time history
for MARIN Model 8004-2,
Run 307004
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Fig. 37.9 Roll time history
for MARIN Model 8004-2,
Run 307004

37.5 Benchmark Simulations

Comparisons of the simulations of parametric roll with the experimental results were
to be made based on the statistics of the simulated waves and of the predicted 6-DoF
motions; andwhere possible, on comparisons of the actual 6-DoFmotion predictions.
For the three cases that were to be compared, participants were asked to perform one
set of simulations using the “default” roll damping model from their simulation tool,
and if they “tuned” their roll damping against the roll decay data, a second set of
simulations using that tuned roll damping. Additionally, participants were asked to
submit their roll decay predictions from their “default” roll decay model and their
“tuned” roll decay model.

Initially, ten organizations indicated an interest in participating in the benchmark
study, and ultimately, six organizations provided results predicted using seven dif-
ferent computer codes. The six organizations and their computer codes are listed in
Table 37.3.

Brief descriptions of these computational tools are provided below. With the
exception of ROLLSS, all of the codes are blended codes that compute the exact
nonlinear Froude-Krylov exciting forces due to the incident wave and the exact
hydrostatic restoring forces over the instantaneous wetted surface of the vessel, and
employ linear computations of the radiation and diffraction forces for the vessel up

Table 37.3 Organizations participating in the benchmark study and their respective computer

Organization Code(s)

David Taylor Model Basin (NSWCCD) FREDYN, v9.8

HSVA ROLLSS

MARIN FREDYN, v10.1

Osaka University OU-PR

Science Applications International Corporation LAMP 3

Seoul National University SNU-PARAROLL, WISH
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to the mean waterline. ROLLSS employs a different blending where all forces except
for those in roll are calculated linearly. The descriptions, with references, follow:

FREDYN v9.80 and 10.1 (de Kat and Paulling 2001; Hooft 1987) simulates
the dynamic behaviour of a steered ship subjected to waves and wind. All six degrees
of freedom are computed in the time domain, where themotions can be large up to the
point of capsize. Nonlinearities arise from rigid-body dynamics with large angles and
fluid flow effects. A linear strip theory approach is used to compute the hydrodynamic
forces acting on the hull.

ROLLSS (Söding 1982; Kröger 1986; Petey 1988; Brunswig et al. 2006) is a
code for the simulation of parametric rolling. While the pitch, heave, sway and yaw
motions are computed by a linear strip method, and the surge motion by a simple
nonlinear approach, the roll motion is computed nonlinearly in time domain using
the righting arm curves for static stability in waves.

OU-PR (OsakaUniversity simulationprogramforParametricRolling) (Hashimoto
and Umeda 2010; Hashimoto et al. 2011, Chapt. 16) is a time domain simulation pro-
gram for prediction parametric rolling in regular and long-crested irregular waves,
which uses a 3-DoF coupled of heave-roll-pitchmodel. The 2-D radiation and diffrac-
tion hydrodynamic forces are calculated for the submerged hull with the instanta-
neous roll angle taken into account. The roll radiation force is calculated at the
natural roll frequency and those in vertical modes (heave and pitch) are at the peak
of the mean wave frequency. Linear and quadratic roll damping is determined from
results of a roll decay test if available. Otherwise, they are determined by Ikeda’s
semi-empirical method.

LAMP 3 (Lin and Yue 1990; Shin et al. 2003; Lin et al. 2006; Yen et al. 2008;
Yen 2010) predicts the motions and loads of a ship operating in a seaway. In LAMP’s
simulations, the wave-body hydrodynamic forces are calculated using a 3-DRankine
potential flow panel method with a linearized free-surface boundary condition to
solve the wave-body interaction problem in the time domain, while forces due to
viscous flow and other “external” effects such as hull lift, propulsors, rudders, etc.
are modeled using other computation methods, or with empirical or semi-empirical
formulas. LAMP’s calculations include 2nd and higher order “drift” forces in the
horizontal plane (Zhang et al. 2009). These drift forces play an important role in the
horizontal-plane motions for the prediction of course keeping in waves.

SNU-PARAROLL (Kim and Kim 2010b, 2011) employs a linear impulse-
response-function approach to compute the radiation and diffraction forces. The
impulse response function approach is basically the conversion of the frequency-
domain strip-theory solution into the time domain. In this method, the conversion
is limited to the radiation force. The excitation force includes the nonlinear Froude-
Krylov and restoring force and moment on the instantaneous wetted surface as well
as the linear diffraction force. The wetted surface is defined as the hull surface wetted
by the body motion and the incident wave.

WISH (computer program for nonlinear Wave-Induced loads and SHip motion)
(Kim et al. 2009; Kim and Kim 2010a, b) is a three-dimensional Rankine panel
method used to study nonlinear roll motions. In this method, the total velocity poten-
tial is decomposed into three components: the basis flow; the incident wave; and

http://dx.doi.org/10.1007/978-3-030-00516-0_16
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disturbance velocity potentials. In this weakly-nonlinear approach, the disturbed
component of the wave and velocity potentials are assumed to be small. The kine-
matic, dynamic free surface and body boundary conditions are linearized. The basis
flow-wave induced motion terms (m-terms) are hard to compute, since they require
second-order differentials of the basis flow. In this code, the second-order differen-
tials are converted to first-order differentials using Stoke’s theorem.

37.6 Benchmark Comparisons

37.6.1 Statistical Methodology

The motions that have no restoring force (surge, sway, and yaw) can be significantly
affected by the actions of the autopilot and the propulsion algorithm. Taking advan-
tage of the fact that these effects will, in general, be at much lower frequency than
the wave encounter frequency, the surge sway and yaw motions are decomposed
into “low-frequency” and “wave-frequency” components, to separate the maneuver-
ing and autopilot related contribution to the motions from the direct response to the
wave excitation.

The analysis of the results consisted of statistical analysis of the wave elevation
and the 6-degree-of-freedom motions.2 The statistical quantities that are computed
are given below:

1. Mean value: u (MEAN)

u = 1

N

N∑

n=1

un

where un is the nth sample of the signal and N is number of samples.
2. Variance of the Mean: VM (VAR MEAN),

VM = V
1

N

N−1∑

l=−N+1

(
1 − |l|

N
R|l|

)
, (37.1)

where Ri is the i th value of the autocorrelation function of the signal and V is
the variance of the signal.

3. Variance: V (= σ 2) (VAR),

V = 1

N

N∑

n=1

(un − u)2

2The methodologies for performing the statistical analysis have been advanced since this study was
performed, See Belenky et al. (2015) for more refined analysis techniques.
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4. Variance of the Variance: VV (VAR VAR),

VV = V 2 2

N

N−1∑

l=−N+1

(
1 − |l|

N
R
2
|l|

)
, (37.2)

used to compute a confidence interval for the value of the variance.

Based on the ideas and method of Belenky et al. (2007), the computation of the
variance of the mean (VM ) and the variance of the variance (VV ) allows the com-
putation of confidence bounds for the mean and variance of the experiments and
computations. The computation of VM and VV requires an estimate of the autocor-
relation function R of the measured or computed response.

The autocorrelation function can be computed directly from the signal or from
the spectrum of the signal. If R(t) is computed directly from the signal, R(t) must
be truncated due to the loss of statistical confidence in the function’s values for
large lags. The computation of R(t) from the spectrum requires that the spectrum be
smoothed before R(t) is computed.

The recommended method for computing R(t) is from the spectrum. The auto-
covariance function is the cosine transform of the spectrum, so it can be computed
as follows:

Cuu(t) =
∫ ∞

0
dω S(ω) cosωt.

The autocorrelation function R(t) is produced by dividing the autocovariance func-
tion Cuu(t) by the approximate variance V ′ (Cuu(0)), so that R(0) is identically 1.

R(t) = 1

V ′ Cuu(t) = 1

Cuu(0)
Cuu(t).

This normalization also accounts for the computational and/or truncation errors that
are likely to accrue in the computation of the spectrum and the autocovariance func-
tion from the spectrum,which result in a difference between the approximate variance
V ′ [=Cuu(0)] and the true variance of the signal, V .

The spectrum of the encountered wave train, complete motions (heave, roll, and
pitch) and wave-frequency decomposed motions (surge, sway, and yaw) are com-
puted in the usual manner using Fourier transforms. As seen in Fig. 37.10, this
spectrum will be quite jagged; and the autocorrelation function computed from this
jagged spectrum will not continuously decrease for large lag times, Fig. 37.11.

Smoothing the spectrum before computing the autocorrelation function improves
the quality of R(t) and reduces the growth of the envelope for large lag times. The
smoothing can be performed by using a digital filter, or more easily by means of a
“boxcar” filter, a simple 5-point running average filter that sets the new value of point
n to be the average of the 5 points centered about point n. The spectrum smoothed
with a 5-point boxcar filter is shown in Fig. 37.10 and the resulting autocorrelation
function is given in Fig. 37.12. A boxcar filter with more points (7, 9 or 11) produces
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Fig. 37.10 Raw roll spectrum and roll spectrum smoothed with 5-point boxcar filter

Fig. 37.11 Roll autocorrelation function from raw spectrum

Fig. 37.12 Roll autocorrelation function from spectrum smoothed with 5 point boxcar filter

a smoother spectrum and better looking autocorrelation function, but has little effect
on the computed values of VM and VV .

Once the autocorrelation function has been computed, it is straightforward to
compute the varianceof themean,VM andvarianceof the varianceVV of themeasured
or computed signal, using (37.1) and (37.2), respectively.
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37.6.2 Comparisons

Althoughall participants provided the statistics for thewaves and all 6-DoFofmotion,
the allotted space does not allow all of the results to be presented. Thus, only the
wave and roll statistics are being provided. Figure 37.13 shows the variance of the
wave time histories from the experiments and each of the predictions along with the
corresponding 95% confidence bands. Figure 37.14 shows similar results for roll.
On these plots, the experiments are denoted by “Ex” and the predictions have been
randomly assigned the letters “A” to “G”.

Examining the variance of the wave height shown in Fig. 37.13, it is seen that the
variance of the wave heights are consistent with the experimental results for all three
runs. Additionally, all of the predictions are well within the 95% confidence band of
the experimental results.

The statistics for roll shown in Fig. 37.14 exhibit much less agreement between
the predictions and the experimental results.

Fig. 37.13 Variance of wave height with 95% confidence bands for MARIN Model 8004-2, Runs
307001, 307002, and 307004, as predicted from the experiments (Ex) and computations (A–G)
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Fig. 37.14 Variance of roll angle with 95% confidence bands for MARIN Model 8004-2, Runs
307001, 307002, and 307004, as predicted from the experiments (Ex) and computations (A–G)

For Run 307002, only Methods F and G show any notable roll response. None of
the experiments or computations except for Methods F and G have any significant
variance of the variance.

In the case of Run 307001, the experiments show significant variance and 95%
confidence bands, whileMethods B, F, and G show significant variance and have sig-
nificant 95% confidence bands. None of the other methods show either any variance
or 95% confidence bands. In fact the upper 95% confidence limits for the predictions
by Methods A, C, D and E are below the 95% confidence band for the experiments.
Methods B, F and G have 95% confidence bands comparable to that of the exper-
iments, which overlap the experimental 95% confidence band—statistically, all of
these results are the same.

The results for Run 307004 are different fromboth of the previous runs. The exper-
imental results show a lower 95% confidence limit, which is negative, an impossibil-
ity, which indicates that the usual normal distribution assumptions are not applicable.
(The same comment applies to Method B in Run 307001 and Methods F and!G in
Run 307002.) In fact the 95% confidence band limits must be computed assum-
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ing a truncated normal distribution, and this will lead to upper and lower limits of
89.5deg2 and 2.7deg2, respectively. With the exception of Method C the variance
of all of the predictions are within the 95% confidence band of the experiments, and
are statistically equivalent.

37.7 Benchmark Conclusions

The results of the SAFEDORParametric Roll Benchmark (Spanos and Papanikolaou
2009a, b) provide no confidence bands, but show levels of scatter in the range of roll
predictions consistent with those seen in Fig. 37.14—they have more participating
codes and more cases. Thus the scatter in the variance of the predictions should not
have been unexpected.

Belenky and Weems (2012) have conducted a study where they used LAMP 2 to
predict the head-sea motions of a C11 class container vessel, looking for parametric
roll. They produced 50 realizations of the same JONSWAP spectrum, where each
realization consisted of 1500 s of data. They then computed the 95% confidence
interval for the roll variance for each individual realization and for the ensemble
of all 50 realizations. Figure 37.15 shows the variance of the roll along with the
confidence interval for each individual run and for the ensemble of 50 runs.

Figure 37.15 shows the degree of variability that can occur from run to run. The
variance of the first and second realizations differ by more than a factor of two
(29deg2 vs. 72deg2), and the largest and smallest vary by a factor of five (15deg2

vs. 77deg2). As can be seen, the ensemble confidence band is significantly narrower
than those of the individual records.

The reason for the dramatic differences in the variance of the records is the fact
that parametric roll is a consequence of a group of waves of length close to the
ship length and a speed-heading combination that results in an encounter frequency

Fig. 37.15 Estimates of variance values of records and ensemble (from Belenky andWeems 2012)
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that is twice the roll natural frequency. The practical implications of this are that
an individual record contains little statistically independent data. Thus, these waves
have a narrow spectral peak that results in an autocorrelation function that does not
decay quickly with lag time.

To characterize the solution to this problem, Belenky &Weems go on to study the
number of records that must be ensemble averaged in order to produce a “tight” sta-
tistical characterization of the variance of the roll. This is demonstrated in Fig. 37.16,
where the convergence of the variance of the ensemble and its confidence interval is
shown as a function of the number of records included in the ensemble average.

As can be seen, after approximately 20 records there is little change in either the
variance or the confidence band for the ensemble and, there is significant convergence
after as few as 4 or 5 records. Thus, from a practical perspective, as few as 7–10
realizations should produce usefully convergent results.

In principle, this problem can be overcome by producing significantly longer
records, but this is not in general realistic. It is a manifestation of what Belenky
andWeems call practical non-ergodicity, “meaning that several independent records
must be used in order to devise any judgment on the statistical characteristics of the
parametric roll response.” To characterize the solution to this problem, Belenky &
Weems go on to study the number of records that must be ensemble averaged in
order to produce a “tight” statistical characterization of the variance of the roll—
the convergence of the variance of the ensemble and its confidence interval as a
function of the number of records included in the ensemble average. They find that
after approximately 20 records there is little change in either the variance or the
confidence band for the ensemble and there is significant convergence after as few
as 4 or 5 records. Thus, from a practical perspective, as few as 7 to 10 realizations
should produce usefully convergent results.

From the perspective of the benchmark study, this indicates that it is not possible
to draw any conclusions regarding the performance of any simulation method from
a single realization. One may conclude that those methods that have very narrow

Fig. 37.16 Convergence of ensemble estimate of variance (from Belenky and Weems 2012)
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confidence bands on their results are probably not fully capturing the physics of
parametric roll. For either experiments or computations, it will take the results from 7
to 10 realizations at the same significant wave height to determine convergent results.
Further, as converged statistical results are obtained, more sophisticated means of
comparison than the variance of the roll amplitude, such a roll exceedance rates with
the appropriate confidence bands should be used to compare methods.
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Chapter 38
An Approach to the Validation of Ship
Flooding Simulation Models

Egbert L. Ypma and Terry Turner

Abstract Amethodology has been developed to validate a Ship Flooding simulation
tool. The approach is to initially validate the flooding model and the vessel model
separately and then couple the two models together for the final step in the validation
process. A series of model tests have been undertaken and data obtained has been
utilised as part of the validation process. Uncertainty in the model test measurements
and the geometry of the physical model play a crucial role in the validation process.
Therefore, an important element is an assessment of the uncertainties that play a role
in this process together with how they propagate and eventually influence the end
result. The aim was to develop a practical engineering approach trying to use the
data that was available and making educated guesses where it could not be avoided.
It is by no means intended to be a full-fledged theoretical elaboration on uncertainty
propagation. This paper provides an overview of the methodology adopted for the
validation of the ship flooding simulation tool and presents some of the preliminary
results from this study.

Keywords Time domain · Flooding · Simulation · Damaged stability · Validation
Uncertainty determination · Chaotic · Non-linear

38.1 Introduction

To accurately predict the progressive flooding of a damaged vessel and its effect on
the shipsmotion two tightly numerical coupledmethods are required to be developed:
a vessel motion model and an internal fluid motion model. If the vessel changes its
orientation, the internal floodwater distribution changes and vice versa. In addition,
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the changing distribution of the floodwater changes the dynamics of the vessel (centre
of gravity, total mass and mass inertia).

An added complexity in trying to accurately simulate the flooding phenomenon is
the highly non-linear, even chaotic nature of the flooding process. Small variations in
this flooding process, e.g. how thewater progresses through an opening, can influence
the final result.

Due to the highly chaotic nature of the flooding process it is vital that the numer-
ical model represents the experimental model as closely as possible. However, to
obtain an exact numerical representation of the physical model is very difficult or
even impossible. Differencesmay occur due to the limited accuracy of the production
process of the physical model, modelling errors made in the translation from ‘real’
world to ‘simulated’ world, and the uncertainty (or limited accuracy) of the mea-
surements. All these factors must be considered and could, in combination with the
non-linear process, potentially lead to large differences between measurements and
simulations. When there is a requirement to numerically model an actual full scale
vessel other factors also must also be considered. The internal geometry of a full
scale ship is extremely complicated and it would be very difficult to account for all
the small details that may influence the flooding process. Issues such as leaking doors
and collapsing air ducts are highly random events that can never be fully accounted
for numerically. For this reason several “acceptable” assumptions are required to be
made when numerically modelling full scale ships.

Due to the chaotic nature of the flooding process and the various areas of uncer-
tainties in both model scale and full scale vessels, a method for progressive flooding
tools must be developed to account for these uncertainties at an acceptable level. The
following three questions need to be carefully considered when defining this method:

1. How can a validation process be defined such that it is possible to conclude
whether a simulation tool is sufficiently accurate?

2. Is it possible to define general rules to model the internal ship-geometry in such
a way that the simulation tool predicts extreme events sufficiently accurate (both
statistically and in magnitude)?

3. What is the best way to deal with uncertainties in the validation process?

This paper will provide a brief overview of the numerical tool FREDYN (MARIN
2014), its progressivefloodingmodelling capability andwill also outline the approach
undertaken by both the Maritime Institute Netherlands (MARIN), and Defence Sci-
ence and Technology (DST), Australia, for the validation of the progressive flooding
module.
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38.2 Ship Motion and Progressive Flooding Simulation
Model

38.2.1 Background

TheCooperativeResearchNavies group (CRNav) ,was established in 1989 to initiate
a research program focussed on increasing the understanding of the dynamic stability
of both intact and damaged naval vessels sailing in waves. The group has represen-
tatives from Australia, Canada, France, The Netherlands, the United Kingdom and
the United States. The CRNav aims to increase the understanding of the stability of
naval vessels from a more physics based approach rather than an empirically derived
one. To manage this process the CRNav has formed the Naval Stability Standards
Working Group (NSSWG). One of the objectives of the NSSWG is to investigate
the applicability of the quasistatic, empirically based Sarchin and Goldberg stability
criteria for modern navy vessels in waves and to develop a shared view on the future
of naval stability assessment, see (de Kat et al. 1994) and Chap. 52 of this book.

The main focus of the NSSWG has so far been on intact stability and this has
until now been a fairly comprehensive and complex task. With the development of
the flooding module within FREDYN, future programs of work will be more and
more focused on the damage stability of naval vessels in waves.

The flooding simulation model was developed and implemented by MARIN and
funded by the CRNav group. In 2009 and 2010, Defence Science and Technol-
ogy (DST), Australia, in collaboration with the University of Australia, Australian
Maritime College (AMC), undertook a research program to support MARIN in the
validation of the progressive flooding module.

In theory the flooding module can be interfaced to any time domain ship motion
simulation program. Currently, however, it is interfaced to FREDYN, jointly devel-
oped by MARIN with the CRNav (McTaggart 1999). FREDYN was used for all the
examples in this paper.

38.2.2 The Simulation Model

To enable an accurate simulation of the flooding of a damaged vessel operating in
waves the simulation model describing the motions of the vessel and the model that
determines the progressive flooding mechanism must be closely coupled to each
other. Figure 38.1 shows an example of the typical information that is required to be
interchanged between the simulation models.

In the scenario with significant flooding onboard a vessel, it is not unusual for
sudden large changes in the vessels motions to occur. For an accurate simulation of
this event both the flooding model and the vessel motion model must take this into
account. The simulation must also be able to calculate a changing mass, centre of
gravity and inertia over time. The accuracy of the roll damping model utilised is vital
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Fig. 38.1 Schematic showing example of information interchanged between vessel model and
flooding model

in modelling this scenario. The relative wave height at the damage location is also
required to be accurately predicted.

38.2.3 FREDYN

FREDYN is an integrated seakeeping and manoeuvring ship simulation tool capable
of predicting large shipmotions in extreme conditions. The development of FREDYN
has been jointly funded since 1989 by MARIN and the CRNav. Over the years
a substantial effort was made to validate and improve the code with model test
experiments.

FREDYN uses a frequency domain tool as a preprocessor to calculate the fre-
quency dependent added mass, damping and diffraction coefficients. Using a panel-
lised hull form the program is capable of calculating the Froude-Krylov forces on the
instantaneous wetted hull. An appropriate roll damping model can be selected from a
number of different models, and it can be tuned to satisfaction when roll decay data is
available. A lot of effort was spent over the years to validate the roll damping model.
A wide variety of simulation components is available to model the vessel’s propul-
sion, manoeuvring characteristics including: rudders, fins, skegs, bilge keels, various
propeller types, waterjets and trim-flaps. The forces calculated by these sub-models
are partly empirically based.

The environment can be modelled by wind and by various wave systems coming
from different directions. The wind and wave systems can be specified by mak-
ing a selection from one of the available spectra. Together with the user specified
parameters this will generate a (random) wave sequence (or varying wind speed).

The equations of motions are based on Newton’s second law: the forces and
moments of all the sub-models are calculated, transferred to the space-fixed reference
frame attached to the ship’s centre of gravity, and summed. FREDYNallows for time-
varying mass properties to be able to deal with the potentially large mass fluctuations
caused by the flooding process.

FREDYN also has the capability to calculate the internal loads of the ship as a
rigid body. This capability includes all the forces acting on the ship, including forces
caused by the flooding of the internal geometry.

Over the last year the FREDYNwas completely restructured resulting in amodular
and highly configurable simulation program that can be easily extended by additional
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modules. The software framework underlying FREDYN is used for all the time
domain simulation programs developed at MARIN, including the bridge simulators.
This makes it possible to develop, reuse and share simulation components.

Verification and validation is an ongoing effort to improve the quality of the code
and its results.

38.2.4 Flooding Module

The flooding module is used to calculate the flow of water and air through a user
specified geometry. It assumes a horizontal fluid surface at all times. The effect of
air-compressibility and its effect on the flow of water is fully taken into account.

The compartment geometry is represented by tank-tables that are generated prior
to the simulation.A tank-table for a compartment tabularises the relationship between
heel, and trim of the vessel, level and volume of the fluid in the compartment and
its centre of gravity and inertia matrix. Linear interpolation on actual heel, trim and
level values is used to find intermediate values.

Any number of openings can be specified connecting two compartments or a com-
partment to the sea. A single opening consists of four corner-points that specify the
size and orientation of the opening. For each opening a constant discharge coefficient
for water and a separate discharge coefficient for air has to be specified. If required,
the user can specify a leaking pressure and area, a collapse pressure and a start-
and/or stop time.

It is also possible to define a duct between two compartments, or between a
compartment and the sea.

Pumps can be defined connecting two compartments. A pump is defined by
a capacity diagram to describe the relation between the flow and the discharge head.
A level switch can be specified to switch the pump on or off.

Bernoulli’s equation for incompressiblemedia is used to determine the flowveloc-
ity of fluid along a stream line from the centre of a compartment (A) to the opening
(B).

pB − pA +
1

2
.ρw.v2

B + g.ρw.(hB − hA) � 0

In this application of Bernoulli’s equation the ρw is constant and equal for all
compartments. The velocity in point A, the centre of the compartment, is neglected.
The variables pA and pB are the air pressures above the fluid in the compartment
(A) and on the other side of the opening (B). After determining the velocity in the
opening the mass flow through an entire opening is determined by integration over
the height of the opening (along the local vertical):
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ṁw � ρw .Cd,w .

H∫

0

width(z) . vB(z) . dz

whereCd,w is the discharge coefficient forwater specified by the user for this opening.
It takes all the losses into account caused by contraction, pressure losses etc.

A similar procedure is used to determine the mass flow of air through an opening
and the Bernoulli’s equation for compressible flow is used:

p0
ρ0

. (ln(pB) − ln(pA)) +
1

2
. v2

B � 0

The flooding process is considered isothermal, hence Boyle’s law applies and thus
the density of air is assumed to vary linearly with the pressure.

The pressure correction method developed for air and water flows by Ruponen
(2007) is used to solve the coupled flow of fluid and air through a complex user
defined geometry. The pressure correction method is using the equation of (mass)
continuity and the linearised equations of Bernoulli to correct the water levels and
air-pressures in an iterative method until the error in mass flow drops below a user
specified minimum. Upon conversion both the equations of mass continuity and
momentum are satisfied.

38.3 Model Tests

The model tests undertaken at AMC were performed in two phases. Prior to under-
taking these experiments, it was expected that the tests were going to be complex and
the lessons learned from first phase would have to be incorporated into the second
phase of testing. The original plan was to focus in phase one on calm water and a
simple compartment geometry, while the focus in phase two was planned to be on
waves and a more complex compartment geometry.

Preliminary comparisons between the measured data and simulations showed
a much more complex situation and much larger differences than were initially
expected. Investigations were then undertaken to understand the cause of these dif-
ferences and reduce the uncertainties found. The results shown in this paper are
from Phase one.

The test programme was setup in such a way that the complexity of the scenario
was gradually increased. A priori simulations were performed to determine the most
interesting loading conditions. Prior to the flooding tests roll decays for various roll
angles at zero speed were undertaken. The roll decay data was used to tune the roll
damping of the simulationmodel. Fully constrainedmodel tests were then performed
with an initial heel and trim of zero to enable the assessment of the accuracy of the
geometry definition of the compartment model and the location of the level probes.
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Fig. 38.2 A photograph of the generic destroyer model

Fig. 38.3 A photograph showing the generic destroyer damage opening

The experimental model used, shown in Fig. 38.2, was a generic destroyer design
(scale 1:45, length 3.27 m) with an internal compartment geometry. The model was
built in such a way that the damaged compartment block could be replaced with a
more complex compartment arrangement at a later stage (phase 2) to research the
influence of the geometry complexity on the flooding process and vessel motions.

The compartment arrangement comprised of three decks, twenty five compart-
ments of which six had level measurements and two had air pressure measurements,
see Appendix for an schematic of the geometry configuration. In addition to these
measurements, the six motions of the vessel were also recorded along with both
internal and external video. The compartment block was located aft of amidships.

A large, three compartment damage opening was designed to cause very sig-
nificant flooding. The flooding was initiated by puncturing a latex membrane that
covered the large damage opening as seen in Fig. 38.3.

A similar geometrywas used formodel tests in the FLOODSTANDproject (Ypma
2010). The tests defined for that project were done with a constrained model with a
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Table 38.1 Vessel particulars (model-scale)

Property Value Uncertainty (2σ–95%) Units

Length 3268.0 1.5 mm

Lpp 2962.0 1.5 mm

Beam (moulded) 412.0 1.0 mm

Taft 118.0 1.0 mm

Tfore 118.0 1.0 mm

Mass (intact) 68.63 0.10 kg

VCG 173.0 1.0 mm

LCG (fwd of APP) 1418.0 1.0 mm

Roll radius of gyration 128.0 10.0 mm

Pitch radius of
gyration

715.0 2.0 mm

number of different heel and trim combinations. Unfortunately, both the AMC and
FLOODSTANDmodel tests took place in more or less the same time period, making
it difficult to apply the lessons learned.

A single loading condition was tested. The stability was tuned such that signifi-
cant roll motions were expected to occur. See Table 38.1 for the vessel particulars
(including uncertainties).

During the model tests many precautions were taken to reduce the uncertainty
of the results. After each run a calculation tool was used to check the equilibrium
levels in each (measured) tank with respect to each other and to the still water plane.
After each run a check of the (level) calibration was done. A run was repeated when
spurious results were suspected.

38.3.1 “As-Built” Compartment Geometry Assessment

After the tests the model was carefully remeasured to ascertain the ‘as-built’ condi-
tion, see Fig. 38.4, particularly the location and size of the openings and the vertical
location of the decks. Both of these have a big impact on the flow of water (and air).

All compartment and level probemeasurements were undertakenwith the internal
geometry fixed inside the model. The model itself was carefully fixed in a measure-
ment rig and the datum reference was APP, Centreline and Keel. To be able to access
the geometry holes were drilled where required, see Fig. 38.4. The measurements
resulted in accurate data for the vertical locations of the decks, bulkheads, openings
and hatches: the estimated uncertainty in all measurements was 0.25 mm (2σ–95%).
From the measurements it could be concluded that the decks could not be considered
as horizontal planes in the ‘as-built’ situations: the difference between maximum
and minimum were as much as 6.0 mm for the vertical coordinate.
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Fig. 38.4 “As-built” assessment

During the analysis of the fully constrained calmwater model tests the water level
measurements in starboard compartment S12 (the damaged compartment) and the
port compartment S15, were added to the vertical coordinate of the decks within
these compartments. In the constrained, horizontal condition the water level in these
compartments, which are located on the same deck, see Appendix, should measure
in the same plane: i.e. the still water plane. As the model is constrained with zero
heel and trim, the still water plane will be 118.0 mm above the keel (the draught).
This is shown in Fig. 38.5.

The probe measurements measure the water level above the lower deck of those
compartments. By combining the vertical deck coordinate with the measured water
level and comparing with the draught, a check on the consistency of the combined
measurements could be obtained.
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Fig. 38.5 Schematic showing measurement comparisons

Taking into account the measurement uncertainties of the deck location measure-
ment (0.25 mm), the overall uncertainty in the water level measurements and the
uncertainty in the draught measurement (1.0 mm) results in the best-estimate of the
vertical deck location with an associated accuracy. The result is a vertical location
of 91.2 ± 0.35 mm.

38.3.2 Measurement Uncertainty and Consistency

For the unconstrained condition a number of repetitions were done to check the
repeatability of the results. In all these cases, the initial condition was meticulously
checked to ensure that the same starting configurations were used. Figure 38.6 shows
the roll versus time for these runs.

In the initial stages of the flooding process (until ~15 s) the roll angles are repeat-
able. After this stage, for some unknown reason, the roll motions of the vessel are
not reproducible between repeat runs. The difference in the roll responses between
runs is larger than the uncertainty values for roll measurements (0.1°, 95%).

The air-pressure measurement in compartment S12 was also checked for repeata-
bility, see Fig. 38.7. A slight over pressure in S12 exists after ~40 s, indicating that
an air bubble has formed above the water plane preventing the flood water level to
rise to the still water plane. If the air-pressure is converted to a corresponding water
column height by dividing the pressure by the density of the water and the gravity
constant, then the calculated value of the water level should be 2 mm lower than the
still water plane.

The last consistency check that was donewas to convert the level measurements in
the connected, ventilated compartments (S11, S15, S17) from the vessel coordinate
system to the earth fixed coordinate system (correcting for roll, pitch and heave). All
these compartments should have a water level that equals the still water plane. This
is shown in Fig. 38.8 where the still water plane is marked by the line at a level of
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Fig. 38.6 Unconstrained runs—roll angle comparison

Fig. 38.7 Unconstrained runs—air pressure in S12

0 mm and the converted measurements for those compartments are given for five
measurement runs in the unconstrained condition.

The levelmeasurements thatwere used as input for the still water plane calculation
and its uncertainty are the level measurements in the equilibrium condition of five
different unconstrained runs.

The mean values (red dots) and the uncertainties are given (black lines). The
uncertainties propagate through the whole calculation using a specifically designed
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Fig. 38.8 Measured level comparison with still water plane

software module (Lebigot 2015). This means that the uncertainty in the calculated
value, in this case the vertical distance to the still water plane, takes into account the
uncertainties of all the measured values used in the calculation. The basis is a linear
propagation uncertainties, based on:

given z � f (x) : σ 2
z �

n−1∑
i�0

(
∂ f

(
x
)

∂xi

)2

. σ 2
xi

where σ 2
z is the propagated standard deviation and σ 2

xi is the standard deviation of
input parameter xi . The vector x contains the measured parameters that are used in
the calculation of f

(
x
)
(probe location, position and attitude, level, draught). They

are assumed to be uncorrelated.
Note that the propagated uncertainty, see Fig. 38.8, does not seem to depend upon

the probe location as the variation in uncertainty between the probes is minimal. The
95% value is about 1.5 as high as the measurement uncertainty of the probe alone.

When the probe level values within each run are sorted with respect to the mean
value in R12, a pattern seems to emerge. It cannot be contributed to a random mea-
surement uncertainty: the differences seem to be consistent for each measurement
run. A combination of one or more systematic uncertainties might have been the
cause of this variation. Interestingly, the probes hm11.1 and hm15.1 are separated
by a transverse bulkhead only (3 mm), yet there is a difference of ~1 mm in the mea-
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Fig. 38.9 Level probe hm12.1

floodwater level

Measured level

Fig. 38.10 Level measurement in inclined situation

surement of the still water plane. What might have contributed is that the calibration
of the probes was done in a horizontal position whereas the equilibrium position is
used to do the calculation. In the equilibrium position the geometry is substantially
listed (~8°) and also has a moderate trim (~−0.7°). Note that all the level probes
(except hm6.1 in the double bottom) were attached to a transverse bulkhead.

When inspecting the probe in hm12.1 in Fig. 38.9 it is clear that the width of
the probe is considerable (~20 mm). The difference between the wetted length of
the two copper strips in an inclined position might not have been negligible in the
calibration, see Fig. 38.10. Unfortunately, this could not be checked anymore.
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Fig. 38.11 Unconstrained runs—hm12.1 level comparison (zoomed in)

Interestingly enough the air pressure build-up in compartment S12 cannot be
distinguished in Fig. 38.8: it was expected to have resulted in a consistently lower
level measurement (~−2 mm) of hm12.1 because the compressed air above the
floodwater prevents the level to rise to the still water plane. When inspecting the
hm12.1 level measurement (see Fig. 38.11), focussing on the moment the water
reaches the upper compartment deck, it seems that for all runs the maximum possible
level measurement (the compartment height of 60.0 mm) is exceeded. Therefore, all
hm12.1 level measurements seem to give a value that is too high. This might be
caused by the construction of the probe wires through the upper deck of S12 (see
Fig. 38.9): water might have leaked through the deck penetrations required to attach
the electrical cable wires to the probe.

In general, although differences were found, the uncertainty bar of most of the
converted deck locations includes the still water plane, see Fig. 38.8. Only hm11.1
seems to be a bit of an outlier.

All the causes and effects described here are difficult to model in the simulation.
However, they should somehow be taken into account and assessed when comparing
the simulation results and interpreting the differences between simulations and mea-
surements. In addition, they will also play a role when modelling a real life scenario.
In fact, even more uncertainties will play a role here, such as open/closed doors,
collapsing structures and floating and moving debris, to mention some. All of these
combined might have similar effects on the flooding process as has been described in
(Ruponen 2017). In his paper he describes the effect of a random collapse pressure
and open/close status of fire doors on the time to capsize of a passenger ship for
various damage scenario’s. There seems to be a wide variation in the time to capsize,
especially for the grounding damage scenario.
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38.4 The Validation Process

38.4.1 Introduction

As previously discussed it is extremely difficult to model and capture all the phenom-
ena that occur during the flooding of a vessel. For this reason there will always be
slight variations in the experimental results when compared to the numerical results.
There are several factors that contribute to the differences observed. These include:

• Measurement accuracy (motions, levels)
• Determination of the hydrostatic and dynamic properties of the model
• Production accuracy of the test model (both the internal and external geometry)
• Choices made during the modelling of the internal geometry (deck and bulkhead
positions and thickness, permeability of compartments, discharge coefficients)

• Imperfections caused by mathematical modelling (empirics!).

The uncertainties can be grouped in three main categories:

• Uncertainties caused by the physical model and the measurements
• Uncertainties caused by flooding model algorithm
• Uncertainties caused by the vessel model algorithm.

The first category plays a role during the model testing, the second two are tightly
coupled and play a role during the simulations. The result of the validation process
will be a comparison between the measurements and the simulation data. In general,
when they are ‘acceptably’ close then the conclusion is justified that the simulation
application performs well. The first key problem in view of the nature of the process
and the uncertainties that play a role is how to define ‘acceptable’. The second key
problem is that if the result is not ‘acceptable’ then which sub-model has to be
changed to improve the result? Changing a sub-model might involve changes to the
modelled geometry (e.g. change the deck height, change discharge coefficient values)
or the algorithm itself (e.g. model the momentum of the incoming water).

To disentangle the tightly coupled vessel and flooding simulation system as shown
in Fig. 38.12.

To a configuration that splits the tight coupling between the vessel model and the
flooding model in a serial approach, see Fig. 38.13.

The issue with the uncertainty covered by the physical model and measurements
canbe consideredbyfirstly having a clear understandingof the uncertainties involved,
secondly by designing a clever model test setup and programme, and thirdly, a metic-
ulous preparation and execution of the model-tests. It is also important to undertake
a series of simulations to determine the influence that these uncertainties have on the
overall result. Worthwhile mentioning is also the approach taken by Khaddaj-Mallat
et al. (2010). He applied DoE methodology (Design of Experiments) to efficiently
assess the effect of parameter variations on the flooding process of a partially sub-
merged geometry.
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Fig. 38.12 Comparisons in the tightly coupled configuration
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38.4.2 Component and Interface Verification

Prior to using the measurements in this approach, the validation method was verified
by replacing the model test measurements with the data obtained from a simulation
with the fully coupled system. The fully coupled system provides a set of consis-
tent data (motions and floodwater levels). The process flow of this test is shown in
Fig. 38.14. Here, the first step is to do a single simulation with FREDYN and the
flooding module. This gives the ship motions, the varying floodwater mass, its centre
of gravity, its inertia and the floodwater levels in each compartment.

These motions are input to the hexapod application driving the same flooding
geometry as used for FREDYN. This will again produce the total floodwater mass,
its centre of gravity and its inertia. Also the floodwater levels per compartment
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Fig. 38.14 Interface verification

are compared. This is to check whether the motions in the hexapod application are
correctly used to drive the flooding module.

Finally, the total floodwater mass, its centre of gravity and inertia are used as input
to drive a “Moving Mass” simulation where the same ship as used for the FREDYN
simulation is exposed to the changing floodwater mass. The outputs are the motions
of the ship. This is to check if a changing mass (and its CoG and inertia) is correctly
applied to the vessel model in FREDYN.

The motions as calculated by steps one and three in Fig. 38.14 should compare
very well as modelling errors play no role: the same geometry is used. It is a test of
the interfaces and coordinate transforms involved.

The same applies to the comparison of the levels calculated in step one and the
levels calculated in step two.

38.4.3 Steps in the Validation Process

The problems caused by the tight coupling between the flooding and vessel motion
models can be alleviated by separating the validation of the two models. To be able
to do that the validation process has to be split into several steps:

1. Fully constrained model

In calm water, fully constraining the model in a pre-described heel, trim and draught
allows for a check of the flooding module without the dynamics of the vessel. Setting
up the vessel model in a fully constrained condition and flooding it at a series of
cleverly chosen draughts will allow for a crosscheck of the as-built deck height. The
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Fig. 38.15 Flowchart
showing the approach for the
prescribed motion phase
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water levels inside connected, flooded compartments will rise to the still water plane
in the equilibrium position provided the air is free to flow out of that compartment.
This is described for a single draught in Sect. 38.3.

By flooding the constrained model at a heel and trim value different from zero,
the performance of the flooding module for inclined openings can be validated.

2. Force the flooding geometry with the measured motions from the model test

In this step (shown in Fig. 38.15) themotionsmeasured experimentally are prescribed
onto the flooding module. The water levels and volumes in each compartment are
calculated over time (HexaPod approach, see also see also Khaddaj-Mallat et al.
(2010) for a Hexapod application in the model-test). These levels are then compared
to those obtained experimentally. If the rise of the fluid-level in a compartment is dif-
ferent between the measured and the calculated results, the discharge coefficient(s)
of the compartment openings can be tuned until the simulations better predict the
measured values. However, for geometries with an increasing number of compart-
ments and openings this will become an increasingly difficult, if not impossible task
due to the many dependencies between the water levels, fluid and air velocities in
the different compartments.

This process step is a validation that the flooding model is working satisfactory
and a check if the modelling assumptions are plausible. Some examples of these
assumptions are: the quasi static approach does not take sloshing into account, and
the effect of inflow momentum of the floodwater in the initial stage is also neglected
(Manderbacka and Ruponen 2016). Also, the initial violent inflow is modelled in the
simulation by the Bernoulli equation. The assumptions that allow the application of
this equation are violated to a certain extent (see Sect. 38.2).

3. Use of a time varying floodwater mass and centre of gravity

One of the outcomes of step 2 is a single, time varying, floodwater mass (having a
centre of gravity, inertia and a weight) that moves in time through the vessel. This
output can then be used as input to the vessel model. This approach is allowed as
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Fig. 38.16 Flowchart
showing the approach for the
moving mass phase
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Fig. 38.17 Flowchart showing the approach for the full simulation phase

long as the vessel is only excited by this wandering and changing floodwater mass
and will not be applicable when the vessel is also subject to other external forces
such as waves.

The outcome of this step, the vesselmotions, are then comparedwith themeasured
vessel motions obtained from the model test. A schematic diagram depicting this
process is shown in Fig. 38.16. It is a test of the interface between the flooding
module and the vessel simulation program.

4. Close the loop and combine both models

The final step in the validation process is to undertake a simulation with the complete
model i.e. vessel model and flooding model, and compare the predicted levels and
motions with the measured model test data. A schematic outlining this process is
shown in Fig. 38.17. This is the same situation as depicted in Fig. 38.12.

Differences between the output of this step and the previous steps give an indica-
tion of the dynamic properties of the coupled system. Coupling two highly non-linear
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systems might result in an apparent chaotic system where initial, small differences
in input result in large differences in output.

38.5 Validation Results

The validation methodology approach, as previously described, has been applied to
the data obtained with the first phase of the model test done at AMC. The validation
was performed in following steps:

1. The vessel roll damping.
2. Component and interface verification.
3. Fully Constrained.
4. Forced Motions.
5. Moving Mass.
6. Unconstrained Analysis.

All plots and other data are given in full scale. Where it has added value, the roll
is plotted as a reference signal at the bottom of each plot. It makes it more easy to
identify events since the roll is themost dominatingmotion. The uncertainty range for
the measurements is given where this is applicable. Unfortunately, the uncertainty of
the output for the simulation model, given the input and its uncertainties, is unknown
at the moment: it will certainly not be zero but an actual value is difficult to ascertain.
Not only the uncertainty of the input data play a role here (geometry of the hull and
appendages, internal geometry, etc.) but also the choices and simplifications used to
implement the vessel and flooding models. The last determine the accuracy of the
simulation model. Finally, the implementation of the algorithms itself will have an
influence. For complete validation this aspect is also very important but unfortunately
it is outside the scope of this document.

38.5.1 Vessel Roll Damping Model

The roll decay data was used to tune the roll damping model. All flooding tests were
done at zero speed hence only the roll damping for that speed required to be tuned.
Several roll decays were performed, each with a different initial angle. Only slight
tuning of the radius of gyration, kxx, was required to have a good resemblance of
the measured and the simulated data for all initial roll angles. A typical comparison
between the numerical and themeasured roll decay is shown in Fig. 38.18. The initial
roll angle is close to the equilibrium roll angle of the non-constrained simulations.
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Fig. 38.18 Roll decay for initial angle of 9.0°

38.5.2 Component and Interface Verification

First the “moving mass” module and its interface were tested. An unconstrained
FREDYN simulation was done, using the flooding module to calculate the changing
mass and its location as a function of time. This output was then used as input to a
FREDYN simulation, now without the flooding module but with the moving mass
module. The motion output of the second simulation should equal the motion of the
first simulation. The roll signal is used as a criterion. Figure 38.19 shows the result
of this check and confirms that the influence between the flooding module and vessel
simulation program is correct.

The (software) hexapod module was checked by using the motion output of the
first simulation and use these as input to drive the hexapod with the flooding module
attached. If all is well, the flooding model should output the same floodwater mass
and levels as were produced by the first, unconstrained simulation. Results from this
are shown in Fig. 38.20.

There are some minor differences between the predicted levels due to minute
differences in the heave signal caused by a coordinate transformation. This causes
the iterative algorithm in the flooding module to converge in a different way. It is an
indication of the sensitivity of the process.
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Fig. 38.19 Component and interface verification—moving mass and unconstrained

Fig. 38.20 Component and interface verification—level hm12.1

38.5.3 Fully Constrained

During the test the model was fully constrained at zero heel and trimwith the draught
set at 5.31 m (full scale). This test gives an indication of the performance of the
flooding module. The influence of the motions of the vessel on the flooding process
is eliminated at this stage.



38 An Approach to the Validation of Ship Flooding Simulation Models 659

Fig. 38.21 Comparison between predicted and experimental water levels (hm15.1)

Figure 38.21 shows an example of both the simulation and experimental time
traces of the water level in a compartment. This compartment is indirectly flooded
through a number of openings and other compartments. The air pressure in this
compartment remains ambient as the compartment is open to the outside. The mea-
surement uncertainty range is displayed together with the measurement signal itself.

The simulation of the flooding of this compartment shows excellent comparison
to the experimental data. The arrival of the water at the position of the probe, the
filling rate of the compartment and the final equilibrium level are all predicted very
well.

Inspecting the results for compartment S06 (in the double bottom), see Fig. 38.22,
shows a large difference between the numerically predicted and the experimental
results. This compartment will flood through a exactly horizontal hatch (due to the
model being constraint). Video footage of this run showed that a vortex formed during
the test-run, allowing the compartment to flood relatively fast. In the simulation a
“bubbling” process is simulated resulting in much slower flooding. In other runs
however, this bubbling was also seen in the model-test. Distinguishing between
these two processes will be extremely difficult in using a Bernoulli based simulation
model. It is believed however, that on a moving and flooding ship the vortex process
will not have time to develop.



660 E. L. Ypma and T. Turner

Fig. 38.22 Level comparison of double bottom compartment S06

38.5.4 A Software Hexapod—Forced Motion

For the forced motion analysis the experimental model motions (heave, pitch roll)
were used to drive the flooding model. To be able to do this a test application, was
developed, which models the functionality of a 6D HexaPod, and which loads a file
with motion data and the flooding model. It forces the motion on the flooding model
resulting in the regular flooding module output (flooding mass, its centre of gravity
and compartment levels as a function of time).

The measured roll, pitch and heave of the selected model test run are shown
in Fig. 38.23. All these signals are plotted together with their uncertainty range.
However, for the roll and heave the uncertainty values are small relative to the signal
itself (95%: 0.1° for pitch and roll, and ~20 mm for the heave) and they are therefore
hardly visible in the plot.

Figure 38.24 shows a comparison between the simulation and model tests results
for the starboard side, damaged compartment S12 along with the expected uncer-
tainty.

There is a difference between the model test and the simulation slightly outside
the limits of uncertainty (light blue range). The compartment S12 which Fig. 38.24
is referring to is directly connected to the sea and is fully ventilated, therefore at
equilibrium, the distance between the water level in the compartment and the still
water plane should be zero. As can be seen in the plot, at the end of the violent,
initial flooding (~50 s) the simulated value is slightly under-predicted and outside
the estimated measurement uncertainty. This is probably due to the fact that the
simulated floodwater immediately equalizes whereas this takes more time during
the model-test. Consequently, a slight pile-up of floodwater in compartment S12 is
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Fig. 38.23 Unconstrained model-test—roll, pitch and heave signal

Fig. 38.24 Comparison between hexapod and the experimental water levels (hm12.1)

the result before the water floods to the connected compartments. The differences
around 250 s are more difficult to explain. It might be caused by a difference in
down-flooding in S06. In contrast to the constrained situation (see Fig. 38.22) the
down-flooding process in compartment S06 is now much quicker in the simulation,
see Fig. 38.25. An explanation is probably that the vortex that was observed during
the constrained run, did not have time to develop in the unconstrained condition.
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Fig. 38.25 Comparison between hexapod and the experimental water levels (hm6.1)

Fig. 38.26 Comparison between hexapod and the experimental water levels (hm17.1)

This will have had an effect upon the floodwater volume, and hence the level, in
compartment S12 (connected via S16 to S06). Unfortunately, the level in S16 was
notmeasured, whichwould have given a further opportunity to check this assumption
(Fig. 38.26).

Note also that the down-flooding of S06, see Fig. 38.25, starts sooner in the
simulation than in the model-test: the difference is around 25 s (full scale). Again it
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Fig. 38.27 Comparison between hexapod and the experimental water levels (hm15.1)

is likely to be caused by the same lack of fluid dynamics in the flooded compartments
that could describe the difference in level hm12.1 between 30 and 60 s, see Fig. 38.24.

The same phenomenon, ‘delayed’ flooding, is observed when comparing the sim-
ulated with the measured level in compartment S17 (one deck above S12):

Again, the flooding of this compartment starts considerably sooner in the sim-
ulation than in the model-test. However, because this moment occurs later in the
flooding process, it will also have been influenced by earlier events (such as the ear-
lier flooding of S06). Also note that the relative value of themeasurement uncertainty
is substantially larger in relation to the measured value in this case when compared
to for example the situation in hm12.1 (see Fig. 38.24).

The performance is a bit worse in port compartment S15, see Fig. 38.27. This
compartment is not directly connected to the starboard damaged compartment S12
but floods via the central compartments S13 and S14. In the constrained situation
the levels of the model-test and the simulation were almost exactly the same for
this compartment. Now the initial performance is good but after ~100 s the level is
decreasing steadily until the equilibrium. This is the moment the vessel starts to roll
back from the maximum angle from port to starboard again, see the roll reference
plot in Fig. 38.27.

38.5.5 Moving Mass

From the output of the Hexapod simulation a time record of the total flooding mass
and its centre of mass is obtained. These values are then used to excite the vessel
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Fig. 38.28 Comparison between the vessel motions for the moving mass and the experimental
results

model. The roll, pitch and heave motions of the simulated vessel can then be com-
pared against the model-test values. Figure 38.28 shows the comparison between the
experimental and simulated results of the vessel motions. Note that the uncertainty
in roll and heave is barely visible. (roll and pitch 95% value is 0.1°, heave ~0.02 m)

The initial numerical roll angle is larger than themeasured value.Overall, the trend
in the roll angle compares favourably, but starting from the moment the maximum
roll angle is reached fluctuations in the roll angle are emerging. They slowly dampen
as time progresses. The oscillations have the same period as the natural roll period
of the vessel. It could be an indication that there is more damping in model-test.
The roll damping was carefully tuned in the intact condition and the simulation roll-
decay matches the model-test roll decay almost perfectly (see Fig. 38.18). The origin
of the roll oscillations shown in Fig. 38.28 might lie in the internal damping of the
floodwater in the internal geometry. The internal damping is present in themodel-test
but not modelled in the flooding model.

Neglecting the momentum the floodwater, as in the flooding model, in the initial
stages of the test, described by Manderbacka and Ruponen (2016), might also play a
role. In his paper he describes influence of the impact of floodwater on a longitudinal
bulkhead on the motions of a ship.

Figure 38.28 shows a good agreement in the first 200 s between the numerically
predicted pitch and the experimentally obtained pitch. Although within the uncer-
tainty range, there is a slight divergence between simulations and model-test after
200 s. The same trend can be observed when the heave is compared.

Even in the decoupled configuration it is difficult to distinguish cause and effect
for the divergence between simulation and model-test. Combined, these differences
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Fig. 38.29 A comparison between the vessel motions for the simulated and the experimental anal-
ysis

seem to suggest that there is more floodwater in the simulated model and its centre
of gravity is located more forward.

When comparing Fig. 38.26 (the level in S17) with Fig. 38.28, then the difference
in results seems to be consistent: S17 is located aft in the compartment geometry.
Hence, a larger heave and a more negative pitch value will result in a higher water
level in this compartment (between 250 and 400 s). The effect on roll is relatively
small since the floodwater volume in S17 remains rather small.

38.5.6 Unconstrained, Fully Coupled Run

The final stage in the validation methodology is the complete coupling of the numer-
ical flooding model with the numerical vessel model. Figure 38.29 shows a compar-
ison between the numerically predicted roll motion and the experimentally obtained
values.

It is evident that there is a significant difference between the numerically predicted
roll motion and the experimental results. The maximum roll angle, the ‘roll back
angle’ and the equilibrium angle: all are different. In addition, the simulation show
roll angle fluctuations that are visible after the initial stages of flooding, that are not
seen in the model test results. The oscillations are consistent with the roll behaviour
in the last step of the decoupled system, albeit less severe and they seem to be more
dampened. Again, a difference of internal damping between the model-test and the
simulations might be the cause.
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Fig. 38.30 A comparison between the level in S12 for the simulated and the experimental analysis

Finally, the simulation has not reached a stable equilibrium after 500 s, whereas
themodel-test seems to stabilise around 400 s. This is related to the level still rising in
compartment S17 (see Fig. 38.33). But, cause and effect are difficult to distinguish.

Differences are also observed for the pitch and heave data (see Fig. 38.29).
In the pitch signal the difference is less significant and it shows more resemblance

with the differences found when looking at the last step of the decoupled system (the
moving mass).

The heave signal of the simulation looks very similar to the heave signal of the
simulation that was the result of the last step in the decoupled situation (moving
mass, see Fig. 38.27).

Overall, and not surprisingly, due to the difference in motions the levels in the
compartments also show different behaviour.

In Fig. 38.30, the level in the damaged compartment S12 is shown. The initial
level is predicted quite well, until around 50 s, thereafter a deviation occurs which
is completely in line with the roll angle differences, see Fig. 38.29. The equilibrium
level compares pretty well.

The differences increase for compartments further away from the damageopening.
For example S15, see Fig. 38.31.

Surprisingly, compartment S06, filled by down-flooding from S16, shows a
slightly improved behaviour, especiallywhen Fig. 38.32 is comparedwith Fig. 38.25.
By all means it is not perfect, but the trend has improved, as has the correct equilib-
rium level.

The results for compartment S17 show larger differences; due to the large roll
angle in the simulation, floodwater enters here in the initial phase of the simulation,
see Fig. 38.33.
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Fig. 38.31 Acomparison between the level in S15 for both the simulated and experimental analysis

Fig. 38.32 Acomparison between the level in S06 for both the simulated and experimental analysis

Thereafter, the simulation results will be different. Comparing Fig. 38.33 with
the results for S17 in the decoupled situation (see Fig. 38.26) reveals that aside
from the delay of ~50 s between the simulations and the model-test in Fig. 38.26,
the characteristics of the signals in these figures reveal other differences: especially
noteworthy is the rising level in Fig. 38.33 towards the end of the simulation. The
same effect is seen in the roll angle: whereas the model-test seems to have stabilised,
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Fig. 38.33 Acomparison between the level in S17 for both the simulated and experimental analysis

the roll angle in the simulation still increases. Note that a level of 0.4 m in S17 for
these heel and trim values corresponds to a floodwater volume of ~12 tons.

Reviewing all the differences inmotions and levels between the simulation and the
model test makes it difficult to relate events in the motions with events, or changing
characteristics in the levels – and vice versa. In the end that makes it difficult to draw
firm conclusions from the comparisons other than that they do not match entirely
well.

38.6 Discussion and Conclusions

This paper has provided an overview of the methodology that has been adopted by
MARIN and DST to validate the progressive flooding modelling capability within
FREDYN.

The flooding of a vessel is a tightly coupled, non-linear, chaotic process. Small
changes in the input might result in large differences in output. This applies to both
the model-test and the simulation. To minimize the effects implied by this non-
linearity it requires a meticulous preparation and execution of the model-test and for
the simulation it will require a very detailed knowledge of the “as-built” condition
of the model-test model and a meticulous modelling of this model in the simulation.

To effectively deal with these challenges in the validation, a methodology was
developed to decouple the vessel model from the flooding model. The methodology
included a phased approach where initially both the flooding model and the vessel
model were validated separately and then coupled together for the last validation
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stage. A series of model tests were undertaken in support of this validation process
of which at this stage only a part has been analysed.

During the model test program the maximum effort was spent by AMC to reduce
the uncertainties, both in the model construction and in the execution of the model-
test program. The “as-built” construction was assessed as accurate as possible, and
during the execution of the tests a lot of attention was paid to the calibration and the
preliminary detection of systematic errors. The resulting dimensions and their asso-
ciated, estimated uncertainties will be something that cannot be improved uponmuch
further. If a better “as-built” accuracy is required than a larger model is inevitable.
Different construction techniques, such as 3D printing might also be worth investi-
gating.

Even the “simple” internal geometry that was used for this validation study was
rather complex. Many phenomena, such as vortex ventilation and bubbling ventila-
tion, played a role at the same time during the flooding of the geometry. In combi-
nation with the large damage opening (causing the initial, very rapid flooding) and
the relatively low transverse stability made it difficult to distinguish between cause
and effect. Cause and effect are however crucial when trying to fully understand and
explain the behaviour of a tightly coupled system. To get a more detailed insight in
the various phenomena during the flooding process, it is better to isolate these using
dedicated geometries. For example, use a geometry with one or two down-flooding
hatches and a constant water level above the opening to study the down-flooding
process, or use a cascaded geometry of a number of compartments connected by var-
ious types of opening and opening sizes to study the progression of the floodwater
through a geometry.

Accurately and reliably measuring the water level proved to be difficult. A lot of
effort was spent on calibration and consistency checks. Unfortunately this was all
done for a zero heel and trim such that the influence of non-zero heel and trim on the
calibration is unknown. Increasing the level measurement accuracy will be difficult.
Either a radically different method will have to be used or a (much) larger model is
required, thereby decreasing the relative measurement error. Requirements such as
probe size, limited or no accessibility to the probe and the influence of water quality
on the measurement also play a role.

The number of measurement probes (6 level probes, 2 air pressure probes) and
their location is also important. In hindsight, additional level probes in additional
compartments and in the same compartments but at different locations would have
helped to understand the differences found between the model-tests and the simu-
lations. In addition, redundant measurements can be used to increase the reliability.
Because it is almost impossible to add additional probes after themodel is constructed
it is worthwhile to study the flooding process in more detail before the model is built.
Varying the input parameters in this preliminary study will help to identify the range
of possible outcomes and the critical probe locations. Furthermore, this study can
determine combinations of heel, trim and heave which results in a certain water level
in a number of compartments, but which remain ventilated. The level in all these
compartments will be the still water plane. Using this additional information can
give a crosscheck on the geometry and the probe location.
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The first step in the validation process was to use the measured motions of the
model and to force the flooding model to follow these exactly. This step gives an
indication of the performance of the flooding model with respect to the prediction
of the water levels at the probe locations. The results were quite good for a number
of compartments, even when the compartment was located further away from the
damaged compartment. For down-flooding the results were not as good. The main
factor in the difference is probably related to the fact that during the downflooding, the
ventilation of the lower tank switched from bubbling ventilation to vortex ventilation.
These two types of ventilation resulted in a large difference in flooding rate: relatively
fast flooding in the case a vortex formed (and air can escapemore easily) compared to
relatively slowventilationwhen “bubbling” ventilationwas observed. The ventilation
in the flooding model is close to bubbling ventilation: vortex ventilation, let alone
switching between these two during the flooding simulation process, is not possible.

Another difference between the hexapod simulations and the model-test was that
‘delayed’ flooding occurred for compartments that were flooded indirectly. This
causes differences in timing between the simulations and the model-test which might
become a source of deviations, especially between the fully coupled simulations and
the model-tests. The source of these delays is the lack of floodwater dynamics in the
floodwater model.

In fact, this stage gave the most detailed and most valuable information with
regards to the performance of the flooding model and also clearly identified a large
array of practical challenges to deal with, such as the difficulties in assessing a
sufficiently accurate “as-built” configuration, its influence on the results and the
different characteristics of the down-flooding in S06 which was mentioned before.

Using the motions measured during the model-test gave a realistic input to the
software Hexapod. An alternative is to also use a hexapod during the model-tests,
force a “hardware” geometry (Khaddaj-Mallat et al. 2010) and use the same motions
to force the software hexapod with the flooding simulation model. Such a test con-
figuration can provide excellent repeatability and also offer the possibility to vary
the motions in a controlled way. The same process can then be repeated in software
to study the different reaction on these variations. The definition of the motions input
signals will require some thinking: they should, in combination, be representative of
a floating, moving vessel subject to (severe) flooding.

Using the outcome of the “Moving Mass” simulation to test the vessel dynamics
showed dampened roll oscillations that were more prominent than in all the other
simulations. They were not observed in the model test results. It could point at an
important difference between the model-test and the simulation and that is the lack
of internal damping in the flooding model. Aside from the roll oscillations, the trend
in roll, pitch and heave for these simulations compared pretty well.

Finally, a direct comparisonbetween the complete, fully coupled simulationmodel
and the model-test revealed a difference in the roll characteristics. Especially in the
intermediate stages, the difference is significant. In addition, the time to reach an
equilibrium roll angle is much larger in the simulation than it seemed to be in the
model-test. This is probably related to the slow, but continuous, down-flooding of
compartment S06 in the simulation. As a result, the roll angle keeps increasing,
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allowing more floodwater in compartment S17, S20 and S24 again increasing the
roll angle (and pitch and heave). Understanding these processes in detail is crucial
for the interpretation of the differences between simulation and model-tests.

All the issues discussed here make it clear that the outcome, for example, time
to capsize, time to evacuate etc., might be very dependent on small details such as
the correct modelling of a down-flooding process in all its details. This is not only
important to realize when performing a comparison between flooding simulations
and model-test results but also when the simulation model is used to predict the
behaviour and safety of a vessel subject to significant flooding. In the last case
there will be even more uncertainties (in the input) that need to be dealt with. Aside
from uncertainties in the input, there will be in-accuracies in the modelling caused by
inevitable simplificationswhen trying to describe the realworld in a simulationmodel
(this also applies when using CFD). In combination with the non-linear, chaotic
properties of the combined vessel and flooding model, a large spread in the outcome
of the simulations will be possible. The challenge will be to define a process to
deal with this. This will require finding a delicate balance between the ability to do
fast, and possibly many simulations, a “good enough” description of the important
phenomena in the simulation model and a “good enough” description of the flooded
geometry.

The ultimate challengewill be to develop a set of tools and procedures that support
in the design of ships where the (predicted) spread in outcome after damage is as
small as possible and the worst case, as largest roll angle, or shortest time to capsize
can be identified reliably and relatively quickly.

Appendix: Internal Geometry

See Figs. 38.34, 38.35, 38.36, 38.37, 38.38 and 38.39.
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Chapter 39
Research Towards Goal Based Standards
for Container Shipping

Vladimir Shigunov, Helge Rathje and Ould El Moctar

Abstract Analysis and verification of rule-related technical aspects of safe and
efficient container shipping are an important part of R&D activities of classifica-
tion societies. Casualty statistics show that container loss in heavy weather is an
important issue for innovative container ship designs. The paper demonstrates two
examples of research activities aiming at the reduction of cargo losses. One example
is ship-specific operational guidance, assisting the ship master to avoid excessive
motions and accelerations in heavy weather. The design accelerations underlying
the operational guidance are part of classification rules, requiring understanding of
the physics of dynamic loads on containers and lashing. The status of the ongoing
research in this area is shown, in particular, the study of the effects of container
flexibility and dynamic load amplification, not addressed explicitly in the present
classification rules.

39.1 Introduction

Classification societies are committed to maintain technical aspects of existing and
new regulations related to safe and efficient container shipping.Whennew regulations
are developed, they should be relevant (i.e. address real problems), feasible (not too
restrictive so that they outweigh the expected benefits), consistentwith the safety level
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provided by other measures and efficient (i.e. aiming at the issues where maximum
gains can be achieved by ship owners).

In the EU-funded research project SAFEDOR, FSA study for container vessels
has been carried out in order to estimate current risk levels for major risk scenarios,
develop generic risk-benefit models for future use and identify cost-effective risk-
control options. Historical data LMI (2004) were used to determine the frequency of
occurrence for different risk categories, based on the casualty data for modern fully
cellular container ships for the period 1993–2004.

The world container fleet is relatively young: 71% of ships by number and 81% by
the capacity are built less than 16 years ago. Larger container carriers (post-panamax
and panamax) comprise 29.1% by number and 60.6% by capacity, whereas smaller
vessels (sub-panamax, handysize and feeder) 70.9% and 39.4%, respectively. The
results of the study show that incidents occur for all sizes at similar rate: whereas
smaller container vessels are known to suffer substantial losses and damages, larger
are suspected to be even more vulnerable because of immature technical standards
and the associated lack of experience. Because of high rate of innovation in both
design and operation of container ships, designers, operators and regulators alike
have limited experience regarding cost-effective safety measures for newly built
container ships.

The results show that container carriers are a relatively safe ship type in heavy
weather. The societal risk (F-N diagram) for container ship crew fits into the ALARP
range, thus justifying exploration of cost-efficient risk-control options. However, this
risk is dominated by collision and grounding; heavy weather produces the lowest
contribution. The individual risk to crew members is also in the ALARP region,
dominated by collision (with the contribution 67.9%), fire and explosion (16.7%)
and grounding (13.7%); heavy weather contribution (0.3%) is again insignificant.

Environmental risk (the expected quantity of released dangerous cargo from dam-
aged containers) comprises in total about 1.0 t per ship per year, with the largest con-
tributions from collision (53.3%), grounding (26.6%) and fire and explosion (10.3%);
heavy weather contribution is 6.4%.

The consequences of heavy weather accidents are dominated by miscellaneous
reasons (78% of all accidents in heavy weather, mostly loss of cargo), hull damage
(15%) and machinery damage (6%); only 1% of accidents lead to foundering.

This assessment shows that cargo loss and damage due to ship motions in waves
is the most significant intact stability problem for container ships, whereas capsize
and hull damage are much less relevant. The situation could be different if container
ships would sail not on the damage stability boundary, as it is usually now, but on
the intact stability boundary due to different subdivision.

Both the SAFEDOR study and data from insurance companies suggest that con-
tainers are lost mostly due to excessive ship motions and accelerations in heavy
weather (60% of all lost containers according to SAFEDOR results); however, there
is large discrepancy regarding the total number of lost containers. According to
SAFEDOR results, 100 containers are lost due to heavy weather per year, while
according to insurance clubs, this number is at least one order of magnitude higher,
comprising 2000–10,000 containers per year.
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This leads to differences in the estimation of the average container loss rate: 0.039
lost containers per ship per year and 1.5 × 10−3 container loss events per ship per
year (according to SAFEDOR) compared to 0.4 lost containers per ship per year
and 0.1 container loss events per ship per year (according to insurance companies).
As a possible explanation of these differences, the authors of SAFEDOR results
assume significant underreporting in the used data, because container losses are
not safety related. This explanation agrees with the estimation of the number of
lost containers per accident: 26.7 according to SAFEDOR data vs. 4 according to
insurance companies, which implies that LMI (2004) database contains only the
largest accidents, whereas smaller loss events are not always reported; a plausible
explanation is that loss claims lead to delays.

Consistentlywith the identified risk levels due to heavyweather, the corresponding
risk-control options were prioritized in the SAFEDOR FSA study as medium (exact
weight distribution, constructive roll-damping devices, shipboard routing assistance
and enhanced weather routing) to low (modified hull shape); therefore, none of these
options were assessed in more detail with respect to their cost-effectiveness.

39.2 Counter-Measures

Container losses in heavy weather may occur due to accidental combination of sev-
eral factors, including large accelerations, wave impacts and green water, dynamic
deformations of containers and lashing, pre-damaged containers, twistlocks and lash-
ing and improper loading (e.g. container overweight or heavy containers on top of a
stack). The risk of such accidents may increase due to innovative ship designs (e.g.
higher container stacks), tighter operating and loading schedules, as well as crew
with insufficient experience on modern vessels.

Experience from the investigations of container damage accidents highlights the
need for prompt pro-active measures in regulatory framework, including stricter
control of container strength, weight and stowage, ship loading and operational per-
formance standards. Presently, cargo safety is addressed by the following regulations:

• containers are designed and built according to ISO standards, thus their structural
strength is pre-defined;

• the Container stowage and lashing plan (subject to class approval) specifies allow-
able weights of container stack and properties of lashing system;

• twistlocks and fully automatic locks are subject to class-specific standards;
• ship-specific accelerations are maintained by and updated in classification rules.

For example, according to GL rules, either rule-based or calculated design accel-
erations can be used; the former represent a ‘safety envelope’ over calculated accel-
erations for a large number of modern container ships, while the latter follow from
hydrodynamic analysis in design wave conditions with an appropriate frequency of
occurrence, not covering the most extreme scenarios. The level of safety implied
by design accelerations is consistent with the ISO standards for container strength
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and the class regulations for stowage, lashing and locks. Therefore it would not
be efficient to simply increase class-controlled safety level without controlling ISO
container standards.

Moreover, the control of the entire system of regulations will not be efficient with-
out the supervision of its implementation. Presently, the implementation of standards
regarding container cargo safety is not sufficiently controlled. Although classifica-
tion societies have competence and infrastructure to do this, authorization of such
implementation by flag or port authorities is required.

Rule assumptions for design accelerations as well as other relevant design rules
are based on the assumption of prudent seamanship, whichmay imply increased risks
for those modern hull forms where crew experience is insufficient; this issue is also
not controlled. Thus, one of important missing parts in the current regulatory frame-
work is the control of operational measures, such as the ship-specific operational
guidance. Such operational guidance should be consistent with the other regulations,
e.g. with rule-based design accelerations, and is expected to increase the safety level
in operation up to the level of other risks. In other words, the operational guidance
supports the achievement of ‘prudent seamanship’ implied by other regulations, up
to standard service performance, which is particularly urgent for innovative designs.

In addition, such an operational guidance provides a very flexible measure for
prompt support of future innovative designs and innovative operational solutions, and
can also be used to address issues not related to cargo safety, e.g. wave loads and crew
safety in heavy weather and people comfort onboard. Broadly speaking, ship master
should not be left alone in heavy weather: regulators should take care of operations
as strictly as it is done in design. Although increasing number of ships are employing
onboard weather routing (Rathje and Beiersdorf, 2005) or similar decision-support
systems, the quality, consistency and safety standards of such systems should be
controlled. Development of the requirements to ship-specific operational measures
is presently on the IMO agenda.

39.3 Operational Guidance

Excessive motions and accelerations in waves can occur due to rigid-body motions,
particularly heave, pitch and roll, due to slamming impacts and whipping responses,
as well as due to green water on deck and wave impacts. The purpose of the opera-
tional guidance is to indicate the combinations of operational parameters (ship speed
and course) that should be avoided for given loading conditions and seaway char-
acteristics. To do this, operational guidance requires some short-term performance
measure (criterion) and the boundary between acceptable and unacceptable values
of this criterion (standard).

Because this standard specifies short-term safety, a way is required of relating
it to the long-term safety level. Two possibilities were proposed in Shigunov et al.
(2010):
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Fig. 39.1 Average annual
exceedance rate versus
short-term standard

• to determine the value of the short-term standard in such a way that it leads to the
required long-term (i.e. average over operational life) safety level

• to set standard value so that it minimizes the difference between additional benefits
per time (due to reduced rate of cargo loss) and additional cost per time (due to
increased time on route), incurred due to the use of operational guidance.

As an illustration of the first way, the long-term exceedance rate of the maximum
(over ship) lateral acceleration g/2 was computed as a function of short-term standard
(denoted as R2) using numerical simulations for an 8400 TEU container ship. The
resulting dependency is shown in Fig. 39.1.

Assuming the required long-term safety level as 0.02 container loss events per ship
per year, the short-term standard R2 can be set to 10−10 1/(m s2). Figure 39.2 shows
examples of unacceptable combinations of operational parameters (grey areas) for
the load case with GM�2.3 m in two seaways.

39.4 Simplified Design Assessment Procedure

In order to distinguish between ships requiring and not requiring operational guid-
ance, a simplified design assessment procedure is proposed in SLF 51/INF.2 (2009):
numerical simulations are performed for several irregular ‘design’ sea states. The
wave period of these sea states is systematically varied in a broad range, wave height
(one per wave period) is specified as a function of the wave period, and the ship
forward speed is defined as a function of wave height and wave direction.



684 V. Shigunov et al.

Fig. 39.2 Areas of
unacceptable operational
parameters for a 8400 TEU
container ship with
GM=2.3 m in a seaway with
the mean wave period 13 s
and significant wave height
8.0 m (left) and 10.0 m
(right)

39.5 Further Factors

Besides rigid-body motions, further factors are becoming increasingly important
for container ships: hull girder flexibility and flexibility of container stacks. An
example in Fig. 39.3 shows time history of measured vertical acceleration at the
forward perpendicular for a segmented flexible model of an 8400 TEU container
ship, indicating significant dynamic amplification of vertical accelerations due to
slamming impact and the resulting whipping response, Oberhagemann et al. (2008).

Fig. 39.3 Measured vertical
acceleration at the forward
perpendicular of an 8400
TEU container ship
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Fig. 39.4 Effect of stack interaction: vertical forces on container corner for a single stack and
multiple stacks

Wolf and Rathje (2009) studied the influence of container flexibility on container
stack dynamics and loads on containers and showed that the consideration of prevail-
ing dynamic effects due to flexible container stacks on the weather deck is essential
for the assessment of stack loading.

The dynamic response of a container stack is highly nonlinear due to clearance
in lashing, interaction with adjacent stacks, friction effects etc. Therefore, time-
domain simulations were performed using a FE model of container stacks. Con-
tainers were modelled as super-elements with interfaces to other elements and with
contact and friction effects between stacks; stiffness and mass inertia of the super-
elements were condensed from a detailed FE-model of a container. Twistlocks were
modelled as spring-damper elements with gap and contact capability; their stiffness
was derived from a detailed FE-model. Lashing was not considered and is addressed
in the ongoing work. Friction and damping parameters for high-frequency responses
were derived from full-scale measurements of the dynamics of stowed containers.

An example study is shown for a container stack carried on the weather deck of a
9200TEUcontainer ship. Rollmotion characteristics are derived fromhydrodynamic
analysis, leading to design conditions with roll period 18 s and roll amplitude 26°.

Parametric studies were carried out in order to quantify the effects of the cargo
distribution over the stack, twistlock stiffness, structural damping and adjacent stack
interaction.

The study has revealed that flexibility effects lead to distinctive dynamic amplifi-
cation of transverse racking forces and, particularly, vertical forces due to successive
uplifting and crashing down of the upper containers due to roll motion. Because of
this effect, the influence of the vertical cargo distribution is especially significant:
container and twistlock loads are higher for stacks with higher centre of gravity.

Stack interaction also has a significant influence: both vertical and transverse loads
are amplified due to the interaction of the upper containers in the adjacent stacks,
Fig. 39.4.
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Fig. 39.5 Front-to-rear asymmetry of container loads: vertical (top) and transverse (bottom) forces
on the top of the container at the bottom of the stack

The results of the simulations were compared with loads based on classification
rules for a single unlashed eight-tier rigid container stack with proper cargo distri-
bution and standard accelerations.

Simulations (Fig. 39.5) show asymmetrical front- to rear-end distribution of con-
tainer loads: the front end carries higher transverse and, especially, vertical loads
because of the higher flexibility of the door end.

This effect is not considered in the present rules for unlashed configurations: for
unlashed case, the loads at both ends are assumed identical and, effectively, equal to
the average load between the front and rear ends. Therefore, the simulated vertical
loads and corner post forces at the door end are lower (respectively, at the front end
higher) than those from the rules. On the other hand, the average between the front
and rear end lifting force in simulations is about 25% higher than the rule-based
value due to dynamic load amplification (container uplifting and bouncing).
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39.6 Conclusions

Analysis and verification of rule-related technical aspects of safe and efficient con-
tainer shipping are important parts of R&D activities of classification societies. The
presented results show that cargo loss and damage may be of especial concern for
modern container carriers. Mitigation measures are proposed, such as ship-specific
operational guidance. Example is shown of a possible approach to operational guid-
ance, reducing the average long-term exceedance rate of a specified threshold of
lateral accelerations to the prescribed value. Further factors are identified which
may be responsible for cargo losses, particularly flexibility of ship hull girder and
container stacks.

Ongoing R&D activities concern further factors responsible for cargo loss and
their design limits (e.g. vertical accelerations), cost-benefit analysis over opera-
tional life for setting economically sound standards, incorporation of further factors
into operational guidance (slamming and whipping, vertical accelerations, dynamic
response of container stacks and lashing, crew safety and comfort) and roll-damping
devices, to update design rules; however, a big potential for cost-effective improve-
ment of ship safety exists in the control of ship operation in the same way as it is
done in design—from the approval of routing assistance and operational guidance
to the control of container strength, weight and stowage.
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Chapter 40
On Regulatory Framework of Direct
Stability Assessment

William S. Peters, Vadim L. Belenky and Arthur M. Reed

Abstract Direct assessment of stability, including model tests and numerical
simulations, is the ultimate way to evaluate the risk of stability failure for an uncon-
ventional vessel. That is why direct assessment is considered to be the highest tier of
the second generation of intact-stability criteria, that are being developed by IMO.
Direct assessment procedures for stability failure are intended to employ the most
advanced state-of-the art technology available, yet be sufficiently practical so as to be
uniformly applied, verified, validated, and approved using currently available infras-
tructure. This paper addresses several principal issues related to the application of
numerical simulation in the IMO regulatory framework, including possible require-
ments for a method that adequately replicates ship motions in waves, validation of
such a method, actual assessment procedures and their validation.

Keywords Direct assessment · Intact stability · Numerical simulations

40.1 Introduction

The concept of direct stability assessment has evolved from the idea of performance-
based intact-stability criteria during development of second generation intact stability
criteria by IMO (Belenky et al. 2008). The principal motivation for developing direct
assessment is to reduce the level of empiricism and be prepared for the assessment
of novel designs. These new designs may be well outside of the population of ships
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used for development of the first generation of the intact-stability criteria codified in
the 2008 IS Code.

Accurate computational reproduction of an intact-stability failure in irregular
seas is a challenging technical task because the dynamical system describing ship
motions in waves is characterized by significant nonlinearities. On the other hand-
and fortunately-, intact-stability failures are very rare. This combination of nonlin-
earity and rarity makes simulation a challenge.

Multi-tiered structure of the second-generation-stability criteria was adopted to
make sure that costly numerical assessment procedures are only applied when it is
absolutely necessary, i.e., when vulnerability to dynamical stability failures has been
established “beyond reasonable doubt” (Peters et al. 2011).

Application of advanced numerical simulations for regulatory purposes and oper-
ational advice is relatively new. Several example are: the ABS Parametric Roll Guide
(ABS 2004a), Themelis and Spyrou (2007) and Shigunov (2009). As a part of
optional class notation ABS (2004a) requires numerical simulations to be carried
out to develop an operational guidance system to avoid parametric roll. Themelis
and Spyrou (2007) described a numerical simulation of a typical voyage to assess
the probability of stability failure using the wave-group method. Shigunov (2009)
reported application of advanced numerical simulations to develop operational guid-
ance to reduce loss of containers from container ships.

Mathematical methods and software for numerical simulation of ship motions in
waves have been developed during the last three decades (Beck and Reed 2001).
However, computational efficiency issues with rigorous physics-based models have
been identified by Belknap and Reed (2010). Hybrid codes combining potential flow
hydrodynamics with simple models for other forces seems to be the practical way
to approach dynamic stability assessment. Examples of this are represented by Shin
et al. (2003), Brunswig and Pereira (2006). The most difficult issue, however, is
related to the validation of the numerical codes (Reed 2008, 2009; Smith 2012).
Another challenge is presented by the rarity of stability failures, a fact that requires
application of special extrapolation procedures (see review by Belenky et al. 2012).

One of the first attempts to formulate requirements to direct assessment of sta-
bility was presented in Annex 21 of SLF 54/INF.12, followed by the comments and
discussion in Annex 22. This paper presents a review and further discussion of this
subject.

40.2 Possible Structure of Requirements

Up to now there are only a few cases in which numerical simulations of ship motions
were applied to parametric roll and then recognized by classification societies. How-
ever, the history of application and recognition of advanced numerical methods in
classification society practice is much longer, since finite element analysis is con-
sidered as a standard tool today (see, e.g., ABS 2004b). Following this long-term
experience, the requirements for direct assessment of intact stability have to be for-
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mulated in terms of the method itself and the procedure of its application. These
requirements also have to include the conditions for recognition and acceptance by
flag administration (or by an organization acting on behalf of the administration) of
the method and procedure.

Since direct stability assessment is meant to be a state-of-the art method, it has
to be applied to the most realistic model of the wave environment, i.e., irregular
waves. Since intact-stability failure is a very rare event, a sample record of sufficient
volume cannot be obtained by numerical simulation alone. Therefore, any statisti-
cal extrapolation method will be based on a set of assumptions that will also need
validation.

Based on the above considerations, the possible structure of the requirements for
direct stability assessment can be envisioned as consisting of the followings:

• A method that adequately replicates ship motions in waves.
• A prescribed procedure that identifies the process by which input values are
obtained for the assessment, how the output values are processed, and how the
results are evaluated.

• Conditions of acceptance and requirements for verification and validation of the
method for ship motion replication.

• Conditions of acceptance and requirements for verification and validation of the
extrapolation procedure.

40.3 Method for Replication of Ship Motions

40.3.1 Mathematical Model of Waves

Mathematical modeling of irregular waves is more than just a representation of a
stochastic process of wave elevations. Calculations of potential hydrodynamic forces
(including hydrostatic, Froude-Krylov, diffraction and radiation) require evaluating
the pressures around the instantaneous position of the hull relative to the water
surface. Therefore, the modeling of irregular waves involves presentation of a large
number of dependent stochastic processes. Fourier series have been traditionally used
as a method to present these stochastic processes. Wave elevations (as a function of
time and space), for example, are presented as

ζW (x, t) �
N∑

i�1

ri cos(ki x − ωi t + ϕi ) (40.1)

where ri is an amplitude of a component, calculated from a wave spectrum; ϕi is a
random initial phase (uniformly distributed from 0 to 2π); and ki and ωi are wave
number and frequency of a component. They are related through the well-known



692 W. S. Peters et al.

Dispersion Equation, that expresses the assumption of small waves according to the
Airy theory in deep water:

ki � ω2
i

g
. (40.2)

where g is the gravitational acceleration. Inclusion of the dispersion relation into
the presentation of the stochastic process makes this wave model hydro-dynamically
valid within the Airy theory.

While this model remains the mainstay of numerical simulations of ship motions,
it incurs a computational costwhen a large sample size is needed. This problemcomes
from the so-called “self-repeating effect” that is caused by an insufficient number of
components for the required record length (Belenky 2011). The presence of the self-
repeating effect in a particular frequency set can be revealed by an autocorrelation
function calculated from the wave spectrum when using the method of rectangles.

R(τ) �
∞∫

0

s(ω) cos(ωτ)d ω

�
N∑

i�1

s(ωi ) cos(ωiτ)�ωi (40.3)

here s(ωi) is the spectral density and �ωi is the frequency increment around the i-th
component.

Figure 40.1 shows the autocorrelation function (40.3) indicating the self-repeating
effect. The repetition of the pattern may be different if the variable- frequency step
is used. An increase of the autocorrelation function after the initial decay is a result
of numerical error and indicates the limits of the duration of the record length. For
example, in Fig. 40.1 the valid duration is about 180 s.

To extend the length of the record, the number of components needs to be
increased, which leads to an increase in computational costs. One way to deal with a
problem of increased computational costs is increase the number of records instead
on number of frequencies.

A promising alternative to the Fourier series representation is the Autoregression
Method.

Fig. 40.1 Example of the
self-repeating effect
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ζ (x, t) �
Nt∑

i�1

Nx∑

j�1

�i, j ζ(ti , x j ) + ε(x, t) (40.4)

here� is the autoregressive parameter, and ε is white noise. Hydrodynamical validity
of the method has been recently addressed by Degtyarev and Reed (2011), while fur-
ther development of the autoregressive method is focused on predicting the pressures
needed to compute forces and moments (Degtyarev and Gankevich 2012), see also
Chaps. 2 and 3 of this book.

40.3.2 Mathematical Model of Roll Damping and Hull Forces

Using a hybrid approach for reproducing ship motions is computationally efficient,
but the cost for this efficiency is potential inconsistency in the modeling of forces
with significant vortex components. Roll damping is the best example of such poten-
tial inconsistency. The potential solver of a hybrid code internally reproduces the
wave component of roll damping. An empirical evaluation of roll damping that is
obtained from a model test or CFD also contains a wave component. As a result the
simple addition an empirical to a potential flowmodel will inevitably lead to “double
counting” of the wave component of roll damping.

To deal with this problem, the ABS Guide (2004a) requires that the empirical
part of roll damping be “calibrated” such that the resultant damping is close to that
measured in a roll decay test. This approach was first successfully applied during a
parametric-roll-accident investigation (France et al. 2003). A detailed description is
available in Belenky et al. (2011b). The procedure can be expressed in the form of a
system of two nonlinear algebraic equations.

(k, f ) − D(B1( f ), B2(k)) � 0, (40.5)

here, D is a symbolic expression for a run of numerical simulations followed by a
standard procedure for roll-decay processing, k is the slope, and f is the intercept
of the fitted line; functions B1(f ) and B2(k) are expressions, respectively, of the
linear-roll-damping coefficient which depends on the intercept and the quadratic-
roll-damping coefficient witch depends on the slope. This equation can be solved
with any appropriate numerical method Practical experience has shown that, on the
average, calculations converge after five to six iterations.

A similar approach has been developed and verified for maneuvering hull forces
(Yen et al. 2010). The maneuvering coefficients were “calibrated” to allow a hybride
code to reproduce a model test done with the Planar Motion Mechanism (PMM) in
calm water. It was shown that this procedure offers a reasonable performance when
simulating maneuvers in waves.
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Fig. 40.2 Convergence of
ensemble estimate of
variance (Belenky and
Weems 2011)
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40.3.3 Parametric Roll

Since early 2000, when the problem of parametric roll of container ships came into
focus, there have been somepositive results fromnumerical simulations of parametric
roll. Stability variations in waves are modeled as a part of a body-exact formulation
for the Froude-Krylov and hydrostatic forces. As described above, calibration of roll
damping is known to work well for modeling parametric roll (France et al. 2003).

Planning numerical simulations in irregular waves requires special care (Reed
2011). The parametrically excited motions in irregular waves “come and go” which
leads to practical non-ergodicity (Belenky et al. 2011a). Here, ergodicity refers to the
ability to estimate statistics from a single “long-enough” record. While the process
of roll motions formally remains ergodic, the required length of a record may be
impractically long. However, the use of a collection of independent records mitigates
the problem (see Fig. 40.2).

40.3.4 Pure Loss of Stability

The phenomenon of pure loss of stability is caused by the degradation of roll restoring
near a wave crest. The body-exact formulation for hydrostatic and Froude-Krylov
forces is the best way to predict loss of stability. The main difference with parametric
roll is the importance of the time duration of reduced stability around a wave crest.
This is one reason why numerical simulations of a ship’s motion may need to include
surging. As shown by Umeda and Yamakoshi (1993), surging may influence the
timing of reduced stability due to specific phase shifts between the processes of
surge motions and stability variation.

40.3.5 Surf-Riding and Broaching-to

Contemporary mathematical models describing surf-riding and broaching-to include
at least four degrees of freedom: surge, sway, roll and yaw. These models were devel-
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oped in the 1990s (Spyrou 1995) andwere used for developing themodern dynamical
theory of broaching-to (Spyrou 1996). Previously, all the predictions for surf-riding
and broaching-to were described by ordinary differential equations (ODE). While
ODE are still considered acceptable (SLF 53/3/8), work is underway to simulate surf-
riding and broaching-to using hybrid codes (Spyrou et al. 2009; Belknap and Reed
2010; Yen et al. 2010) and CFD (Sadat-Hosseini et al. 2011). Because the computa-
tional costs of the CFD remains high, its role may only be as a source of coefficients
for the ODE and hybrid codes. However, at this point, a model test remains the main
source of coefficients.

40.3.6 Dead-Ship Conditions

Within the framework of IMO regulations, capsize in dead-ship conditions was the
first situation in which direct stability assessment was considered (MSC.1/Circ.1200
& 1227). The assessment was done using model tests; however, in the future, the
use of numerical simulations for predicting capsize in dead-ship conditions cannot
be ruled out.

To provide consistency with the existing weather criteria, a code for predicting
behavior in dead ship conditions should be able to reproduce the responses of a ship
under the action of waves and experiencing a wind gust. Although this hypothetical
situation is classic, its numerical simulation may be not simple. There are several
issues to discuss: beam seas assumption, hydrodynamic drift force and influence of
water on deck.

Beam Seas Assumption

Stability regulations were first formulated in the steamship era (Rahola 1939). The
prevailing architecture of those ships included a superstructure located amidships
with the topside as well as the hull volume more or less longitudinally symmetric
about amidships. In a dead-ship condition, that type of vessel would be turned by the
wind into a beam seas orientation. Fleets today are characterized by a much larger
variety of architectural types: the superstructure located aft (containerships, bulk
carriers and tankers); the superstructure located forward (offshore supply vessels);
the superstructure occupying most of ship length (car carriers, RoPax, cruise ships).
Thus, today a vessel in dead-ship conditions may not be turned to a beam seas
orientation.

Umeda et al. (2007) developed a method to predict the orientation of a vessel in
waves and wind under dead-ship conditions, which was based on a system of ODE
describing sway, surge, roll and yaw motions to predict the orientation.

Because the heeling moment from the wind is maximum in this orientation, the
beam position is still considered the most dangerous in Annex 22 of SLF 54/INF.12.
The issue identified here is: when carrying out numerical simulations in dead-ship
conditions, should a ship be fixed in beam position even in the presence of significant
aerodynamic yawing moment?



696 W. S. Peters et al.

Fig. 40.3 Difference in
response to a sudden wind
gust (Belenky and
Sevastianov 2007)

t

MA(t)

(a) Heeling moment

(b) Response of high freeboard ship

(c) Response of low freeboard ship

φ 

φ 

t

t

The answer to this may depend on how quickly aerodynamic forces can turn
a ship. The actual orientation may be a more realistic scenario to consider if the
turn toward quasi-equilibrium position can be completed quickly, i.e., before the
hydrodynamic drift reaction is fully developed. If the turn takes a long time, then it
may be reasonable to ignore the aerodynamic turning moment and consider beam
seas only.

Hydrodynamic Drift Force

The challenge of modeling this force is in the complexity of flow around the hull
with non-stationary vortexes. Thus, model testing remains the main source of data
for this force and its moment. Review of some of the experimental data is available
from Belenky and Sevastianov (2007). CFD calculations may be a practical way to
get the coefficients of force for the direct stability assessment.

Presence of Water on Deck

If a ship has a relatively low free board, water may be shipped on deck after the
first semi-period of roll oscillations. This may significantly change the dynamics of
further motions.Water on the deckmay play the role of additional damping, resulting
in the heelingmotion growing slower, and causing the ship to capsize after the second
or third period (see Fig. 40.3).

The dynamics of a shipwithwater on the deck can be simulatedwith a hybrid code
(Belenky et al. 2003), which showed that the inertia of water may have significant
influence on ship motions. The scenario of water on the deck shown in Fig. 40.3 is
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Fig. 40.4 Hydrodynamic
reaction on submerged part
of the deck (Grochowalski
et al. 1998)
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only one possibility; another one is shown in Fig. 40.4. It corresponds to the “deck-
in-water” situation when the water on the deck is connected with the outside fluid
domain. The hydrodynamic force created by the deck-in-water scenario may create
a significant additional heeling moment (Grochowalski et al. 1998).

Water on the deck is not only a modeling issue, but raises the question of con-
sistency because water on deck/deck-in-water considerations are not included in the
vulnerability criteria development at this time. One possible solution is to consider
inclusion of these effects only when they are not dominating factors in the dynamics
of heeling and capsizing in dead-ship conditions. The literature on stability in dead
ship conditions is quite comprehensive, with the most recent review on this topic
available from Ogawa et al. (2008).

40.4 Validation of Numerical Tools

In general, the problem of validation of numerical tools is not new.A standard already
exists for numerical fluid dynamics (ASME 2009). However, the field of dynamic
stability is much wider, because it includes fluid dynamics and rigid body dynamics,
as well as statistical problems.

Possible regulatory use of software for numerical simulation of ship motions
makes the validation problem even more difficult. The first question to ask is if
the ship motion software reproduces the physical phenomenon “responsible” for a
particular stability failure. Thus, the first step is a qualitative validation.

Qualitative validation can be seen as a series of test runs of simulation software
for a formal proof that a particular physical phenomenon is actually modeled. For
example, from the preceding discussion, it is evident that a tool based on the math-
ematical model of linear roll is inadmissible for direct stability assessment. Then,
how does one demonstrate that roll nonlinearity is actually present in the code?
The answer can be found in the application of the methods of nonlinear dynam-
ics. Figure 40.5 shows a response curve (calculated with Large Amplitude Motion
Program—LAMP), compared with a simple 1 DOF-roll equation.
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Fig. 40.5 Response curve of
roll based on LAMP
calculation, numerical
integration of nonlinear roll
equation and equivalent
linearization (Shin et al.
2003)
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Qualitative validation requires showing that the numerical code is capable of
reproducing known nonlinear effects, i.e., demonstrates the “proper nonlinearity.”
The example from Shin et al. (2003) includes a calculation of the response curve with
LAMP. Calculations are done for a series of regular waves of the same height with
systematically changing frequencies. Simulations are run until the steady-state mode
is achieved. Then the frequency is slightly changed, while the initial conditions are
taken from the steady-state mode of the previous run. There are two series of such
runs: from the lower frequencies to the higher and back to the lower. The expected
known nonlinear behavior is a hysteresis effect; which results in the existence of a
frequency range with two stable solutions. The ability of the code to reproduce this
effect is especially important because the same effect was observed experimentally
(Francescutto et al. 1994).

The hysteresis effect in roll motions is associated with fold bifurcation. Motion
stability analysis can be used for further proof that observed hysteresis is, indeed,
fold bifurcation, for which motion stability analysis shows that the eigenvalues of
the Jacobean leave the unit circle in a positive direction (See Fig. 40.6a).

J �
⎛

⎜⎝
∂φ(t0+T )

∂φ(t0)
∂φ(t0+T )

∂φ̇(t0)

∂φ̇(t0+T )

∂φ(t0)
∂φ̇(t0+T )

∂φ̇(t0)

⎞

⎟⎠ (40.6)
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(a) (b) (c)

Fig. 40.6 Eigenvalues of Jacobean Matrix for a LAMP calculation, b Nonlinear roll equation, c
Theoretical (Shin et al. 2003)

here φ is the roll angle, the dot above the symbol means a temporal derivative, T
stands for the period of steady-state-roll motions, t0 is the initial instant in time for
determining motion stability.

Computation of the Jacobean consists of a series of short simulations starting
at t0 when the motion, or its derivative, is given a small perturbation (on the order
of a quarter or half a degree). Then, the simulation is carried out for one period.
The value of the motion displacement is recovered and used to evaluate the deriva-
tives in Eq. (40.6). From this the eigenvalues of the Jacobean can be computed. The
above eigenvalues calculations are repeated for each frequency. Comparing the ten-
dency of eigenvalues based on a LAMP solution (Fig. 40.6b) with a theoretical plot
(Fig. 40.6a), one can see that they are similar, i.e., do not contradict each other.

The eigenvalues from the numerical simulation cannot reach the axis, as on the
theoretical plot because the numerical simulation can only reproduce a stable solu-
tion. A similar picture can be seen in Fig. 40.6c where the same method is applied
to the ordinary differential equation that describes roll motions.

In general, most of methods of ODE analysis seem to be applicable to the hydro-
dynamic codes. Spyrou et al. (2009) demonstrated that the continuation method can
be used together with LAMP and even find unstable equilibria. Therefore, more inter-
esting results can be expected from “merging” nonlinear dynamics with numerical
hydrodynamics.

Available techniques allow a comprehensive qualitative analysis of ship-motion
simulation software. Annex 21 of SLF 54/INF.12 contains a table that summarizes
these possibilities, and is reproducedhere inTable 40.1 for easy reference. The second
row in that table contains requirement for the analysis that was shown in Figs. 40.5
and 40.6 as an example. Unfortunately, providing sample analyses for other lines in
Table 40.1 is not within the scope of this paper.

The next validation step is a quantitative validation, and the question to be
answered is, “How well are the forces modeled?” Belknap et al. (2011) addressed
key challenges in this area. One of the challenges is formulating metrics or an accep-
tance criterion (e.g., how much difference is still acceptable?). A realistic approach
to this problem, however, shows that a numerical tool has to be valid only for the
particular problem for which it is intended to be used. This issue is considered in
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Table 40.1 Possible requirements for qualitative validation

Item Required for: Objective: Acceptance criteria:

Periodic properties of
roll oscillator

Software where
hydrostatic and
Froude-Krylov forces
are calculated with
body exact
formulation

Demonstration of
consistency between
calculated roll
backbone curve
(dependence of roll
frequency in calm
water on initial roll
amplitude) and GZ
curve in calm water

Shape of calculated
backbone curve. The
backbone curve must
follow the trend of
instantaneous GM
with increasing heel
angle

Response curve of roll
oscillator

Software where
hydrostatic and
Froude-Krylov forces
are calculated with
body exact
formulation

Demonstration of
consistency between
the calculated roll
backbone curve and
the calculated roll
response curve
(dependence of
amplitude of excited
roll motion on the
frequency of
excitation)

Shape of the roll
response curve. The
roll response curve
must “fold around”
the backbone curve
and show hysteresis
when magnitude of
excitation is increased

Change of stability in
waves

Software where
hydrostatic and
Froude-Krylov forces
are calculated with
body exact
formulation.
Additional capability
to track the
instantaneous GZ
curve in waves may be
required

Demonstration of
capability to
reproduce wave pass
effect

Decrease of stability
when the wave cress is
located around
midship section
(within the quarter of
length) and increase
when the wave trough
is located around
midship section
(within the quarter of
length)

Principal parametric
resonance

Software where
hydrostatic and
Froude-Krylov forces
are calculated with a
body exact
formulation

Demonstration of
capability to
reproduce principal
parametric resonance

Observing increase
and stabilization of
amplitude of roll
oscillation in exact
following or head seas
when encounter
frequency is about
twice of natural roll
frequency

Surf-riding
equilibrium

Software for
numerical simulation
of surf-riding and
broaching

Demonstrate
capability to
reproduce surf-riding;
& turn off yaw
motions

Observing sailing with
the speed equal to
wave celerity when
the propeller RPM is
set for the speed in
calm water is less than
the wave celerity.
Center of gravity is
expected to be located
near wave trough

(continued)



40 On Regulatory Framework of Direct Stability Assessment 701

Table 40.1 (continued)

Item Required for: Objective: Acceptance criteria:

Heel during turn Software for
numerical simulation
of surf-riding and
broaching

Demonstrate
capability to
reproduce heel caused
by turn

Observing
development of heel
angle during the turn

Turn in waves Software for
numerical simulation
of surf-riding and
broaching

Demonstrate correct
modeling of
maneuvering forces in
waves

Same direction of drift
that was observed in a
model test

Heel caused by drift
and wind

Software for
numerical simulation
of ship motions in
dead ship condition

Demonstrate
capability to
reproduce heel caused
by a moment created
by aerodynamic load
and drag caused by
drift

Observed slowly
developed heel angle
after applying
aerodynamic load

detail by Smith (2012). The concept of “intended use” allows limiting the scope of
the validation problem to a more manageable size.

In addition to the force components, a numerical tool should reproduce a response
reasonably close to the true values (assuming that a model test can provide such).
There are two distinct problems to consider. The first is physical uncertainty (Belknap
et al. 2011), the second is statistical uncertainty, which is relevant to irregular waves
(Smith 2011, 2012).

The problem of physical uncertainty is addressed by comparisons between the
characteristics of roll motions in regular waves. Annex 21 of SLF 54/INF.12 proposes
considering the response curves for synchronous and parametric resonance. The
acceptance criteria can be based on amplitude for synchronous resonance, and on
both amplitude and frequency for parametric resonance. Accounting for significant
nonlinearity by relaxing accuracy requirements for large amplitudes makes sense.

Turning and zig-zag maneuvers in calm water may be used as a background for
validation of horizontal-plane motions.

Wave conditions (height and length) and ship speed, where broaching is observed,
provides another basis for comparison.

Statistical uncertainty is encountered when carrying out validation in irregular
waves. In this case two random variables must be compared. Smith (2011, 2012)
describes a number of statistical tests that may used to judge the validity of the
numerical tools under consideration.
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40.5 Procedures

Validated numerical tools are necessary, but not sufficient by themselves to complete
a direct- stability assessment. There should be a prescribed procedure of application
of the tools, and following such a procedure, multiple applications should reach the
same conclusions on the subject vessel. Obviously, the procedure should prescribe
how to choose loading and environmental conditions. Beyond the choice of input
parameters, the procedure can be seen as instructions on “how to get there from
here”. The following objectives of the procedure are formulated in Annex 21 of SLF
54/INF.12:

– Confirmation of the vulnerability to a particular mode of stability failure, estab-
lished with Level 2 vulnerability criteria.

– Evaluation of the safety level and showing the adequacy of the assessment if the
likelihood of stability failure for that failure mode is acceptable.

– Development of ship-specific operational guidance, if necessary.

The measure of likelihood of stability failure is one of the main results of direct-
stability assessment. The long-term-averaged rate of failure events (λa), one of the
best candidates for this measure, was proposed by Sevastianov (1963). (For an
English version see Sevastianov 1994; or Belenky and Sevastianov 2007). There
are several important properties of this value that are briefly reviewed below.

The long-term-averaged rate of events is related with a life-time probability of
failure as

P(TL ) � exp(−λaTL), (40.7)

where TL is the expected life time of a vessel. In principle this allows comparison of
the estimated probability of failure with the achieved safety level. The latter can be
evaluated using the same direct stability assessment procedure on an older vesselwith
a good stability-safety record. The long-term-averaged rate of events is expressed
as:

λa �
∑

i

Wiλi . (40.8)

here, λi is the rate of events (stability failures) in a particular hypothetical situation
characterized by a given sea state, and ship speed and heading; andWi is a statistical
weight corresponding to a life-time exposure to such conditions. Determining the
sources of data for the statisticalweights also is the part of the procedure. Usually data
of this type are obtainable from operational statistics of a prototype. An additional
advantage of this approach is that the probability (40.7) can be re-evaluated if the
mode of operation changes in the future.

In principle, the rate of events, λi, can be estimated simply by direct counting
of large roll angles or capsizes during the numerical simulations. However, because
of the rarity of stability failures and the complexity of using numerical tools, direct
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counting is not very practical. This problem is already recognized in various IMO
documents as the “problem of rarity” (Belenky et al. 2008).

A solution of the problem of rarity is sought by the application of special extrap-
olation methods to the output of numerical simulations, which produce the rate of
events, λi. These methods can take into account extreme nonlinearities of the intact-
stability problem. A state-of-the-art review of these special extrapolation methods
can be found in (Belenky et al. 2012).

Although these methods are based on physical considerations of the mechanisms
of stability failures, they are not free from assumptions and therefore must be vali-
dated. Validation of the extrapolation methods also presents a challenge because of
the same problem of rarity.

How can an extrapolation method be validated in principle? Extrapolation meth-
ods require several hours of numerical simulations of ship motions to predict a
probability of stability failure with the average time of occurrence much longer than
the simulation time. If a large statistical sample (with a sufficient number of stability
failures) is available, a portion of the statistical sample can be used to run the extrap-
olation method, and then the results can be compared with direct counting. However,
producing a data sample of such a large size may be neither possible nor practical
because of the “problem of rarity” and the computational cost associated with it.

There are two approaches to solve this problem: the first is to use more severe
conditions and the second is to use a less complex mode. In the first approach, a
validatedmodel is used to produce a large data sample under conditions that are more
severe than normal conditions. Thus the stability failures may become more frequent
and computational costs will be reduced to a more manageable level. This method is
used in reliability engineering, e.g., when the reliability of an electronic component is
tested using temperatures much higher than the normal operating temperatures. Then
the data which have been obtained are recalculated for normal operating conditions
(Meeker and Escobar 1998).

In the second approach, the “problem of rarity” is resolved by using less complex
models of ship motions. Such models must possess all of the primary qualitative
similarities of the validated numerical tool, but may be significantly less accurate.
If the computational costs of running the reduced-complexity model are reasonably
low, an extrapolation method can be validated under more or less realistic conditions.

40.6 Conclusions

Direct-stability assessment is intended to become the third tier of the second-
generation IMO intact stability criteria that are under development. Although it is
to be the newest state-of-the-art stability-assessment method, its use is envisioned
only in exceptional cases of novel and unconventional ship designs. Notwithstand-
ing the above, the maritime industry has experience with the application of advanced
numerical methods in the regulatory and classification framework, i.e., finite element
analysis of ship structures.
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Successful application of direct-stability assessment within the regulatory frame-
work requires addressing the following issues: (1) requirements for numerical tools,
(2) validation of numerical tools, (3) extrapolation procedures, (4) validation of
extrapolation procedures.

Based on the current state-of-the-art of numerical hydrodynamics, it seems that
hybrid codes represent the best combination of fidelity and performance. However,
numerical tools based on a system of ordinary differential equations are also useful
for more complex problems related to stability failures due to broaching-to. In gen-
eral, the requirement for a tool should be specific to the mode of stability failure.
Requirements for validation of numerical tools are also dependent on the mode of
stability failure and consist of both qualitative and quantitative validation.

The way in which the procedures are applied is an important part of the direct-
stability assessment process because it prescribes the origin of the input, the post-
processing methodology and the interpretation of the output. It is also necessary to
include extrapolation procedures to handle the “problem or rarity”. Extrapolation
procedures must also be validated.
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Chapter 41
A Probabilistic Analysis of Stability
Regulations for River-Sea Ships

Igor Bačkalov

Abstract The present contribution focuses on the recent developments in the field
of stability regulations for the river-sea ships in Europe. The river-sea ships are
primarily inland vessels that operate on the coastal sea routes on a regular basis. Due
to their particular service and design, the river-sea ships may be subject to special
stability requirements that incorporate seakeeping considerations to an extent. In
the present analysis, some of the existing stability rules (Russian River Register)
and working proposals of regulations (UNECE Resolution No. 61) intended for the
river-sea ships are evaluated from the probabilistic point of view. It is demonstrated
that, in some cases, these regulations are insufficient and not strict enough. Critical
analysis is followed by some guidelines for possible improvement of regulations and
development of new intact stability criteria for river-sea ships.

41.1 Introduction

In the recent years, several initiatives for improvement of safety of river-sea ships
were launched on both the national and international level. In some countries, such
as Belgium and France, new regulations already came into force. In the same time,
the international (European) regulatory framework, i.e. United Nations Economic
Commission for Europe (UNECE) Resolution No. 61 (2006a) was to be updated
with the provisions for stability of river-sea ships as well. The present investigation
provides an overviewof the afore-mentioned developments,with special emphasis on
the requirements set forth in the Russian River Register (2008). The principal reason
for this particular focus is the fact that the criteria (deterministic in nature) originally
established by the Russian classification societies (River and Maritime Register)
serve as the basis for development of the river-sea ships stability regulations on the
European level.
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The stability requirements imposedby theRussianRiverRegister (2008) aswell as
the regulations proposed by UNECE (2010) were analyzed by means of probabilistic
tools, previously described in e.g. Hofman and Bačkalov (2005). Probability of a par-
tial stability failure (flooding through unsecured openings) and lateral accelerations
in the working areas positioned furthermost from the rolling axis were calculated
in a series of numerical experiments performed on the sample ships, whose main
particulars are typical for river-sea navigation in Europe.

Numerical tests reveal that the level of safety attained by present stability stan-
dards considerably varies depending of ship characteristics. Furthermore, it was
found that vessels satisfying examined regulations could not be considered as safe
from the probabilistic point of view in a number of cases. Nevertheless, stability
requirements of Russian River Register (“acceleration criterion”) constitute a solid
basis for development of the next generation of intact stability criteria for river-sea
ships.

It should be noted that the contribution provides results of an independent analysis,
as the author is not affiliated with either UNECE or Russian River Register.

41.2 Stability Regulations for the River-Sea Ships:
State-of-the Art and Prospects

The terms “river-sea ship” and “sea-river ship” are sometimes used to describe the
same vessel type. On the other hand, either of the terms may also be used to refer
to very dissimilar ship types. Here, however, a principal distinction would be made
between the two. The term “sea-river ship” would be used for a seagoing vessel that
also operates on inland waterways. Unlike that, a “river-sea ship” would represent
primarily an inland vessel that, under certain conditions, performs sea voyages on a
regular basis.

Clearly, an inland vessel is not designed for the maritime environment; therefore,
additional safety measures, including special stability provisions, are required. So
far, process for improvement of river-sea ships safety resulted in new regulations
applicable on the local level (in Belgium and France), while the European regulations
are underway.

41.2.1 Belgium

In 2007, following the research carried out by the Ghent University (see Truijens
et al. 2006), Belgian Federal Authorities launched safety regulations intended for
the so-called estuary ships. Estuary ships are basically inland navigation vessels
which are allowed to operate on the sea routes between Belgian deep-sea ports
and the West Scheldt estuary. The regulations, which are published in the Bel-
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gisch Staatsblad/Moniteur Belge (2007), impose several probabilistic requirements
related to slamming, bow diving, shipping of green water, rolling, habitability and
ship strength. Sufficient safety should be demonstrated by direct calculations. Wave
loads are obtained from measured directional spectra. Regardless of the use of lin-
ear seekeping theory and simplified treatment of wind in analysis of roll motion
(which required establishment of some deterministic margins) Belgian regulations
introduced an advanced approach to ship stability. Furthermore, for the first time,
probabilistic calculations and risk analysis became an integral part of the intact ship
stability regulatory framework (see for instance Vantorre et al. 2012). The part of the
regulations addressing ship rolling in beamwind andwaves was thoroughly analyzed
by Bačkalov (2010).

41.2.2 France

“Port 2000” is the new container terminal in the Le Havre seaport, designed to
facilitate the largest container ships. Le Havre is situated near the river Seine estuary,
enabling waterborne transport connection between the major maritime port and the
hinterland, in particular with the Greater Paris area. During 2007, in order to provide
access of inland container vessels to the new container terminal, French transport
authorities have issued two decrees, published in Journal officiel de la République
Française (2007), dealing with safety of inland vessels in maritime environment.
Inland container vessels using the North access to the Port 2000 (involving a short
sea trip) were required to prove sufficient stability in waves, for a number of loading
conditions, speeds and wave headings, by means of model experiments or computer
simulations approved by a classification society. At the time, the navigation was
limited to wave heights up to 1.2 m and mean wind speeds up to 21 km. However,
by the end of 2014, the regulations were updated with a novel set of rules (see
Journal officiel de la République Française 2014) very much in line with the safety
requirements for Belgian estuary ships. Consequently, the navigation was extended
to significant wave height H1/3 �2 m.

Belgian experiences with estuary navigation and specific navigation requirements
in the port of Le Havre have motivated Permanent International Association of Navi-
gationCongresses (PIANC) to appoint an expert groupon “DirectAccess ofMaritime
Ports by Inland Waterway Vessels” in 2011, which clearly indicates a necessity to
thoroughly investigate the problem of river-sea ships safety.

41.2.3 Europe

On the European level, consideration of safety requirements for the river-sea ships
took a different course. The appropriate regulations are introduced through the
UNECE Resolution No. 61 (UNECE 2006a). The Resolution represents a step
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towards the Europe-wide harmonization of technical regulations for inland vessels.
Chapter 20 of the Resolution No. 61, dedicated to “special provisions for sea-going
ships”, was originally left void. In 2006, upon invitation by UNECE Inland Trans-
port Committee, Russian Federation (which has a considerable number of registered
ships for river-sea navigation and, consequently, the appropriate experience) submit-
ted the basic document on technical requirements for the river-sea ships (UNECE
2006b). In this document, the regulations used in Russian Federation, including ship
stability rules, were indicated as the starting point for development of the appropriate
European rules.

During 2010 and 2011, the Group of Volunteers submitted the draft versions
of Chapter 20B: Special provisions applicable to river-sea navigation vessels, to the
UNECEWorking Party on the Standardization of Technical and SafetyRequirements
in Inland Navigation (SC.3/WP.3). At the time, it was expected that the draft of
Chapter 20B could be finalized in spring 2012. The first draft of the Chapter 20B
(UNECE2010) submitted in the 36th session of SC.3/WP.3,was used as the reference
document in the present analysis.

UNECE (2010) defines a river-sea vessel as a “vessel intended for navigation on
inland waterways and suitable for restricted navigation at sea”. River-sea vessels are
divided in classes by “navigation areas” they are allowed to operate on:

• Class RS 6.0, in waves up to H3% �6 m;
• Class RS 4.5, in waves up to H3% �4.5 m;
• Class RS 3.5, in waves up to H3% �3.5 m;
• Class RS 3.0, in waves up to H3% �3 m;
• Class RS 2.0, in waves up to H3% �2 m,

where H3% stands for wave height with 3% probability of exceedance.
Stability should be verified for a number of loading conditions. Stability is deemed

as sufficient if the ship satisfies the following: minimal metacentric height, param-
eters of static stability diagram, a weather criterion (corresponding to wind speed
of 18 m/s) as well as supplementary provisions for specific ship types. The latter
include “dry bulk cargo ships” whose stability is additionally checked by the “accel-
eration criterion”. Acceleration criterion determines limiting operational conditions
of a river-sea ship, i.e. permitted wave heights that would allow safe navigation.
Estimated acceleration aest in transverse direction should not be larger than 0.3, in
g-fractions.

k∗ � 0.3

aest
≥ 1. (41.1)

Estimated acceleration is calculated as:

aest � 1.1 × 10−3 · B · X2
1 · ϕ1, (41.2)
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Table 41.1 Wave heights limitations based on acceleration criterion, UNECE (2010)

k* <0.5 ≥0.5 & ≤1 ≥1 & ≤1.5 ≥1.5 & ≤2 >2

H3% (m) 2 3 3.5 4.5 6

where B is the beam, X1 and roll amplitude ϕ1 are determined in compliance with the
2008 Intact Stability Code (A/2.3).1 In case that k*<1, Administration may permit
a vessel to operate with wave height restrictions, “upon well-grounded presentation
by the owner”. Permitted wave heights, as a function of the k* value, are given in the
Table 41.1.

41.2.4 Russian Federation

As outlined before, the approach based on the acceleration criterion, proposed by
the UNECE (2010) is adopted from the Russian stability regulations for the river-
sea ships. There are two classification societies in Russian Federation, concerned
with the safety of ships for combined navigation: Russian River Register (RRR) and
Russian Maritime Register of Shipping (RS). Stability assessment of the river-sea
ships in both registers includes the “acceleration criterion”, i.e. a condition similar
to the formula (41.1). Although both registers refer to the “river-sea ships”, classes
assigned by RRR and RS as well as associated navigation areas are substantially
different and so are the formulas and related coefficients. Using the terminology
herein adopted, RS in fact deals with the sea-river ships. The river-sea vessels, as
defined by UNECE (2010), are within the scope of the RRR.

Russian Maritime Register (2005) specifies two classes of ships for combined
navigation:

• Class IICP, in waves up to H3% �6 m;
• Class IIICP, in waves up to H3% �3.5 m.

Russian River Register (2008) indicates three classes of ships for combined nav-
igation:

• Class M-CP, in waves up to H3% �3.5 m;
• Class M-PP, in waves up to H3% �2.5 m;
• Class O-PP, in waves up to H3% �2 m.

In addition to prescribed minimal metacentric height, static stability diagram
parameters and weather criterion, dry bulk cargo river-sea ships of class M-CP are
required to satisfy the acceleration criterion aest ≤0.3 g. Estimated acceleration is
calculated as:

aest � 1.1 × 10−3 · B · m2
1 · θm . (41.3)

1In UNECE (2010), roll amplitude ϕ1 is denoted by θ r .
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Table 41.2 Wave heights limitations based on acceleration criterion, RRR (2008)

k* <0.5 ≥0.5 & ≤1 >1

H3% (m) 2.5 3 3.5

The coefficient m1 is derived based on the natural frequency of the ship, while θm

represents the resonant roll amplitude, calculated according to the rules of the Rus-
sian River Register. Again, wave height restrictions apply when k*<1 (Table 41.2).
According to Lesyukov (1974), aest should correspond to the estimated accelera-
tion in the working spaces furthermost positioned from the rolling axis, such as
bridge. Nevertheless, estimated accelerations (as defined by RRR and UNECE) do
not depend on the bridge height. Instead, it seems that the wheelhouse position (or
another appropriate location) typical for standard ships of the specified class is incor-
porated in coefficients contained in formulas (41.2) and (41.3).

Although formulas (41.2) and (41.3), given by UNECE (2010) and Russian River
Register (2008) respectively, are quite alike, the results obtained by their application
on the same vessel may be very dissimilar, as it is going to be demonstrated later in
this paper.

41.3 Probabilistic Analysis

Probabilistic analysis used in the present investigation is a two-phase approach. In
the first phase, the roll motion of the sample vessels in the dead-ship condition,
subjected to simultaneous action of wind and waves, is derived. The time history of
rollmotion is subsequently statistically analyzed, in an aim to estimate the probability
of an event considered as critical for the safety of the examined vessel. The method
was previously described in detail elsewhere, e.g. in Hofman and Bačkalov (2005),
Bačkalov et al. (2010).

41.3.1 Sample Ships

Following the UNECE (2010) definition of the river-sea ships, the selected sample
vessels V and ST have the hull form of the standard European inland ships, whereas
their main particulars are typical for combined navigation (Table 41.3). Nevertheless,
the ships V and ST have minimal freeboards in accordance with the UNECE (2010)
and Russian River Register (2008) requirements, while in practice, river-sea ships
may have higher freeboards than required. The vessels of the same size and hull
form, V sp and STsp, but with some features that are more common in shipbuilding
practicewill be introduced and analyzed later in the text. An outline of a typical inland
vessel featuring high L/B ratio and a box-shaped cargo hold is shown in Fig. 41.1;
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Table 41.3 Sample ships

Name Length L (m) Beam B (m) Draught d (m) Depth D (m)

V 136 16.5 3.5 5.7

ST 83.6 12 2.9 3.9

Fig. 41.1 Residuary stability levers h’ of the examined vessels; dashed lines (also denoted by
subscript sp) correspond to residuary stability levers of V -type and ST -type vessels with some
specific design features common in shipbuilding practice

the residuary stability levers [see Eqs. (41.8) and (41.9)] of the analyzed vessels are
given in the same Figure.

41.3.2 Numerical Experiments Setup

Numerical experiments should indicate whether sample ships, which fulfil stability
requirements prescribed by the regulations, may be considered as safe from the
probabilistic point of view, in waves determined based on the acceleration criteria
(Tables 41.1 and 41.2) and mean wind specified by class notation.

In the present analysis, roll motion of the sample ships, subjected to stochastic
action of beamwind andwaves, is modelled using the one degree of freedom (1DOF)
nonlinear differential equation of roll motion.

(
Jx + mϕ

) · ϕ̈ + Mdamp(ϕ̇) + Mst (ϕ) � Mwave(t) + Mwind(t) (41.4)

where Jx is the moment of inertia for the x axis, mϕ is the added mass of roll, Md

is the damping moment, Mst is the righting moment, and Mwave and Mwind are the
exciting wave and wind moments, respectively.
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The wind speed, vw, is not constant, but consists of the mean wind speed, v̄w, and
wind speed fluctuations:

vw(t) � v̄w +
N∑

n�1

An cos(ωnt + αn), (41.5)

where ωn is the frequency and αn is the phase shift of n-th wind component. Gusting
wind amplitudes,An, are obtained from the semi-empirical Davenport wind spectrum
SD:

An � √
2SD(ωn) · dω, (41.6)

where:

SD � 4K · v̄2
w X2

D

ωn
(
1 + X2

D

) 4
3

, X D � 600ωn

π · v̄w

,

The dimensionless terrain roughness coefficient is taken as K �0.003 (the value
appropriate for open sea).

In the present analysis, wave amplitudes, Bn, are acquired from the Bretschneider
wave spectrum SB:

Bn � √
2SB(ωn) · dω. (41.7)

Righting moment is the restoring term in Eq. (41.4):

Mst (ϕ) � g� · G Z(ϕ) � g� · [
h′(ϕ) + G M sin ϕ

]
, (41.8)

where GZ is total stability lever (righting lever), � is ship displacement and GM is
metacentric height. Residuary stability lever of the vessel was approximated by a
high order odd polynomial:

h′(ϕ) ≈
N∑

n�0

a2n+1ϕ
2n+1. (41.9)

The roll damping moment is nonlinear, consisting of the quadratic term:

Mdamp(ϕ̇) � β · (Jx + mϕ

) · ϕ̇|ϕ̇|. (41.10)

Since the roll damping significantly affects calculated roll motion and, conse-
quently, ship safety considerations, proper assessment of roll damping coefficients
is an important and a delicate matter. This is particularly true for inland vessels,
as typical inland forms fall out of scope of applicability of well-established semi-
empirical methods for roll damping estimation, while the available experimental data
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Fig. 41.2 Quadratic coefficient of roll dampingβ, and increase of quadratic roll damping coefficient
due to bilge keels βbk , Basin and Anfimov (1961)

are scarce. This difficulty was highlighted in several papers so far (see for instance
Bačkalov et al. 2010). In the present analysis, nonlinear roll damping was assessed
using the recommendation given by Basin and Anfimov (1961), Fig. 41.2. Quadratic
roll damping coefficient β is expressed as a function of mθ :

mθ �
(

rs

ρxx

)2 G M

B
, (41.11)

where ρxx is the roll radius of gyration and rs is the average distance between the
roll axis and the hull surface, depending on the waterplane coefficient and B/d ratio.

Quadratic coefficientβ was derived based on the results ofmodel testswith single-
and twin-screw inland vessels and seagoing ships, without the influence of forward
speed and bilge keels.

Assuming that the river-sea vessels are normally equipped with bilge keels, the
following recommendation (also based on the model experiments, see Basin and
Anfimov 1961) for quadratic damping coefficient of the ship with bilge keels, is
adopted, whereby:

βbk

β
� f (qK ), qK � sK

L B

(
dbk

B

)3 K G

d
× 10−3, (41.12)
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where sK is total area of bilge keels, dbk is the normal distance of bilge keels from
vessel’s rolling axis and KG is vertical position of vessel’s centre of gravity.

Equation (41.4) is solved numerically using Runge-Kutta method, in order to
obtain time record of roll. In the second phase of analysis, time history of roll is
statistically analyzed in order to acquire mean angle of roll ϕ̄ and standard deviation
of roll σϕ . Using these statistical values, as it was demonstrated by Bulian and
Francescutto (2004) the probability that the vessel would heel to a critical heel angle
φ in a given period of time ts, is determined as:

P � 1 − exp

{

−Nc exp

[

−1

2

(
φ − ϕ̄

σϕ

)2
]}

, (41.13)

where Nc is the number of cycles related to number of zero crossings. In the present
analysis, critical angle φ is the angle of flooding through unsecured openings, defined
as the angle at which the top of hatch coaming enters the water. Probabilistic criterion
of stability used in the investigation permits probability of flooding Pfl = O(10−4) in
two hours of specified weather conditions. This probabilistic criterion was adopted
in Bačkalov (2010) assuming that flooding through unsecured openings may occur
once in a lifetime of a coastal ship (which typically makes 300 round trips a year
during 20 years of operation, whereby each trip takes couple of hours) and it was
preserved in the present investigation for the sake of comparison. Clearly, the choice
of an appropriate safety level is a sensitive issue, open to discussion.

Furthermore, it should be noted that the formula (41.13) is used assuming that the
ship roll is Gaussian and ergodic process. These approximations enable assessment
of important safety-related quantities; hence they are utilized in a number of com-
prehensive studies dealing with probabilistic approach to ship stability in realistic
weather conditions (see e.g. Bulian and Francescutto 2004; Vassalos et al. 2004).

41.3.3 Discussion of Results

Probability of flooding in weather conditions defined by the Russian River Register
(2008) (mean wind speed v̄w � 24 m/s, wave height based on the acceleration
criterion, see Table 41.2) for examined sample vessels ST and V is given in Fig. 41.3
(full lines). Breaks in the curves corresponding to the same sample vessel are a
consequence of the step change in permittedwaveheights (see alsoFig. 41.4). The roll
standard deviation and themean roll angle are estimated from 628 s long simulations,
with 0.1 s step, whereby the first 28 s are omitted so as to exclude the transient effects.

Although the application of acceleration criterion should secure sufficient safety
in given conditions over the range of realistic metacentric heights (provided that the
other stability criteria of RRR are fulfilled as well), obviously this is not the case as
the probabilities of flooding of V and ST sample ships (solid lines in Fig. 41.3) attain
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Fig. 41.3 Probability of cargo hold flooding (Pfl) of the examined river-sea ships; dashed lines
(also denoted by subscript sp) correspond to Pfl of V -type and ST -type vessels with some specific
design features common in shipbuilding practice

Fig. 41.4 An example of permitted wave heights according to the existing rules and proposals, and
the probabilistic criterion based on the risk of flooding

values higher than 10−4, for a large span of GM. In other words, the sample vessels
V and ST fail to fulfill the probabilistic criterion, although they meet the terms of the
acceleration criterion.

According to available data (see comprehensive study of Egorov 2007) dynamic
stability related accidents do not seem to be as frequent as probabilistic analysis
indicates. Nevertheless, river-sea ships are highly susceptible to wave climate: in
some 70 accidents analyzed by Egorov (2007), almost half occurred when class-
prescribed wave height limitations were exceeded (either intentionally or due to
forecast errors). In addition, in over 30% of cases, a violation of ICLL (International
Convention on Load Lines) conditions of assignment requirements for construction
of hatch covers, coamings, air pipes and watertight doors (i.e. possible points of
water ingress) was reported. So, is there really a disagreement between numerical
experiments and operational experience?
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In an attempt to resolve this dilemma (that is, why sample vessels which fulfil
the acceleration criterion fail to satisfy the probabilistic criterion for a number of
loading cases), a new series of numerical experiments was performed on sample
vessels whose characteristics were in accordance with the current shipbuilding prac-
tice. For instance, V -type ships may have exceptionally high hatch coaming, up to
3.5 m (instead of 2 m so far used in the analysis); ST -type ships, on the other hand,
commonly have freeboards much higher than minimal, i.e. D �6 m instead of 3.9 m
(see e.g. Egorov 2007). Probabilistic results obtained for such vessels are also given
in Fig. 41.3 (dashed lines V sp and STsp). Obviously, these vessels may be consid-
ered as much safer from the probabilistic point of view. The ships that are known
to perform well in terms of stability in class-defined weather conditions, satisfy the
probabilistic criterion as well, for a reasonable span ofmetacentric heights. However,
the higher safety is not a consequence of stability regulations. In case of vessel Vsp,
for instance, high coamings represent strong structural elements which contribute
to overall longitudinal strength by increasing hull section modulus (see Egorov and
Ilnitskyy 2006).

The goal of the next series of numerical tests was to calculate the wave heights
that would yield a probability of flooding of the same level (i.e. O(10−4)) for any
GM in the examined range. The mean wind speed was assumed to be 24 m/s, as
required by the RRR. Using the probabilistic analysis, the upper boundary of weather
conditions in which a sample vessel of a particular set of characteristics (metacentric
height, angle of flooding) could safely operate was defined. Wave height limitations
obtained by application of the probabilistic criterion, RRR andUNECE requirements
are compared in Fig. 41.4. In general, present regulations would allow sailing inwave
heights higher than those permitted by the adopted probabilistic condition.

Following the RRR safety concept, each numerical test included the calculation
of time history of lateral acceleration in the helmsman position in the wheelhouse,
in the centreline of the ship, divided by gravity acceleration g:

aT � l · ϕ̈

g
, (41.14)

where l represents the distance of the bridge from the rolling axis. The probability
that the limiting value aT �0.3 would be attained in the specified point on the ship
was also derived for a range of metacentric heights. This probability, denoted asP(aT

>0.3), should be restricted based on the assessment of impact of high lateral accel-
erations on ship safety (which, however, falls out of the scope of present research).
Other limiting values for lateral accelerations could be considered, see for instance
Shigunov et al. (2011) and Ross (2009). For the purposes of present analysis, it
will be assumed that P(aT >0.3) � O(10−3) may be permitted. Thus, in this way an
additional safety requirement, “modified acceleration criterion” could be introduced.
The safety assessment of a river-sea ship may be carried out in the following manner
(Fig. 41.5). The probability of flooding is considered as the basic safety criterion.
Consequently, the first step would be to calculate the upper limit of permitted signif-
icant wave heights H1/3 based on the condition Pfl = O(10−4). This is carried out for
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Fig. 41.5 Safety assessment of sample ship V using modified acceleration criterion

a range of metacentric heights (curve H1/3). Then, for the obtained wave heights, the
probability that the acceleration 0.3 g would be attained at the helmsman’s position
is estimated, for the same range of GM. In the given example shown in Fig. 41.5, the
modified acceleration criterion is exceeded in waves corresponding to an acceptable
probability of flooding if GM≥4.2 m (indicated with a black dot); permitted wave
heights, therefore, should be lowered accordingly from that point for greater values
of GM.

In Fig. 41.6, the modified acceleration criterion is used to compare two designs
of the same length, breadth and draft but different freeboard. Due to a relatively
high freeboard, the probabilities of cargo hold flooding of the sample vessel STsp are
much lower than corresponding values for the vessel ST ; that is, STsp could safely
operate in higher sea states than ST , in some cases even higher than prescribed by
RRR. However, a higher freeboard also implies that the bridge (i.e., wheelhouse)
on the vessel STsp is located farther from the rolling axis within the same range of
metacentric heights. As a consequence, considerably higher lateral accelerations are
attained in the wheelhouse.

So, although ship STsp may be regarded as safer from one point of view (as far as
the flooding through unsecured openings is concerned), her crew would experience
ship motion induced disturbance that could lead to navigation errors and ultimately
affect the safety of the vessel. In order to diminish these effects, following the modi-
fied acceleration criterion, the ship STsp would have to sail in wave heights lower than
determined by the probabilistic criterion of flooding, in case theGM exceeds≈1.5m.

So far, the analysis focused on the stability requirements of the Russian River
Register (2008). The UNECE (2010) proposal generally prescribes higher wave
heights, as demonstrated in Fig. 41.4. Therefore, in the next series of experiments,
thePfl in weather conditions defined byUNECE (2010) was estimated for the “safer”
sample vessels V sp and STsp (Fig. 41.7). UNECE (2010) clearly overestimates the
safety of vessels in waves. Though this could be the subject of a separate analysis,
some possible reasons could be the following. The UNECE (2010) proposal covers
the complete wave height range otherwise considered by the Russian River and
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Fig. 41.6 Comparison of two designs using a modified acceleration criterion

Fig. 41.7 Probability of cargo hold flooding (Pfl) of Vsp and STsp ships in weather conditions
defined by UNECE (2010) and Russian River Register (2008)

Maritime Registers together. This could represent an effort of the authors of UNECE
(2010) to extend the operation of the river-sea ships to the higher sea states, or perhaps
to integrate the rules for sea-river and river-sea ships in one document.

However, the Russian classification societies use different calculation procedures
to treat these two ship types, taking into account their specific features. A uniform,
deterministic approach used in UNECE (2010) apparently fails to encompass both
types.

Nevertheless, the revised Resolution 61 (UNECE 2013) did not bring forward the
concept of an acceleration criterion. According to the adopted, amended version of
Chapter 20B, the stability of river-sea ships is to complywith theweather criterion, as
defined in the 2008 Intact Stability Code for seagoing ships, andminimalmetacentric
height requirements.
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41.4 Conclusions

The goal of the contribution was to present an overview and an analysis of the recent
developments in the field of stability regulations for river-sea ships. The rules of the
classification societies of the Russian Federation are probably the most comprehen-
sive ones for this type of ships, and as such were used as the basis for development of
new safety requirements for the river-sea ships on the European level (Chapter 20B
of the UNECE Resolution No. 61). Therefore, a probabilistic investigation of the
stability requirements laid down by Russian River Register (2008) was carried out.
The author was not involved in development of the analyzed regulations; hence the
investigation presents an independent, personal view.

It should be noted that Russian classification societies recognized the perils of
excessive accelerations and incorporated a seakeeping approach as a remedy. How-
ever the present analysis demonstrated that a deterministic acceleration criterion,
which is used to define operational limits of river-sea ships, failed to provide suffi-
cient safety, from the probabilistic point of view, in a number of realistic cases. In
the performed numerical tests, wave heights permitted by the Russian River Register
(2008) and particularly UNECE (2010) generated high probabilities of flooding of
the cargo hold for sample vessels which fulfilled stability criteria laid down by regu-
lations. However, vessels with high freeboards and hatch coaming heights, common
in shipbuilding practice, performed much better in tests, which may explain the low
rate of accidents related to dynamic stability of river-sea ships in waves.

As it was correctly pointed out by Shigunov et al. (2011), physical and mental
fatigue, induced by ship motions, may influence the crew performance and lead to
increase of errors, which in turn adversely affect safety. Numerical examples given in
this investigation, related to accelerations on the bridges of analyzed river-sea ships
(Fig. 41.6) demonstrated that safety assessment is a complex and multifaceted task.
Although ship STsp, designed according to current shipbuilding practices, may be
safe from heeling to a critical angle in a number of realistic cases, high accelerations
on the bridge could trigger an accident. Indeed, navigation errors were noticed in
about 10% of river-sea ship accidents examined by Egorov (2007).

Criticism of a particular “chapter” in regulations (such as stability requirements)
which constitute a part of a larger set of (classification) rules, may seem as incom-
plete without taking into account other rules that also affect safety (e.g. structural
requirements or guidelines for navigation in a specific area). However, the author
believes that sufficient stability in given weather conditions should be targeted and
accomplished by stability regulations themselves. Presently, as it was demonstrated
in the investigation, it may be an unintentional consequence of application of another
(unrelated) rule.

Finally, it should be noted that certain developments in the field of safety regu-
lations for river-sea ships took place since the presented research was completed.
On the European level, the stability requirements of the revised Resolution 61 main-
tained a deterministic character, whereby the idea of limiting the navigation area
of river-sea ships, based on estimated lateral accelerations, seems to be abandoned
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for the time being. Conversely, the French regulations related to the operation of
inland vessels in the port of Le Havre, evolved further, by embracing a probabilistic
approach. The introduction of probabilistic ship stability analysis in river-sea navi-
gation is perhaps unexpected, but hopefully encouraging for further development of
the next generation of intact stability criteria.
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Part XII
Requirements and Operation:

Developments in Damage
Stability Regulations



Chapter 42
Issues Related to Damage Stability

Andrew Scott

42.1 Introduction

The regulatory framework which encompasses the subject of damage stability is
subject to almost continuous review and updating to reflect changes in ship size, type
and design and to meet demands for increased safety. Also, in recent years there
have been huge improvements in the computer hardware and software employed to
perform the complex calculations necessary to demonstrate that a new ship design
meets whatever damage stability standards are applied by the authorities. Routine
arithmetical calculations that throughout most of the twentieth century would have
taken an entire design office full of staff armed with slide rules or calculators several
weeks to perform and validate can now be accomplished in a matter of seconds,
although preparing and checking the input data and verifying the output as well as
writing, checking and maintaining the software obviously take much longer.

Increasingly powerful computers with ever-improving software have opened new
possibilities for exploring the more complex aspects of damage stability. The aim
of trying to simulate on a computer what happens to a damaged ship in a seaway
in real time would now seem to be achievable and some would claim that it already
has been achieved to some degree. Of course, approximations and simplifications
are still required as we cannot yet pretend that we can describe or deal with dynamic
flooding events at molecular level. There is, however, some confidence that the gap
between computer simulation and reality is already close enough to allow reasonably
accurate predictions to be made as to the likely outcome of a given damage scenario,
information which, of course, would be invaluable to a ship’s Master in helping to
decide whether to take the risky step of abandoning ship.
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Changes to the design regulations affecting damage stability have, of necessity,
come about more slowly as not every designer or operator has access to the very
latest computer systems and so the principle that the convoy must advance at the
speed of the slowest ship must be observed by the regulators. Also, and regrettably,
the regulations themselves tend to be amended in response to major disasters, indeed
the origins of SOLAS itself can be traced back to the loss of the “Titanic” in 1912.

42.2 Damage Stability Calculations; Historical Perspective
and Underlying Assumptions

Until the probabilistic 2009 SOLAS amendments (SOLAS Consolidated Edition
2014) came into force on January 1st, 2009, the damage stability of passenger ships
was linked primarily to subdivision and the provision of adequate reserve buoy-
ancy should the hull suffer penetrating collision damage. The subdivision would be
designed such that the ship would not submerge the bulkhead deck or plunge (trim
excessively) nor would it capsize due to insufficient residual stability following anal-
ysis of a complete set of side damage scenarios of prescribed extent along the length
of the ship and penetration depth (the vertical extent was assumed to be without
limit).

At this point it is worth noting that the damage stability regulations have generally
assumed:-

• that ships are always vulnerable to collision damage (i.e. it is not the case that a
ship is unlikely to suffer collision damage because it operates in an area remote
from other shipping, for example);

• that the momentum of each of the colliding ships is comparable, such that pen-
etrating damage could potentially occur to both ships (i.e. the regulations do not
deal with situations in which a much larger ship simply “rolls over” and/or pushes
aside a smaller ship, as occurred in the tragic loss of the small passenger ship “Mar-
chioness” following impact with the dredger “Bowbelle” on the River Thames in
London on 21st August 1989)1;

• that side collision damage puts the vessel at more risk than bottom damage and
that such collision damage is more dangerous than “allision” (contacting a static
object);

• that the bulkhead deck, or the deck up to which the main watertight transverse
bulkheads are carried, was itself at least weathertight, if not watertight; one of
the main contributing factors to the loss of the “Titanic” was cited to be that
the main watertight bulkheads did not fully extend to the bulkhead deck so water

1Marchioness- Bowbelle Formal Investigation http://webarchive.nationalarchives.gov.uk/
nobanner/20141008142043/http://assets.dft.gov.uk/marchioness-bowbelle.org.uk/index.htm.

http://webarchive.nationalarchives.gov.uk/nobanner/20141008142043/
http://assets.dft.gov.uk/marchioness-bowbelle.org.uk/index.htm
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progressively over-topped successive transverse bulkheads as the ship increasingly
trimmed by the head2;

• that passenger ships were predominantly subdivided transversely to minimise the
effects of asymmetrical damage. In locations where this was not possible, cross-
flooding arrangements would be installed to mitigate adverse list and these devices
would preferably act automatically rather than by human intervention;

• that the potentially dangerous effects of “transient asymmetrical flooding”,
whereby the de-stabilization arising from the effect of the sudden inrush of flood
water to the penetrated side of the impacted ship prior to the mitigating effects of
equalisation past obstructions or through cross-flooding, could be ignored. This
phenomenon was recognised relatively recently during the investigation into the
loss of the ro-ro passenger ship “European Gateway” in 1982 (Spouge 1986). It
is ignored in the regulatory damage stability assessment even now because it is
largely a dynamic effect (therefore difficult to compute) and specifying in advance
the amount and inflow rate of incoming flood water is problematical, depending
largely as it does on the size of the damage opening;

• that penetrated tanks and other spaces were essentially empty upon impact (with
standard allowances for permeability) and that flood water quickly rose to the out-
side water level, albeit with some allowance for “stage flooding” and “progressive
flooding” during the equalisation process in case a more dangerous situation arose
before final equilibrium was achieved. Nowadays, for liquid bulk carriers such as
tankers, the effect of the loss of tank contents followed by eventual replacement
with incoming flood water of heavier density to the outside water level cannot be
ignored as it can be a dominating factor in the determination of the final equilib-
rium position and can vary according to initial depth of filling and the density of
the cargo. As a result, IMO have now introduced guidelines on how this should
be computed (“Guidelines for Verification of Damage Stability Requirements for
Tankers”) (MSC.1/Circ.1461 2013);

• that the effects of wind, tide, waves and damaged ship motion in a seaway can be
ignored; the standard regulatory damage stability calculations are “static” in this
respect as quantification of any dynamic effectswas deemed to be too “difficult” for
regulatory and approval purposes, although such calculations are now increasingly
possible with modern computer systems, some of which can operate in the time
domain;

• that, although the de-stabilizing dangers of the so-called free liquid surface effect
in partially-filled tanks has been well understood for a long time and allowed for
in a simplified way in undamaged ships, its cumulative effect in the undamaged,
partially-filled tanks of an impacted ship could be ignored. Before the advent of
computers, accurate determination of the liquid level in the undamaged tanks of
a damaged ship, allowing for list and trim to obtain the correct static balance at
a whole range of pre-set heel angles (and trims) would have been prohibitively
time-consuming and expensive, so was seldom even attempted.Withmodern com-

2British Wreck Commissioner’s Inquiry “Report on the Loss of the “Titanic””. http://www.
titanicinquiry.org/BOTInq/BOTReport/botRep01.php.

http://www.titanicinquiry.org/BOTInq/BOTReport/botRep01.php
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puters it is technically and economically feasible but has still never been explicitly
allowed for in the damage stability regulations. A most dangerous free-surface
related phenomenon is the so-called “Water-on-Deck” (WOD) effect in ships,
typically ro-ro’s, which have a large open deck area for transporting vehicles. Any
water accumulation in the garage space above the bulkhead deck from whatever
source (for instance through the bow doors as for the “Herald of Free Enterprise”
(Sheen 1987) and “Estonia” (1994), or fire-fighting (“Al-Salam Boccaccio 98”)
(2010) can result in a very rapid loss of stability. For European ro-pax ships this
effect is mitigated by the so-called “Stockholm Agreement” which contains addi-
tional stability requirements and criteria to allow for the effect of WOD (Directive
2003/25/EC 2003).

• that passenger ships should be designed to ensure that the larger the ship and
therefore, in general, the more passengers it carries, the safer it will be.

From the time the SOLAS regulations first appeared after the loss of the “Titanic”
until the introduction of the 2009 Amendments the underlying approach to passenger
ship subdivision and damage stability was primarily deterministic in nature except
for the probabilistic method introduced in 1973 (IMO Res. A265(VIII)) (Resolu-
tion A.265(VIII) 1969) which was deemed to be an acceptable alternative to the
deterministic regulations in force at the time.

IMO Res. A265(VIII), which retained some deterministic elements such as the
presumption that the maximum side damage penetration depth would be B/5, was
little utilized by designers in the early stages as it was perceived to be both more
complex and more onerous to comply with than the equivalent deterministic regula-
tions. In the mid 1980s and beyond, however, it became more utilized, especially for
ro-ro passenger ships with combined longitudinal and transverse subdivision (typ-
ically those with a long lower hold protected by B/5 longitudinal bulkheads) and
as the deterministic SOLAS damage stability criteria themselves gradually became
more onerous, particularly following the amendments introduced in 1990, commonly
abbreviated to SOLAS90 (see below for more details) (SOLASConsolidated Edition
1992).

At around the same time as IMO Res. A.265(VIII) first appeared in 1973, IMO
started to introduce measures to try to reduce pollution from oil tankers both in
response to accidents, such as the infamous “Torrey Canyon” disaster off the Scilly
Isles in 1967 which resulted in the spillage of 120,000 tonnes of crude oil (Petrow
1968), and increasing pollution from routine operations such as tank cleaning. As
a result, the MARPOL Convention was adopted on 2 November 1973 at IMO. The
Protocol of 1978was adopted in response to a spate of tanker accidents in 1976–1977.
As the 1973MARPOLConvention had not yet entered into force, the 1978MARPOL
Protocol absorbed the parent Convention. The combined instrument entered into
force on 2 October 1983. In 1997, a Protocol was adopted to amend the Convention
and a new Annex VI (covering air pollution from exhaust gases) was added which
entered into force on 19 May 2005.

From the beginning, MARPOL included provisions for subdivision and dam-
age stability, with deterministic regulations defining the assumed extent of side and
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bottom damage, the maximum outflow of oil and the residual stability criteria. It
has been updated by amendments through the years, most notably in response to,
the grounding of the “Exxon Valdez” in Prince William Sound, Alaska in March
1989 (Marine Accident Report 1989). The 1992 amendments to MARPOL Annex I
made it mandatory for new oil tankers to have double hulls and introduced a phase-in
schedule for existing tankers to have themfitted, provisions whichwere subsequently
revised in 2001 and 2003.

IMO introduced variants of the deterministic damage stability regulations
throughout the 1980s for ships carrying, for example, dangerous chemicals in bulk
(IBC Code, in 1983), liquefied gases in bulk (IGC Code, mandatory since 1986), off-
shore supply vessels (OSV Code, in 1981), mobile offshore drilling units (MODU
Code in 1989), special purpose ships (SPS Code, in 1984) and others, each with
their own characteristics to suit the operations that the ships were involved in. This
period happened to coincide with the era of increasing computing power (hardware)
and more advanced software, previously mentioned, which enabled smaller teams
of designers in shipyards or consultancies to undertake the more specialised damage
stability calculations now required. By and large, the deterministic damage stability
regulations for tankers etc. have changed little in the intervening years.

More recently was it recognised that some tankers, particularly parcel tankers,
could be at risk by virtue of the complexity of the post-damage fluid loss mechanism
giving rise to final equilibrium situations not easily predictable other than by the
use of on-board (or shore-based) damage stability computer systems, even allowing
for some simplifying assumptions. This resulted in IMO introducing, in 2013, the
new guidelines mentioned earlier (MSC.1/Circ.1461 2013). There is a retrospective
element to the installation and use of such computer systems which, ideally, should
be capable of calculating, before the ship sails, the residual stability characteristics
of the standard set of damage scenarios appropriate to each Code for the actual
departure loading condition thereby verifying in advance either that the ship fully
complies with all the required stability criteria or, if not, alerting the loading officer
of the need to take corrective action.

Such systems should utilise an accurate computer model of the ship and internal
tanks to “balance” the ship by direct calculation so that the final equilibrium position
can be computed allowing both for the loss of buoyancy (with potential fluid loss)
in the damaged tanks and the cumulative free surface effects in any undamaged
partially-filled tanks. The process of upgrading computer systems on vulnerable
tankers is currently under way and should be complete by 2021. Existing ships, such
as crude oil tankers, which load to a predictable pattern and carry oil only within a
narrow range of densities andwhose damage stability characteristics can therefore be
pre-calculated for inclusion in an approved stability booklet may not necessarily be
required to fit a new computer system, although many already employ less advanced
versions.

The idea of providing on board damage stability computers or shore-based support
for providing information to the Master has more recently been applied to so-called
“Safe Return to Port” passenger ships (generally those of around 120 m in length
and over, as described in SOLAS2009 amendments, Chapter II-1 regulation 8-1)
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(SOLAS Consolidated Edition 2014). At first required only for new passenger ships
constructed on or after 1st January 2014, IMO has now introduced guidelines in the
form of MSC Circulars to cover all passenger ships included under the “Safe Return
to Port” category (ref: MSC.1/Circ.1400, MSC.1/Circ. 1532 and a further circular to
be approved at MSC 99 for passenger ships constructed before 1 January 2014).

For dry cargo ships, prior to 1992, there were no damage stability requirements
other than those in Regulation 27 of the 1966 Load Line Convention which were
designed only to ensure floatability in the event of fore end and engine room damage
for larger ships (including tankers). Then in 1992 probabilistic rules for dry cargo
ships of over 100 metres in length were introduced by IMO (see SOLAS90 Chapter
II-1, Part B-1, Regulations 25-1 to 25-9) and shortly afterwards extended to include
those of over 80 m.

A view gradually emerged in the mid to late 1990s that, for various reasons, the
probabilistic approach to calculating damage stabilitywas preferable to the determin-
istic methods used hitherto. It was therefore decided at IMO in the late 1990s to try
to harmonize the 1992 dry cargo ship and the 1973 passenger ship damage stability
regulations into a single set of new SOLAS Chapter II-1 probabilistic formulations
whilst maintaining the safety standards set by the damage stability regulations in
force at the time (SOLAS90) (SOLAS Consolidated Edition 1992).

Consideration was given to extending the probabilistic approach to damage stabil-
ity to other internationally-operating ship types but finally it was decided to restrict
it to dry cargo ships and passenger ships. It was thought, for example, that correctly
accounting for fluid loss in damaged tankers and other bulk liquid carriers could not
be readily accomplished probabilistically given the potential for a multitude of input
variables, such as tank filling depths, cargo densities and loading patterns.

Itwas during the later stages of the harmonization process,which culminated in the
2009 SOLAS amendments, that certain difficulties with some of the formulations and
text emerged which eventually necessitated further significant amendments which
will enter into force on the first of January 2020, and will be known as the 2020
SOLAS amendments.

42.3 Doubts Arise Over the SOLAS 2009 Amendments,
Particularly for Ro-Pax Ships

So profound were the changes being made to Chapter II-1 of SOLAS that even
before the 2009 amendments came into force some disquiet, particularly over the
safety levels of ro-ro passenger ships, had begun to arise. For one thing, the Euro-
peans had hitherto additionally required ro-ro passenger ships constructed before 1
January 2009 to comply with the Stockholm Agreement which had been introduced
after the loss of the “Estonia” to allow for the so-called “water-on-deck” (WOD)
effect whereby flooding of the open car deck space could induce extremely rapid
capsize (Directive 2003/25/EC 2003). The understanding was that this additional
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requirement would be phased out, along with the SOLAS90 regulations and IMO
Res. A265(VIII) on 1st January 2009. The 2009 amendments, in accordance with
probabilistic principles, made no distinction between ro-ro passenger ships and con-
ventional passenger ships (such as cruise liners) even though the former were known
to be at increased risk of rapid capsize due to water accumulation on the open car
deck. This seemed to be an obvious deficiency and worthy of further investigation.

In the UK the concern was always that the loss mechanism for ro-ro passenger
ships is quite different from that of conventional passenger ships. The latter can tech-
nically capsize (however that is defined) but stay afloat for a lengthy period thanks
to the reserve buoyancy provided by the superstructure (which is often neglected in
the damage stability calculations and so acts as an unquantified “safety margin”) and
the relatively slow speed of progressive flooding, allowing more time for evacua-
tion. A ro-pax ship in contrast can capsize and sink in a matter of seconds from an
apparently “stable” situation once sufficient water accumulates on the large open car
deck through wave action, leading to potentially much higher casualty rates. Even
a survival period of 30 min would scarcely provide sufficient time for an orderly
evacuation of the ship, especially in adverse environmental conditions.

The focus of attention between completion of the HARDER project, which under-
took the applied research needed to formulate the new harmonized probabilistic reg-
ulations, and the entry into force of the SOLAS 2009 amendments was therefore to
seek re-assurance that the new regulationswere at least as effective in allowing for the
dangerous WOD effect in ro-pax ships as SOLAS90 and the Stockholm Agreement,
imperfect as the latter combination may have been.

There are two main designs of ro-pax ship—one which is entirely transversely
sub-divided below the car deck (usually employed on short crossings with rapid
turnaround times) and one which combines longitudinal and transverse subdivision
forming a long, lower hold (LLH) which is accessible by an internal ramp or ramps
for loading wheeled vehicles. The loss mechanism for a LLH ro-pax ship may be
quite different from one which is purely transversely sub-divided below the vehicle
deck.

An unpublished UK study (RP 564) carried out in 2007 on behalf of the MCA by
Safety at Sea on an existing LLH ro-pax ship compliant with IMO Res. A265(VIII)
showed that damaging the LLH, onewing compartment and the vehicle deck resulted
in margin line immersion as the LLH slowly filled followed by very sudden loss as
water rapidly spread over the car deck. The vessel being studied sank in less than
20 min (real time) in almost calm conditions, the primary cause being the immersion
of the margin line quickly followed by complete loss of reserve buoyancy.

This rather alarming result triggered another research project funded jointly by
the UK and Netherlands, which commenced late in 2007 and was completed early in
2009. As little published work was available on the design of new ships optimized to
meet the forthcoming SOLAS2009 amendments (without the Stockholm Agreement
for ro-pax ships), this project (RP592) aimed to remedy this gap for a range of ship
types, including cruise liners, ro-pax, small cargo ships, car carriers etc. The design
work was undertaken by Safety at Sea in association with Deltamarin and late in
2008 it became clear from these studies that it was possible to design a LLH ro-
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pax ship fully compliant with the SOLAS 2009 amendments which had little or no
resistance to rapid capsize, even in calm conditions, following plausible damage
scenarios involving the long lower hold (which, in the optimized design in question,
was now only protected by B/10 longitudinal bulkheads).

This result (which, later in 2009,was independently confirmedby another research
project (EMSA 1), funded by the EU) was reported to COSS, the EC committee
responsible for EU maritime regulations, at a meeting on 1st November 2008. It led
soon afterwards to a decision by the EC to take the precautionarymeasure of retaining
the Stockholm Agreement for new European flag ships designed and constructed to
comply with the SOLAS 2009 amendments. This combined regulatory arrangement
is still in place for European-flag ro-pax ships and foreign flag ships operating in
European waters and will remain so until the amendments which have been made to
SOLAS2009 for entry into force on 1 January 2020 are clearly proven to show that the
WODeffect has been fully accounted forwithout recourse to the use of the Stockholm
Agreement. Research work sponsored by the EU is currently investigating this issue
and the results are expected to be announced later in 2018 whereupon a decision will
be made by the EC as to whether the Stockholm Agreement will continue to apply to
new ro-pax ships constructed after the 2020 amendments to SOLAS enter into force.

42.4 Research Justifies Concerns, More Concerns
Emerge—Remedies Are Proposed

These uncertainties over the degree of safety provided by the 2009 amendments to
SOLAS, particularly for ro-pax ships fully justified further research work, and this
was duly undertaken in the period from 2010 until 2015 in the form of two major
projects sponsored by EMSA (known as EMSA2 and EMSA3), another project
(GOALDS) which was funded under the EC FP7 program and another by the UK
(RP625).

Full details of these projects can be found on-line and all of them reported their
findings to the IMO SLF Sub-Committee (now SDC) and to the Maritime Safety
Committee (MSC). By and large the concerns over the s-factor used for ro-pax
ships in the SOLAS 2009 amendments were found to be fully justified and a new
formulation was proposed and accepted at SLF 55, early in 2013, based on increasing
both the residual maxGZ (from 0.12 to 0.20 m) and the residual range of stability
(from 16 to 20°), hence becoming known as the “20/20” solution:

s f inal,i � K ·
[

GZmax
TGZmax

· Range

T Range

] 1
4

where

GZmax is not to be taken as more than TGZmax;
Range is not to be taken as more than TRange;
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TGZmax 0.20 m, for ro-ro passenger ships
each damage case that
involves a ro-ro space,
=0.12 m, otherwise;

TRange 20°, for ro-ro passenger ships each damage case that involves a ro-ro
space,�16°, otherwise;

K � 1 if θe ≤ θmin

K � 1 if θe ≤ θmax

K �
√

θmax − θe

θmax − θmin
otherwise,

where

θmin is 7° for passenger ships and
25° for cargo ships; and

θmax is 15° for passenger ships and
30° for cargo ships.

These amendments will enter into force for new ro-pax ships constructed on or
after January 1st, 2020. Graphically, this change can be seen below in which the new
GZmax and range requirement for ro-pax ships is compared with earlier SOLAS
damage stability criteria to depict how they have steadily become more onerous over
the years (Fig. 42.1).

Alternative proposals based on minimizing water accumulation on the vehicle
deck by increasing residual freeboard were rejected by the SLF Sub-Committee who
thereby invested full confidence in the ship resisting the threat of rapid capsize from
the WOD effect by increase of residual stability.

In the alternative freeboard method (see SLF 55/INF.10), based on some of the
parameters in the Stockholm Agreement (such as the WOD effect equating to zero
if the residual freeboard in way of the damage opening is greater than 2 m), an
increased residual maxGZ of 0.16 m and residual range of 25° would only be a
requirement in individual damage cases involving breaching the garage space if
the residual freeboard was less than 2 m. Advocates of the method believed that
this would encourage designers to try to keep water off the deck altogether (by
increasing residual freeboard) rather than allowing water to accumulate and then
attempt to counteract the WOD effect by increasing the residual damage stability.

Probabilistically speaking, of course, the ro-pax ship could still comply with the
A ≥ R criterion by accumulating sufficient attained index A from damage cases
other than those involving the garage space with the attendant risk of WOD. This
fact emerged quite early in the research projects, the concern being that permitting
ro-pax ships to capsize in a whole series of damage scenarios involving the WOD
effect would be accepting that there could be heavy loss of life in these circum-
stances, yet the ship could still be deemed to be fully compliant with the SOLAS
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Fig. 42.1 This figure shows how the damage stability criteria based on the residual GZ curve have
gradually become more onerous over the years. The latest curves are shown as dotted lines as they
represent probabilistic criteria to ensure that s�1 and are not absolute requirements as is the case
with the earlier deterministic damage stability criteria. The red dotted so-called “20/20” line only
applies to damage cases to ro-pax ships in which the vehicle deck space has been breached
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2009 amendments. The lower the required index, R, the greater proportion of all
the potential damage cases to be examined may be permitted to capsize, potentially
rapidly, (with s�0).

42.5 Some Further Issues with the SOLAS 2009
Amendments

Without going into too much detail over the extensive arguments which occurred
as the various research projects reported their results to IMO, it is sufficient to say
that it was also generally agreed that the “R” index for passenger ships (including
ro-pax) in the SOLAS 2009 amendments was too low. A decision was reached at
SDC3 in January 2016 to increase “R” in regulation 6.2, which eventually resulted
in the regression formulae shown in Table 42.1 and shown graphically in Fig. 42.2 as
finally agreed at MSC 98 in June 2017 to be used in the SOLAS 2020 Amendments.

From the above, it is worth noting that, unlike the s-factor, the amended R index
continues to apply to both ro-pax and conventional passenger ships. Also, it now
depends solely onN (the number of persons on board) and no longer varies according
to the degree of lifeboat provision, which will now be determined directly in SOLAS
Chapter II-2. Whilst it is undoubtedly true that lifeboats do provide a tried and tested
method of disembarking passengers in emergencies it was no longer felt appropriate
to link the survivability of the ship to lifeboat provision. Therefore, R is now based
solely on the number of persons on board and continues to increase with N but to a
lesser degree than was the case with SOLAS90.

The argument herewas that too steep a gradient implies that the value of individual
human lives somehow decreases rapidly as the total numbers involved in the incident
decreases, which is no longer considered acceptable. For this reason, some argued
that the R versus N curve should be almost horizontal, until N decreases to the point
where the ship is too small to provide the necessary subdivision. The pronounced
discontinuity at N�1000 in the curve below is an attempt to keep the line more
horizontal.

Table 42.1 Agreed new formulations for required index “R” for use in the 2020 SOLAS Amend-
ments

Persons on board R

N <400 R �0.722

400 ≤ N ≤ 1350 R �N / 7580+0.66923

1350 < N ≤ 6000 R �0.0369*Ln (N +89.048)+0.579

N >6000 R �1 - (852.5+0.03875*N) / (N +5000)

N = total number of persons on board
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Fig. 42.2 This figure shows the new “R” index (R IMO SOLAS 2020) in comparison with “R”
from the SOLAS2009 amendments, which was also based on length and lifeboat provision. The
EMSA curves represent proposals made by the EMSA3 project (see SDC 3/3/7 for more details)

Although the “R IMO” curve shown above, which is derived from the formulae
in the table, as proposed by SDC3, was acceptable to most delegates at MSC96 in
May 2016 there were some objections, particularly as some countries felt that the
increase in “R” was too great for smaller ships (N<1200). So, the issue was debated
again at MSC97 in November 2016 before “R IMO” was finally approved by IMO
at that session.

Sooner or later, the EC also must decide whether the above-mentioned changes to
the s-factor and Rwill provide sufficient re-assurance that the StockholmAgreement
can be safely revoked for EU-flag ro-pax ships constructed after January 1st, 2020.
To this end EMSA initiated a further research project in August 2016 to provide
the necessary supporting evidence for a decision to be made. The project will take
around 16 months and so should produce results some time in 2018.
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My own personal view is that the Stockholm Agreement should be retained for
the time being and that there should be an obligation for each new ro-pax design to be
model tested. The main reason for this is that the “s-factor” is a key element within
the entire probabilistic regulatory framework.Whereas the theory used to develop the
“p-factor” from the IMO accident database which is used to determine the likelihood
of a ship being damaged in a given location is fairly clear and verifiable, that used
to develop the “s-factor” is much less so.

There is no clear definition of “s” either in the SOLAS regulations or the associated
Explanatory Notes (Resolution MSC.281(85) 2008). The method used to justify the
SOLAS2009 equation for “s” was shown to be flawed, especially when applied
to ro-pax ships. Even the accepted “20-20” revision, although a step in the right
direction, has very little theoretical or model-testing evidence to support it. Some
recent research work has indicated that the “20/20 s” has only a very minor effect on
reducing “A” for medium-to-large size ro-pax ships but a startlingly large effect (up
to 12%) for small ro-pax ships. To date no explanation for this wide variation has
been proposed.

The “s-factor” ought to have some predictive capability and provide reasonable
correlation with model test results and the real world. For example, a ship model
should survive in any random seas with SWH up to 4 m for a damage case with s�
1 in 10 out of 10 test runs. The SOLAS 2009 “s-factor” had rather poor predictive
capability for model test results in this respect and it is surely vital that the proposed
new “20/20” solution should be proven to have a much better predictive capability
for WOD damage cases than the previous formulation.

The only way to demonstrate this is to validate the “s 20/20” predictive capability
against model test results. Once a reasonably good correlation is proven unequivo-
cally only then should consideration be given to removing the StockholmAgreement
as a standard for ro-pax survivability for EU-flag ships.

There is an outstanding issue to be resolved over the assumed watertightness of
the bulkhead deck which will be debated at IMO in the SDC Sub-Committee from
2018 onwards over a 3-year period. Any amendments, if found necessary, will not
enter into force until the 1st January 2024, according to IMO rules.

If that happens it will be most interesting to see what effect both this and the
other forthcoming amendments to “s” and “R”, described above, will have on future
passenger ship and ro-pax designs.

Finally, readers may find a summary of much of the above material in a presenta-
tion given to the SNAME (Western European Section) on 6th February 2018 entitled
“SOLAS 2020 Damage Stability Regulations” by the author and his co-presenter
Hutchinson (2018).
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Chapter 43
Damage Stability Making Sense

George Mermiris and Dracos Vassalos

Abstract Although aviation, nuclear, processing, etc. industries have long ago
adopted and established preventative frameworks andprocedures to safeguard against
unwanted outcomes of daily operations, the maritime industry still places the empha-
sis on the mitigation of consequences following an accident. Despite the widely
expressed opinion that prevention is the way forward, curing occupies a central posi-
tion not only in every day practice but in the underlying regulatory framework as
well. Contrary to this approach, the work presented here aims to create the nec-
essary momentum towards rationalisation of the fundamental choices made during
the design process, thus attracting attention to areas where prevention strategies can
find fertile ground and be fruitful and cost-effective. The methodology addresses the
occurrence of a collision event and the crashworthiness capacity of a ship as prereq-
uisites for its survivability assessment, with promising results to encourage further
development.

Keywords Accident prevention · Collision · Crashworthiness

43.1 Introduction

Traditionally, the damage stability and survivability performance of a ship are treated
under the assumption that the hull is breached following a collision event. This
approach has received considerable attention and significant effort has been spent in
collating the required information for dimensioning the damage opening (SOLAS
Ch. II-1).

Even though the probability of pertinent events that can compromise the water-
tightness of the hull, like collision and grounding, are consistently accounted for in
quantitative risk analyses, the compulsory use of the Attained Index of subdivision,
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Eq. (43.1), discourages any focus on the associated causal factors and, in the partic-
ular case of collisions, on crashworthiness. As a result, accidents still happen, much
more frequently than they should, and ships are lost with significant price for human
life and the environment.

One key reason for this state of affairs relates to the fact that rule making in our
industry focuses on damage limitation (cure) rather than damage prevention. Hence,
the industry is pursuing happily a very ineffective means of sorting bad image and
reputation. This being the case, the time for diverting attention towards an approach
that makes sense of damage stability is long overdue but, fortuitously, ripe. More
specifically, the emergence of the design for safety philosophy and the development
of risk-based design methodology allows due attention on the risk pertinent to each
vessel category in a scientific and all-embracing way, capable of balancing risk
reduction and mitigation with other design objectives cost-effectively.

The work presented here demonstrates that in order to integrate safety against
collision in the design process, it is necessary to rationalise the survivability assess-
ment as it is presented by Vassalos (2004). This can be achieved by addressing the
probability of collision occurrence, the probability of water ingress due to collision,
the probability of capsize due to the ensuing water ingress and the consequential
loss (Fig. 43.1). Such an integrated approach has been the focus in SSRC over the
past 5 years, reaching the stage where potential benefits from trying to make sense
of damage stability are demonstrable. This offers new inroads for the integration
of safety against collision in the design process by drawing information from and
feeding knowledge to the ship operation in an unprecedented way.

43.2 The Regulatory Framework

The assessment of the risk level following a ship collision event is presently per-
formed according to Wendel’s (1960), probabilistic approach, which is practically
implemented with the Attained Index of subdivision A (IMO 2009):

A �
J∑

j�1

I∑

i�1

w j pi si j (43.1)

where

j the counter for loading conditions;
i the counter for damaged compartments or groups of adjacent compartments;
J the number of loading conditions;
I the number of damaged cases (single or groups of adjacent compartments) for

each loading condition;
wj probability mass function of the loading conditions;
pi probability mass function of flooding extent of a compartment or group of com-

partments for loading condition j
(∑

i Pi � 1
)
;
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Fig. 43.1 Sequence of events in flooding scenario with the corresponding probability elements for
the collision risk assessment

sij the average probability of surviving the flooding of a compartment (or group of
compartments), for loading condition j.

Index A is the weighted average of the probability of survival, i.e. its expected
value E(s), of all damage cases for a ship. As long as the value of A is greater than
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a prescribed threshold value (index R), the safety level of the ship is considered
satisfactory, at least from a regulatory point of view.

43.2.1 A Critique on the Current Approach

The philosophy of this regulation is attractive (due to its scientific foundation on
probability theory) and special (as few precedent frameworks, if any, have ever
adopted a similar approach). However, the framework is based on statistical analysis
of past accidents and unavoidably builds on the fact that a collision has occurred and
the watertightness is lost (otherwise the accident would not be considered). Instead
of using statistical information for rationalising the choices of the damage scenarios
and benchmarking the results of structural analyses, the regulation puts emphasis on
the identification of all damage cases that would compromise survivability. That is,
irrespective of how improbable 5-compartment damage would be, this scenario will
still be considered in the assessment. Hence, the process changes into a vulnerability
analysis.

A closer look at the provisions of the framework will reveal determinism and
inconsistency, as it is explained next:

(i) The calculation of the probability of flooding is conditional on the collision
occurrence, i.e. the probability of collision Pcollision �1.0. However, modern
communication and IT developments in combination with improved training of
the navigation officers contribute significantly towards the traffic management
even in the most congested waters.

(ii) The probability of flooding is also conditional on the probability of water
ingress due to collision, i.e. the ship shell is breached and the penetration is
of sufficient size to cause large scale flooding of one or more compartments
instantly. Therefore, Pwater ingress | collision �1.0. Yet, the fact that a collision
occurring does not mean that the watertightness of the hull is lost. Statisti-
cal data and computer simulations clearly indicate that the overall damage can
range between denting and breaching of the side shell, with large variation of
the damage opening (Fig. 43.2). In any case, instant flooding is expected to be
very remote.

(iii) The calculation of the p-factor is solely based on the location of transverse
and longitudinal bulkheads. At the same time, the crashworthiness of the side
panel of each compartment, i.e. its capacity to absorb impact energy (Vredeveldt
2005), is ignored.

(iv) In the process of the above calculations, the operational profile of the struck
ship should be taken into consideration for the following reasons: (i) in the case
of Pcollision, information on the traffic density and the geographical restrictions
will indicate the level of congestion in a seaway, whereas (ii) in the case of
Pwater ingress | collision it will offer an estimation of the available kinetic energy and
bowgeometries (as it will be explained in the next section) that can compromise
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Fig. 43.2 Actual damage as
opposed to SOLAS opening

the side shell. This way, a ship, which operates in coastal waters and in open
sea, will experience different collision risk levels but because the operational
profile is not accounted for in the regulation, the p-factor will remain the same.

As a result, the level of assumptions in the calculation of the p-factor renders the
value of A questionable. More importantly though, index R is derived on the basis of
a sufficient number of A-values of ships that have survived the elements over their
life-cycle and represents an acceptable level of safety standard (HARDER 2003).
But if R is based on values of A, the value of which is fraught with uncertainty, then
R is also uncertain and the level of safety it represents is questionable.

43.3 The Proposed Model

Conventionally, the environment (in terms of wind, waves, etc.) in which a ship
operates largely defines its design characteristics with respect to hydrodynamic and
structural performance. In addition to the imposed loading on the hull girder, the
operational environment also provides information concerning the accidental loading
on the ship (congestion levels, speed and direction of the surrounding traffic, etc.),
which until recently was of secondary or no importance during design. With this
information readily available, the calculation of the p-factor can be rationalised as it
is described in the following two sections.
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43.3.1 Probability of Collision

The assessment of the probability of collision is based on the concept of ship domain,
as it was introduced in the late 70s (Goodwin 1979), and treated in various contexts
and studies (Hansen et al. 2004; Filipowicz 2004), etc. It was initially defined as a
circular area surrounding a ship and if an object entered this area then a collision
was assumed.

In the proposedmodel, the shape of the domain is retained but its diameter varies as
a function of operational and design parameters.When the domain diameter becomes
equal to or less than the ship length then a collision occurs.

The elements of the model that define the ship domain are:

1. The ship length (L) is indicative of the size of the vessel in a seaway and it is
inversely proportional to the diameter of the domain.

2. The response time (R) is the necessary time for the vessel to advance at 90° and
it defines how fast the ship will respond to a command for an evasive manoeuvre
(ignoring any depth effects). R is reciprocal to the size of the domain as well.

3. The speed of the vessel (V) is important from an operational point of view.
Its value reflects the conditions (traffic density, visibility, time schedule, etc.)
under which the vessel steams and its variation depends on the geography of the
navigational area.

4. The traffic density (ρ), i.e. the number of ships per unit area, in a seaway can
impose further restrictions to the speed range. Evidently, speed and traffic density
are inversely proportional to the domain size as well.

5. The transverse channel width (C) defines the topological boundaries of the
course of the ship in a waterway. It varies proportionally to the domain size and,
according to Kriastiansen (2005), it is related to the traffic density:

ρ � N

V′C
(43.2)

where N is the number of ship passages per unit time (e.g. annually), and V′ is the
speed of the surrounding traffic.

6. Over the years, authors like (Fujii et al. 1974) and accident investigators, e.g.
(MAIB 2005), have stressed that collision accidents (i) never occur instanta-
neously and without the right initial conditions (low visibility, early morning
hours, etc.), and (ii) can be attributed to miscalculations, over-confidence, lack
of communication, etc. When everything is orchestrated properly, then there is
always a critical point of no return, which is measured consistently in the range
of a few minutes (Cahill 2002)!

The fact that ship collisions always occur for a very specific set of initial condi-
tions suggests that existing methodologies are fragmented (attributing the accident
to human factors and adverse weather conditions or bad maintenance of hardware)
and inadequate (the irreversibility of the situation is ignored).
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Table 43.1 Examples of high and low entropy situations

High entropy Low entropy Remarks

Disorder, disorganisation,
thorough mix-up

Order, high degree of
organisation

Existence of a Vessel Traffic
System (VTS) in the area of
navigation

Great uncertainty Near certainty, high reliability Information about wind gusts,
when close quarter
manoeuvring is required

Great surprise Little or no surprise The familiarity of the
navigator with the area of
operation and the dominant
conditions

In the proposed methodology the “softer” aspects of an accident are accounted for
as disorder or uncertainty, i.e. in the form of entropy of a situation (H) (Williams
1997), which is expressed as:

H =
M∑

j = 1

Nj∑

i = 1

Pij log2

(
1

Pij

)
(43.3)

where:

i counter for the number of states of each event,
j counter for the number of events,
M number of events,
Nj number of states of event j,
Pij probability of occurrence of the state i and the event j, where

∑
i Pi � 1.

As the value of entropy increases, the more imminent a collision is. Examples of
high and low entropy values are presented in Table 43.1.

Establishment of threshold values for entropy is an ongoing development but this
concept allows a broad range of critical information to be consolidated into a single
number with widely accepted meaning.

In summary, the domain diameter is expressed as:

D � C

VLR ρ
10−H � V′C2

VLRN
10−H (43.4)

The probability of collision per unit time can be obtained with a Monte Carlo
sampling of the entailed parameters.

With Eq. (43.4), the point of no return is substantiated (due to its non-linear
character) since the contribution to the entropy level of each of the participating events
can be determined at successive instances and the escalation of a situation can be
quantified, thus providing better decision support to the navigator, the port authorities,
etc. An example of this is the comparison between navigation in open and closed
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Fig. 43.3 Entropy variation for open (Pedersen and Zhang 1999), and confined waters (Øresund
2006)

waters for aROPAXship (Fig. 43.3). In the former case a collision event is guaranteed
for values of entropy approximately equal to 4.0,whereas in the latter case the entropy
levels will have to be doubled. The fact that space availability allows longer decision-
making times is reflected in the proposed model and justifies the choice of entropy
as an aggregate measure for quantitative and qualitative information.

It should be stressed that Eq. (43.4) is applicable when the ship is in sailing mode
and when collision with other ships is considered; otherwise the element of speed of
surrounding traffic

(
V′) becomes meaningless.

43.3.2 Probability of Water Ingress Due to Collision

The extent of the structural damage following a collision event is tightly connected
to the crashworthiness of the side shell panels as it was stressed earlier. Although the
highly non-linear failure of the structure intuitively calls for sophisticated analysis
with the Finite Elements (FE) technique, the very nature of FE is prohibitive for early
design application (where most of the main characteristics of a ship are decided) due
to long modelling, processing and post-processing times, and because such results
cannot be communicated easily to the rest of the design tools. This being the case,
the designers can either consider a small number of selected damages (i.e. check the
vulnerability of the hull) or ignore such input and resort to using damage openings
as prescribed in SOLAS.

The proposed approach is founded on the absorption of the kinetic energy of the
striking ship by a restricted portion of the structure of the struck ship. The phe-
nomenon is governed by (i) the magnitude of the kinetic energy, (ii) the structural
configuration of the struck panel, and (iii) the geometry of the striking bow (assumed
rigid here). The first two aspects can be derived from the operational profile of the
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ship in terms of the surrounding traffic (i.e. the size and the speed of other vessels),
and its structural configuration respectively. The latter complements the expectation
of breach occurrence considering that the sharper the contact edge of the striking
body is, the easier the panels of the side shell will rupture (i.e. with less expenditure
of kinetic energy), as it is confirmed by numerical simulations and experiments.

The remaining factors, which affect the development of a collision event are
related to the angle between the two ships (as the angle increases the sharpness of
the striking bow is reduced), their inertia, i.e. their virtual (real plus added) mass
before (striking ship) and after the contact (struck ship), and the friction during the
penetration.

The link of the side structure deformation and the striking body geometry is the
principal radii of curvature of the latter, which provides a measure of its sharpness
at the contact points. The radii of curvature of a three-dimensional surface can be
obtained by its parametric definition:

x � x(p, t,w0), y � y(p, t,w0), z � z(p, t,w0)p, t ∈ [0, 1] (43.5)

where x, y and z are real, continuous and at least twice differentiable functions (with
respect to either of the two parameters) in a right-handed coordinate system and w0 is
the indentation of the panel since in the current context interest lies in the necessary
deformation to cause rupture. The geometry of the striking body is represented with
a Bezier surface, whereas the struck surface deformation is modelled with theWitch
of Agnesi function, which allows for explicit consideration of the deflection w0 as a
function of radii of curvature of the striking body:

u
(
x, y,w0

) � Cx
w0(

1 +
(

x
r1

)2
) ,

v
(
x, y,w0

) � Cy
w0(

1 +
(

y
r2

)2
)

w
(
x, y,w0

) � Cxy
w0(

1 +
(

x
r1

)2
+

(
y
r2

)2
) (43.6)

where:

u, v and w are the deformation functions along x (longitudinal), y and z (vertical to
its plane) directions of the stiffened panel.
Cx, Cy and Cxy are constants accounting for the stiffening along the x, y and the x-y
directions, respectively.
r1 and r2 are the radii of curvature of the striking bow at the point of contact.

Because of the substantial deformations experienced by the stiffened panel, the
accumulated strain energy is dominated by membrane action and is expressed as:
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Fig. 43.4 Comparison between CRASED and statistical data

Vmem � 1

2

∫ L

0

∫ B

0
(Nxεx + Nyεy + Nxyγxy) dy dx (43.7)

where Nx, Ny andNxy are forces per unit length of the plate edge and εx, εy and γxy are
the corresponding strains for large deflections (Timoshenko andWoinowski-Kreiger
1964).

The necessary energy for rupture initiation is obtained from the experimental
work of Jones and Birch (2006), where the diameter of the indenter is taken into
account when measuring the responses of plates subjected to low speed (in the range
of ships’ speeds) collisions.

The above model is implemented in the CRASED (CRashworthiness ASsessment
for EarlyDesign) program. Its results are compared with the statistical data obtained
in HARDER for the case of a ROPAX colliding with a similar ship. The length and
breadth of the damage opening is presented in Fig. 43.4 as a function of penetration.

43.3.3 The Integrated Model

Putting the two elements of probability together (for a particular waterway or a set
of routes) will provide a concise picture of the flooding probability and its extent due
to collision and will highlight potential deficiencies (e.g. in structural arrangement
and watertight subdivision) that need to be addressed at design level. This way, the
operational profile of a new ship and its physical properties are mutually contributing
to the derivation of the ship collision risk levels.
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43.4 Conclusions

Although the probabilistic framework for damage stability is moving in the right
direction for the quantification of safety levels of ships, its implementation is incon-
sistent as the weight is placed on the vulnerabilities of a ship. This way, any realistic
treatment of the operational risks, and with it any serious attempt to build on preven-
tion, is lost. The methodology proposed here aims to address this issue and, consid-
ering that accidents still happen despite the substantial effort spent for analysis and
regulation, to create a momentum of thinking for rationalising the ship survivability
assessment and the shipping operations in general.
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Chapter 44
Coupling of Progressive Structural
Failure and Loss of Stability in the Safe
Return to Port Framework

Seungmin Kwon, Qi Chen, George Mermiris and Dracos Vassalos

Abstract This paper addresses the survivability assessment of damaged ships with
respect to the coupled effects of structural degradation and damage stability in the
context of the Safe Return to Port (SRtP) framework for passenger ship safety. The
survivability is evaluated in the time domain with varying wave loads. The proposed
methodology is demonstrated through application to two diverse but safety-critical
ship types, namely a RoPax with side damage, and an Aframax tanker with asym-
metric damage at the bottom.

Keywords Safe return to port · Progressive structural failure · Damage stability

44.1 Introduction

Although substantial effort has been spent in the design stage and operational pro-
cedures of ships towards prevention and mitigation of accidental events and their
ensuing consequences, the residual risk remaining is sufficient to fuel progressively
higher expectations on the acceptable level of safety at sea by the society at large.
The recurrence of high profile accidents demonstrates this situation with little margin
for dispute and stresses the urgency for more comprehensive understanding of the
underlying phenomena of a ship in distress.
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In response to this need, the SRtP framework for passenger ship safety has set
the foundation for a series of developments by advocating zero tolerance to loss of
life following an accident and allowing 100% survivability for a specified interval of
time (3 h recommended) if the casualty threshold criteria are exceeded, or indefinite
survivability otherwise. In the latter case, the ship should be able to return to port
under its own power or remain upright, afloat and with sufficient functionality to
maintain passengers and crew until help arrives (IMO 2004).

In this context the authors have developed a methodology for evaluating the cou-
pled stability deterioration and progressive structural failure of a damaged ship for a
succession of sea states until capsize or global structural failure occurs. The structural
degradation of the hull girder is captured by parametric models of damage propaga-
tion developed on the basis of FE analyses (Kwon et al. 2011). The stability of the
ship following initial damage is assessed with PROTEUS3 (Jasionowski 2001).

The applicability of the developed methodology is demonstrated with two case
studies, namely an Aframax tanker with asymmetric bottom damage, and a RoPax
with side shell damage amidships. The two ship types are selected on the basis of their
robustness in stability and longitudinal strength respectively, and set the foundation
for a comprehensive treatment of post-damage survivability of safety-critical ships.

44.2 Methodology for Survivability Assessment

The key feature of this approach is the survivability assessment of ships with the
coupling effect of damage evolution in the time domain. The progressive structural
failure assessment of a damaged ship is achieved by crack propagation analysis under
varyingwave loading. In addition,when the damaged ship is flooded thewater ingress
and egress from the damaged compartment (due to the ship motion and the waves)
constitutes a source of loading that deteriorates the structure locally and induces
further crack propagation. In turn, the damage extension will exacerbate flooding
and the cycle repeats itself until either stability is totally lost or residual strength
becomes insufficient to sustain the applied loads.

For every time step of the calculation, the crack propagation is analysed and the
effect of damage evolution on the survivability of the damaged ship is assessed in
terms of criteria pertaining to residual strength and damage stability. In principle,
such criteria can be expressed as the bending moment (BM) and the metacentric
height (GM) respectively, and they should account for the dynamics of the situation
by focusing on the time to break and the time to capsize respectively (Vassalos 2009).
A high level description of the proposed methodology is shown in Fig. 44.1.
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Fig. 44.1 High level process
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44.2.1 Loading

Environmental loading

The load induced by thewaves is the primary source for crack propagation and it is
calculated either by an in-house 3Dpanel codewithGreen’s function implementation
(Xie 2011), or class guidelines (DNV 2012). The obtained wave and still water
bending moments form direct input to the damage propagation analysis. On the
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other hand, the total bending moment will be compared with the residual strength of
the damaged ship for every time step of the process. Also the calculated ship motions
are used in flooding simulation.

Flooding loading

The flooding of the damaged compartmentwill induce inflow and outflowofwater
as the ship moves in waves, and the ensuing pressure differential effect on the crack
propagation needs to be taken into account in the progressive failure of the struc-
ture. Depending on the size and the location of the damage opening, the size of the
compartment, and the ship motions, the induced flooding pressure and its extent is
defined. In principle, this calculation should be based on CFD simulations and in par-
ticular the solution of the Navier-Stokes equations with the VOF method (Gao et al.
2010). However, despite the increased resolution that this model could contribute to
the overall methodology, its inherently complicated and computationally-intensive
nature does not allow its direct integration in the methodology at the current stage
of development and constitutes an item of future work.

44.2.2 Progressive Structural Failure

The crack growth modelling emanating from or near the damaged ship parts is based
on the Linear Elastic Fracture Mechanics (LEFM) and Paris Law, in which ‘time’
is considered implicitly by the number of cycles, N, where ‘N� time/period’. This
approach has been adopted not only in the shipbuilding industry by Dexter and
Pilarski (2000) and Dexter and Mahmoud (2004), but in the aviation industry by
Farahmand et al. (2007) as well.

A crack growth model proposed by McEvily and Groeger (1977) has been mod-
ified to include the effective range of SIF and the material constants are chosen so
as the linear region of the model fits with the original linear Paris Law (Kwon et al.
2011). Also, instead of conducting FE analysis, the Stress Intensity Factor (SIF) has
been obtained through knowledge-intensive models, in order to overcome cumber-
some numerical FEA and to utilise exploitation of accumulated knowledge (Tada
et al. 2000).

Aprocedure for evaluating the progressive structural failure using the crackgrowth
model is shown in Fig. 44.2. The extended crack size in the time domain would be
used to assess the residual hull girder strength, and to update the opening of the
flooded compartment and the adjacent ones if its boundaries are breached. In this
manner, all the time-dependant information such as loading, damage and crack size
is updated for each time step of the simulation.
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Fig. 44.2 Procedure of progressive structural failure analysis

44.2.3 Residual Strength

The residual strength assessment of a damaged ship is based on themoment-curvature
relationship for stiffened panels known as Smith’s method (Smith 1977). The rela-
tionship is obtained by imposing a curvature from sagging to hogging on the hull
girder, which is assumed to consist of several beam-column elements. For each cur-
vature, the average strain of each element is calculated and the stress imposed on it is
obtained from a corresponding load-end shortening curve. The moment sustained by
the whole section is obtained by summing up the moments of each element induced
by axial force and distance of each element from the neutral axis of the section. The
ultimate bending strength of the section is the maximum bendingmoment in hogging
and sagging conditions.

The load-end shortening curve of each element is based on IACS rules (2008), in
which the effect of plate induced failure, the flexural bucking failure of a column,
and the tripping failure of a stiffener are considered as failure modes.

Validation of this approach was made by Kwon et al. (2010), through comparison
with FEA results. For each time step, the damage evolution reduces the effective
width of plates and the number of effective stiffeners and results to the reduction of
the ultimate residual bending strength.

44.2.4 Damage Stability

The time to sink and/or capsize following damage is a critical factor in determining
the level of safety of a damaged ship. In this case the dynamic response of the ship
and the progressive flooding of its compartments in a random seaway form a highly
non-linear dynamic system, the behaviour of which is modelled and simulated in the
time domain by PROTEUS3 (Jasionowski 2001). The main features of the software
are:
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(i) The ship hydrodynamics are derived from properties of the intact hull and they
are based either on asymmetrical strip theory formulation with Rankine source
distribution or a 3D panel code, both accounting for the non-linearities arising
from instantaneous variation of the mean ship position and large amplitude
motions.

(ii) The effects of floodwater dynamics described by a full set of non-linear equa-
tions are derived from rigid-body theory.

(iii) The water ingress/egress is based on Bernoulli’s equation and the floodwater
motions are modelled as a Free Mass on Potential Surface (FMPS) de-coupled
system in an acceleration field.

The ship geometry is defined in sections both for the hull and the internal com-
partments. The necessary environmental conditions for the simulations are generated
according to JONSWAP or Pierson-Moskowitz spectra. The output of the calcula-
tion concerns shipmotions, floodwatermass variation andmotion, flow of floodwater
through openings, environmental forces, etc.

44.2.5 Criteria

The survivability of damaged ships is assessed through comparison of the results
from the residual strength analysis and the damage stability analysis with a set of
criteria. That is, the damaged ship would be regarded as capsized if the roll angle
exceeds 30% instantaneously or if steady (average) heel is greater than 20% for a
period longer than three minutes according to EC (2003). On the other hand, the ship
is considered to lose its structural integrity if the ultimate residual bending moment
becomes lower than the applied one due to wave loading or when major structural
elements are severed completely due to unstable crack propagation.

44.3 Case Studies

The verification of the proposed approach is conducted by application of the method-
ology to an Aframax tanker with bottom damage, and a RoPax with damage on the
side shell. In the analysis only the environmental loading (in deep water) is consid-
ered.
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Table 44.1 Principle
dimensions of the tanker
under consideration

Type of dimension Value (m)

Length O. A. 250.17

Length B. P. 239.00

Breadth MLD. 44.00

Depth MLD. 21.00

Draught MLD. (Design) 14.60

Fig. 44.3 Midship section of the tanker with initial bottom damage

44.3.1 Tanker

The ship used in the analysis is an 112,700 DWT crude oil carrier fitted with double
side structure. The ship has six cargo tanks on each side. Its principal dimensions
are summarized in Table 44.1 and the midship section is shown in Fig. 44.3.

The initial damage is located at the starboard side of the bottom structure close
to mid length. The width of the initial damage is defined as 7.33 m as shown in
Fig. 44.3 according toABS guidelines (1995). A circular damage opening is assumed
for convenience in the calculations.
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Fig. 44.4 Wave bending moment based on the wave data from the Prestige accident report

0

5

10

15

20

25

30

0 12 24 36 48 60 72 84 96 108 120 132 144

D
am

ag
e 

ex
te

nt
, [

m
]

Time, [hrs]

Bottom_left Bottom_right Side_stbd

Ibhd_port cbhd Ibhd_stbd

Bottom right

Side stbd

Cbhd
Ibhd port

Fig. 44.5 Asymmetric grounding damage propagation on the bottom of a tanker

A fully loaded condition is considered for the wave loading analysis. The wave
data is obtained from the BMA report (2004). The resultant wave bending moments
for head sea conditions are shown in Fig. 44.4.

The result of the asymmetric damage propagation is obtained from the progressive
structural failure analysis and shown in Fig. 44.5. Accelerated propagation (unsta-
ble) starts at 68 and 73 h for the port and starboard bottom damage respectively. It is
identified that the starboard bottom damage spreads to the starboard side inner bulk-
head (bottom girder is included) and side shell in sequence, whilst the port damage
propagates to the centre bulkhead and to the port side inner bulkhead (and bottom
girder) gradually.

Considering that the crack propagation on the bulkheads exceeds the height of
the inner bottom translates to the breach of the corresponding cargo tank. That is,
oil outflow is expected to appear at 80 and 90 h after the damage initiation from the
starboard and port cargo tanks respectively.
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Fig. 44.6 Degradation of the ultimate residual strength of the tanker

As damage propagates, the ultimate residual strength of the hull girder is calcu-
lated, as shown in Fig. 44.6. The structural degradation starts at 72 h after the initial
damage occurred, and coincides to the unstable damage propagation of the bottom.
From this point onwards, the ultimate hull girder strength is decreased by 53 and 23%
for hogging and sagging respectively, compared to the bending moment capacity of
the intact condition. The vessel is regarded as lost at 144 h, i.e. when the bottom
plate is severed.

The stability deterioration of a ship is measured by the time to capsize or sink
after damage. For this calculation the permeability of the damaged compartment is
assumed 0.95. At 92 h, i.e. when the damage size exceeds the centre bulkhead, the
symmetrical compartment to the initially damaged one is considered flooded with
identical permeability. Figure 44.7 shows the comparison of GZ curves for the fully
loaded condition. The residual GZs for damage conditions prove that a wide safety
margin is left following the damage occurrence, especially even after the flooding
extends to the port side tank.

With respect to the time-domain numerical simulation, the initial transient flood-
ing has been modelled by setting that the water enters the compartments (after 92 h)
very fast. The survivability simulations are based on the same set of wave data as the
one used for thewave loading calculations (BMA2004). Two headings of JONSWAP
spectrum (90 and 180%) are simulated to examine the influence of ship heading on
damage stability. As expected no capsize occurs during the whole simulation time,
regardless of the heading.

Table 44.2 presents the entire simulation process in ten consecutive steps. The
output information (e.g. mode of motion, volume of flooded water) at the final stage
in one step is accounted as the initial conditions for the successive step. The total
simulation time is in line with the analysis for crack propagation, which lasts for
6 days (144 h). Figure 44.8 provides snapshots of flooded compartments in the dam-
age area of the ship. Themaximum rolling during the simulation does not exceed 5%.
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Fig. 44.7 GZ curves
calculated by PROTEUS3
for the tanker under
consideration
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Table 44.2 Summary results for head seas conditions

Hs (m) Cumulative
simulation
time (h)

φmax,180
(deg.)

Reduction of BM

BMhog (%) BMsag (%)

Step 1 5.5 3 3.13 4.8 1.9

Step 2 5.1 6 3.27 4.8 1.9

Step 3 4.5 36 3.23 4.8 1.9

Step 4 4.0 54 3.12 4.8 1.9

Step 5 5.0 66 3.08 4.8 1.9

Step 6 6.5 81 2.93 8.1 3.7

Step 7 4.7 92 3.20 13.5 5.5

Step 8 3.25 102 0.01 24.0 8.0

Step 9 2.5 132 0.03 45.3 15.8

Step 10 3.5 144 −0.09 52.9 23.3

Because the flooding compartments concerned in this damage case are symmetric,
capsize is highly unlikely during the long period of simulation time.
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Fig. 44.8 Numerical simulation of the bottom flooding before and after the 92 h stage

Table 44.3 Principle
dimensions of the RoPax
under investigation

Type of dimension Value (m)

Length O. A. 194.30

Length B. P. 170.00

Breadth MLD. 27.80

Depth to strength deck 14.85

Depth to vehicle deck 9.00

Draught MLD. (Design) 6.25

44.3.2 RoPax

The next application ismadewith amiddle-sizedRoPax vessel that has a vehicle deck
at 9.0 m and a strength deck at 14.85 m above the baseline. The principal dimensions
of the vessel are summarized in Table 44.3 while the cross section of interest and the
general arrangement are illustrated in Figs. 44.9 and 44.10 respectively.

The initial damage is assumed to be located on the starboard side of the side shell
near the middle of the ship. The height and depth of the damage are defined as 5.88
and 2.2 m respectively according to ABS guidelines (1995). The damage length is
chosen to be the same as the web frame spacing (4.8 m).

Because of the sensitivity of the damage extent and the ensuingflooding conditions
of the RoPax ship, two damage cases (of the same size but different location) are
investigated for comparison purposes as shown in Fig. 44.9. In this manner, it will be
demonstrated that uncertainty management is an inherent ingredient of the proposed
methodology.

The results of the progressive structural analysis are shown in Fig. 44.11 and
summarized in Table 44.4. The initial damage on the side shell is stable for the first
111 and 26 h in Case 1 and 2 respectively, after which unstable propagation upwards
starts causing sequential breach of the joints with the deck plates above the initial
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Fig. 44.9 The cross section of the RoPax with the initial collision damage cases

damage location. The cracks spreading to decks are found to sever the deck plates
as the unstable propagation is fuelled by the high stress concentration levels.

In the Case 1, the cracks on the vehicle deck and the lower part of the side shell
propagate a negligible amount during the analysis. This is contributed to the fact that
the initial location of the neutral axis of the damaged section is above the crack tips
causing compressive bending stress on them during most of the analysis. Although
the similar phenomenon happens to Case 2 at the initial stage, the elevated initial
damage location causes earlier unstable damage propagation in deck plates, of which
loss is sufficient to lower the neutral axis of the damaged section. As a result, the
compressive bending stress on the lower side shell crack changes into tension at 45 h.
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Fig. 44.10 General arrangement of RoPax and the flooding compartments
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Fig. 44.11 Damage propagation for collision damage on side shell of the RoPax

Consequently, the lower crack of the side shell will propagate below the vehicle deck
at 131 h causing extended flooding.

The ultimate residual strength of the vessel at the damaged section is reduced as
shown in Fig. 44.12. In general, as the unstable propagation of the upper side shell
crack arises, the ultimate residual strength in sagging starts to decrease followed by
similar deterioration of the ultimate bending capacity in hogging, which starts the
damage propagation on deck plates becomes unstable. The rapid deterioration of
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Table 44.4 Summary of the progressive structural failure results

Case 1 Case 2

Time, side upper unstable (h) 111.4 25.7

Time, Strength deck breach (h) 113.1 Initial

Time, deck 18.1 m breach (h) 121.8 38.3

Time, deck 20.8 m breach (h) 128.9 47.3

Time, vehicle deck breach (h) Initial 130.7

Final damage size under
vehicle deck (m)

1.26 1.89

the longitudinal strength continues until the cracks on the decks above the damage
sever the entire deck plates across the hull breadth. In both cases, the damaged cross
section loses its residual bending capacity by 39 and 45% for hogging and sagging
respectively in comparison to the intact condition. The vessel is regarded as lost at 223
and 117 h when the strength deck is totally severed for Case 1 and 2 respectively. The
loss of multiple decks induces further reduction of strength in sagging by lowering
the instantaneous neutral axis of the damaged section. It should be noted that the
limitation of the damage propagation to the starboard side shell prevents further
reduction of the residual strength and flooding extension.

With respect to flooding, the basic difference between Case 1 and 2 is the location
of the initial opening. In Case 1 the side tanks below the vehicle deck are considered,
whereas in Case 2 the lower vertical boundary of the damage opening (Z�9.16 m)
is above the water line (T�6.25 m). The stability curves for the RoPax ship at the
intact and both damage conditions are presented in Fig. 44.13.

According to the results of the damage propagation outlined in Table 44.4, it
is assumed that the damaged RoPax has a fixed opening in Case 1 because crack
propagations on the vehicle deck and the lower part of side shell are negligible.
Contrary to this, an additional opening is required for Case 2 due to the breach of
the vehicle deck at 131 h after the initial damage.

The simulation results for Case 1 are presented in Table 44.5 (3-h interval, KG�
12.9 m, Hs�2.0~4.0 m, and 20 simulations per sea state). As expected the worst
heading is the beam seas regardless of wave height. The Hs�2 m is identified as the
lower capsize boundary, as no capsize occurrence is observed. Figure 44.14 shows
an example of a time series of the simulation with Hs�4.0 m that results in capsize
after 4.6 min as the rolling angle exceeds 30%.

The simulation results for Case 1 are illustrated in Fig. 44.15, where the vulnera-
bility to flooding against time is shown. In this case structural degradation is not of
any concern for the survivability of the ship.

The results for Case 2 are presented in Table 44.6. This time only a small amount
of floodwater accumulates on the vehicle deck in 131 h’ simulation even at Hs�
4 m in beam seas. The observed maximum list of the ship is close to 2% (Step 1).
Subsequently, a further opening is added to reflect that the crack propagation reaches
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Fig. 44.12 Decrease of the ultimate residual strength of the RoPax at the damaged section due to
the progressive structural failure

Fig. 44.13 GZ curves for
the RoPax ship
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Table 44.5 Numerical simulation matrix (Case 1)

Hs (m) Heading (deg.) No. of capsizes No. of runs Probability of
capsize, Pcap (tcap
�3 h | Hs)

2.0 180 0 20 0

270 0 20 0

2.5 180 0 20 0

270 12 20 0.6

3.0 180 1 20 0.05

270 20 20 1

3.5 180 17 20 0.85

270 20 20 1

4.0 180 20 20 1

270 20 20 1

Table 44.6 Summary of results for beam seas (Case 2)

Hs (m) Simulation
time (h)

Probability of
capsize
Pcap(Time |
Hs)

Reduction of BM

BMhog (%) BMsag (%)

Step 1 2.0 131 0 38.9 43.3

4.0

Step 2 2.0 134 0 38.9 43.8

2.5 0.4

3.0 1

3.5

4.0

Step 3 2.0 144 0 39.0 44.1

2.5 0.9

almost 1.0 m below the vehicle deck after 134 h (Step 2) and 1.3 m after 144 h (Step
3).

The same range of wave heights as for Case 1 is applied for the survivability
simulations. Base on the obtained capsize probability, it appears that the ship’s vul-
nerability in Case 2 is close to Case 1 from Step 2 onwards, where an enlargement
of the flooding extent takes place.
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Fig. 44.14 Time series of a
typical capsize simulation in
beam sea given Hs�4 m
(Case 1)
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44.4 Conclusions and Future Work

Based on the results of the two case studies of the developed methodology the fol-
lowing conclusions can be drawn:

– The survivability assessment following accidental damages is carried out in the
time domain by taking into account the coupling of the progressive structural
failure with the damage stability as well as the hull girder residual strength.
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Fig. 44.15 Cumulative probability distribution of time to capsize F(tcap) given the specific loading,
flooding extent, sea states, within the simulation time of 3 h (Case 1)

– For the tanker case, it is demonstrated that the degradation of the structural integrity
becomes a priority over the stability deterioration due to the initial damage.

– On the other hand, the RoPax vessel is more susceptible to loss of stability, as it has
been extensively documented in the literature. However, the geometry and location
of the initial damage in combination to unfavourable environmental conditions can
also threat the structural capacity of the ship.

As discussed at the beginning of this paper, this methodology is still at its infancy,
and the material presented here addresses only the main elements of it. Along these
lines, the topics that will be addressed in the immediate future are:

• Investigating the effect of the various damage configurations (shapes, multi-
openings) on the progressive structural failure analysis;

• Developing a platform that will embrace all the relevant tools (including systems
availability) and will enable their consistent implementation for SRtP studies; and

• Coupling of structural FE models with CFD for flooding loading assessment.
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Chapter 45
Impact of Watertight Door Regulations
on Ship Survivability

James Person

Abstract When demonstrating compliance with the International Convention for
the Safety of Life at Sea (SOLAS), Chapter II-1 subdivision and damage stability
regulations, it is assumed that all watertight doors are closed and the related internal
watertight subdivision is 100% effective. Unfortunately, casualty history indicates
that this is not always the case. Contributing to this situation are provisions in the
SOLAS regulations that permit some watertight doors to remain open or be open
for extended periods of time during navigation under certain conditions. This paper
provides background information on the SOLAS requirements for watertight doors
and discusses whether this regulatory treatment is still appropriate for passenger
ships of the future. Originally written in June 2011, an update is included to indicate
the latest SOLAS regulatory developments as of June 2017.

Keywords Watertight doors · Damage stability · Passenger ships · SOLAS

45.1 Introduction

Inherent in the application of SOLAS Chapter II-1 subdivision and damage stability
regulations is an assumption that all watertight doors will be closed in a flooding
casualty and that the related internal watertight subdivision will be 100% effec-
tive. Unfortunately, casualty history indicates that this assumption is not always
valid. Contributing to this situation is SOLAS regulation II-1/22.4, which is a long-
standing provision that allows Administrations to permit certain watertight doors to
remain open during navigation if considered absolutely necessary for the safe and
effective operation of the ship’s machinery or to permit passengers normally unre-
stricted access throughout the passenger area. Considering the substantial evolution
of SOLAS passenger ship safety standards over the last two decades and the current
SOLAS 2009 probabilistic damage stability regulations that provide new subdivision
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design flexibility, this paper questionswhether regulation II-1/22.4 is still appropriate
for passenger ships of the future.

45.2 Background of SOLAS Watertight Door Regulations

The 1948 SOLAS Convention requirement for keeping watertight doors closed only
applied to passenger ships and was as follows (regulation II/12(k)): “All watertight
doors shall be kept closed during navigation except when necessarily opened for
the working of the ship, and shall always be ready to be immediately closed.” This
requirement was not changed in the 1960 or 1974 SOLAS Conventions (regulation
II/13(n)), and although the 1981 SOLAS amendments (resolution MSC.1(XLV))
changed the regulation format, the requirement remained the same (regulation II-
1/15.14).

Following theHerald of Free Enterprise casualty in 1987, several sets of SOLAS
amendments were adopted. The 1989 SOLAS amendments (resolutionMSC.13(57))
substantially revised thewatertight door requirements in regulation II-1/15.Although
the primary impact was to significantly upgrade the control system requirements for
power-operated sliding watertight doors on new passenger ships (constructed on or
after 1 February 1992), changes were also made to the requirements for opening
watertight doors during navigation. These changes were an effort to clarify and
bound the existing provision “when necessarily opened for the working of the ship”.
Apparently it was felt at the time that many watertight doors were being allowed to
remain open under the vagueness of this provision. The new provisions in regulation
II-1/15 were as follows:

9.2 A watertight door may be opened during navigation to permit the passage of passengers
or crew, or when work in the immediate vicinity of the door necessitates it being opened.
The door must be immediately closed when transit through the door is complete or when the
task which necessitated it being open is finished.

9.3 Certain watertight doors may be permitted to remain open during navigation only if
considered absolutely necessary; that is, being open is determined essential to the safe and
effective operation of the ship’s machinery or to permit passengers normally unrestricted
access throughout the passenger area. Such determination shall be made by the Administra-
tion only after careful consideration of the impact on ship operations and survivability. A
watertight door permitted to remain thus open shall be clearly indicated in the ship’s stability
information and shall always be ready to be immediately closed.

With the exception of the retroactive application of the watertight door control
system requirements (to passenger ships constructed before 1 February 1992) fol-
lowing the Estonia casualty in 1994, the SOLAS watertight door requirements for
passenger ships have remained the same. The SOLAS 2009 amendments separated
the watertight door requirements into design (regulation II-1/13) and operational
(regulation II-1/22) sections, but the requirements did not change. Therefore, the
current watertight door requirements originate from the 1989 SOLAS amendments.
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45.3 Guidance on Watertight Doors Permitted to Remain
Open

Following the 1989 SOLAS amendments that attempted to clarify and restrict condi-
tions when watertight doors could be opened during navigation, there has been little
activity at the International Maritime Organization (IMO) with respect to water-
tight door requirements until recently. In 2006 the Stability, Load Lines and Fishing
Vessel Safety (SLF) Sub-Committee initiated work to establish IMO guidance on
the SOLAS 2009 regulation II-1/22.4 provision “Such determination shall be made
by the Administration only after careful consideration of the impact on ship opera-
tions and survivability.” The SLF Sub-Committee developed the survivability related
guidance and the Ship Design and Equipment (DE) Sub-Committee developed the
ship operations related guidance. That joint effort resulted in the December 2010
MSC.1/Circ.1380 Guidance for watertight doors on passenger ships which may be
opened during navigation.

The MSC.1/Circ.1380 guidance represents substantial compromise from the ini-
tial SLF and DE proposals and essentially requires a risk assessment but only stipu-
lates that theminimal stability criteria needbemetwhenoperating in high risk naviga-
tion areas. As a result several countries reserved their position on MSC.1/Circ.1380,
indicating the guidance is not adequate and represents a permanent degradation of
the subdivision of the ship. They proposed that nowatertight doors should be allowed
to remain open when the ship is operating in high risk areas, and under such condi-
tions watertight doors should only be allowed to be opened for passage and closed
immediately afterwards. Then in conditions of low risk, certain watertight doors may
be allowed to remain open following satisfaction of the minimal stability criteria.

45.4 Observations Regarding SOLAS Requirements

The SOLAS 2009 passenger ship subdivision and damage stability requirements
incorporate a probabilistic methodology that allows new subdivision arrangement
flexible. However, the SOLAS 2009 watertight door requirements reflect a standard
that was developed in 1989. The passenger ship subdivision and damage stability
requirement at that time was a deterministic standard with floodable length, factor
of subdivision and prescriptive main transverse watertight bulkhead requirements.

The overall SOLAS passenger ship safety standards have been significantly raised
since 1989. The higher safety bar is a result of both improved technology and a
reduced societal tolerance for casualties and loss of life.
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45.5 Proposed Way Ahead for Watertight Door
Requirements (author’s opinion in June 2011)

Given the evolution of SOLAS passenger ship safety standards and the SOLAS
2009 subdivision design flexibility that was not available when the watertight door
requirements in regulations II-1/22.3 and II-1/22.4 were established, it is time to
consider:

• deleting regulation II-1/22.4 that allows certain watertight doors to remain open
during navigation; and

• revising regulation II-1/22.3 to further restrict when watertight doors may be
opened during navigation (consider possible limits on: duration of time open;
door location; number of doors open; risk of navigating area; etc.).

In this task itmay be necessary to account for passenger ship size differences based
on the general premise that larger ships have more arrangement flexibility, which is
consistent with the legacy provision now in regulation II-1/4.3. In this context, 400
persons is an established break point and is currently used in regulation II-1/8.

With respect to personnel safety concerns of frequent passage through normally
closed watertight doors, it is suggested that this risk can be reduced through future
innovative designs that eliminate these arrangements.

Passenger ships of the futurewill be required tomeet high safety standards. There-
fore, careful consideration should be given to ensure that watertight door require-
ments don’t impact the flooding survivability by compromising the subdivision and
damage stability requirements.

45.6 Update on Watertight Door Requirements (the latest
SOLAS regulatory developments as of June 2017)

Following the Costa Concordia casualty in January 2012, IMO initiated a broad
reviewof passenger ship safety requirements to consider the need for further improve-
ments. As part of that initiative, the Ship Design and Construction (SDC) Sub-
Committee (a reorganization/consolidation of the DE and SLF Sub-Committees)
was instructed to review the conditions under which watertight doors may be opened
during navigation. This included a review of SOLAS regulations II-1/22.3 and II-
1/22.4, and the related guidance in MSC.1/Circ.1380. The results of that work were
to recommend:

• deletion of regulation II-1/22.4 that allows certain watertight doors to remain open
during navigation; and

• revision of MSC.1/Circ.1380 Guidance for watertight doors on passenger ships
which may be opened during navigation to further restrict when watertight doors
may be opened during navigation.
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The SDC Sub-Committee finalized the regulation amendment and revised MSC
circular in February 2015, and the IMO Maritime Safety Committee (MSC) sub-
sequently approved them in principle in June 2015. The amendment to SOLAS
regulation II-1/22 was adopted by MSC in June 2017, with an entry into force date
applicable to passenger ships constructed on or after 1 January 2020. In addition
to the deletion of regulation II-1/22.4 that allows certain watertight doors to remain
open during navigation, the amendment also added a new provision to regulation
II-1/22.3 that will require Administrations to authorize watertight doors that may be
periodically opened during navigation after considering the impact on ship opera-
tions and survivability. MSC also approved the associated revised MSC circular as
new MSC.1/Circ.1564 Revised guidance for watertight doors on passenger ships
which may be opened during navigation.

In addition, the Ship Systems and Equipment (SSE) Sub-Committee is now con-
sidering potential requirements for anti-crushing protection devices that could be
fitted on watertight doors to improve personnel safety during the daily operation of
watertight doors.

45.7 Conclusions

Looking ahead, watertight doors will no longer be allowed to remain open during
navigation on newpassenger ships constructed on or after 1 January 2020. In addition,
the ship’s Administration will authorize any watertight doors that may be periodi-
cally opened during navigation after considering the impact on ship operations and
survivability, and when navigating in potentially hazardous conditions these water-
tight doors are to be kept closed except when a person is passing through them. These
IMO regulatory improvements should significantly help ensure that watertight doors
don’t inadvertently compromise a passenger ship’s survivability during a flooding
casualty.

Disclaimer The opinions expressed in this paper are only those of the author and do not represent
those of the U.S. Coast Guard.



Chapter 46
Damage Stability of Passenger
Ships—Notions and Truths

Dracos Vassalos

Abstract A painstaking evolutionary development on damage stability of ships
is giving way to unprecedented scientific and technological developments that has
raised understanding on the subject as well as the capability to respond to the most
demanding societal expectations on the safety of human life and to do so cost-
effectively. Within less than half a century, damage stability calculations catapulted
from one scenario per newbuilding (QE II, mid-1960s over a few months) to tens of
thousands of scenarios (modern cruise liners in 2010s in a few weeks). Given the
steepness of the learning curve and the pace of developments, it is understandable
that certain notions were accepted as truths without due rigor and, as such, continue
to shape contemporary thinking and developments. This paper draws attention to
various issues that are emerging as knowledge grows and proposes a way forward
for establishing a stronger foundation to safety assurance in the maritime sector and
for future developments on the subject.

Keywords Damage stability · Vulnerability
Emerging issues with “old” and “new” ships and rules
A verification framework for maritime safety

46.1 Introduction

With artefacts on human endeavours at sea dated as far back as 6500 B.C., it is
mind boggling to think that it was not until 250 B.C. when the first recorded steps to
establish the foundation of Naval Architecture, floatability and stability, were made
by Archimedes. It is even more astonishing that it took nearly two millennia, after
this, before the first attempts to convey the meaning of stability to the designers of
the day took place in the 18th century by Hoste and Bouguer. Pertinent regulations,
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especially after accidents involving water ingress and flooding, were introduced even
much later; notably, the first Merchant Shipping Act of 1854 addressing subdivision
and leading eventually and after heavy loss of life to the adoption of the first inter-
nationally agreed system of subdivision in SOLAS 1929. Indeed, the first specific
criterion on residual static stability standards was introduced at the 1960 SOLAS
Convention. This “tortoise” pace gave way to the steepest learning curve in the his-
tory of Naval Architecture with the introduction of the probabilistic damage stability
rules in the late sixties as an alternative to the deterministic requirements. Prompting
and motivating the adoption of a more rational approach to damage stability and
survivability, probabilistic rules instigated the development of appropriate methods,
tools and techniques capable of meaningfully addressing the physical phenomena
involved. The ensuing improved technical capability virtually at worldwide has, in
turn, been fuelling innovation in the shipping sector to meet the demand for larger,
faster, more complex and specialised ships. Within 50 years, this new impetus has
climaxed to the “zero tolerance” concept of Safe Return to Port in July 2009 and to
an open proclamation by the Secretary General of the International Maritime Orga-
nization (IMO), stating that deterministic regulations have no future (International
Conference on “The Future of Maritime Safety” IMO, June 2013). However, this is
taking place in an industry that is fragmented, undermanned, intensely competitive
and, above all, with a traditional deterministic and reactive mindset that sees all new
developments as a hard-to-swallow “pill”, likely to cause more ills than it can cure.

Deriving from this pace of developments and in the absence of a nurturing environ-
ment, the safety regime in the maritime industry is full of conceptual gaps that tend to
undermine progress and safety at large. This paper draws attention to a few obvious
issues, attempting to lay the foundation for a more concerted effort at international
scale to “put things right”. The best available means has always been legislation and,
fortuitously or otherwise, the right instruments are in place to affect such change
most effectively.

46.2 Damage Stability Legislation

46.2.1 Prevailing Regulatory System

The maritime regulatory system consists of internationally agreed standards at IMO,
regionally agreed regulations, national standards, International Association of Clas-
sification Societies (IACS) Common Structural Rules and Unified Requirements,
classification rules of individual Classification Societies and other technical stan-
dards. The regulatory system is a result of a continuous amendment process, mostly
as a result of major accidents, tending to address the safety deficiencies resulting in
the latest accident—in some cases only peripherally. Table 46.1 and Fig. 46.1 tell
the story!
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Table 46.1 Modern Ferry accidents in the western world (Vassalos 1999)

1953 Princess Victoria capsized and sank when large waves burst open the stern door in rough
weather with the car deck and starboard engine room flooded (134 dead)

1974 Straitsman capsized and sank whilst approaching berth with the vehicle door partly open
and, as a result of squat, flooding the vehicle deck (2 dead)

1987 Herald of Free Enterprise capsized when the bow wave and bow-trim combined to bring
the open bow door underwater, leading to flooding of the vehicle deck (193 dead)

1987 Santa Margarita Dos capsized in port in Venezuela due to heeling while loading vehicles
as a result of flooding of the vehicle deck (5 dead)

1994 Estonia capsized and sank due to flooding of the vehicle deck (852 dead)

2006 Al Salam Boccaccio ‘98 capsized and sank due to flooding of the vehicle deck,
following fire (1002 dead)

Fig. 46.1 Deterministic damage stability standards for passenger ships

The prevailing regulatory system is often referred to as prescriptive, implying that
specific solutions are prescribed with little room for innovation. This may be cost-
effective for standard ship designs like bulk carriers and oil tankers, resulting in very
short delivery time, effective production and low costs. However, such regulations
could inhibit innovation, as even designs that would increase ship safety may be
violating existing prescriptive regulations.
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46.2.2 Emerging Regulatory System

At IMO level, SOLAS Ch. II-1, Regulation 5 (certain systems—exemptions) allows
for equivalent design of “fitting, material, appliances or apparatus” provided “it is
at least as effective as that required by the present regulations.” This, in principle,
facilitated equivalent safety and risk-based approaches but wide use is not docu-
mented. Today, themostwidely used and known regulationSOLAS-II.2/17 addresses
Alternative Design and Arrangements for fire safety. The associated guideline (IMO
MSC 2001) advocates use of engineering analysis (i.e., risk analysis), a strategic
goal adopted by IMO to “develop a regulatory framework for assessing alternative
designs and arrangements so that new concepts and technologies may be permitted,
which provide a level of safety at least equivalent to that provided by the prescriptive
regulations.” Other regulations in place that are, in principle, goal-based include: the
new harmonised probabilistic rules for damage stability (this is implied but NOT
explicit and has as a result not been utilised by the industry, with the exception of
a few isolated cases on an informal basis), Safe Return to Port (Chapter II-2) and
Regulation 38, Chapter III on Life Saving Appliances (IMO 2006). Assisting in this
direction are regulations such as the Stockholm Agreement (IMO Resolution 14
1995), utilising a performance-based approach by means of numerical and physical
model experiments.

However, legislation for “Alternative Design and Arrangements” and equivalent
safety are now applicable to damage stability (albeit in principle only), fire safety, life
saving appliances, ship systems and crashworthiness (again implicitly), thus offering
probabilistic and risk-based approaches to safety for all these issues. As a result,
safety equivalence will not be sufficient as an instrument to cater for innovative ships,
which incorporate more than one risk-based design element. The safety implications
between damage stability and fire safety on one hand and life saving appliances on
the other are too complex to be handled in isolation and without the use of holistic
risk assessment and optimisation. In this context, optimisation should target not
only optimum balance between safety and other design objectives but also between
different safety objectives. The term to be used in this case is risk balance. As
an example, even with very high survivability one would not eliminate the use of
life saving appliances. On the other hand, efforts targeting safety enhancement could
becomemuchmore effective. For example,with risk due toflooding-related accidents
dominating the safety of passenger ships (some 90% of the risk), the focus on safety
enhancement of passenger ships must clearly address damage stability as a priority.
Ultimately, it is expected to see risk-based design being applied at ship/platform level
as an holistic optimisation process. This will need to be supported by risk-based
regulations (regulations justified by risk analysis based on agreed risk acceptance
criteria) and approved Risk Control Options (design solutions or measures for risk
prevention/mitigation).
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46.2.3 Risk Acceptance Criteria

A common way of presenting risk graphically, in terms of fatalities, is by using
the so-called F-N diagram, the plot of cumulative frequency of N or more fatalities,
togetherwith related risk acceptance criteria, Fig. 46.2, (MSC72/16, 14Feb. 2000). In
addition, some form of aggregate information is used, such as the expected number
of fatalities E(N), often referred to as the potential loss of life, PLL. This figure,
innocent as a notion, hides three very important truths, as described next.

A cursory look at this diagram would reveal that tolerability drops by one order
for every order of increase in fatalities. It is well-known that the public is much more
averse to accidents, which kill many people at once than to others, which kill more
people one at a time or in small “bunches”. However, this has led to the situation
where we have hundreds of people losing their lives in our industry every single day
going unnoticed. For example, the total death toll at sea in the Philippines has been
estimated to be in the region of 20,000–40,000 per year if the small outriggers, pump
boats and motor launches, which operate unscheduled services between islands, are
to be included in the statistics (Spouge 1990).

This is not a problem specific to Philippines. The global fishing industry statistics
from IMO, the International Labour Organization (ILO), and the Food and Agricul-
ture Organization (FAO) of the United Nations, demonstrate a huge safety problem,
as outlined next:

• Each year there is an average of 24,000 fatalities and 24million non-fatal accidents.
• The fishing fatality rate is estimated at 80 deaths/100,000 individuals per annum,
which is 79 times higher than the overall occupational fatality rate.

Fig. 46.2 FSA—decision parameters and risk acceptance criteria
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• The risk of a fishing accident in EU waters is 2.4 times greater than the average of
all EU industry sectors.

The principle that accidents involving large loss of life should be less likely than
those involving a lesser loss was introduced by SOLAS 1929 and has not been
addressed since. This notion, much as it sounds reasonable, is being severely chal-
lenged by a very different truth.

The second truth relates to the “value of life” as a currency for decision making in
the risk assessment process. Risk acceptance implies two conditions: (a) the evaluated
risk (profile) needs to be within the risk tolerability region, referred to as ALARP and
(b) it needs to be As Low As Reasonably Practicable within that region, the latter
being decided on the basis of cost-effectiveness criteria, adopted by IMO (Skjong and
Ronold 1998). The basic principle on the latter relates to the cost society is prepared
to invest for averting one fatality (CAF�$3M adopted), which reflects some average
value deriving from developed countries (Skjong 2009), shown here as Fig. 46.3.

Notwithstanding the logic of this argument and the wisdom of this mechanism,
there are side effects to it, namely: (a) a discriminatory incentive between developed
and developing countries to invest on safety and (b) a discriminatory viewon the value
of life between developed and developing countries, which has nothing to do with
propensity to invest for safety. The facts are clear to see. The world’s worst shipping
accident concerning loss of human life is that of the Philippine ferry Dona Paz in
1987, following a collision with an oil tanker. In the ensuing fire 4400 people died
(who is aware of this?). The same year, Herald of Free Enterprise capsized resulting
in the loss of 193 lives (who is not aware of this?). Sulpicio Lines, the operator,

Fig. 46.3 Societal indicators (risk-based regulation & design in the maritime industry)
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offered compensation of £580 for passengers killed on the Dona Paz, which was
the insurance required by the Philippine maritime authorities (Spouge 1990). The
corresponding compensation for the Herald of Free Enterprise was £500,000.

The third truth, still on risk acceptance criteria, relates directly to tolerability. On
the basis that there are some 500 RoPax vessels worldwide carrying 1000 persons
or more, the proposed criterion of just below 1E-4 in Fig. 46.2 for accidents with
1000 or more fatalities, implies that it is tolerable for such an accident to happen
once every 20 years on average, assuming that RoPax population remains at current
levels. To which extent this truth is understood widely is uncertain but this level,
being considered tolerable by the maritime industry, deviates considerably from risk
acceptance criteria of other comparable industries (Jasionowski 2012).

46.3 Damage Stability Verification

46.3.1 Validation and Verification

Safety legislation is one “thing” and safety verification an altogether differ-
ent issue. Before elaborating further, it is important to elucidate the meaning
of the two words: validation and verification. Validation ensures that the right
model/method/formulation is being used whilst verification focuses on using the
result right. This simple observation and understanding has, to date, eluded all of us
working in maritime safety. This section will attempt to elucidate why verification
is not receiving due attention by our industry.

Prescriptive safety legislation is, in principle, a risk controlmeasure aimed primar-
ily at risk mitigation post-accident for the specific hazard in question. The prevailing
notion is that safety is ensured through compliance with pertinent regulations, which
as we know only too well it has not worked all that well in the past. Key reason for
this remains the fact that prescriptive rules are not risk informed. Prescriptive and
performance-based instruments, described next, help illustrate this better:

• SOLAS 74: 1-compartment standard aimed at preventing ships from sink-
ing/capsizing if any one compartment is breached in calm water (static GZ curve
characteristics). Little is known of the implied safety.

• SOLAS 90: 2-compartment standard aimed at preventing ships from sink-
ing/capsizing if any two adjacent compartments are breached in calm water (static
GZ curve characteristics). Little is known of the implied safety.

• Stockholm Agreement: as per SOLAS ‘90 but with a pre-defined level of water on
deck depending on freeboard and in operational sea states of up to 4 m significant
wave height (IMO Resolution 14, 1995). This instrument represents a step change
in damage stability verification in that the opted route for compliance is sought
through performance-based assessment (model experiments). Still, because it is
based on SOLAS ‘90, little is known of the implied safety.
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• Harmonised Damage Stability Regulations, SOLAS Chapter II-1 (SOLAS 2009):
in principle, assessment of all known damage cases, based on accident statis-
tics, accounting for loading conditions and sea states at the time the accident
occurred. Contrary to previous deterministic instruments, this is a goal-based reg-
ulation (Attained Index of Subdivision, A>Required Index of Subdivision, R) and
involves potentially thousands—rather than tens as in the first three—of damage
cases. Adherence to the regulation is meant to ensure that the majority of cases
are survivable (typically 80%).

All four instruments were validated using a specific data set of existing ships
(this was aimed to ensure that the chosen GZ characteristics are the right ones).
However, principally the same characteristics are used to date for completely new
and very different ship designs. This trend climaxed with SOLAS 2009 when, in an
attempt to harmonise the probabilistic rules for damage stability, cargo ships data
was adopted as the basis for deriving the harmonised solution applicable to both
cargo and passenger ships (i.e., the validated solution—formulae—are not being
used right). Hence, verification of safety “went out of the window”…and it stayed
there. There is more to this point as explained in the following.

46.3.2 Contemporary Developments

Over the recent past, knowledge on damage stability has been considerably enhanced
with the development of advanced numerical simulation tools (Jasionowski 2001),
offering fast, accurate and reliable tools for performance-based evaluation and ver-
ification of damage stability (tens of thousands of damage cases in a few weeks).
This capability has revealed two serious problems:

• Damage stability is the Achilles heel of passenger ships.
• The simple regression formulae used to assess damage stability of passenger ships
(s-factors and Index-A) fail to capture the increasing complexity of the watertight
arrangements of these ships (see Fig. 46.4).

The cumulative probability distributions for time to capsize, for the two ships
shown in Fig. 46.4, are derived using two approaches: (a) an analytical expression
based on the formulation of SOLAS 2009 (Jasionowski 2006); and (b) numerical
time-domain simulations using Monte Carlo sampling of pertinent statistical distri-
butions of damage characteristics and sea states used in these rules (500 damage
cases). Both ships comply with SOLAS 2009. Moreover, as explained in (Vassalos
2004), the values of these distributions tend to 1-A within a reasonable time period.
Therefore, based on these results, the following observations can be made:

• For the RoPax, close agreement between calculation and performance-based
assessment of damage stability is observed. However, approximately one in three
collision and flooding events would lead to capsize within approximately half an
hour. This is not a good standard.
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Fig. 46.4 Cumulative probability distributions for time to capsize for a traditional RoPax and a
large newbuilding cruise ship (Jasionowski and York 2007)

• Application of SOLAS 2009 indicates that the cruise ship will follow a similar
fate in approximately one in every 10 events whilst using first-principles time-
domain simulation tools the rate becomes approximately 1:100. This is a big
difference, implying primarily that because cruise ships are different (complex
internal architecture with survivability governed by local details rather than global
parameters) the s-factor in SPLAS 2009 is not describing the survival capability of
cruise ships in a meaningful manner (EU Project GOALDS: Goal-Based Damage
Stability, 2012, as described in the following).

46.3.3 Project GOALDS

Based on these results and aiming to address the aforementioned “liberty” of using
cargo ships characteristics as a basis for assessing damage stability of passenger ships,
a large-scale EC Research Project was set up (Goalds 2009–2012) to address these
issues and to derive a verifiable goal-based (hence, performance-based) formulation
for the damage stability of passenger ships. GOALDS helped produce the following
revelations (more to the point, it helped reinforce some hard-learned truths):

New Formulation for Probability of Survival (s-factor)

As detailed in (Cichowicz et al. 2011), the new s-factor formulation is as follows
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Fig. 46.5 DoE applied to
experimental data based on
AGZ , GMf , Range and VR

HS crit � AGZ E
1
2GM f · Range V

1/3
R

where,

HS crit the critical significant wave height
AGZ E an effective area under the GZ curve taken up to the heel angle

corresponding to the submergence of the opening in question
GM f , Range, VR residual GM, range and volume respectively

The much-awaited re-formulation of the s-factor has now taken place. The new
formulation has all the characteristics that one would intuitively expect, in particular:

• The formulation is simple, rational and readily calculable.
• It is much along the lines of the SOLAS 2009 formulation but uses as a basis Hs
critical for survivability, consistent with the Safe Return to Port philosophy.

• Water on deck is accounted for albeit not included explicitly in the formulation.
• It accounts for scale as we all suspected it should.
• It encourages use of a watertight envelop above the traditional bulkhead deck.
• Validation studies demonstrate a high degree of correlationwith all available exper-
imental data from HARDER, GOALDS and EMSA projects (Fig. 46.5). The out-
come expressed as a combination of linear, quadratic and interaction terms in the
response surface model used resulted in 0.99 correlation with the experimental
data, which can be considered as a satisfactory test concerning completeness of
the parameter set.

Countering the aforementioned achievements are the following worrying obser-
vations:
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Fig. 46.6 Typical outcome of damage stability calculations for a collision accident of a RoPax
vessel

• Comparison between A-Index calculations using SOLAS and GOALDS s-factor
formulation revealed little difference. A cursory look of Fig. 46.6 helps clarify this
point (at least for RoPax vessels).

Figure 46.6 illustrates that 77% of damages are survivable, 16% non-survivable
and the remaining 7% of ambiguous survivability. Thus, irrespective of the calcu-
lation error, known to be present in the s-factor for individual damage cases in the
SOLAS formulation, a better formulation capable of resolving the inherent ambiguity
will only improve the situation marginally. This is what was observed in GOALDS
but the reasons were not quite appreciated.What isworrying, however, is that a large
proportion of the feasible damages a RoPax vessel can suffer results in no stability,
whatsoever. This is a design vulnerability in need of attention. (see Chap. 47).

• There are only two points in the data set representing cruise ships (one from
HARDER and one from GOALDS). The rest is RoPax data.

• Most RoPax ships are SOLAS ‘90 designs, hence not the best sample of ships to
use as a basis for high survivability designs (see Sect. 46.5).

• SOLAS ‘90 designs are of simple configuration, hence easy to predict their per-
formance when flooding takes place following collision/grounding. None of the
RoPax ships used include subdivided side casings or car decks, for example.

As a result, calculations of Index-A alone, using even the latest derived s-factors
in Project GOALDS, does not constitute a sufficient means for damage stability
verification of modern cruise ships and RoPax, particularly with complex watertight
arrangement. This point is further elaborated in the following.

Comparison of Index-A with Performance-Based Assessment of Survivability
(PBS)

PBS in this case entails numerical simulation “tools” using Monte Carlo sampling
of pertinent probability distributions (damage characteristics, loading and sea states
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Fig. 46.7 Typical error distribution of Index-A compared with PBS for RoPax

during collision). In the case studies considered, 300 damage cases (uncertainty 10%
in CDF relating to number of samples) were generated for the RoPax vessels and 500
for the cruise ships (uncertainty 4%). Each damage case was simulated for 30min for
RoPax and 60 min for cruise vessels. Index-A was calculated for the sample ships
using NAPA. Unsurprisingly, the results of this study replicate Fig. 46.4, namely,
Index-A calculations show good agreement with PBS for traditional RoPax designs
but not so in the case of cruise ships. A typical error distribution for RoPax is shown
in Fig. 46.7. The histogram is symmetrical around a mean value of approximately
5.0 with a standard deviation of 5.0. As indicated earlier, this error is expected to
grow with complexity of watertight architecture, which is inevitable for the requisite
higher survivability being sought.

A similar comparison between Index-A calculations and numerical simulations
for cruise vessels is shown here in Fig. 46.8. GOALDS results show a significant
improvement over SOLAS (Fig. 46.4) but the error is still large.

Having gained an increased understanding andmade these observations, what can
we do and what can we not do with the ensuing results/knowledge? It is clear that
performance assessment of passenger ship survivability, using Index-A calculation,
is far from perfect when compared with PBS, using modern “tools”. Some reasons
include the use of deterministic elements in the Index-A calculation, interpretation
of the various elements involved in both calculations and simulations and so on but,
ultimately, inability to deal with difficult physical phenomena, such as flooding of
increasingly complex passenger ship watertight arrangements, constitutes the kernel
of the problem. Notwithstanding this, the fact that results from Index-A calculations
follow consistently the same trends as PBS results, renders Index-A a very attractive
“tool” for survivability assessment and decision-making in concept design phase,
including design optimisation.

However, before any passenger ship sets sail, damage stability needs to be verified
bymore rigorousmeans. The professionmust realise that this is the onlyway forward
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Fig. 46.8 Comparison between Index-A and simulations for a typical cruise vessel (UGD stands
for Unified Geometric Distribution)

and take action to develop and implement the right verification process and means
to achieve this.

Can we imagine naval architects today using the Froude formula alone for resis-
tance or theWatson formulae for powering calculations, without the use of large scale
model tests and extensive CFD (Computational Fluid Dynamics) studies for verifi-
cation of power requirements and performance for any ship design?Why is shipping
safety subjected to this degree of unwarranted and dangerous oversimplification?

Clearly we need to (and we can) do better!

46.4 Passenger Ship Vulnerability

46.4.1 Basic Definition

“Vulnerability” is a word being used extensively in the naval sector but not so in the
merchant shipping world. Hence, a definition here is in order. The way this term has
been used by the Ship Stability Research Centre relates to “the probability that a ship
may capsize within a certain time when subjected to any feasible flooding case.”
As such, vulnerability contains (and provides) information on every parameter that
affects damage ship survivability. A simple example is provided next.

Figure 46.9 indicates that there are 3 possible flooding cases of known (available
statistics) frequency and calculable (available “tools”) probability of surviving, say
3 h, which is shown in the Figure. With this information at hand, Vulnerability to
collision flooding of this simple example is:

0.5 ∗ 0.72 + 0.35 ∗ 0.01 + 0.15 ∗ 0.99 � 51.2%
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Fig. 46.9 Vulnerability to
collision flooding

c1=72%

c3=99%
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Fig. 46.10 Design vulnerability (watertight integrity—non-survival cases for typical RoPax)

46.4.2 Design Vulnerability

The vulnerability to collision/grounding damage of passenger ships is well doc-
umented through a number of accidents claiming many lives. Such vulnerability
relates to Water On Deck (WOD), leading to progressive flooding and rapid cap-
size of the ship. Whilst for Ro-Ro passenger vessels this design vulnerability is well
understood, for cruise ships it has been brought to light as recently as the early
2000s. The latter case relates to the service corridor on the strength deck, which acts
as conduit for floodwater to spread along the ship, leading to down flooding through
deck openings/stairwells and ultimately to sinking/capsize of the ship. Figures 46.10
and 46.11, provide typical results demonstrating such vulnerability in the design of
RoPax and Cruise vessels, respectively.



46 Damage Stability of Passenger Ships—Notions and Truths 793

GZmax>0.25 
Σwipivi =, 29% 0<GZmax<0.12 

Σwipivi =, 10%

GZmax=0.0 
Σwipivi =, 4%

0.12<Gzmax<0.25 
Σwipivi =, 56%

Fig. 46.11 Design vulnerability (watertight integrity—non-survival cases for typical cruise ship)

46.4.3 Vulnerability in Operation

A threat that exacerbates further the design vulnerability of passenger ships to colli-
sion/grounding damages, probably at the heart of many catastrophes is vulnerability
in operation. This is an issue that has been attracting serious attention at IMO over
the past few years and new legislation is now in place. It aims to address the fact that
most passenger ships are operatedwith a number ofWatertight (WT) doors open, thus
exacerbating considerably the design vulnerability of these ships. Figures 46.12 and
46.13 demonstrate this rather emphatically by considering the well known Estonia
case, as designed and at the time of her loss. In the latter case (because of open WT
doors) the vulnerability of the vessel was at 68%; 3.5 times higher than her design
vulnerability of 19%.

46.4.4 Watertight Doors—Current Legislation

SOLAS Regulation II-1/15.9.3: “Certain watertight doors may be permitted to
remain open during navigation only if considered absolutely necessary; that is, being
open is determined essential to the safe and effective operation of the ship’s machin-
ery or to permit passengers normally unrestricted access throughout the passenger
area. Such determination shall be made by the Administration only after careful
consideration of the impact on ship operations and survivability. A watertight door



794 D. Vassalos

Fig. 46.12 MV Estonia—design vulnerability

Fig. 46.13 MV Estonia—as operated at the time of her loss

permitted to remain thus open shall be clearly indicated in the ship’s stability infor-
mation and shall always be ready to be immediately closed.”

However, careful consideration by anAdministrationwould necessitate due ability
by the Administration to address the impact on survivability of open watertight
doors so as to ensure rational decision-making. The worst watertight door shown
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Fig. 46.14 Watertight door exemptions—cruise ship example

in Fig. 46.14 increases ship vulnerability four-fold; yet it is Class-exempt. This is
simply the result of the floatability assessment required by IMO. The requirement for
awatertight door to be ready to be immediately closed is anothermyth.Measurements
in the field indicated that such doors take on average 2.5 min to close (1 min before
“pressing the button” for obvious safety reasons and 1.5 min for the door to close)
by which time the damage is done.

46.5 New Ships Versus Existing Ships

46.5.1 Regulatory Gaps

The Compartment “Currency”—Weakness in Old SOLAS

Adoption of probabilistic rules for damage stability and the use of damage statistics
led to clearer understanding of the fact that high-energy impact collisions penetrate
the ship’s hull up to the centre line (in fact at a rate of 45%).Hence, side compartments
(B/5, B/10 and so on) offer reduced protection from a survivability perspective. These
different compartment “currencies” in old and new SOLAS (for example SOLAS
‘90 and SOLAS 2009, respectively) cause confusion when used to judge the level
of damage survivability, making it imperative to use transparency in communicating
compartment-based damage stability standards.
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Fig. 46.15 Compensation effect—newbuildings experience (passenger ships)

The “Compensation” Effect—Weakness in New SOLAS

Only survivable damage cases contribute to the value of Index-A (an aggregate
statistic). As such, it is implied that even if a vessel achieved the required index of
subdivision, there may be cases, which are likely and which have a low probability of
survival—hence a high risk of sinking/capsize. The term introduced in the literature
to describe this (Vassalos 2008) is the “compensation effect” and as Fig. 46.15
indicates, even vessels with very high index of subdivision, may fail to survive what
is, in principle, one- and 2-compartment damages.

Safety Equivalence—Weakness in Knowledge

The safety standard in SOLAS 2009 was established by using a sample of SOLAS
’90 ships as reference, aiming to ensure that the same damage stability standard is
maintained in the new rules. However, evidence from performance-based assess-
ment of damage survivability (recently gained knowledge) of existing and new ships
demonstrates that this is hardly the case (Fig. 46.16). The vulnerability of SOLAS ’90
ships is considerably higher than ships designed to SOLAS 2009 rules. Yet another
reason for paying particular attention on the damage survivability of existing ships.

Notwithstanding the dissimilarity in old and new SOLAS standards, striving for
higher standards for passenger ships, oneMUSTNOTforget that if thesewere applied
only to new ships and not to all existing ships (retrospectively as it was done, for
example, with the Stockholm Agreement) we would only scratch the surface of the
problem. Moreover, this would mean that we reinforce a two-tier safety, allowing
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Fig. 46.16 Comparative assessment of vulnerability between SOLAS ‘90 and SOLAS 2009 pas-
senger ships; clearly the safety level is not the same

the vast majority of ships to continue to operate, despite knowing that their safety
standard is not good enough. This is a significant regulatory gap that needs attention!
This is the focus of the next chapter.

46.6 A Way Forward

46.6.1 Grandfather Clause1

“International regulation would fall apart if the grandfather clauses were
removed!!!” This is the response of the former MSC Chairman (Tom Allan) when
I made the suggestion to him of retrospective legislation, including the exclamation
marks. I am certain, the same argument was made prior to the removal of the margin
line, freeboard, factorial system of subdivision and other “grandfather concepts” but
the world is still standing, financial problems apart.

What this paper tried to bring forward is many such concepts, which for lack of
better knowledge at the time, theywere adopted andmost of these served our industry
well. But the time has come for us to review critically the maritime safety system and
lay the foundations for a modern, sustainable system. Key to this, particularly with

1Grandfather clause is a legal termused to describe a situation inwhich an old rule continues to apply
to some existing situations, while a new rule will apply to all future situations. The term originated
in late-19th-century legislation of U.S. Southern states, which created new literacy and property
restrictions on voting, but exempted those whose ancestors (grandfathers) had the right to vote
before the Civil War. The intent and effect of such rules was to prevent poor and illiterate African
American former slaves and their descendants from voting, but without denying poor and illiterate
whites the right to vote. The term grandfather clause remains in use but with no connotation
regarding the justness of these provisions when applied in other areas.
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reference to damage stability of passenger ships, is retrospectively applied legislation.
There may be a need for a debate, at IMO level, to ensure that the time is ripe to
rip the Grandfather clause apart but from a technical and practical perspective, if
it can be done it should be done. This Chapter puts forward a workable framework
to achieve this, which focuses on life-cycle risk management, as outlined next.

46.6.2 Life-Cycle Safety (Risk) Management

Safety Management is a life-cycle process, starting at the concept design stage and
continuing throughout the life of the vessel. In this process, safety must be monitored
and reviewed to ensure changes in design/operation are reflected in the way safety is
managed. The safety management process must be formal and transparent to allow
the operator to nurture a safety culture and to manage safety cost-effectively. More
importantly, a formal process facilitates measurement of safety performance, which
constitutes the basis for continuous improvement, as indicated by the Virtuous Cycle
in Fig. 46.17 (see Footnote 1).

This brings to the fore the role of ship operation in life-cycle safety management,
which deserves special attention. This thinking is largely in line with the Safety Case
approach (Safety Case 2005) of Health and Safety Executive (HSE) and the IMO
Guidelines on FSA and on Alternative Design and Arrangements (MSC\Circ.1002,
1212) with the focus clearly on safety performance verification. The Safety Case
approach to safety management is more ship-specific rather than ship type specific
as in the case of the FSA. As such, it is a “living instrument”, starting with the first
concept of design and spanning the whole life cycle of the vessel.

The first 3 steps in Fig. 46.17 point to the fact that safety management is an
all- stakeholders affair. The next step (design phase) involves safety performance
evaluation and verification activities (e.g., engineering analysis, model tests, etc.)
aiming at minimising risk cost-effectively. The last 2 steps (operational phase) ensure
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that adequate measures are being taken, using safety performance measurement and
feedback, to manage the residual risk, i.e., to render the residual risk acceptable.

The focus on dealing with residual risks, naturally leads to the need for a SMS
(Safety Management System), outlining the organisation and procedures required
to maintain an acceptable level of safety throughout the life of the vessel. This has
to be aligned with the ISM (International Safety Management) Code implemented
onboard. Pertinent activities include aspects of onboard and shore-based Safety Cen-
tres, monitoring systems and emergency Decision-Support for crisis management.

In conclusion, a formal process should address risk at the ship design stage
(risk reduction/mitigation), in operation (managing residual risk) and, ultimately, in
emergencies (crisis management), ensuring in all cases an acceptable level of risk
(safety assurance). This constitutes the basis of the verification framework described
in the next section.

46.6.3 A Damage Stability Verification Framework

Existing Ships

Deriving from the foregoing and with emphasis on existing ships, two main phases
are envisaged:

1. Design Upgrade Phase: Recent knowledge, tools and experience has demon-
strated that there is a great deal that can be achieved to improve the damage stabil-
ity of existing passenger ships with minor modifications, addressing curtailment
of progressive flooding by focusing on removing certain openings, introducing
semi-watertight doors and such like. This will enhance survivability substan-
tially. The outcome should be verified through performance-based survivability
assessment; first principles tools or model experiments.

2. Operational Phase:As it is more than likely that design measures alone will not
be sufficient to raise the standard of existing ships to the requisite level, the next
step should address management of the residual risk, along the lines discussed
in the foregoing. Namely, the ship owner/operator will need to demonstrate, in a
verifiable way, how residual risk is to be managed (rendered acceptable).

3. Emergencies: Preparedness is the key to handling emergencies with severe time
constraints, such as accidents involving flooding, and limitations in human factor
performance. This will require a verifiable emergency response system for crisis
management along the lines described briefly in the previous section.

New Ships

The procedure outlined in Sect. 46.6.2 will apply directly to newbuildings, subject
to an appropriate verification framework.

For the design phase, we need to look no further than developing for damage
stability the same framework as that already existing at IMO for fire, namely Alter-
native Design and Arrangements for Fire Safety and associated Guidelines. For the
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operational phase and for emergencies, a verification process needs to be established
involving the instruments already in place as explained in Sect. 46.6.2 (Safety Case,
SMS, ISM Code). Possible actions would involve the following:

• Industry study to investigate feasibility of retrospective application of new rules
for damage stability through (a) design upgrades, (b) operational measures and (c)
focus on emergency response.

• Establish, through the IMO route of Alternative Design and Arrangements, a
similar regulation for damage stability (as that for fire) for verification through
performance-based assessment of typical cases from the industry study. Thiswould
also enable setting in place a suitable framework for approval of damage surviv-
ability for newbuildings.

• Set in place through appropriate legislation at IMO and certification through
Administration/Class a system for monitoring damage stability onboard (linked
to SMS) to provide feedback for verification and management of residual risk,
including crisis management.

46.7 Concluding Remarks

• Apainstaking evolutionary development on ship stability is givingway to unprece-
dented scientific and technological developments that has raised understanding on
the subject as well as the capability to address demanding societal expectations
on human life safety and do so cost-effectively.

• This enhanced capability has brought with it knowledge on the level of safety ships
are being designed to and on the way ship operation impacts on this.

• As a result, notions about ship stability and safety are also giving way to some
important truths: ships are vulnerable platforms, particularly to flooding follow-
ing collision/grounding accidents, a fact that is further exacerbated by accepted
operational practices.

• This demands immediate action, led by industry, aiming to establish a workable
framework and process for raising and upholding damage stability standards and
to do so equitably across the whole fleet.

• More specifically, this paper is putting forward a strong case and means to argue
that the time is ripe to rip the Grandfather Clause apart and to move on.

• In awider sense this, in turn, necessitates raising awareness to stimulate and nurture
a maritime industry safety culture and a safety regime that aims for and supports
continuous safety improvement.
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Chapter 47
Defining Rational Damage Stability
Requirements

Nikolaos Tsakalakis, Dimitris Konovessis and Dracos Vassalos

Abstract The major benefit of switching from the deterministic frameworks for
damage stability of the past to the current performance-based state of the art is the
ability to have a measurement of the level of survivability of any given design. The
required level of survivability is probably the key parameter in any probabilistic
framework, in essence answering the question “how safe is safe enough?”. To this
end, survivability analysis results on representative cruise and Ro-Pax ships can be
related to design and operational parameters with a view to define and quantify
the relationships between damage survivability characteristics following a collision
and time available for evacuation with potential outcomes in terms of people poten-
tially at risk. For this paper, established numerical methods for the measurement of
performance-based survivability have been utilised and used as benchmark against
available analytical methods in an attempt to define a rational requirement for the
level of survivability.

Keywords Damage stability · Survivability assessment · SOLAS 2009
Safety level · Passenger ships · Evacuation · Risk · Index A

47.1 Introduction

Acomprehensive performance-based survivability assessment of 4 passenger vessels
has taken place within EU funded project GOALDS. The target was to provide an
answer regarding the safety level offered by modern, state-of-the-art ships, firstly
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for the development of an analytical methodology for the estimation of risk from
flooding but also for the development of a rational level for the required index of
subdivision. Independent as well as in-house developed tools provided us with the
capability to perform the survivability assessment in various ways and compare them
against each other, thus securing a reliable result.

47.1.1 The R-Factor

The minimum level of survivability a vessel should offer is postulated by the R-
factor. This applies either to new ship designs or existing ships and should reflect the
societal acceptance of risk from loss of life, in an attempt to place more emphasis
on passenger and crew survival. This represents an area of research highlighted for
attention and improvement [as reported, for example, in (Vassalos 2007; Spyrou
and Roupas 2007)]. A typical F-N diagram contains 3 zones according to severity
as can be seen in Fig. 47.1, where an F-N curve for collision night-time scenarios
of a typical Ro-Pax is plotted using the Univariable Geometric Distribution (UGD)
method (Jasionowski et al. 2007). A common misperception is that if the F-N curve
lies within the boundaries of theALARP region the design is acceptable. Cost-benefit
analysis though, could as well prove that the F-N curve should in fact be as noted
by the acronym: As Low As Reasonably Practicable, thus not low enough in the
example of the figure. The ALARP region boundaries have been obtained by Skjong
et al. (2007) and could change.

Fig. 47.1 Typical F-N
diagram where the
distinction between the
consequences can be seen
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47.2 Method of Approach

47.2.1 Numerical PBS Assessment

PROTEUS3 is a state-of-the-art time-domain numerical simulation tool capable of
handling complex geometries such as the ships used in the study. Each ship variant is
simulated for 30min in a number of randomly generated damage scenarios. Scenarios
include damage opening size and location as well as environmental conditions. 300
scenarios are automatically generated for each ship, using the Monte Carlo sampling
technique (see Fig. 47.2). The probability distributions used for this purpose are the
same that were used for the development of the P-factor currently in SOLAS 2009,
derived from EU-funded project HARDER (1999–2003).

The result of a series of simulations can be seen in Fig. 47.3. Both the probability
density and the cumulative distribution functions for time to capsize are visible. The
information acquired from the marginal value of the CDF is the probability of the
vessel to capsize in 30 min given the specific loading condition.

The vessel’s survivability is given by the compliment of this value and should
correspond to the Index A for the specific loading condition. Numerical PBA is the
most accurate measure of survivability readily available now.

47.2.2 Analytical PBS Assessment

Due to the complexity and time involved with numerical simulations, an easier
method has been devised, namely the Univariable Geometric Distribution (UGD)

Fig. 47.2 300 damage scenarios generated for the testing of sample vessel EUGD01-R1
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Fig. 47.3 Probability distribution for time to capsize given specific loading condition and 30 min

(Jasionowski et al. 2007). It is based on an analytical model for the estimation of
time to capsize and results in the same marginal probability for time to capsize as
given from Numerical PBSA, thus the two can be directly compared. The results
of the analytical method are not quite as accurate as those of the numerical one but
they have through various studies proven to be of comparable value (Jasionowski
et al. 2008; Tsakalakis et al. 2011). Given the significant reduction in calculation
time, the analytical method can be considered as a reasonable alternative. When
combined with information on time needed to evacuate the studied vessel, the ana-
lytical software can provide information on potential loss of life as well. Typical
results of UGD can be seen in Figs. 47.4 and 47.5 where the comparison with the
CDF for time to capsize of numerical PBSA of Fig. 47.3 can be made.

47.2.3 Evacuation and Potential Loss of Life

The concept of potential loss of life is summarized in Eqs. 47.1, 47.2 and 47.3
(Vassalos and Jasionowski 2006; Jasionowski et al. 2007):

RiskPLL ≡ E(N ) ≡
Nmax∑

i�1

FN (i) (47.1)

where Nmax is the maximum number of persons onboard and the F-N curve is given
as:
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Fig. 47.4 Distribution of conditional probability for time to capsize, given loading conditions and
damage extent occurred (color code for the triangles in accordance with attained s-factor: red, s �
0; green, s � 1 and yellow, 0 < s < 1)

Fig. 47.5 Distributions of probability for time to capsize: unconditional (top) and conditional,
given loading condition

FN (N ) �
Nmax∑

i�N

f rN (i) (47.2)

The frequency frN (N) of occurrence of exactly N fatalities per ship year is mod-
elled as:
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Fig. 47.6 Interplay between time to capsize and evacuation time

Fig. 47.7 Geometry of a RoPax ship as modeled in EVI®

f rN (N ) �
nhz∑

j�1

f rhz
(
hz j

) · prN
(
N |hz j

)
(47.3)

where, nhz is the number of loss scenarios considered, and hzj represents a loss
scenario, identifiable by any of the principle hazards (such as, collision, grounding,
or fire). frhz(hzj) is the frequency of occurrence of scenario hzj per ship year, and
prN(N|hzj) is the probability of occurrence of exactly N fatalities, given that loss
scenario hzj has occurred.

This can be demonstrated graphically by Fig. 47.6. In short the number of fatalities
is the number of people that failed to evacuate when the capsize event took place.

The evacuation analysis has been performed bymeans of EVI, a software package
developed at the Ship Stability Research Centre, which uses as input a number of
parameters such as ship geometry, passenger demographics and ship motions due
to environment, to determine the time required to evacuate (Vassalos et al. 2001).
It has been used for a number of years in a wide variety of studies and has been
benchmarked against available real data. A typical model of a RoPax ship as used
in EVI® can be seen in Fig. 47.7 while Fig. 47.8 shows an example of an objective
completion curve.
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Fig. 47.8 Objective completion curve; note the approximately 5 min lag in the beginning of the
simulation due to response time of passengers sleeping in their cabins

Manning of 
embarkation 

station

Preparation 
of lifeboat for 
embarkation

Embarkation
(by pax)

Launching of 
Survival 

Craft

Embarkation 
completed

Decision to 
Assembly

Boat casts 
off 

Waiting for 
Rescue

Assembly 
Passengers

Assembly 
completed

casualty

Ship Lifeboats

Fig. 47.9 Total evacuation process and mustering part

Objective completion curves have been obtained with EVI® for all vessels in day
and night conditions. The objective used in this study is mustering and not aban-
donment of ship as shown in Fig. 47.9 (SAFEDOR 2006). This would additionally
involve embarkation and launching of the lifeboats and clearing the vessel, which are
all very crucial elements of ship abandonment that wrongfully tend to be overlooked
at the moment since they would require separate measurements and models.

47.3 Sample Vessels

The study vessels consist of two RoPax ships and two cruise ships, the attributes of
which can be seen in Table 47.1. The ships have been selected in such a way as to
ensure coverage of the design space. This also ensures that should any similarities
or differences exist between these ship types they would be pronounced so as to be
dealt with accordingly.
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Table 47.1 Principal dimensions of study ships

R1 R2 C1 C2

Number of passengers 1400 800 3840 2500

LOA (m) 194.3 97.9 311 295

LBP (m) 176.0 89.0 274.7 260.6

Breadth moulded (m) 25.0 16.4 38.6 32.2

Deepest subdivision load line (m) 6.55 4.0 8.6 8.0

Depth to bulkhead deck 9.1 6.3 11.7 10.6

Displacement (tn) 16.6 3.4 62.5 45.0

Service speed (kn) 27.5 19.5 22.6 22.0

47.4 Results

The study involved getting the F-N curves and PLL values for various collision
frequencies for the study ships that range from 5.0E−04 to 1.0E−02. It appears
though that no matter the frequency, the potential loss of life is quite high, not only
for the vessels carrying thousands of passengers (Fig. 47.10) but also for smaller
vessels as pictured in Fig. 47.11.

One could easily argue that both these cases definitely require risk control options
irrespective of cost effectiveness. The resulting PLL for all the ships and frequencies
is visible in Table 47.2.

It can be generalised that PLL is increased according to the order of magnitude
of passengers carried by the vessel. What is more, it appears that the effect that
frequency has on PLL is linear as can be seen in Fig. 47.12 where the average PLL
values for night and day cases have been plotted against frequency.

Fig. 47.10 F-N diagram for
one of the cruise vessels with
frequency of collision equal
to 1.0E−03. ALARP region
obtained from Skjong et al.
(2007)
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Fig. 47.11 F-N diagram for the smaller one of the RoPax vessels with frequency of collision equal
to 5.0E−03. ALARP region obtained from Skjong et al. (2007)

Table 47.2 Resulting PLL for the ships, frequencies and cases tested

f C1 C2 R1 R2

Day

1.0E−02 2.22E+00 4.20E+00 1.44E+00 1.57E+00

5.0E−03 1.13E+00 2.16E+00 7.19E−01 7.37E−01

1.0E−03 2.19E−01 4.02E−01 1.43E−01 1.46E−01

5.0E−04 1.08E−01 2.10E−01 7.18E−02 7.62E−02

Night

1.0E−02 2.84E+00 5.92E+00 2.94E+00 1.37E+00

5.0E−03 1.52E+00 2.81E+00 1.40E+00 7.22E−01

1.0E−03 2.89E−01 6.01E−01 2.91E−01 1.41E−01

5.0E−04 1.49E−01 2.89E−01 1.46E−01 6.92E−02

Fig. 47.12 Average PLL for day and night versus frequency of collision
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47.5 Conclusions

Although there is still a great distance to be coveredwith respect to establishing a rea-
sonable required level of survivability, this study has provided with a few insights to
the right direction.Themost important of those is probably that nomatterwhat the fre-
quency of incident compromising the ship safety, the large number of guests in mod-
ern ships suggest that if the potential is there the consequences will be catastrophic.
Adding the fact that there are experiments that suggest that modern ships could cap-
size within a few minutes thus leaving little time for evacuation only strengthens
the suggestion that the required index should be revised. Furthermore, this study has
shown that irrespective of how safe a ship is, risk will always increase as the number
of passengers carried increases.
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Chapter 48
Design Requirements for Stability
and Minimal Motions in a Storm

Vasily N. Khramushin

Abstract The hydrodynamics of a ship in a storm is not limited to the hull below the
calm-water waterline. In a storm, the operating waterline varies between the bilge
and the deck, causing unpredictable wave forces on the hull as well as the possibility
of slamming on flat surfaces and the flared sections of the vessel. The present work
describes the early stage of a design process for a hull form that accounts for the
range of changing of thewaterline in order to insure stability under severe heave.With
this approach, it is possible to reduce the metacentric height, which minimizes roll
resonance. The concept is part of a consistent ship design process; conventional naval
architectural approaches will still be needed for successful solutions for reducing the
pitching and yawing of the vessel and as a necessary condition for using active
stabilizers and other seaworthiness improvements.

Keywords Design for seaworthiness · Stability · Rolling · Pitching
Efficiency of operation

48.1 Introduction

Froma design standpoint, there are contradictions regarding the dynamical properties
of a ship; improving one leads to the deterioration of another.

An attempt to increase the initial static stability may result in an increased rolling
of the ship in severe seas, which may lead to potentially catastrophic problems
with the strength of the hull structure. It is a paradox—attempting to improve static
stabilitymay lead to an increased likelihood of capsizing as a result of strong resonant
rolling or broaching. Here, a different approach is discussed, the main idea of which
is to design the lines in such a way that the interaction with waves is dramatically
decreased; creating a ship that will not resist waves and wind (Khramushin 2014).
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Significant difficulties in the operation of a vessel may occur when the freeboard
and reserve buoyancy are too large for the vessel, particularly when the requirements
for prevention of the shipping of green water are implemented without consulting
the operators. Another example is installation of unwieldy life-saving equipment that
can pose a danger for the crew.

In the present paper, some elements of hull shape optimization and general ship
geometry are considered from the standpoint of achieving the best seaworthiness
of the vessel. However, as optimized lines may significantly change the dynamics
of a ship in waves, the development of appropriate guidance for the crew has to be
considered.

48.2 Marine Design Experience

As a ship designed for seaworthiness, consider a hull form with a sharp cruiser stern
and no increased freeboard in the bow section. Such a vessel has no flare and no
bulbous bow, as too much volume forward makes a ship pitch. Such a hull form
is capable of maintaining operability in all-weather conditions. Such a design has
almost constant waterplane area as a function of draft and low damping in heave. As
a result, this vessel’s stability in waves is essentially constant; the minimum stability
therefore occurs at the design condition. To remedy this situation, the static stability
with varying draft must be changed.

Many modern vessels have a wide transom stern and with flare and increased
freeboard at the bow, and experience intensive pitching in longitudinal waves. In this
mode of sailing, the hydrodynamic effect of excessive volumes in the extremities
is essential when the hull of a vessel moving through the wave crest and over the
wave through. However, the hydrostatic approach to this problem is not contrary to
the implementation of the proposed scheme of the hull design. The objective of this
work is to find a compromise between the proposed design scheme and modern hull
forms.

48.2.1 Hydrostatic Peculiarities of a Highly Seaworthy Vessel

The hydromechanics of a ship in extreme seas includes some design paradoxes,
which significantly affect the seaworthiness of non-optimized vessels, and, in fact,
presents the possibility of optimal all-weather performance or specialmodes of vessel
operation in accordance with the vessel’s design purpose.

Some elements in hull form design are well established in maritime history,
though now their use is somewhat weakened in favor of efficiency of cargo han-
dling, increased volumetric capacity, or sometimes just for aesthetic reasons.



48 Design Requirements for Stability and Minimal Motions in a Storm 817

Identification of and optimal resolution of the hydrometrical paradoxes is defined
by accounting for the adverse effects of weather through specifically designed lines.
Let us consider some specific elements of the hull form:

The metacentric radius BM has cubic dependence on the breadth B.

BM � JX
V

� 1

V

2

3

xH∫

xK

y3dx

∣∣∣∣∣∣
WL

(48.1)

where V is the displacement; JX is the transverse moment of inertia of the waterplane
area relative to the longitudinal x axis; and y is the ordinate of the waterplane, the
width of the body at a particular x value of the current waterline WL.

In a storm conditions, external forces and moments are created by the curved sea
surface and this affects the stability of a ship:

mα � γ · BM · V · sin(α) � γ · JX · sin(α) (48.2)

where mα is the exciting moment; γ �1025 kg/m3 is the density of water; and α is
the angle of wave slope.

Note that this moment is not balanced by the weight of the vessel and reaches its
maximum value for vessels with a wide transom sterns. This moment may be danger-
ous for multihull vessels, because it is directly dependent on the area of waterplane,
since the metacentric radius (BM) changes as the cube of the offsets.

The formula for the metacentric radius is consistent with the subsequent results
of hydrostatic calculations at large roll angles. To be able to assess the stability of
the vessel as a rigid body in a storm, fix the center of gravity at the z-coordinate of
the metacenter at a given draft.

To achieve smoothness of roll in a storm, any captain always tries to reduce the
metacentric height by raising the KG of the vessel towards the KB-value (Fig. 48.1).
This decreases roll motions by suppressing the external forces by the inertia of the
ship. This process is described by the “captain’s” formula for initial stability:

Tφ � C · B√
GM

� C · B√
BM + K B − KG

(48.3)

where: C ≈0.8 [cm/m½] is a dimensional empirical coefficient with a characteristic
value for a conventional mono-hull cargo vessels; KB is the distance from the base
plane to the center of buoyancy; and KG is the distance from the base plane to the
center of gravity.

If the center of gravity G is significantly above the waterline, the ship becomes
susceptible to wave action as the point of application of wave forces is far away from
G (Fig. 48.1). The contours of the stations in the midship section of the optimized
vessel (Fig. 48.2) are close to a circle, and it has a beam-to-draft ratio (B/d) of about
two (Khramushin 2010). Accordingly, themetacenter is located at the waterline, very
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Fig. 48.1 a Body plan for conventional hull form; b GZ curves of the ship for five waterlines, the
center of gravity is placed at the position of the metacenter at the design draft. Static stability is
insufficient and the most probable stable position of the ship hull is “keel up”
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Fig. 48.2 a Body plan for optimized hull form; b GZ curves of the ship for five waterlines, the
center of gravity is located at the position of the metacenter at the design draft. The GM value of
the optimized ship can be safely brought to zero at the design draft. GM will be positive for any
other draft and there is a large reserve of stability

close to the center of gravity. As a result, the resultant moment of the external forces
becomes relatively small and does not lead to significant roll motions.

The hydrostatic and Froude-Krylov moment in pitch of a long vessel cannot be
reduced by increasing the KG, because the longitudinal metacenter is too high. Thus
the lines can only be optimized to decrease external forcing, allowing the ship to
smoothly pierce through the waves.

Once the hydrostatic and Froude-Krylov forces are minimized, a further decrease
of pitch and roll motions can be achieved by considering the hydrodynamics of the
hull in trochoid waves. This is a separate problem considered in Khramushin (2009).

Here we focus on a simple optimization of lines by considering Froude-Krylov
and hydrostatic forces.
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48.3 Storm Operational Stability

The expected technical result is a displacement ship with a relatively deep draft
and pointed extremities (cruise stern and “reclined stem”—stem inclined back). The
reserve buoyancy is concentrated in the midship section. The GM is minimal at the
design draft, increasing with any variation of the draft. This is achieved by special
design of the lines (Khramushin 2012). The next subsection is focused on the analysis
of the hydrostatics of the midship section only.

48.3.1 Analysis of Metacentric Height at Design Draft

The stability of a wall sided ship is characterized by the value ofGM.The variation of
GM during heave motions is caused by changes of the vertical position of the center
of buoyancy KB and volumetric displacement. The GM increases with an increase
of KB and decreases with an increase of the displaced volume. We also fix the center
of gravity. The transverse moment of inertia of the waterplane Jx is constant since
wall-sidedness is assumed,

GM � KM − KG � BM + K B − KG � JX
V

+ K B − KG (48.4)

All of the quantities in Eq. (48.4), except KG, are computed as integrals of ship
offsets and are functionally related to the draft. They can be seen in the hydrostatic
curves in Figs. 48.3b and 48.4b

In the case of a wall-sided midship section, the minimum of the vertical position
of the metacenter KM occurs for B/d=3. Accordingly, for a ship with B/d >3, the
minimum KM is achieved for a flared configuration due to the rapid increase in JX
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Fig. 48.3 a GZ curves for five waterlines; b Body plan for a rescue ship (Khramushin 2016b),
capable of active maneuvering in severe seas at low speeds; c hydrostatic curves: of particular
importance is KM as a function of draft; A is area of midship section, Swl is area of waterplane
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Fig. 48.4 a GZ curves for five waterlines; b Body plan for a universal cargo ship (Khramushin
2016a), capable of operation in a storm with minimum motions at zero GM values; c hydrostatic
curves: of particular importance is the KM as a function of draft, A is area of midship section, Swl
is area of waterplane

on the hydrostatic curves (see Figs. 48.3c and 48.4c). The behavior of such ship in a
storm includes significant pitch and roll, though she is capable of contouring waves.

A vessel with good seaworthiness should have B/d=2, for which a minimum KM
can be achieved at the design draft. Such a ship must have a tumblehome shape at
the waterline.

Ship lines with a round midship section does not have a clear minimum of KM.
It therefore becomes important to maintain positive metacentric height, because the
reserve stability is small and roll motions may reach large amplitudes. An increase
in static stability leads to large-amplitude roll motions in stormy weather.

The minimum of the KM is shown most clearly for the configuration in Fig. 48.4.
The stations have concave shape at the design waterline—the KM as a function of
draft has a minimum around the design waterline WL.

48.3.2 Brief Description of the Drawings

Stability in storm conditions should be provided by the shape of the entire hull, as
her draft may change very significantly. This effect can be easily achieved for a
ship design with concave stations at the waterline (Fig. 48.4) and, with the some
difficulties, for a ship with round stations (Fig. 48.3).

Hydrostatic curves in Figs. 48.3c and 48.4c provide a quantitative description of
the forms. The stability is associated with the condition of mutual compensation
of the changes of moment KB V relative to base plane, through the moment of
inertia of the waterplane JX. Geometrically, it is the choice between wall-sided,
flared or tumblehome configuration of the midship section at the waterline. In fact,
this is the optimization of the angle of side slope at the design draft. The algorithm
for computing the optimal characteristics of the ship’s hull is implemented in the
computer program “Hull” (Khramushin 2010a).

The GZ curves (Figs. 48.3a and 48.4a) are computed for a variety of drafts at a
fixed value of KG: the curve with zero metacentric height (labeled “5”) corresponds
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to the design draft and other curves (3, 4, 6 and 7) show positive initial stability as
the draft varies.

All calculations were performed for a fixed position of the center of gravity KG,
placed exactly that the metacenter at the design draft, where the initial stability is
equal to zero (GM �0).

48.4 Lines at Bow and Stern

The hull form is optimized using a series of calculations ofMichell’s integral (Michell
1898). The physical and geometrical interpretation of the latter reveals the relation-
ship betweenwave-making process and thewave forces acting on a ship (Khramushin
2010a).

a(λ) � M

λ
·
∣∣∣∣∣∣
∫

�

q(x0, y0) · ek·(−z0+iω0)δΩ0

∣∣∣∣∣∣

Rx � −π

2
· ρ · V 2

0

0∫

Λ

a2(λ) · δλ

λ · M3
√
M2 − 1

(48.5)

M � √
�/λ; k � 2 · π/λ

where Rx is the wave-making resistance force at a speed V 0; a is wave amplitude, λ
is incident wave length; Λ is the maximum length of the transversal wave in Kelvin
pattern; k is the incident wave number; x0, y0 are the coordinates of a point at a hull
surface; ω0 is the magnitude of the phase angle for a particular ship’s wave radiated
by the hull.

Figure 48.5 shows a physical-geometrical interpretation of the hydrodynamic phe-
nomena described by Mitchell integral (5). Wave-making can be seen as a reflection
of the incident wave from the hull (Khramushin 2010a, 2012). The reflected wave
propagates away from the hull with the angle ϑ. Indeed, the group velocity Vfr is
twice less than the phase velocity (celerity) Vw. The length of the reflected waves
varies from 0 to Λ depending on forward speed.

Several areas are identified in Fig. 48.5. A ship-generated wave cannot detach
from the hull in the areas Ae and Be, where the wave is a result of a summation of
short waves generated by a jet flow adjacent to the hull. To damp the diverging waves
in the areas Aw and Bw, the bilge has a smoothly twisted surface that stabilizes the
flow at the parallel mid-body area� and compensates for the energy of the generated
transversal wave.

Historically, this phenomenonwas interpreted in terms ofwave-making andwave-
exposed ship length �. Outside of � (but inside LWL), inverse trimming moments
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Fig. 48.5 awave-making as a reflection of incidencewaves;b compensation of trimmingmoments;
c calm-water trim compensation by pulling the ship wave under the bottom; d even-keel heaving
upwards after the wave crest passes; e diving under the wave crest

are generated. These inverse trimming moments prevent forward speed trim in calm
water at relatively high speed. They also compensate trimming moments and pitch
while sailing in heavy weather.

The Decrease of the pitch motions improves seakeeping of an optimized ship and
allows:

– Keeping speed and heading while maintaining safe and comfortable conditions
for crew and passengers;

– Stabilizing of green water shipping of upper decks to an acceptable level, with
design solutions for prevention of surf-riding and broaching-to;

– Decreasing accelerations at bow and stern and improve the reliability of securing
of cargo.
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48.4.1 Stem and Bilge

Stem and bilge of a fast ship (Fig. 48.6a) or of a relatively slow cargo vessel
(Fig. 48.6b) are designed to provide the best forward speed and seakeeping, pre-
vent ice accretion and enable autonomous operations in heavy ice conditions.

An extensive series of model tests and numerical simulations (Khramushin 2003,
2011; Khramushin et al. 2004) have revealed elements of geometry and structural
features of a stem and bow lines (Khramushin 2017a).

– Wave-piercing bowwith inverted stem (Fig. 48.6a, line 3) or plumb and sharp stem
(Fig. 48.6b, line 3) within the interval of variable drafts for sailing in moderate
waves (approximately one-third of the design draft); Such a bow configuration
is helpful for no-impact interaction with waves and keeping ice field edges from
getting under the bilge or the bottom.

– “Storm undercut” at the lower part of the stem (Fig. 48.6, lines 6) with average
angle 20°–30° relative to the keel line to free yawing in the case of heavy roll and
pitch while sailing in heavy seas.

– Special strengthening of the most forward part of the stem (Fig. 48.6, lines 4)
for taking impact loads from ice breaking at speeds below 6 knots. This feature
helps to safely reduce the speed down to 3–4 knots when interacting with ice.
Functionality also includes the prevention of pulling pieces of broken ice under
the bottom. It is achieved by creating a maximum upward force at the low edge of
a large ice piece where it is heated up to the temperature of surrounding water.

– Upper parts of bow frames may have a little flare to prevent bow-diving at high
speeds (Fig. 48.6a). For the low-speed vessel (Fig. 48.6b), those frames have
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Fig. 48.6 Bow of a fast ship (a) and slow cargo vessel (b) adapted for active maneuvering or
course-keeping in heavy weather and moderate ice conditions
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tumblehome geometry at their upper part and decreased freeboard height in the
bow section. This configuration helps to compensate pitch while shipping green
water.

– Wave breaking structure for a fast ship (Fig. 48.6a, line 1) and fore bulkhead of the
shelter deck superstructure of a cargo vessel (Fig. 48.6b, line 1) protect the crew
on the deck from direct action of waves in heavy weather.

– Bulbous bow forms shell plating as a helicoid in varying draft area (Fig. 48.6, line
3). The helicoid starts from the stem and terminates at the area where diverging
ship waves separates from the hull. The stretch of the helicoid is meant to be
comparable with the wavelength in heavy seas, so the crests of the incident waves
can be sucked under the bow bilge and bottom.

– Immediately behind the area of divergingwave separation, the bulging frames form
a blister in the middle body (Fig. 48.6, line 7). This blister reduces roll motions
at any wave heading. It also helps pushing large ice pieces under surrounding ice
fields and prevents access of those ice pieces to propeller and rudder.

48.4.2 Sternpost and Stern Overhung

The sternpost, stern bilge and stern overhang can be optimized for seakeeping in
heavy weather conditions (Khramushin 2017). The optimized stern lines for a two-
screw configuration are shown in Fig. 48.7. The same approach can be used for
single-screw ships as well. The installation of active pitch and roll stabilizing fins is
possible immediately behind the propellers (considered in separate subsection). The
lines were optimized to minimize the trim caused by forward speed in calm water
and heavy seas. The following features help achieve those goals:

– A helicoid is formed in the area of varying drafts stretching from the blisters
(Fig. 48.7, line 3) to the stern overhang (Fig. 48.7, line 1). It twists the flow and
pulls it out of the bottom in the vicinity of the side shell plating. It compensates
for the wake depression and prevents separation of high-frequency components of
ship diverging wave. As a result, ship wave energy concentrates in low-frequency

1
2

3

Fig. 48.7 Stern bilge, stern overhung and sternpost of two-screw ship optimized for heavy weather
seakeeping: (1) upper helicoid surface (2) lower helicoid surface (3) design water line
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part of the spectrum. It also leads to a phase shift. The combination of this phase
shift and the low-frequency energy concentration causes the wave to interfere with
the transverse wave and damp it, resulting in overall decrease of wave-making.

– The helicoid on the level of varying drafts leads to decreases in the volume above
the water and naturally makes the stern lines sharper. The sharp stern decreases the
wave forces, pitch, heave and wave impacts. As the surging wave forces are also
decreased, the likelihood of surf-riding and broaching-to is lessened, including
dangerous wave heaving and accidental power losses.

– Sharper cruiser stern brings fewer disturbances to the flow field below the stern
overhang. In the case of the loss of main engine, active motions stabilizers can be
used as emergency propulsors (see subsection on motion stabilizers). To facilitate
the use of the stabilizers in an emergency situation, the lines are optimized for
controllability at minimum thrust.

– The second helicoid stretches from the bottom to the sternpost, Fig. 48.7-line
2. It twists the flow on a deeper (supporting) depth. It is required for mutual
compensation of the upper and lower twisted flows under the stern overhang, in
the location of the rudder and motion stabilizers. It prevents access of broken ice
to the propeller/rudder/motion stabilizers location and helps to create a clean canal
in the ice.

– Tumblehome side configuration on the waterline level at the mid-ship section
helps with hydrodynamic compensation of roll motions. It intercepts large pieces
of broken ice lifted by ship wave crests, prevents their sinking and does not let
them to be sucked under the stern overhung.

48.5 Architecture and Propulsion

One of the aspects of seakeeping is the usability of deck equipment in conditions of
large-amplitude ship motions and cold winds, prevalent in subpolar regions (Khra-
mushin 2015). Consider two designs: a ship with relatively high freeboard and a
trawler with a very low working deck (Khramushin 2016c).

48.5.1 The Freeboard and the Upper Deck of the Ship

The idea is to control the water on deck rather than trying to avoid green water
shipping. The objective is to enable a ship to sail any heading in heavy weather and
maintain safe conditions for the work on the deck.

The freeboard height is set to achieve approximately uniformgreenwater shipping
along the ship length. The green water is trapped at the deck at the weather side by
uninterrupted deckhouses and bulky deck equipment that prevents the water to flow
to the other side. The bulwark and freeing port are designed to keep most of water
for a half of roll period.
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1345 2

Fig. 48.8 A patrol boat: (1) forecastle (2) bow section (3) midship section (4) stern section (5)
poop deck

Accumulation of water, however, should be avoided on forecastle and poop decks.
A high forecastle breakwater helps to throw overboard a significant portion of the
green water brought by an encounter with a large wave crest. The area of the poop
deck, vulnerable for greenwater accumulation, is decreased by using a narrow cruiser
stern, side shelves or stern deckhouses and large deck equipment. A cruiser stern
configuration also decreases surging wave forces (compared to transom stern con-
figuration) thus lessen chances of surf-riding and broaching.

These ideas are implemented differently for different classes of ships. Consider
the architecture of a patrol boat (Fig. 48.8) and a fishing trawler (Fig. 48.9) as exam-
ples. The patrol boat in Fig. 48.8 has a relatively high freeboard, tumblehome top
configuration and small area upper deck. The inverted stem provides good wave
piercing capability in heavy weather. The long deckhouse prevents the flow of the
green water towards the lee side.

The fishing trawler in Fig. 48.9 has a low freeboard and maximum width work-
ing deck. The low freeboard provides safe working conditions in heavy seas and
high winds (Khramushin 2014a). The necessary buoyancy reserve is provided by a
watertight superstructure and deckhouses.

The following functional areas of the upper deck are shown in Figs. 48.9 and
48.10:

1. Increased vulnerability for green water shipping limits access of the crew for the
deck equipment; remote control is needed for operating equipment.

2. It is the location for weapon system and hold hutches for the patrol boat
(Fig. 48.8); watertight superstructure is fitted for the trawler (Fig. 48.9) that
is included in total buoyancy reserve.
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1345 2

Fig. 48.9 Fishing trawler: (1) forecastle (2) bow section (3) midship section (4) stern section (5)
poop deck

58 3
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Fig. 48.10 Propulsion and control: a profile b body plan: (1) Optimized ship hull; (2) Main propul-
sor; (3) Rudder; (4) Active roll and pitch motions stabilizer, may be connected with a nuzzle in
case of ducted propeller; (5) Axis of motion stabilizer is located at the center of propeller flow and
allows ±30° rotation; (6) Center of the area of the motion stabilizer; (7) Lifting force on the motion
stabilizer; (8) Angle of rotation of the motion stabilizer

3. A long deckhouse is located at the midship section of the patrol boat (Fig. 48.8)
and prevents green water flow to the leeward side. The trawler (Fig. 48.9) has
a wide deck with bulwark protecting trawl and cable winches separated by a
deckhouse in the diametric plane. Total area of freeing ports is sufficient for
outflowof the greenwater during roll semi-period,while inflowof the greenwater
occurs practically instantly during the next semi-period of roll upon encounter
of the next wave crest.

4. This stern section is the least vulnerable for heave at forward speed, so it is a
good place of helicopter pad of the patrol boat at Fig. 48.8. It is the best place
for the critical fishing operation for the trawler in Fig. 48.9. This location of the
trawl deck is protected by deckhouses and is well suited for unloading the catch
from the trawl, cable switching, and parallel preparation for the new trawl cycle.
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5. The poop deck is the most comfortable location of the upper deck while a ship
has forward speed. However, when stopped or at slow speed (for example, the
trawl is lifted), a wide stern may be vulnerable to the wave impact. For the patrol
boat in Fig. 48.8, it is the place for a hangar and a ramp for launch and recovery
of autonomous vehicles, as those operations are complex and dangerous. For the
trawler in Fig. 48.9, it is the place for trawl slip.

48.5.2 Active Stabilizer of Heave and Pitch
Motion/Emergency Propulsion for Heavy Weather

Minimization of the external forces by simultaneously decreasing the excitation and
restoring forces and moments may lead to some negative consequences of another
nature that did not initially seem important (Khramushin 2010b). The stabilization
of motions by decreasing the moment of inertia of the waterplane area may lead to
excessive heel caused by wind or a turn, as well as excessive trim at acceleration
or reversing. Active pitch and roll motion stabilizers can be used to compensate
for those usually residual effects; but the active stabilizers should have sufficient
energy to overcome these conditionally “insignificant” external forces with sizable
reactions.

When a ship is steaming full speed ahead in heavy weather, a directionally stabi-
lizedfluidflownear ship hull can be found only below the stern overhang immediately
aft of the propellers (Fig. 48.10). Thus, it seems to be the best place to generate forces
for active stabilization of pitch and roll for both heavy weather and sharp turns in
calm water.

In the case of the loss of the main machinery, the stern is subjected to signifi-
cant wave-induced motions. Pitch becomes worse without forward speed because
of the relatively full waterplane and large volume above the stern overhung. Large-
amplitude oscillations create hydrodynamic conditions for the motion stabilizer to
work as a flapping fin propulsor, so it can be activated in the dangerous situation of
heavy weather and failed main engines. This emergency propulsor is passive in a
sense that it does not require and additional power or control; free turn of the stabi-
lizer up to ±30° decreases likelihood of wave impacts, which is also important for
active stabilization mode.

48.6 Conclusions

The paper presents ideas how to optimize the initial elements of a ship’s lines based
on hydrostatic and hydrodynamic considerations. The idea is to decreasewave forces,
thus minimize the motions in waves.
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Roll motions are decreased by decreasing initial stability, but not let the GM
become negative. Pitch motions are descries by special design of lines bow and
stern, including application of wave piercing bow. The adverse effects of green water
shipping are mitigated by deckhouses, preventing of the water flow to the other side
and keeping deck working spaces green water free. Moreover the green water is used
to create an anti-rolling tank effect. Design the lines around of the stern overhang
is proposed with action of large amplitude wave in mind rather than calm water
powering optimization. The adverse effect of very low GM is compensated by a fin
stabilizer.

These solutions may be applicable to are to all classes of small- and medium-
displacement ships and appear to be the most effective when applied simultane-
ously with optimization of their geometric dimensions and inertial characteristics
for geographically-specific navigation conditions.

All of these design solutions and seaworthiness estimations must be explained by
operational guidance onboard of ship’s bridge and on shore services. This knowledge
can enhance the operability of the ship in complex storm and ice conditions. These
hydrostatic assessments make up the foundation for further, deeper design optimiza-
tion based on the fluidmechanics interaction between the hydro- and aero-mechanics
of the ship in storm sea and hurricane winds.
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Chapter 49
Further Perspectives on Operator
Guidance and Training for Heavy
Weather Ship Handling

Laurie J. Van Buskirk, Philip R. Alman and James J. McTigue

Abstract Historically, mariners have received minimal formal training in heavy
weather shiphandling, relying on mentoring and hands on experience to develop
shiphandling skills for dangerous environmental conditions. Maritime organiza-
tions are increasingly turning to technology to reduce the inherent risks of heavy
weather, including operator guidance systems and simulation to train watch person-
nel. Shiphandling simulators are on the cusp of extending training capabilities from
simple maneuvering situations to highly realistic heavy weather scenarios, resulting
in vastly improved training effectiveness. This is especially critical as actual time
spent afloat may represent proportionately less of a mariner’s total career.

Keywords Shiphandling simulation · Heavy weather training
Operator guidance

49.1 Introduction

Heavy weather presents mariners with significant risk of structural damage, loss
of cargo, crew injury, and the potential for environmental damage (e.g., oil spills).
Damage from heavy weather incurs significant costs to the maritime industry, both in
property and environmental damage. In most cases, ships try to avoid heavy weather
if possible, but some storms cannot be avoided, or prove to be worse than originally
forecasted, leaving shiphandlers to deal with seas and winds for which they may
have received little formal training.

All ships can be at risk of capsizing in extreme seas, and that risk can be exac-
erbated by poor shiphandling decisions. Current heavy weather training follows
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two basic precepts: avoid extreme weather, and if the weather cannot be avoided,
adhere to “rule of thumb” procedures and techniques to assist in safely riding out
the storm. Advances in meteorological technology have significantly enhanced the
ability to avoid severe weather by providing concise, real time understanding of the
current and predicted weather environments, as well as storm mapping. However,
on occasion, seamen must face the elements. It is at this point that correct and time-
sensitive shiphandling decisions must be made, often in a high-stress environment
that increases the potential for human error, and heavy weather training becomes
critical.

49.2 Shiphandling Training

Historically, shiphandling training has focused on building skill sets for normal sea-
way and restricted maneuvering situations, such as entering and exiting ports and
special evolutions at sea. The focus has been on understanding basic shiphandling
characteristics and techniques as bounded by a ship’s size, propulsion, ship con-
trol, and steering capabilities. Mariners have received minimal formal training in
heavy weather shiphandling, relying instead on personal mentoring and hands on
experience in specific ship types or classes with known handling characteristics to
impart the ability to cope with difficult and dangerous environmental conditions. The
reality of shiphandling in heavy weather is that normally only the most experienced
shiphandlers are engaged in ship control in severe weather, so junior officers get little
actual hands-on experience. Because heavy weather is normally avoided, even the
most seasoned mariners may have only limited experience in higher sea states. This
training gap in appropriate shiphandling procedures in heavy seas contributes to a
higher risk of damage and loss when heavy weather is encountered.

49.2.1 Heavy Weather Shiphandling Training Objectives

In addition to the paucity of actual heavy weather shiphandling experience facing
many of today’s mariners, the advent of a variety of new hull forms makes it increas-
ingly important to educate shiphandlers on the unique handling characteristics of
these designs, particularly in higher sea states. In some cases, traditional shiphan-
dling methods may not be appropriate for some of the more innovative designs, so
relying on traditional responses in emergency situations may in fact exacerbate the
danger. This is an important consideration in the training solution, as care must be
taken to mitigate the possibility of negative transfer between traditional shiphandling
techniques and those required for non-traditional hull forms. Shiphandling training,
and in particular, heavy weather shiphandling training, should focus on providing
tools that complement existing training and focus on ensuring the safety of ship and
crew.
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Regardless of the hull form,marinersmust have a practical knowledge of sea char-
acteristics and the ability to “read” and predict conditions based on clues ascertained
from the surrounding environment. This type of information can be covered through
classroom training, is currently included inmost shiphandling training programs, and
provides the foundation for heavy weather operations. Higher sea states, however,
require separate skills outside of the scope of shiphandling in calm seas. Certain
standard operating procedures can improve the likelihood that at-sea maneuvering
events do not result in catastrophic loss or damage. To effectively train for heavy
weather, the shiphandler must learn to correctly interpret several basic elements of
dynamic information (presented either by display or visual/physical recognition):

• Own ship stability data
• Wave direction, length, height, and periodicity
• Wind speed and direction
• Ship motions (roll, pitch, yaw, surge, sway, and heave)
• The combined dangers/effects of all of the above (slamming, pounding, pooping,
surf-riding, broaching, and ultimately, capsizing)

• Appropriate mitigation techniques
• Casualty situations (structural damage, flooding, loss of power/steering, etc.).

Each hull form has its own unique stability characteristics. Factors such as list,
trim, displacement, ballasting, KG, and GZ are all important for the shiphandler to
know and understand in order to successfullymaneuver in heavyweather. Paramount
for the shiphandler is the ability to understand the combined effects of environmental
conditions and how they impact the unique shiphandling characteristics of the ship.
A dynamic capsize can seem to be the result of unrelated events, but in reality, it is
comprised of a cascading series of events and conditions that must be understood in
order to properly interrupt the sequence and avoid catastrophic consequences.

There are basic tenets of good shiphandling that hold true in any situation, such
as maintaining power, buoyancy, and stability; avoiding beam seas; and adjusting
course and/or speed to minimize pitch and slam. However, once in heavy weather,
understanding the combined effects of wind and waves on the specific hull form is
critical (Alman et al. 1999). Simple classroom training can provide a basic under-
standing of these effects, but the best form of instruction is simulation, through
which the trainee can practice decision-making skills and experience the results of
both correct and incorrect actions. These aerodynamic and hydrodynamic effects
were heretofore difficult to simulate, but modern advances in physics-based ship
motion software coding are now providing critical enhanced capability. This opens
up the potential for rigorous hands-on training in a simulated environment, allow-
ing routine training in the most dangerous of sea conditions, without jeopardizing
personnel or ships.

Heavy weather training curricula should also include instruction on the use of
basic calculations for estimating wave encounter period. This can be a useful tool
during heavy sea states when technology is unreliable and/or unavailable. When
simulation opportunities are added to this type of training, they allow the operator
to effectively test his/her understanding of the principles, and to practice mitigation
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strategies appropriate for the ship type. This type of training helps solidify appropriate
reactionswhen facedwith time-sensitive decisions in actual heavyweather situations.
There are basic mitigation strategies, or “rules of thumb,” to assist the operator in
maintaining a stable ship environment, such as the International Maritime Organiza-
tion’s “RevisedGuidance to theMaster for AvoidingDangerous Conditions inHeavy
Seas”.1 Guidance of this nature is useful, but should directly relate to the specific
characteristics of the ship in question. For instance, some of the newer container
ships appear to be susceptible to head sea parametric rolling, something not histori-
cally noted as a shiphandling concern. The magnitude of risk of a stability failure or
capsize event can vary significantly between ship designs, as can the mode of failure.
Consequently, the criticality of being able to recognize potentially severe conditions
andmake the correct judgment call with respect to the shiphandling decisions needed
to mitigate risks assumes a degree of importance that cannot be underestimated.

The shiphandler should be trained to recognize ‘cues’ or precursors leading to an
imminent dynamic stability event such as wave capture, bow plunging, or broaching
to name a few, andunderstand the correct action necessary to get the ship out of danger
in these situations. Ship motions are multi-dimensional, and shiphandlers need to
thoroughly understand the implications of their ship’s response to heavy weather
(i.e., its motions), the dangers certain combinations present, and how to correct for
them. For many ships, the arrangement of hull and superstructure create significant
windage and theremaybe large differences across various load conditions. The lateral
distribution of windage can create lee/weather helm characteristics similar to that of
a vessel under sail. A ship trying to ride out a storm in head seas may need sufficient
headway to maintain controllability, but at the same time, may suffer significant or
dangerous structural damage as a result of wave impact, making it necessary to come
about into stern seas. A ship with insufficient power may get caught “in irons” if
trying to steer thorough head seas and come around to a new course. Multiple factors
are in play at any given time, and maneuvering decisions need to be balanced against
handling capabilities accordingly. The shiphandler must weigh the amount and rate
of turn to minimize slamming or pounding when turning into the wind, and rolling
when turning away from the wind. Each ship motion imparts key information to the
shiphandler. For instance, a long-hanging roll implies a loss of stability in following
seas, but might be interpreted by an inexperienced shiphandler as an improvement
on how the ship is riding. Avoiding a roll event may be as simple as altering course
to ensure the period of encounter is as different as possible from the ship’s natural
roll period, while in the same situation, changing speed alone will not correct for
roll occurrence (see Footnote 1). Here again, the opportunity to test these skills in
a simulator allows the shiphandler to hone his “seaman’s eye” and get an accurate
assessment of what can and cannot be done safely, so that when faced with an actual
emergency, appropriate decisions can be made.

Over the past several years, the authors have worked with the Operator Guid-
ance and Training Working Group (OGTWG), part of Cooperative Research Navies

1Revised Guidance to the Master for Avoiding Dangerous Situations in Adverse Weather and Sea
Conditions. Ref. T1/2.04 (11 January 2007). MSC.1/Circ. 1228.



49 Further Perspectives on Operator Guidance and Training … 835

(CRNAV), to help define heavy weather shiphandling training objectives for the
Naval Watch Officer. In addition to basic shiphandling objectives already rou-
tinely contained in shiphandling curricula, the following recommended additions
have been identified: better meteorological training; training on available deci-
sion aids; enhanced static, dynamic, and damaged stability training (including how
to avoid/escape from hazardous situations, recognizing and understanding non-
survivable conditions, and consequences of damage or system failures in heavy
weather); and discussions/assignments on heavy weather stability. Several work-
shops have been held over the years using full mission bridge simulators with heavy
weather simulation capability. During these workshops, a number of simulator sce-
narios were tested to help develop these recommendations. Additional benefit can
also be gained by using a full-mission shiphandling simulator with enhanced heavy
weather rendering and ship capsize modeling, and (if possible) by incorporating a
classroomphysics-basedmodel simulatorwith an interface that can support changing
factors such as course, speed, KG, wave height, etc.

One key advantage of adding simulator training is that it allows a scenario to
be replayed (multiple times if desired) and the operator to practice different miti-
gation techniques as environmental conditions change. If a “bad” decision is made,
the consequences should be clearly apparent, and the operator can try again and
experience the results from a different set of shiphandling maneuvers. Repetition
can progressively enhance the degree of training transfer, while the risk of transfer
failure is reduced (Foxon 1993). The trainee can also dissect the actions taken to
better understand when naval architectural limits are reached and resulting damage
can be anticipated. This type of training experience can provide lasting impressions
on trainees, and can also facilitate development of a shiphandling “fault tree” specific
to each ship type.

49.2.2 Training Proficiency

One of themain issues with any type of proficiency is the rate at which it decays when
it is not used. Higher order cognitive skills and team behaviors (such as shiphandling
in heavy weather) are extremely perishable (Cannon-Bowers et al. 1998). The infre-
quency with which most shiphandlers have to face severe weather puts them at risk
of having a much lower proficiency level than would be desired when confronted by
those conditions. Today, maritime organizations (including navies) are increasingly
turning to simulation tools as a means of providing required training to watch officer
and bridge personnel in order to meet qualification requirements.

The effectiveness of training transfer is directly linked to howwell training devices
duplicate the actual environment (e.g., simulation fidelity).2 Simulators have long
been used in the aviation world as a principal (and economical) form of training.
Airlines have been able to amortize the cost of a simulator in less than two years. For

2Allen (1986), Alessi (1988), Hays and Singer (1989), Gross et al. (1999).
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instance, Boeing 767 aircraft full flight simulator training costs approximately $400
per hour, while actual aircraft training time costs between $7000 and $8000 per hour
(Thompson et al. 2009). Simulator use has also increased significantly over the past
20+ years for shiphandling, though primarily for such tasks as open water and harbor
maneuvering, man overboard practice, and for naval vessels, steaming in formation,
and special evolutions. Shiphandling simulation also has to incorporate the element
of motion in a seaway, which is difficult to accurately model in higher sea state
conditions. Recent improvements in software coding capabilities are redefining the
limits of shiphandling training possibilities. Shiphandling simulators are beginning
to have the technical capacity to extend their training capabilities from providing
traditional calm water/low sea state and restricted waters maneuvering to presenting
highly realistic heavy weather scenarios, resulting in improved knowledge and effec-
tiveness under the most severe circumstances. This is especially critical as, in many
contemporary instances, actual time afloat may represent proportionately less of a
mariner’s total career. Consequently, the integration of a heavy weather shiphandling
training capability into an overall maritime training program should be approached
carefully, with a structured set of goals.

49.2.3 Simulator Fidelity

Simulation quality and human capabilities are critical factors in training effective-
ness and efficiency. Simulator fidelity is potentially the most important aspect of
simulator quality, and is also a critical factor in the cost effectiveness of simulation
device design. It is normally understood to mean the degree to which the simulation
replicates the actual environment, and there is a strong link between it and transfer
of training (Liu et al. 2009). There are two principal aspects of simulator fideli-
ty—physical fidelity (the replication of sights, sounds, and the “feel” of the actual
environment), and psychological or cognitive fidelity (the replication of such things
as communication, situational awareness, etc.), and these aspects have subsets which
are not mutually exclusive, but rather, have a large degree of overlap. These include:
visual and auditory fidelity (how well the simulation replicates known visual and
auditory stimuli of the actual environment); equipment fidelity (how well the simu-
lator replicates the actual equipment/systems the operator is expected to use); motion
fidelity (howwell motion cues experienced in the actual environment are replicated);
task fidelity (the tasks and maneuvers executed by the user); and functional fidelity
(how the device functions and provides realistic stimuli in the simulated environ-
ment). All of these must be considered in the overall simulation solution equation.

Shiphandling simulators have become quite good at representing most of these
aspects of simulation. Technology has significantly enhanced visual fidelity in recent
years. For instance, harbors now used in simulators are extremely realistic, with
recognizable structures, piers, buoys, lights, navigational aids, etc. Environmental
factors such as fog, low light levels, rain, lightning, thunder, and other characteristics
can be added into the simulation, as can other vessels, numerous types of aircraft,
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small boats, and even birds and people in the water. Ship sounds, such as whistles and
alarms, and communications equipment have been accurately replicated. Equipment
fidelity, the extent to which a simulator can emulate or replicate the equipment being
used, which includes all the software and hardware components of the system (Zhang
1993), can prove to be more of an issue for some ship classes that have unique bridge
or engineering equipments, but most bridge equipments are of sufficient similarity
to provide adequate training transfer for routine evolutions. However, portraying
realistic sea conditions in higher sea states has proven to be a challenge.

49.2.4 Heavy Weather Simulator Models

To provide accurate seaway representations, a heavy weather shiphandling simulator
must be driven by a physics-based hydrodynamicsmodel (such as FREDYN)which is
capable of providing non-linear, six degree of freedommotion in the large amplitude
motions resulting from exposure in a severe seaway. A principal requirement for the
hydrodynamics model is that it should be executable in time domain at a time scale
that is at least as fast as real time and validated for use in training. Development of
numeric codes providing this capability is an evolving science. The non-linearities
associated with seakeeping computations are associated with viscosity, pressure,
free surface, and body geometry. Currently, fully non-linear codes are not suitable
for integration into the simulator environment because excessively long execution
times are in excess of real time. Some codes have adopted short cuts by blending
linear and non-linear theories. These blended codes are significantly faster and are
capable of engineering accuracy (Beck and Reed 2001). The code used also must be
capable of fidelity that can replicate behavior characteristics for specific ship classes
in the heavy weather environment. These general characteristics are a functional
requirement of the previously identified training objectives.

Numerous commercial shiphandling simulation tools are available.Determination
of the appropriateness of any simulator should include the verification, validation,
and accreditation (VV&A) of themodel used to run the simulation. TheVV&Aof the
model is a necessity, and should include conceptual validation, design verification,
code verification, results validation, and accreditation, which must be specific for
the application. Specific intended uses of the tool should be clearly defined as part
of this process. This will help ensure that desired training transfer can actually be
achieved by the simulator.

49.3 Operator Guidance

There are several commercially available systems designed to provide operator guid-
ance on ship motions and limitations, give warnings of impending difficulties, and
serve as decision aids in situations such as extreme roll motions/parametric rolling,
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bow impact, green seas on deck, and broaching. These are real-time systems that
display the ship’s position in relation to pre-calculated sea-keeping operational risk
limits. Some can also be interfaced with weather routing systems to predict ship
motions based on forecasted weather under different motion parameters, and define
the operational limits for route planning, as well as recommend tracks that avoid
areas with forecasted excessive motion.

The emergence of these new operator guidance systems also supports the inclu-
sion of heavy weather shiphandling into training curricula. These capabilities offer
shiphandlers a tool that can automatically calculate safe operating environments and
provide course and speed options to minimize hazards based on real-time wind and
sea data. This can improve operational safety and provide an enhanced capability
to continue a ship’s mission in certain situations. More importantly, these opera-
tor guidance tools can incorporate actual hull form data for unique ship types and
help prevent catastrophic consequences for an operator who does not have a sig-
nificant experiential base in that platform. When coupled with physics-based ship
motion simulator training opportunities, this decision aid can significantly enhance
the overall training experience, allowing the operator to test the limits of the ship and
“experience” the consequences of erroneous shiphandling decisions, even taking the
ship to the point of capsizing to better understand the dynamics of each shiphandling
decision.

49.4 Conclusion

Current technology advances are beginning to offer the ability to integrate multiple
simulators, which create even greater “virtual reality” potential for heavy weather
training. Simulation of various casualties can provide shiphandlers with training
opportunities to better prepare them for decision-making under duress. Decision
aids in the form of operator guidance capabilities are becoming more refined, and
combining these capabilities with heavy weather shiphandling training could signif-
icantly reduce the incidence of mishaps in heavy weather.

As we look to the future, the potential for heavy weather simulator training is
extremely encouraging, and this valuable resource should be a standard part of all
shiphandling training. Simulators are on the cusp of providing highly realistic heavy
weather scenarios, resulting in vastly improved knowledge and effectiveness under
the most severe circumstances.

References

Alessi, S. M. (1988). “Fidelity in the Design of Instructional Simulations.” Journal of Computer-
Based Instruction, 15(2), 40–47.



49 Further Perspectives on Operator Guidance and Training … 839

Allen, J. A. (1986). “Maintenance Training Simulator Fidelity and Individual Difference in Transfer
of Training.” Human Factors, 28(5), 497–509.

Alman, P.R.,Minnick, P.V., Sheinberg, R., Thomas,W.L. III (1999). “DynamicCapsizeVulnerabil-
ity: Reducing the Hidden Operational Risk”, SNAME Transactions, Society of Naval Architects
and Marine Engineers, Vol. 107, New York.

Beck, R. F., and Reed, A. M. (2001). “Modern Computational Methods for Ships in a Seaway,”
SNAME Transactions, Society of Naval Architects andMarine Engineers, Vol. 109: 1–51, Jersey
City, NJ.

Cannon-Bowers, J. A., Burns, J. J., Salas, E., and Pruitt, J. S. (1998). “Advanced Technology in
Scenario-Based Training”. In Cannon-Bowers, J. A., and Salas. E. (Eds.) Making Decisions
Under Stress (pp. 365–374), Washington, D.C.: American Psychological Association.

Foxon, M. (1993). “A Process Approach to the Transfer of Training.” Australian Journal of Educa-
tional Technology, 9(2), 130–143.

Gross, D. C.; Pace, D., Harmoon, S.; and Tucker, W. (1999). “Why Fidelity?” In the Proceedings
of the Spring 1999 Simulation Interoperability Workshop.

Hays, R.T.; and Singer, M.J. (1989). Simulation Fidelity in Training System Design. New York:
Springer-Verlag.

Liu, D., Macchiarella, N. D., and Vincenzi, D. A. (2009). “Simulation Fidelity” in D. A. Vincenzi,
J. A. Wise, M. Mouloua, and P. A. Hancock (Eds.) Human Factors in Simulation and Training.
Boca Raton, FL: CRC Press.

Revised Guidance to the Master for Avoiding Dangerous Situations in Adverse Weather and Sea
Conditions. Ref. T1/2.04 (11 January 2007). MSC.1/Circ. 1228.

Thompson, T. N., Carroll, M. B., and Deaton, J. E. (2009). “Justification for Use of Simulation” in
D. A. Vincenzi, J. A. Wise, M. Mouloua, and P. A. Hancock (Eds.) Human Factors in Simulation
and Training. Boca Raton, FL: CRC Press.

Zhang, B. (1993). “How toConsider Simulation Fidelity andValidity for anEngineering Simulator.”
American Institute of Aeronautics and Astronautics, 298–305.



Chapter 50
Onboard Analysis of Ship Stability Based
on Time-Varying Autoregressive
Modeling Procedure

Daisuke Terada and Akihiko Matsuda

Abstract In this study, it is clarified that a dynamical systemof rollingmotion can be
approximated by a time-varying autoregressive model, which is a kind of statistical
model. As the result, when it is possible to measure the time series of rolling motion,
a ship’s stability can be judged based on time series analysis by using a time-varying
autoregressive modeling procedure. As for the verification of this method, the results
of the model experiment for parametric roll resonance were used. It was confirmed
that an evaluation of ship safety is possible based on the proposed procedure.

Keywords Time-varying autoregressive model · Kalman filter
Time-varying characteristic root

50.1 Introduction

It is important for ship operators to understand the stability of an operating ship. Fun-
damentally, before a ship reaches the construction stage, its stability characteristics
are regulated by various rules of the International Maritime Organization (Umeda
2007) . However, ship stability varies in an actual voyage because of the varying of
the loading conditions, climatic conditions navigation routine and so on. Therefore,
from the viewpoint of safe operation, we should consider ship stability as a property
of a stochastic dynamical system and should directly evaluate onboard measured
ship motion.

Ozaki (1986) showed that a time series model, a stochastic dynamical system,
and a nonlinear physical process are indirectly related. According to this study, coef-
ficients of the time series model contain information on damping, natural frequency,
and parameters of the stochastic dynamical system, which is determined by the phys-
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ical process. Therefore, if we measure actual ship motion, we can evaluate a ship’s
stability onboard using an analysis of the time series based on the appropriate mod-
eling procedure (Kitagawa 2010). A class of an autoregressive model is especially
useful because only the time series data of the rolling motion is used for the analysis.
It should also be noted that a linear stochastic dynamical system can be approxi-
mated by an autoregressive moving average model (Bartlett 1946). However, in this
approach an external excitation is treated as a white noise sequence. This is not rele-
vant in ship stability evaluation because the main factor in the external excitation is
ocean waves that cannot be represented with a white noise. Ozaki’s method also uses
the white noise assumption. To resolve this issue, an appropriate time series model
should be used.

In this study, we first consider stability as a property of a stochastic dynamical
system. Then, we show that the stochastic dynamical system can be represented
with a time-varying autoregressive (TVAR)model, through noise whitening. Finally,
based on the results of model experiments with respect to a parametric roll resonance
(Hashimoto et al. 2005) , the validity of the proposed method is demonstrated.

50.2 Time-Varying Autoregressive Modeling Procedure

50.2.1 Discretization of the Second-Order Nonlinear
Dynamical Model

In this study, we focus on the nonlinear rolling response of a second-order nonlinear
stochastic dynamical (SNSD) system. Assuming external excitation is a random
process, the following parametric roll resonance equation (Umeda andTaguchi 2003)
is considered as a SNSD model, in the Stratonovich sense (Ozaki 1986):

ẍ(t) + a1 ẋ(t) + a2|ẋ(t)|ẋ(t) + a3(1 + a4 cos a5t)x(t) � u(t) (50.1)

Here, x(t) is a roll angle; the notations (¨) and (˙) above x(t) represent a differential
operator with respect to time; a1 is a coefficient of roll damping; a2 is a coefficient
of nonlinear roll damping; a3 is a square of the natural roll frequency; a4 is a ratio of
the amplitude of the parametric roll resonance to the transverse metacentric height
(GM); a5 is an encounter frequency with respect to the waves; and u(t) is a random
external excitation. The process u(t) is assumed to have a variance σ 2. However, the
assumption of white noise is not required. Equation 50.1 can be also written as the
following vector representation:

ẋt � f (xt ) + ut (50.2)

Here,
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xt � (x1, x2)
T � (ẋ(t), x(t))T,

f (xt ) � ( f1(xt ), f2(xt ))T,

f1(xt ) � −a1 ẋ(t) − a2|ẋ(t)|ẋ(t) − a3(1 + a4 cos a5t)x(t),

f2(xt ) � ẋ(t),

ut � (u(t), 0)T,

and the notation T is the transpose of the vector ormatrix. According toOzaki (1986),
by using a sampling interval �t Eq. 50.2 can be discretized as

xn+1 � EXP(Kn�t)xn + Bnun+1 (50.3)

where

xn � (x1, x2)
T � (ẋn, xn)

T,

Kn � 1

�t
LOG(An),

An � I + J−1
n {EXP(Jn�t) − I}Fn,

LOG(An) �
∞∑

k�1

(−1)k

k
(An − I)k,

EXP(Jn�t) � 1

μ1 − μ2

(
μ1 exp(μ1�t) − μ2 exp(μ2�t)

exp(μ1�t) − exp(μ2�t)

μ1μ2
[
exp(μ2�t) − exp(μ1�t)

]

μ1 exp(μ2�t) − μ2 exp(μ1�t)

)
,

Jn �
(

−a1 − a2|ẋn| − a2
ẋn
|ẋn | ẋn −a3(1 + a4 cos a5n�t)

1 0

)
,
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Fn �
(

−c1 − c2|ẋn| −c3(1 + c4 cos c5n�t)

1 0

)
,

and

Bn � U

(√
λ1 0

0
√

λ2

)

Here, un is bivariate colored noise with a zero-mean and a finite covariance Iσ 2,
whereas μ1 and μ2 are eigenvalues of the matrix Jn, and U is a unitary matrix that
consists of the following elements:

u11 � σ12/

√{
σ 2
12 + (λ1 − σ11)

2
}
,

u22 � σ12/

√{
σ 2
12 + (λ2 − σ22)

2
}
,

u12 � (λ1 − σ11)/

√{
σ 2
12 + (λ1 − σ11)

2
}
,

u21 � −u12.

Here, λ1 and λ2 are calculated by solving the equation

λ2 − (σ11 + σ22)λ + σ11σ22 − σ 2
12 (50.4)

where

σ11 � 1

(α1 − α2)
2

[α1

2
{exp(2α1�t) − 1} + α2

2
{exp(2α2�t) − 1}

− 2α1α2

(α1 + α2)
{exp((α1 + α2)�t) − 1}

]
,

σ22 � 1

(α1 − α2)
2

[
1

2α1
{exp(2α1�t) − 1} + 1

2α2
{exp(2α2�t) − 1}

− 2

(α1 + α2)
{exp((α1 + α2)�t) − 1}

]
,

σ12 � 1

(α1 − α2)
2

[
1

2
{exp(2α1�t) − 1} + 1

2
{exp(2α2�t) − 1}

−{exp((α1 + α2)�t) − 1}],
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σ12 � σ21,

and α1 and α2 are eigenvalues of the matrix Kn. Note that the above discussion is
satisfied by nonlinear models, although Fn and Jn change in the considered model.

50.2.2 Bivariate Time-Varying Autoregressive Model

In the discrete model introduced in the previous section, the external excitation
is treated as a colored noise. It has to be obtained from a white noise. Following
Yamanouchi (1956), the colored noise was approximated by a discrete autoregressive
(DAR) process in order to implement the whitening. Therefore, εn ≡Bn–1un, in
Eq. 50.3; this term can be approximated by an m-th order DAR process. Then, the
colored noise is represented as

εn �
m∑

i�1

Diεn−i + wn, εn � wn f or i � 0 (50.5)

wherewn is the Gaussian white noise with a zero-mean and a covariance matrix σ 2I,
and I is the 2×2 identity matrix. It should be noted that in this subsection σ 2 is
different from the previous subsection. On the other hand, because the relation

εn � xn − An−1xn−1

εn−1 � xn−1 − An−2xn−2

...
εn−m � xn−m − An−m−1xn−m−1

(50.6)

we can obtain the following bivariate TVAR (BTVAR) model from Eqs. 50.5 and
50.6:

xn �
m+1∑

i�1

Cixn−i + wn (50.7)

Here,Ci (i=1,…,m+1) are the TVARcoefficients, which are represented as follows:

C1 � D1 + An−1,

C2 � D2 − D1An−2, . . . ,
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Cm � Dm − Dm−1An−m,

Cm+1 � −DmAn−m−1.

As such, the SNSD system can be approximated by the bivariate TVAR (BTVAR)
model. Therefore, when we apply the idea of a stationary autoregressive modeling
procedure (Kitagawa and Gersch 1996) to this problem, we can judge the stabil-
ity of the system at time step n by using the characteristic roots of the following
characteristic equation associated with the TVAR operator:

Cn(B) � I −
m∑

l�1

Cl(n) · Bl � 0 (50.8)

Here, B is the “time shift operator,” which is defined by

Bl · x(n) � x(n − l).

Note that the order of the TVAR model has changed from m+1 to m., If the
characteristic roots at time step n, calculated from Eq. 50.8, lie inside the unit circle,
then the system is stable. This is an important point, and we can evaluate the stability
of the system using the information for the location of the characteristic roots.

It should also be noted that in Eq. 50.7, each element of the TVAR coefficients
matrices Ci (i=1, …, m+1) contains information such as the damping coefficient,
natural frequency, and so on. Therefore, it is also possible to estimate them from
each element of the TVAR coefficient matrices Ci (i=1, …, m+1). In the case of
the linear stochastic system, it was shown that the damping coefficient and natural
frequency can be estimated by this approach (Terada et al. 2016) .

50.2.3 Scalar Time-Varying Autoregressive Model

In the previous subsection, we introduced the relationship between the dynamics of
nonlinear rolling motion and the BTVAR model. When it is possible to measure the
roll angle and rate, the BTVAR modeling procedure is most effective for judging
the stability of a rolling motion. However, it could be difficult to measure these two
processes at the same time depending on the measurement device. In this case, the
model order need to be adjusted t. For simplicity we consider the following scalar
time-varying autoregressive (TVAR) model for the roll angle or rate.

y(n) �
m∑

j�1

c j (n) · y(n − j) + w(n) (50.9)
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With respect to Eq. 50.9, the characteristic equation is expressed as follows:

cn(B) � 1 −
m∑

l�1

cl(n) · Bl � 0 (50.10)

To evaluate the stability of the system, we use the maximum absolute value of the
characteristic roots calculated in Eq. 50.10. If the maximum absolute value of the
characteristic roots is less than 1, we can regard the dynamical system as stable.

50.2.4 Estimation of TVAR Coefficients

Since these are m ×N autoregressive coefficients in Eq. 50.9, an attempt to fit the
parameters by the least squares method (or any other ordinary means) to N obser-
vations, y(1), …, y(N), will yield poor estimates. To address this difficulty, it was
assumed that the unknown TVAR coefficients were random variables with a Gaus-
sian distribution. In other words, the following stochastically perturbed difference
equation constraint model was introduced:

�kc j (n) � v j (n) (50.11)

where vj(n)� [v1(n),…, vm(n)]T denotes them-th orderGaussianwhite noise process
with a zero-mean of covariance matrix Q, which is assumed to be a diagonal matrix
with values τ 2, and � is the difference operator at time step n, which is defined by

�c j (n) � c j (n) − c j (n − 1)

�kc j (n) � �k−1
(
�c j (n)

)
(50.12)

and k is the order of difference operator, which equals 1 or 2 in this study. In order
to efficiently estimate the unknown TVAR coefficients, the following state space
representation is introduced regarding Eqs. 50.9 and 50.12:

x(n) � Fx(n − 1) +Gv(n) (50.13)

y(n) � H(n)x(n) + w(n) (50.14)

In Eqs. 50.13 and 50.14, F and G are, respectively, the km ×km and the km ×m
matrices, H(n) and x(n) are the km vectors. These figures can be expressed as

x(n) �
{
[c1(n), · · · , cm(n)]T : k � 1

[c1(n), c1(n − 1), · · · , cm(n), cm(n − 1)]T : k � 2,
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F �

⎡

⎢⎢⎣

F(k)

. . .

F(k)

⎤

⎥⎥⎦ � Im ⊗ F(k),F(1) � 1, F(2) �
[
2 −1
1 0

]

G �

⎡

⎢⎢⎣

G(k)

. . .

G(k)

⎤

⎥⎥⎦ � Im ⊗ G(k),G(1) � 1, G(2) �
[
1
0

]

H(n) � (y(n − 1), · · · , y(n − m)) ⊗ H(k)(n),

H(1)(n) � 1 , H(2)(n) � [
1 0

]
,

Q �

⎡

⎢⎢⎣

τ 2

. . .

τ 2

⎤

⎥⎥⎦, R � σ 2.

where Im is the m ×m identity matrix, and ⊗ denotes the Kronecker product. It is
known that aKalman filter is effective on a linear state space representation expressed
by Eqs. 50.13 and 50.14. When the initial conditions are set as x0|0 and V0|0, the state
estimation can be implemented using the following formulas:

Time update:

xn|n−1 � Fnxn−1|n−1

Vn|n−1 � FnVn−1|n−1FT
n +GnQn−1|n−1GT

n (50.15)

Measurement update:

Kn � Vn|n−1HT
n

(
HnVn|n−1HT

n + Rn
)−1

xn|n � xn|n−1 +Kn
(
y(n) − Hnxn|n−1

)

Vn|n−1 � (I − KnHn)Vn|n−1 (50.16)

Smoothing:

An � Vn|nFT
nV

−1
n+1|n

xn|N � xn|n + An
(
xn+1|N − xn+1|n

)

Vn|N � Vn|n + An
(
Vn+1|N − Vn+1|n

)
AT

n (50.17)
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The variance σ 2(n) of the observed noise w(n) is assumed constant, then a reduc-
tion in the dimensions of parameters can be made, and the state estimation can be
efficiently implemented. Furthermore, the optimum value of the model order m can
be obtained by minimizing the following Akaike information criterion (Kitagawa
and Gersch 1996):

AIC(m) � N
(
log 2πσ̂

2
m + 1

)

+
N∑

n�1

log d̃n|n−1 + 2 (50.18)

where d̃n|n−1 is the covariance matrix of the conditional distribution of y(n) given
the distribution at the time stamp n−1.

In this study, to calculate the characteristic roots shown in Eq. 50.10, we used the
estimated values from the smoothing process shown in Eq. 50.17.

50.3 Results and Discussion

In this section, we test the proposed procedure with data from the free-runningmodel
experiments in irregular waves (Hashimoto et al. 2005) . Two data sets were chosen
for analysis: with parametric rolling and without parametric rolling (Figs. 50.1 and
50.2, respectively).

These figures show the measured time series (Figs. 50.1a and 50.2a) and maxi-
mum absolute values of the characteristic roots computed by the TVAR procedure
(Figs. 50.1b and 50.2b) These maximum absolute values of the characteristic roots
are shown with a dotted lines in Figs. 50.1b and 50.2b, while the solid line indicates
the radius of the unit circle.

The measured time series shown in Fig. 50.1a, has the amplitude and the phase
change with time unlike the time series of regular waves. The maximum absolute
values of characteristic roots in Fig. 50.1b are outside of the unit circle from around
50 to 80 s and from 100 to 160 s, at which point the variance of the measured time
series becomes large. The stable and unstable states of the system are intermingled
in time. Therefore, the dynamic stability of the ship can be regarded as insufficient.

Figure 50.2a shows themaximum roll angle is over 10° so the rollingmotion is not
small. However, Fig. 50.2b shows that themaximum absolute values of characteristic
roots are constant and remain within the unit circle, except for an effect of the initial
estimate. Therefore, it can be seen that the system is stable and the dynamic stability
of ship is sufficient (Table 50.1).
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(a) Measured time series 

(b) Time series of the maximum absolute values of the characteristic 
roots 

Fig. 50.1 Results in parametric roll resonance

(a) Measured time series 

(b) Time series of the maximum absolute values of the 
characteristic roots 

Fig. 50.2 Results without parametric roll resonance
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Table 50.1 Principal perpendiculars of a post-Panamax container ship

Items Ship Model

Lpp: L 238.8 m 2.838 m

Breadth: B 42.8 m 0.428 m

Depth: D 24.0 m 0.24 m

Mean draft: T 14.0 m 0.14 m

Block coefficient: Cb 0.630 0.630

Metacentric height: GM 1.08 m 0.0106 m

Natural roll period: Tϕ 30.3 s 3.20 s

50.4 Conclusions

This study was focused on computing the characteristic roots of the TVAR process
and using them to evaluate ship safety in case of large-amplitude rolling motion. The
procedure is meant to utilize the measured ship motion data to compute time-varying
estimates of the characteristic roots. The effectiveness of the proposed procedure was
demonstrated using the data of free-running model experiments. The results can be
summarized as follows:

(a) The calculated characteristic roots clearly show different tendencies for the
model test cases with and without parametric roll resonance in irregular waves

(b) The proposed TVAR modeling procedure is effective for evaluating stability
with a large-amplitude rolling motion.

Therefore, we conclude that the proposed procedure is a powerful tool for the
determination of ship stability.

This chapter is a revised and edited version of the paper, originally presented at
12th International Ship Stability Workshop in June 2011.
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Chapter 51
FLO/FLO Heavy Lift Critical Stability
Phases

Paul Handler, Vincent Jarecki and Hendrik Bruhns

Abstract The US Navy has used FLO/FLO heavy lift transport as an alternative to
towing for the transport of damaged vessels as well as transport of smaller vessels
not suited for ocean transit. There are critical stability considerations that have to be
assessed prior to conducting a heavy lift operation, specifically “Draft at Instability”
and “Minimum Stability”. During de-ballasting of the heavy lift ship with the lifted
vessel on the docking blocks, the reaction of the docking blocks on the lifted vessel is
effectively the same as removing weight from the lifted vessel’s keel (similar to what
occurs when a floating dry-dock is de-ballasted). This raises the lifted vessel’s centre
of gravity thus reducing the lifted vessel’s metacentric height (GM) until the lifted
vessel’s GM is zero. During a critical part of the FLO/FLO heavy lift operation the
cargo deck of the FLO/FLO heavy lift ship will be completely submerged. During
this phase, only the water-plane of the hull structure which extends above the cargo
deckwill provide stability for the heavy lift ship. The heavy lift ship will pass through
a phase of “Minimum Stability”, which should not occur at the same time that the
lifted vessel assumes its “Draft at Instability”. The lifted vessel and the heavy lift ship
may roll out of phase, causing landing problems, or causing the lifted vessel and/or
the FLO/FLO heavy lift ship to become unstable, assume a large list or even capsize.
Computer naval architectural software programsHECSALVandPOSSEare effective
tools in modelling critical stability phases for FLO/FLO heavy lift operations. This
paper discusses the critical stability phases of a FLO/FLO heavy lift operation, and
the methods and practices to plan for and mitigate the effects of reduced stability at
these phases.
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Keywords Heavy lift · Stability phases · Draft at instability · FLO/FLO
Minimum stability · Semi-submersible

51.1 Backround

In recent years the US Navy has been relying increasingly on heavy lift transport
as an alternative to towing for the transport of damaged vessels as well as transport
of smaller vessels not suited for ocean transit. Although there are different types
of heavy lift vessels, this paper focuses on FLO/FLO heavy lift transport utilizing
semi-submersible ships.

A semi-submersible heavy lift ship is an ocean-going vessel capable of submerg-
ing its open deck below the water’s surface in order to allow another vessel to be
floated over it and, subsequently, landed on docking blocks (which are pre-set on the
deck of the heavy lift ship). When the heavy lift ship is subsequently de-ballasted
it lifts the other vessel out of the water in a process very similar to the operation of
a floating dry-dock. The lifted vessel can then be transported to its destination on
the deck of the heavy lift ship. At the destination, the lifted vessel is discharged by
reversing the ballasting sequencing process. In other words, it is a “float-on, float-off”
or FLO/FLO operation.

In 2000, the USS Cole was transported from Yemen aboard M/V Blue Marlin, a
FLO/FLO heavy lift transport vessel owned and operated by the Dutch firm, Dock-
wise Shipping BV. Similar operations were done to transport the USS Samuel B.
Roberts (FFG 58) to the United States following mine damage in 1988, and in
1991/1992duringOperationsDesert Shield andDesert Storm.TheSamuelB. Roberts
was transported to theUnited States on theDutch-flag FLO/FLO heavy-lift ship,M/V
Mighty Servant 2. The first US flag FLO/FLO heavy-lift ship was theM/V American
Cormorant, a vessel reflagged in 1985 from Norwegian flag, and employed with the
U.S. Military Sealift Command (MSC) to pre-positioning status with port-opening
lighterage and smallwatercraft equipment thatwas deployed duringOperationDesert
Shield. This FLO/FLO heavy-lift ship was converted in 1982 from the oil tankerM/T
Kollbris to theM/S Ferncarrier.

Since the US Navy does not own any FLO/FLO heavy lift ships, it relies on MSC
to charter commercial FLO/FLO heavy lift vessels to perform heavy lift operations.
In the last 10 years, MSC contracted FLO/FLO heavy-lift transport vessels to move
forward-deployed MHCs (coastal mine hunters) and MCMs (mine countermeasure
ships) from Ingleside, Texas, to the Persian Gulf and the Far East, as well as to move
US Army watercraft to Kuwait.

FLO/FLO heavy lift transport is particularly suitable for transport of mine hunters
and mine countermeasure ships. These ships have specially constructed hulls and
engines that are not built for ocean service. During the transit from Texas to the
Persian Gulf or the Far East, the engines and hulls these ship types would incur such
wear and tear as to possibly require extensive dry-docking and repairs upon arrival,
and possibly not making their service possible at all. Apart from protecting these
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ships, carrying them aboard a FLO/FLO heavy lift ship saves a significant amount of
time. Whereas it would take about 60 days for a mine hunter to travel to the Persian
Gulf on its own power, it takes about 40 days for this transport aboard a heavy lift
ship.

Prior to and during a FLO/FLOheavy lift operation, there are critical stability con-
siderations that must to be planned and addressed, specifically “Draft at Instability”
and “Minimum Stability”.

51.2 Discussion

51.2.1 Draft at Instability

During ballasting/de-ballasting of the FLO/FLO heavy lift ship with the lifted vessel
on the docking blocks, the reaction on the docking blocks is equal to the difference in
displacement of the lifted vessel at the floating draft (i.e., the lifted vessel’s weight)
and the displacement at thewaterline under consideration in the landed condition. The
effect of keel block reaction is a virtual rise in the centre of gravity of the lifted vessel
and subsequent reduction in the vessel’s GM (metacentric height). The keel blocks
are assumed to be knife edge supports and offer no resistance to overturning—no
side blocks are assumed.

As the FLO/FLO heavy lift ship is being pumped out (i.e., de-ballasted) or the
vertical lift is being raised, the keel block reaction increases. The vertical centre of
gravity will eventually rise to a position where the virtual metacentric height (GvM1)
at the newwaterline (WL1) and the righting arm for small angles of heel will become
zero. The ship’s draft at this condition of zero GvM1 is called the draft at instability
(see Fig. 51.1).

If the draft at instability is reached before the ship has fully landed fore and aft on
the keel blocks, then the ship will become unstable. On the other hand, if the draft at
instability is not reached until after the ship has fully landed fore and aft on the keel
blocks, then the ship remains stable throughout the landing operation.

Generally, if the difference between the draft at full landing and the draft at
instability is 1 ft or greater, then the ship has acceptable stability for landing on the
keel blocks. If the difference between the draft at landing and the draft at instability
is less than one foot but equal to or greater than 6 in., then pre-positioned side
blocks will be required. If the difference between the draft at landing and the draft
at instability is less than 6 in., then the ship does not have acceptable stability for
landing.

If calculations show that the ship will become unstable before landing fore-and-
aft, action must be taken to remedy the situation. The first and most obvious remedy
would be to remove the trim of a ship to conform to the profile of the docking blocks.
A ship in this condition would land fore-and-aft at approximately the same time.
If the trim cannot be altered to conform to the profile of the docking blocks, the
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Fig. 51.1 Draft at instability

vertical centre of gravity of the ship must be lowered to improve GM. This may be
accomplished by the addition, removal, or relocation of weights, or reduction of free
surface on board the ship.

51.2.2 Minimum Stability

During a FLO/FLO heavy lift operation, stability of the FLO/FLO heavy lift
ship/lifted vessel system are considered in 5 phases (see Fig. 51.2):

1. FLO/FLO Heavy lift ship at full submergence with the lifted vessel afloat;
2. The lifted vessel makes contact with the keel blocks;
3. The lifted vessel is hard and fully landed on the keel blocks, with the FLO/FLO

heavy lift ship trimmed to bring the cargo deck out of the water;
4. With the forward end of the FLO/FLO heavy lift ship cargo deck out of the water,

trim is removed to bring the rest of the cargo deck out of the water;
5. FLO/FLO heavy lift ship fully de-ballasted with the lifted vessel secured on the

cargo deck.

As the cargo deck of the FLO/FLO heavy lift ship goes into or out of the water, the
FLO/FLO ship’s stability changes rapidly and substantially. When the cargo deck of
the heavy lift ship is completely submerged (i.e., Phases 1, 2, and 3 of Fig. 51.3),
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Phase 1

Phase 2

Phase 3

Phase 4

Phase 5

Fig. 51.2 Phases of stability during a FLO/FLO operation
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Fig. 51.3 Minimum stability

stability is a function of the water-plane cut by the hull structure which extends above
the cargo deck. For a FLO/FLO ship design with wing walls, this can be illustrated
as shown in Fig. 51.3.

The wing walls cut the water-plane and provide the stabilizing, buoyant force.
As the ship takes on a list, the wing wall on the low side becomes more deeply
immersed and a stabilizing buoyant force develops which tries to right the ship. The
wing wall on the high side conversely loses buoyancy which also has a stabilizing
effect. However, the lower hull and cargo deck stay below the waterline and do not
contribute to the righting moment. During this time, the FLO/FLO heavy lift ship
will pass through a phase of minimum stability (minimum GM).

Additionally, during this phase, the water levels in the ballast tanks change, which
result in a free surface effect to further reduce stability. As the ship lists, the water
will level out. A wedge of water will shift from the high side to the low side. This
will shift the centre of gravity towards the low side and will tend to increase the list.

To control the effects of reduced stability at the minimum stability phase, it is
usually necessary to apply trim and/or list to the heavy lift ship to increase the water-
plane area. This practice relies heavily on the master’s experience and sometimes
trial and error. If too much trim is applied to the FLO/FLO heavy lift ship the lifted
vessel can slide off the blocks; not enough trim and the FLO/FLO heavy lift ship can
heel over due to insufficient GM.

The phase of minimum stability must be compared to the minimum stability
conditions for the lifted vessel. The phase of minimum stability of the FLO/FLO
heavy lift ship should not occur at the same time that the lifted vessel assumes its
draft at instability. If this happens, the lifted vessel and the FLO/FLO heavy lift
ship may roll out of phase, causing landing problems, or causing the lifted vessel
and/or the FLO/FLO heavy lift ship to become unstable, assume a large list or even
to capsize.

The US Navy requires that during operations involving lifting of U.S. Naval
vessels, the FLO/FLO heavy lift ship must maintain a GM (including free surface
correction) of no less than 3.28 ft (1 m). The trim of the FLO/FLO heavy lift ship of
up to 3° may be accepted to meet the minimum GM.
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The 1 m minimum GMmay be waived if the lifted vessel is hard and fully landed
on the blocks before the phase of minimum stability. However, in no case may the
minimum GM (not accounting for the list) be less than 0.5 ft (0.15 m) in all phases
of the operation, including the free surface effect.

51.2.3 Modelling with HECSALV or POSSE

The US Navy uses the Program of Ship Salvage Engineering (POSSE), developed
by Herbert-ABS Software Solutions LLC. The commercial version is known as
HECSALV, and is utilized tomodel stability, motions, structural loading, and salvage
of stranded and/or damaged vessels.

Recently, the US Navy, the Royal Navy, and Herbert-ABS cooperated to expand
and refine POSSE/HECSALV tomodel the entire FLO/FLO operation. This includes
stability, structural loading, and motions of the transport vessel and warship, both
separately prior to the lift and as a combined system during the lifting and transport
operation.

To analyse a FLO/FLO heavy lift operation in POSSE, a full model must be
developed for both the heavy lift ship and the lifted ship (see Figs. 51.4 and 51.5).
Each model includes all the data necessary to define and analyse the loading of both
vessels and includes the full geometry of the hull and tanks defined using offsets,
tankage details, strength limits, etc. Once modelled there are two fundamentally
different calculation methods available in HECALV/POSSE to analyse a FLO/FLO
heavy lift operation. These two approaches include a rigid ship analysis and a flexible
ship analysis. For both approaches, tools are provided to define the docking block
plan either from an existing docking plan, or develop a new docking plan for special
situations such as a damaged vessel.

The rigid ship analysis treats both the lifted vessel and the FLO/FLO ship as rigid
bodies and seeks a solution in the form of a classic static equilibrium, in which the
weight of the lifted vessel is applied to the FLO/FLO ship through the blocks, which
are internally represented as miscellaneous weights. The buoyancy of the FLO/FLO
ship is instead applied to the lifted vessel through the blocks, represented internally as
pliable grounding pinnacles. Using the available time sequence tools in the program,
the rigid ship approach can be used to evaluate the detailed stability and strength status
of the heavy lift ship and the lifted ship at any step in the sequence so that both the
“Draft at Instability” of the lifted vessel and the “MinimumStability” of the combined
lifted vessel/heavy lift ship can be determined. The rigid ship approach adopts an
iterative methodology to find the equilibrium solution, where it first analyses the
lifted ship assuming a set of dock block locations to get a ground reaction, then
applies those loads to the FLO/FLO ship, in which the dock block locations are
adjusted to reflect the new FLO/FLO ship drafts and heel. This, in turn, results in the
computation of a new set of reactions, then applying those reactions to the FLO/FLO
ship, and so on. This process converges when the reaction doesn’t change very much.
It handles only pure vertical forces.
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Fig. 51.4 HECSALV 3D graphic

Fig. 51.5 Heavy-lift model

The other method available in HECSALV/POSSE to analyse heavy lift operations
is the flexible ship analysis. This analysis uses two beam finite element (FE) models
connected by a set of rigid links and a set of unidirectional springs.

The beams are located at the base of the FLO/FLO ship and the height of the centre
of gravity of the lifted vessel. This FEmodel can be viewed for any FLO/FLO-Lifted
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vessel configuration when the flexible ship analysis is run. This analysis approach
can be used for a more detailed analysis of block reactions and strength.

51.3 Conclusions

Prior to and during a FLO/FLO heavy lift operation, there are stability considerations
that need to be planned for and addressed. The two critical stability considerations
are the draft at instability and minimum stability. The Program of Ship Salvage Engi-
neering (POSSE) developed by Herbert-ABS Software Solutions LLC has recently
been expanded to include the capability to model an entire FLO/FLO operation.
This expansion includes two fundamentally different calculation methods which are
effective tools in modelling the critical stability phases for heavy lift operations, a
rigid ship analysis and a flexible ship analysis. Further evaluation and experience
will better refine these tools.
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Chapter 52
Developing a Shared Vision for Naval
Stability Assessment

Douglas Perrault and Steve Marshall

Abstract The design and operating philosophy for naval vessels is driven by neces-
sity of strategic capability, including the capability to deploy at any time to any
location. A key enabler for this capability is the hydrodynamic stability of the ves-
sel. The Naval Stability Standards Working Group, in conjunction with the Co-
operative Research Navies Dynamic Stability Project, have been working to develop
a clear understanding of the limitations and range of applicability of stability criteria
and methods of assessing dynamic stability. They have investigated the relationship
between GZ and form parameters and the probability of capsize, and have performed
studies into the nature of the control variables used and the collinearity of the ship
specific assessment parameters. This work will lead to a set of rational criteria for
the stability of naval frigates, with a future expansion of the methods to other types
of naval platforms.

52.1 Introduction

The design and operating philosophy for naval vessels is driven by the necessity
of strategic capability; capabilities that may be called upon at any time and that
may require operations in any area of the globe. It is, therefore, not always possible
to avoid unfavourable and sometimes even severe environmental conditions. It is
incumbent on the ship and crew to be able to contend with the conditions. To this
end they must be provided with guidance and training to develop an instinctual
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understanding of the risks as well as any and all means of minimizing those risks.
A clear and complete comprehension of the capability of the platform in its current
state is fundamentally imperative for the officers and crew to implement appropriate
procedures forminimizing the risk.One of the cornerstones of defining the state of the
ship is achieved through design and life-cycle management based in accordance with
appropriate standards, including naval stability standards. While stability standards
include criteria for both intact and damaged vessels, the discussion herein is limited
to intact surface ships.

In examining the stability required of naval vessels, the first step is to make a
critical assessment of the current standards, and then address the issues that arise.
The critical review is given in the next section, with the following section exploring a
methodology to develop rational criteria for naval standards. A summary of parame-
ters that hold the potential of being indicators of stability is given in Sect. 52.4. Some
of the results from the ongoing work are presented in Sect. 52.5, followed by a short
conclusion and a look at future directions the work is moving into.

52.2 A Critical Review of (Intact) Naval Stability Standards

Currently the stability of naval vessels is assessed using hydrostatic methods, based
on concepts that date back over two centuries. The criteria against which such assess-
ments are made have also evolved over a significant period.

One of themost influential developments in naval stability assessment was a study
undertaken by Sarchin andGoldberg published in 1962 (Sarchin andGoldberg 1962).
This study proposed a standard set of empirically-defined stability criteria for the
United States Navy, based upon USN war-time experience that included the capsize
of three destroyers in a Pacific typhoon in 1944. This set of criteria has formed the
basis for many of the current naval stability standards. The resultant standard, and its
derivatives, have served the navies admirably with no known intact losses over the
last fifty years. However, Sarchin and Goldberg did anticipate modifications to their
criteria with the passage of time and experience, and advocated calculation methods
whichwould, ‘…embrace the parameters of shipmotion, stability on awave slope…’
(Sarchin and Goldberg 1962). Indeed some navies have subsequently supplemented
their standards with additional criteria from other sources. For example, the Royal
Navy standard (RN 2011) added enhanced transverse righting arm (GZ) curve shape
criteria for angles 0°–30°, 0°–40° and 30°–40°. The ranges of angles are based on
the criteria proposed by the Intergovernmental Maritime Consultative Organisation
(IMCO, as of 1982 the International Maritime Organization—IMO) in Resolution
A.167 (IMCO 1968) and originating from the investigations of Rahola (1939).

Current hydrostatics-based standards attempt to incorporate some consideration
of dynamic issues through the application of gust factors as applied to wind heeling
levers, the use of roll back angles and area ratios, and in some cases the consideration
of the reduction of the righting armwhen the vessel is balanced on awave (Arndt et al.
1982; vanHarpen 1970). However, despite such augmentations, the standards remain
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essentially hydrostatic in nature since they do not directly consider the dynamic
behaviour of a shipwith forward speed inwaves.Research (YpmaandHarmsen2012)
has shown that the classic quasi-static criteria included in today’s naval standards do
not capture all of the parameters that are important in predicting dynamic capsize,
particularly when many modes are the result of non-linear events such as broaching,
surf-riding, and dynamic loss of stability.However, the onset of such events is thought
to be at least to some extent influenced by characteristics embodied in the transverse
righting arm (GZ), and therefore the provision of sufficient hydrostatic transverse
stability is an important factor in providing, to some unknown degree, a margin of
safety against dynamic capsize.

52.2.1 Loss of Engineering Integrity

It is often assumed that a margin of safety against dynamic capsize is encapsulated,
or embodied, within the criteria of the various naval standards, based on the further
assumption that the originators of the criteria employed margins (factors of safety)
to account for the uncertainty associated with the analysis of their underlying data.
Since there have been no known intact losses of warships designed to the Sarchin
and Goldberg (1962) criteria and/or its derivatives, it is commonly held that an
acceptable level of safety against capsize has been attained through their application.
However, the exact rationale behind the determination of the margins of safety is
not clear; i.e., there is no evidence to substantiate the assumptions. This is also the
case with respect to the detailed information about the fundamental vessel data sets
upon which the criteria were based, possibly more so with Rahola than Sarchin and
Goldberg. Although the data sets are no longer available, it is known that both of
sets of criteria were empirically derived from vessel data, and therefore designs, that
pre-dated World War 2 (Rahola 1939; Sarchin and Goldberg 1962).

This loss of traceability to base evidence and lack of alternative evidence leads
to dependence on the criteria out of necessity. The perceived low level of capsize
risk give some measure of confidence, even if the confidence is not well defined
and may even be misplaced in some cases. Additionally, until more recent years
the limitations in computational power has precluded more detailed studies into the
phenomena. All these factors, taken together, have resulted in a hesitancy to question
either the validity or applicability of the criteria; i.e., the existing naval criteria have
never been deliberately and methodically validated.

52.2.2 Issues of Application

This situation has resulted in two almost contrary practices with respect to the appli-
cation of naval standards.
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1. Rigid adherence; whereby full compliance to all criteria within a standard is
demanded and even extremely small shortfalls against any single criteria cannot
be tolerated.

2. Broad application; with the exception of the applicable nominal wind speed used,
it is not unusual to see the same standard, and therefore criteria, being applied to
a surprisingly broad range of vessels (from harbour tugs to aircraft carriers).

It can only be assumed that these practices are the result of the lack of alternatives
and the perception of good service rendered.

52.2.3 Issues of Applicability

The Sarchin and Goldberg (1962) intact criteria were developed based largely on
two destroyer designs, the Farragut and Fletcher classes, which pre-date World War
2. It is questionable whether these hull forms exemplify their modern equivalents in
the context of stability and dynamics.

Quite radical departures from conventional displacement designs are becoming
increasingly common, ranging from the application of tumblehome, deepV andwave
piercing bow forms to the inclusion ofmore hull-integratedwatertight superstructure.
When more radical hulls are considered, there are concerns that although they meet
the current quasi-static stability criteria, they may in reality exhibit poor, if not
catastrophic, dynamic stability characteristics when model tests are conducted. The
hull form stability issues may be resolved by tapering the stern and increasing the
draft of shallow stern sections, thus reducing the height of the center of gravity
significantly, and increasing the aft body flare. Such cases highlight the risk and
potential limitations of employing traditional criteria to non-traditional forms and
the inability of the criteria to reflect these dynamic issues. Therefore, the level of
safety attained may not necessarily be the same as that which was assumed delivered
through the application of the criteria. In fact, the level of safety provided by the
existing criteria is not known.

If we are to continue to apply these traditional static stability measures based on
Sarchin and Goldberg (1962) to modern designs, or develop alternatives, we need to
address the following questions:

• What probability of capsize have we accepted through the application of current
criteria to traditional hull forms?

• What are the limitations of applicability of current criteria with respect to hull
form?

• Are there additional characteristics embodied in the transverse righting arm (GZ)
curve that may be used?

• Does the application of such additional criteria to the modern form result in a
significantly different probability of capsize?

• How should the stability of such vessels be assessed if the current criteria and
quasi-static approach are no longer considered applicable?
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52.2.4 Through-Life Stability Management

Since the consequences, with respect to capsize risk, of even marginal non-
compliancewith any criterion are unknown, it is currently the practice to demand total
compliance with respect to all applicable stability criteria. This is easily achieved at
the start of a warship’s life; however, it becomes increasingly difficult later in life
due to increasing KG and displacement. Eventually this growth results in failure to
meet one or a number of criteria, and, therefore, the placement of restrictions upon
the vessel or class. Often restrictions are imposed that limit the use of consumable
fluids, in order to maintain the minimum centre of gravity needed for compliance.
These restrictions in turn affect operational range and endurance. In more severe
cases, limits may be placed on the wind speed and sea state in which the vessel
is allowed to operate. Such restrictions are highly undesirable for naval combatants
with a responsibility of rapid deployment to any area. Occasionally, highly expensive
life-extension programs are required, which at best involve the costly fitting of solid
ballast. It should be noted that this practice, as expounded by Sarchin and Goldberg
(1962), is often, though not exclusively, brought about by failure to meet damage
stability requirements.

52.2.5 Changing Procurement

The safety philosophy of naval shipping differs somewhat from that of their mercan-
tile counterparts. With regard to stability and preservation of life, IMO conventions
[e.g., SOLAS (IMO 2009)] are “Being desirous of promoting safety of life at sea …
to ensure that, from the point of view of safety of life, a ship is fit for the service for
which it is intended”; whereas, in addition safety of life, the safety of the naval ship
itself is included in order to safeguard and deliver military capability.

Increasingly, commercial standards are being adopted in favour of defence stan-
dards, the rationale being that they offer better value for money. This may be true in
many instances, provided that the role and fitness for purpose of such standards are
fully compatible with the required naval capability. In some cases, however, commer-
cial standards can be inferior to military standards in the context of achieving naval
operations. Adopting a standard that has been developed to reflect a non-military
role in a specific global environment and then operating the vessel outside those
boundaries may result in a significant difference between the perceived and actual
levels of safety.

A more clear understanding of the sensitivity of the various measures as indi-
cators of the risk of capsize, in combination with the determination of the level of
safety assured by compliance with stability criteria, will allow the implications of
adopting non-military standards in a military context to be fully exposed and com-
prehended. This should be true whether the criteria originate from naval standards
or statutory legislation. Once the implications are comprehended, it will enable a
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logically based and cost effective rationalisation of the standards needed in modern
military procurement.

The duty of care is considered discharged through regulation by certification
against standards which must be fit for purpose and fully expose the associated
risk(s). Given that the associated level of safety rendered by broad application of
current naval standards is unknown and that the standards suffer significantly from
a loss of engineering integrity, to assume the key hazard of intact capsize has been
adequately addressed based purely on the historical perception of good service can
only be considered unconfirmed.

52.2.6 Answering the Challenge

The Co-operative Research Navies (CRNav) Dynamic Stability group was estab-
lished in 1989 to undertake research into the underlying physical phenomena and
characteristics of dynamic stability. Thework has led to the development and applica-
tion of suitable dynamic stability simulation tools in pursuit of this objective. In light
of the significant advances made by the group, it was considered that the concerns
with current stability standards could now be investigated in more detail.

Since the responsibility for naval stability standards rests with the naval organi-
sations, it was considered appropriate to form a new group lead by the navies. The
Naval Stability Standards Working Group (NSSWG) was formed in 1999 from the
naval members of the CRNav group, as follows:

• Department of Defence (Australia).
• Department of National Defence (Canada).
• Ministère de la Défense (France).
• Ministerie van Defensie (Netherlands).
• Ministry of Defence, DPA (UK).
• United States Coast Guard Naval Engineering (USA).
• Naval Sea Systems Command (USA).

The naval members are supported by the following guest members from their
associated research organisations:

• Australian Maritime College.
• Defence Research and Development Canada.
• Bassin d’Essais des Carènes (France).
• Maritime Research Institute (Netherlands).
• QinetiQ (UK).
• Naval Surface Warfare Center (USA).

The objective of the group is:
‘To develop a shared view on the future of naval stability assessment and develop

a draft set of stability guidelines which can be utilised by the participating navies at
their discretion.’
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At a practical level, this involves identification of methods of relating stability
criteria to risk. In the short-term, this means identification of the level of safety
extant in the current standards, by focusing on the strengths and weaknesses of
existing standards, and using a standard set of environmental conditions. In the long
term, it means developing methodologies for assessing stability characteristics and
practical limits for both design and life-cycle management.

The intent of the work undertaken is to provide advice to designers, life-cycle
managers, and operators in the form of criteria, methods, and data that consistently
and rationally indicate the risk to the ship. In early design this should be in the
form of criteria that are robust and have the limits of applicability clearly defined. In
later stages of design,more involved, yet still cost-effectivemethodswill establish the
inherent stability of the hull. This more detailed stability analysis should also provide
the basis for guidance to the operator in the stability booklet. It could also be used
to populate a real-time operator guidance system that could be used as a decision
aid for the bridge watchkeeper. In conjunction with modern sensing systems, the
stability database would identify optimal paths for minimizing the risk to ship and
crew. The database and methodology would also be updated throughout the life of
the ship, especially for refits and major equipment upgrades/changes.

To answer the challenges, the investigation into stability of intact ships was bro-
ken down into three consecutive stages. The first stage is an investigation into the
relative merits of static, quasi-static, and alternative measures for indicating the risk
of extreme dynamic behaviour, and therefore the probability of exceeding a critical
roll angle (PECRA) associated with a capsize.1 The second stage is to assess the level
of safety currently accepted through the application of the existing naval standards
(RAN 2003; RCN 2012; DM 2001; RN 2011; USN 1975; MN 1999). Originally the
third stage was to integrate the effects of the operator (e.g., heading selection and
voluntary speed reduction). The NSSWG was requested to provide its knowledge
and experience to aid the development of the Naval Ship Code [NSC, also known as
ANEP 77 (2014)] developed by NATO and maintained by the International Naval
Safety Association (INSA). The third stage was refocused and entered into quickly
to establish an engineering solution appropriate for the NSC. Operator influence will
be addressed at a later date.

52.3 The Probabilistic Methodology

The work towards rational standards is founded on a statistical analysis of the sim-
ulated behaviours of ships. The roots of the work began with the development of
a capability to simulate the motion of a frigate in high sea states. FREDYN is a

1The probability of capsize is characterized by the probability of exceeding a critical roll angle
(PECRA), and although in the present case it is related to capsize, the critical roll angle may also
take on a number of other important connotations, such as machinery or weapon limits. Therefore,
the methodology can be applied to problems other than capsize.
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non-linear, semi-empirical, time-domain software for simulating ship motions in
environmental conditions from calm water to severe wind and waves. It allows for
studies in stability, seakeeping and manoeuvring. FREDYN is appropriate for any
type of a relatively slender mono-hull with a Froude number less than 0.5. Specific
to the current study, FREDYN is capable of predicting a range of capsize modes in
regular and irregular waves. Only time-domain simulations can capture the transient
and non-linear behaviours expected. It is also expected that pursuing this approach
will shed light on the physical phenomena involved.

52.3.1 Determination of Probabilities

PECRA is determined by running multiple, time-domain simulations in FREDYN
(Ypma and Harmsen 2012) of a ship in a specific loading condition at a mean speed
and heading (the operating point of the vessel) in waves of a given significant height
and modal period (the environmental condition). The time series of roll responses
are used to determine the PECRA. The probability outcomes are later used as the
regressands (response variables) in regression analysis investigating relationships
with parameters associated with ship stability. PECRA in a given duration is given
by:

P(∅ > ∅CRIT IC AL)

�
∑ ∑ ∑ ∑

P(V )P(β)P(HS, τP)P(∅ > ∅CRIT IC AL |V, β, HS, τP)

(52.1)

where V is the vessel’s speed, β is the vessel’s heading relative to the waves, HS is
the significant wave height, τP is the peak wave period, and their joint probability
density is P(HS, τP). Each independent variable (X) is discretized into NX different
values. The final probability term, P(∅ > ∅CRIT IC AL |V, β, HS, τP), is the condi-
tional probability of exceeding the critical roll angle given a specific combination of
speed, heading, and seaway conditions. This term is determined by finding the prob-
ability of exceedance for maximum roll angles from multiple FREDYN numerical
simulations using a fitted distribution or a distribution-free probability method.

Since 1999, the objectives of the NSSWG have been pursued through the three
phases of study for intact ships. Phase 1 (FREDYN version 8.2) used a strip theory
approach to look at relationships between the risk of capsize and various stability-
related and ship-formparameters.Details of the Phase 1work can be found in Perrault
et al. (2010). Phase 2 (FREDYN version 9.9) used panel methods and the emphasis
of the study shifted to looking for the level of safety inherent in the current naval
stability standards. In addition to using a panel method for the Froude-Krylov forces,
the Frank Close Fit Method (Frank and Salvesen 1970) was implemented to replace
a conformal mapping method, the roll damping method was improved, and the ship
motion algorithm was upgraded. Phase 3 (FREDYN version 10.2) was conducted
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after a complete rewrite of the software tomodularize the code. The Phase 3 study still
used panel methods, but included a more accurate modeling of the effects of deck-
edge immersion, as well as an automatic determination of the retardation function
time interval and time step. The focus in Phase 3 was narrowed to finding criteria that
would be suitable for stability standards, in particular the Naval Ship Code (ANEP
77 2014).

What is common to all three phases is the general approach to determining the
probability of exceeding the critical roll angle (PECRA). Simulations were run for
each ship in the specific load conditions, at standard operating points and environ-
mental conditions.

52.3.2 Selection of Ships

Frigates are the most common combatant employed by the navies. They are used for
a wide range of roles and are generally the smallest warships designed with a world-
wide area of operations. To achieve the capability for worldwide deployment they
must be able to contend with severe environmental conditions. Their size means they
are generally more vulnerable to the effects of severe environments than are larger
combatants and auxiliaries which may operate in the same environments. They are
also exposed to more weather-related hazards than smaller ships that are operat-
ing under weather restrictions which preclude operations beyond specific regions.
Because of the number of frigates in use and the number of different roles they are
called upon to perform, it is more probable for them to encounter severe weather
and risk of extreme motion. Thus frigates were selected as the best candidates for
examining their behaviour in extreme conditions.

The core set of ships investigated was largely the same for all three phases, and
included slender hulls with twin propellers and one or two rudders. Several different
load conditions were explored for each ship, with each load condition delineated by
draft (T) and vertical position of the center of gravity (KG). The radii of gyration
were held constant for a given ship for all load conditions (TKG). Some of the load
conditions were common in two or more phases, but most were not, because the load
conditions were chosen to meet the specific objectives of the phase.

Each vessel is of a class that is either currently in service or has seen significant
periods of service. The designs can be considered to span at least the last 40 years.
Some of the designs pre-date the inception of the Sarchin and Goldberg criteria, but
were required to meet the criteria later in life. The majority were designed from the
outset to meet either Sarchin and Goldberg or derivatives of that standard.

The hulls were “simplified” in that they are watertight up to the weather deck
with no down-flooding points. This is to provide a common baseline condition to
make comparison between ships easier. Additionally, the superstructures were not
considered to contribute to buoyancy or stability, but were included in calculation of
wind heeling moment arms.
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52.3.3 Selection of Operating Points

The speeds used were based on agreed typical distribution for frigates. Three speeds
were chosen and used for the first 2 phases, while the third phase used only the
most common speed. Subsequent work (Perrault 2015) showed that a single speed
is inadequate to satisfactorily capture the inherent capability of the ship and the
PECRA.

The headings of the ship relative to the uni-directional wave train were 7 headings
covering 0°–180°, following the standard assumption that the symmetry of the ship
will make the results from 180° to 360° a mirror image of those from 0° to 180°.
All headings were considered to be equally likely. The probabilities at 0° and 180°
are half those at the other headings, the other half being associated with the 180° to
360° headings. Additionally, the 0° and 180° headings were changed to 1° and 179°
to mimic the asymmetry of real vessels (the 0° and 180° headings would not show
roll as the numerical model is symmetric).

It is important to note that these operating distributions are independent of any
operator action; there are no voluntary heading related speed reductions or heading
changes. Therefore the calculated probability of exceeding the critical roll angle
should be considered a baseline value reflecting the vessel design, including the
influence of the stability standards on the design, and not the added influence of the
good seamanship of the operator.

52.3.4 Selection of Environmental Conditions

Intact capsize risk usually involves encountering a critical environment in a manner
such that one or more capsize mechanisms are invoked (de Kat et al. 1994; Alman
et al. 1999), so the probability of capsize is clearly related to the probability of
occurrence of that environment. As discussed in McTaggart and de Kat (2000) a
slightly modified version of the Bales North Atlantic Scattergram (Bales et al. 1981)
was selected to define the joint probability distribution of the significant wave height
(HS) and peak wave period (τP ) that characterizes the simulated environment. The
scattergram gives the counts of the number of “observations” of each wave height
and period over a 1 year period. The data is generated by the Spectral Ocean Wave
Model (SOWM, see Bales et al. 1981), which derives the wave characteristics based
on wind conditions. Buckley and William (1988) has compared the generated data
with data from buoys along the east and west coasts of North America and has noted
some discrepancies, but acknowledges the general utility of the SOWM results. This
is the same data used in STANAG 4194, StandardizedWave andWind Environments
and Shipboard Reporting of Sea Conditions, in particular to develop the NATO sea
state table in appendix D of the STANAG (STANAG 4194 1994).

Figure 52.1 shows the contour plot of (the order of magnitude of) the probability
of observing the wave height-period combination according to Bales, as modified by
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Fig. 52.1 Order of magnitude of probabilities of occurrence in Bales (modified) North Atlantic
wave table

McTaggart and de Kat (2000). Wave steepness (significant wave height divided by
wave length) is taken into account so that waves that are too steep to exist are not
included. This results in the lower left corner being empty; other empty areas are
the result of not having data for the specific height-period combination. Overlaid on
the plot are wave steepness contours (lines sweeping down from the top left corner).
Buckley and William (1988) gives an observed limit equivalent to about 0.05, based
on significant wave height and peak wave period from buoy spectral data along
the east and west coasts of North America. Note that the Bales data only has valid
elements below the limit (Fig. 52.1).

The lines crossing the steepness contours are contours of constant (normalized)
energy due to the incident wave. The average energy per unit meter along the wave
(perpendicular to the direction of wave travel) is given by:

E � 1

16π
ρg2H 2τ 2 (52.2)

This is clearly a function of the wave height and period only (for a given density of
water). The energy is normalized by the highest value, which would be at the largest
values of height and period; hence the contours show an increase towards the lower
right corner.
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The dashed boxes added to this particular figure indicate the NATO STANAG
4194 (STANAG 4194 1994) Sea State definitions for reference. The ends of the
boxes are at the 5th and 95th percentile wave periods.

Each wave condition is realized using a Bretschneider (long-crested) wave sys-
tem, characterized by the significant wave height (HS) and modal period (τP ). The
spectrum is built by summing regular waves of different amplitudes, wavelengths
and phase angles. There are an infinite number of ways to realize the spectrum in
a numerical simulation, with each realization accomplished by a different choice of
the pseudo-random seed number used to generate the component wave phase angles.
Each realization is capable of producing a unique time series of wave conditions,
and thus ship responses. This is the key to generating probabilistic results: under the
assumption that any one of the unique realizations is equally likely to occur, per-
forming multiple simulation runs (where each run is a unique realization) generates
a statistical sample leading to the PECRA.

The use of a long-crest sea without wave spreading reduces the complexity of the
problem and is assumed to be conservative as all the wave energy is directed in a
single direction. This is expected to result in a more pessimistic estimate of risk (i.e.,
greater risk).

Since wave conditions are related to the prevailing wind conditions, a simplifi-
cation was employed that assumed that winds were not only collinear with waves,2

but could be related to the significant wave height via a linear relationship based on
observed conditions at sea:

UW � 1.657HS + 3.14 (52.3)

where UW is the mean wind speed (m/s) at 10 m above sea level and HS is the
significant wave height. This is a standard method in FREDYN.

No currents were included in the simulations.
The same set of operating points and environmental conditions was used in Phase

2 as in Phase 1, but in Phase 3 there were fewer wave heights and periods and only
one ship speed. The same operating points and environmental conditions were used
in all cases within a given phase, but the number of seaway realizations was not
necessarily the same for each ship, or even for each load condition for the same ship.
The number of realizations depended on the quality of the probability result; (small)
batches of simulations were added when the uncertainty in the probability result was
higher than acceptable. In the first two phases, the uncertainty was calculated based
on the particular distribution fit to the results, while in the third phase the uncertainty
was calculated as results were added, based on comparing PECRA before and after
the added results.

2Winds generate waves either locally (“seas”) or at a distant location (“swell”). Winds lead waves,
so it is often true that wind and waves are not collinear. Making them collinear is assumed to
be conservative since the influence of each is concentrated in a single direction, likely giving a
worst-case scenario.
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52.3.5 Post-simulation Probability Analysis

For Phases 1 and 2 a block maxima method, called PCAPSIZE (McTaggart and de
Kat 2000), was used to determine the probability of exceeding the critical roll angle
(which for Phases 1 and 2 was 90°) within one hour.

For Phase 3 an envelope-peaks-over-threshold (EPOT) method called LORELEI
(Ypma and Harmsen 2012) was developed to obtain the probability of exceeding the
critical roll angle (which for Phase 3 was 70°) within an hour. This method makes
fuller use of the time-series data and thus theoretically provides a more accurate
value.

The probabilities from either method become the regressands (observed values)
in subsequent regression analysis. These observations are keyed to the ship loading
conditions.

52.4 Stability Parameters

The other aspect of the problem is to find the regressors for regression analysis: those
parameters associated with the ship that are candidates for being key indicators of
PECRA. The logical starting point in the investigation is the stability standards and
the hydrostatic methods traditionally used to assess stability capability. The seminal
paper by Sarchin and Goldberg (1962) formed the basis of, or greatly influenced, the
standards of the US and its allies, while the foundational work ofWendel (Arndt et al.
1982) provided the basis for the German and Dutch naval standards (as well as other
nations). The formerworkwasbasedonUSexperienceduringWorldWar2, including
the tragic (intact) loss of several vessels during a typhoon in 1944. It works with the
Calm-Water (Still-Water) GZ Curve and heeling levers corresponding to winds of
up to 100 knots. The latter work additionally applied the concept of balancing the
ship on a wave.

A set of parameters was selected to represent themajority of those used to evaluate
stability performance in the various naval standards.

52.4.1 Basic Parameters

Some of these parameters significantly pre-date Sarchin and Goldberg (1962). As
such they have been applied by some naval organizations for a very significant period
of time and are the framework upon which such standards as NES109 (RN 2011)
were built (see Fig. 52.2; Table 52.1).
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Table 52.1 Stability assessment parameters from GZ Curve—angles and lever arms

Parameter Description Source

GM The metacentric height (fluid) for the ship at
the given loading condition. Assessed for GZ
curves without wind heeling levers only

Bouguer c. 1740

φSE (phiSE) The angle of Static Equilibrium for the ship at
the given loading condition, in a particular
balance state. This angle is typically, but not
necessarily, 0° for a ship with no heeling lever
(e.g., wind)

When a beam wind is applied, it is the angle at
which the wind heeling lever arm curve first
intersects the balance state GZ curve

RN c. 1900
S & G (1962)

φV S (phiVS) The angle of Vanishing Stability for the ship
at the given loading condition, in a particular
balance state
When a beam wind is applied, it is still the
angle of vanishing stability, but it may occur at
the angle where the wind heeling lever arm
curve intersects the balance state GZ curve a
second time, if the intersection is above the
GZ�0 axis

RPS Range of positive stability for the ship at the
given loading condition, in a particular
balance state. If there is no down-flooding or
other influences, this will be φV S − φSE

RN c. 1900
BV (DM 2001), vH
(1970)

RRPS The residual range of positive stability for the
ship at the given loading condition, in a
particular balance state, with a beam wind
applied. (See also φV S)

φGZmax (phiGZmax) The angle at which the maximum righting
lever arm occurs for the ship at the given
loading condition, in a particular balance state

RN c. 1900

The angle at which the maximum residual
righting lever arm occurs for the ship at the
given loading condition, in a particular
balance state, with a beam wind applied. The
residual righting lever is the righting lever
remaining above the wind lever curve

(continued)
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Table 52.1 (continued)

Parameter Description Source

GZmax (GZmax) The maximum righting lever arm of the ship
at the given loading condition, in a particular
balance state

RN c. 1900

The maximum residual righting lever arm of
the ship at the given loading condition, in a
particular balance state, with a beam wind
applied

vH (1970)

φREF (phiREF) The reference angle for the ship at the given
loading condition, in a particular balance
state, with a beam:

φREF �
⎧
⎨

⎩
35

◦
i f φSE ≤ 15

◦

5
◦
+ 2 × φSE otherwise

BV (DM 2001), vH
(1970)

GZ ′
REF (GZphiREF) The residual righting lever arm at φREF for

the ship at the given loading condition, in a
particular balance state, with a beam wind

BV (DM 2001)

Aratio The ratio of areas A1/A2 for the ship at the
given loading condition, in a particular
balance state, with a beam wind

S & G (1962)

A1 The area under the
balance state GZ
curve, above the
GZ=0 axis and the
wind heeling lever
arm curve, between
φSE and φV S
(AφSE−φV S assuming
no down-flooding)

A2 The area above the
balance state GZ
curve, and under the
wind heeling lever
arm curve, between
φSE and the roll-back
angle, φRB , where the
difference,
φSE − φRB , is
typically 25°
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52.4.2 Sarchin and Goldberg

Other measures were derived from an energy balance approach. These assess the
relationship between the shape and area characteristics of the calm water righting
curve against an assumed environmentally induced heeling curve. The energy balance
assessment parameters selected are given in Fig. 52.3 andTable 52.1. Thesemeasures
were proposed by Sarchin and Goldberg (1962) and form the core of many of the
current naval stability standards [e.g., USN (1975), RN (2011), RAN (2003), RCN
(2012), and MN (1999)].

In the original Sarchin and Goldberg (1962) criteria and therefore the US Navy
standard (USN 1975), these parameters are related to the application of a beam wind
heeling arm as detailed in Table 52.2.

52.4.3 Wendel

A different approach is achieved by employing righting curves that have been deter-
minedwith the vessel being balanced on a crest or in a trough of awave of an assumed
proportion to the vessel. Figure 52.4; Table 52.1 illustrate the wave adjusted GZ
assessment parameters selected from those embodied in van Harpen (1970) which
form the basis of the Royal Netherlands Navy criteria and are based on BV1030-1
(DM 2001), the German Federal Navy standard, which originates in the work of
Wendel (Arndt et al. 1982).

These measures take the effect of waves on the transverse stability into account
by calculating the righting arms with the vessel balanced on a sinusoidal wave of a
height H (m) which is determined according to:

H � λ

10 + 0.05λ
(52.4)

Fig. 52.2 Basic righting
arm parameters—fully static
angles and lever arms
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Fig. 52.3 Illustration of the
Sarchin and Goldberg (1962)
criteria

Table 52.2 Heeling terms for energy balance and wave adjusted analysis

Parameter Definition Origin Naval standard

lw The wind heeling arm

lw � 0.0195 V 2Awh cos2 φ
�×1000

V�nominal wind speed (kts)
Aw � lateral sail area (m2)
h�height of center of area above
half draft (m)
��displacement (tonnes)

Sarchin and Goldberg
(1962)

DDS079 (USN 1975)
CFTO (RCN 2012)
DEF (AUST) (RAN
2003)
NES 109 (RN 2011)

Kw The wind heeling arm
Kw �
pw Awh

�
× (

0.25 + 0.75 cos3 φ
)

Aw � lateral sail area (m2)
h�height of center of area above
half draft (m)
��displacement (tonnes)
pw � Cw

ρa
2 V 2

a
Cw � lateral windage coefficient
(s2 m−1)
ρa �air density (tonnes m−3)
Va �wind speed (m s−1)

Wendel (see Arndt
et al. 1982)

vH (1970)

Kv The free surface heeling arm

Kv �
∑n

j�1 ρ j i j
�

sin φ

ρj �density of contents of each
slack tank (tonnes m−3)
ij �moment of inertia of each
free surface (m4)
��displacement (tonnes)

Wendel (see Arndt
et al. 1982)

vH (1970)

where the wavelength, λ is set equivalent to the design waterline length of the vessel.
The wave-balanced GZ curves are determined for the cases where the vessel is

balanced with the crest at mid-length and with the trough at mid-length and also for
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Fig. 52.4 Illustration of the
van Harpen (1970) criteria.
See also Arndt et al. (1982)

what is termed the seaway-balanced righting arm which is the mean of the former
curves:

GZseaway � GZtrough + GZcrest

2
(52.5)

As part of the van Harpen (1970) criteria, an additional GZ parameter, the residual
righting arm, GZ’REF , is determined at a reference angle, φREF (see Fig. 52.4 and
Table 52.1).

As applied in van Harpen (1970) and BV1030-1 (DM 2001), these measures are
related to the application of a heeling arm that is a combination of the beam wind
heeling and a free surface heeling arms, Kw +Kv, as detailed in Table 52.2. Note
that the beam wind heeling arm, Kw, differs from that used for the Sarchin and
Goldberg criteria, in that the former employs a cos3(·) relationship and the latter a
cos2(·). Because the question of how to model the wind is not settled, for the sake
of simplicity only the Sarchin and Goldberg beam heeling arm is considered in this
investigation.

All standards suggest the use of various wind speeds for different vessels and
operational environments. The full set of wind speeds examined herein is: 50, 60,
70, 80, 90, and 100 knots.

52.4.4 Form Parameters

In order to aid the subsequent analysis and allow some degree of discrimination
between traditional and more modern hull forms a number of form parameters have
also been selected for analysis. These are listed in Table 52.3.
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Table 52.3 Form assessment parameters

Parameter Description

L Length on waterline (m)

Laft Length on waterline aft of midship (m)

Lfwd Length on waterline forward of midship (m)

B Breadth on waterline (m)

TMean Mean draft (m)

FMean Mean freeboard (m)

AMS Midship area (m2)

AWP Waterplane area (m2)

AWPaft Waterplane area aft of midship (m2)

AWPfwd Waterplane area forward of midship (m2)

∇ Volume of displacement in loading condition
(m3)

∇a f t Volume of displacement aft of midship (m3)

∇ f wd Volume of displacement forward of midship
(m3)

RoB Reserve of Buoyancy (m3)

VCB Vertical center of Buoyancy (m)

LCG Longitudinal center of gravity (m)

KG Vertical centre of gravity (fluid) (m)

ARR Relative rudder area (%)

52.4.5 Expansion of Parameter Set

The parameters that are normally used only with a particular GZ curve and wind
lever curve were extended for use with all four wave balance curves and all wind
conditions, except for GM which was only evaluated for the curves without wind
heeling levers applied. Areas between major angles (see Table 52.4) were included
in the parameter set. Note that the areas at higher angles do not account for down-
flooding as this would make comparing results between ships more difficult. The 1st
moment of area of the righting arms, with and without the application of the various
heeling arms, is included.

Each parameter used from Tables 52.1, 52.2, 52.3 and 52.4 is prefixed by a code
(bwww) which defines the wave balance and the wind speed used. The first letter
designates the wave balance condition and the following three digits define the wind
speed applied:

b ∈ {n, c, t, s} corresponding to the balance state ∈ {‘calm-water’ (no wave), ‘crest-
balanced’, ‘trough-balanced’, ‘seaway-balanced’}.
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Table 52.4 Stability assessment parameters from GZ curve—areas under the GZ curve

A_phi1tophi2 The area under the balance state GZ curve
between two specific roll angles

The residual area under the balance state GZ
curve between two specific roll angles, above
the GZ = 0 axis and the wind heeling lever
arm curve

M1xA_phi1tophi2 The 1st moment (about the GZ = 0 axis) of
the area under the balance state GZ curve
between two specific roll angles

The 1st moment (about the GZ�0 axis) of
the residual area under the balance state GZ
curve between two specific roll angles, above
the GZ=0 axis and the wind heeling lever
arm curve

M1yA_phi1tophi2 The 1st moment (about the φ � 0 axis) of the
area under the balance state GZ curve
between two specific roll angles

The 1st moment (about the φ � 0 axis) of the
residual area under the balance state GZ
curve between two specific roll angles, above
the GZ =0 axis and the wind heeling lever
arm curve

Case 1:
Case 2:
Case 3:
Case 4:
Case 5:

phi1 =phiSE
phi1 =phiSE
phi1 =phiGZmax
phi1=phiSE
phi1 =phiREF

phi2 =phiVS
phi2 =phiGZmax
phi2 =phiVS
phi2 =phiREF
phi2 =phiVS

CRN (calm water
areas)
BV1030-1 (wave
balance areas)

www ∈ {050, 060, 070, 080, 090, 100} corresponding to the wind speed ∈ {50, 60,
70, 80, 90, 100} knots.

Several functions were developed and used to investigate the calmwaterGZ curve
and the wave adjusted curves with and without a wind lever applied. This results in
28 cases altogether for each loading condition of each ship (see Fig. 52.5).

52.5 Results

One study (Perrault 2015) showed that the assessed parameters associated with cur-
rent stability standards showmixed results as indicators of PECRA. The results of the
study indicate reasonable relationships, in many instances, between risk of exceed-
ing the critical angle and those GZ parameters that are employed in current naval
standards. This tends to validate the use of these parameters. However, the variation
in relative ranking of the parameters for each ship would indicate that few if any of
the parameters can be used across all ships.
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Fig. 52.5 Range of righting
arm and wind heeling arm
curves

In general, the van Harpen criteria (wave balanced GZ curves) provided stronger
correlation than the nominal (no wave balancing) GZ curve parameters.

It should also be noted that the form parameters are less useful thanGZ parameters
for indicating the risk of extreme motion. This may be because risk of capsize is
related to geometry and inertial properties of the ship, and the latter are not reflected
in the form parameters.

On an individual parameter basis, many naval standards employ criteria, or mea-
sures, that are redundant due to collinearity or superfluous. Additionally, although
many standard parameters show high linear correlation with probability of extreme
motions, there are parameters not currently used in the standards that have higher
correlation.

When the ships are considered as a group, none of the standard parameters has a
strong correlation with the probability of exceeding the critical roll angle.

Perrault (2015) has also looked at probability data generated to investigate rela-
tionships between the PECRA and ship form and stability parameters. The proba-
bilities were produced for several ships at a number of loading conditions, and for a
standard set of operating points (speeds and headings) and environmental conditions
(wave heights and periods).

Similar simulations were run for each of three phases which each had a different
goal. There are notable differences in the results between the phases, but because of
the number of changes in modelling capabilities and choices between the phases, it
is not possible to attribute the changes to specific choices.

Within each phase, a careful examination of the probabilities for each ship did
not provide any clear patterns related to the typical appendages, or due to geometric
parameters, whether expressed in dimensional or non-dimensional form. However,
the set of ships used represents a relatively small sample of closely related hull forms
with similar features, and it is possible that a larger sample, using more divergent
ship types may identify relationships between PECRA and geometry.

When differences between loading conditions for each ship were studied, there
was clear evidence of the expected variation due to draft and, more strongly, verti-
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cal center of gravity, but these expected variations were not observed in all cases.
This suggests greater complexity, and perhaps the influence of other factors. More
investigation is warranted.

The study did not investigate the data at the level of each combination of con-
trol input variables, because the number of combinations is essentially too large to
manually observe. Instead, marginal sums and maxima over operating points and/or
environmental conditions provided the basis of analysis. It is possible that there may
be some method to examine the large data set, but it is thought that such an inves-
tigation would be more suitable when a specific behaviour or anomaly is in view.
It was noted that the contours of the order of magnitude of PECRA tended to align
with wave steepness, indicating that future work with wave steepness and energy is
needed.

The question of how to efficiently and accurately characterize PECRA was
addressed by looking at the range and resolution of the input control variables. It
was found that the environmental conditions might be reduced in range, but proba-
bly need to be increased in resolution. It was also found that the both the range and
resolution of the operating points may need to be increased, particularly in terms of
the range of speeds. Further investigation is in progress.

A study (Perrault 2016) on collinearity of the GZ and form parameters indicated
that GZmax and many other GZ parameters have strong correlations over the set of
ships. Parameters associated with the reference angle from the German and Dutch
standards showed mixed correlation results (i.e., not robust over the ship set for all
wind-wave cases). Theywere, however, not always available for all wind-wave cases.

The following groups of parameters are suggested as regressors:

• Independent of wave balance or wind speed:

– Mean freeboard—representative of the group including relative rudder area and
reserve of buoyancy.

– Mean draft—representing the group containing VCB, AMS, AWP, AWPaft,
AWPfwd, ∇, ∇aft, and ∇fwd.

– KG.

• Wind and wave influenced:

– GZmax—representing most of the other GZ parameters.

• Independent regressors:

– Parameters associated with the REF angle from the German and Dutch stan-
dards. With these it is clear that the wave balance and wind speeds influence the
data.

This collinearity study does not show which parameters are useful as indicators
of capsize, only that some parameters are redundant in some or all cases of wind
speed and wave balance.
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From investigations into parameter fitting it was found that the area under the GZ
curve to an angle of 70° provided a better single parameter fit than other parameters
previously employed in either naval or mercantile standards: the correlation with
the PECRA was superior. Following analysis of the Farragut and Fletcher Class in
different loading conditions that survived and capsized in the 1944 typhoon, and
regression of modern frigate performance, a new GZ area criterion of 0.38 rad mwas
proposed.

52.6 Conclusions

Since 1999, the members of the Naval Stability Standards Working Group, with
full support from the Co-operative Research Navies Dynamic Stability Project, have
been working towards a set of rational criteria for the stability of naval frigates. The
objective has been to develop a clear understanding of the limitations and range
of applicability of the criteria and methods of assessment in order to expand the
methodology to other types of naval platforms. They have investigated the relation-
ship between GZ and form parameters and the probability of capsize. They have
performed studies into the nature of the control variables used and the collinearity of
the ship specific assessment parameters. They have also been successful in providing
input to the Naval Ship Code.

52.7 Future Directions

Although the group has made significant progress in advancing a shared vision for
naval stability assessment, there is more work to follow. In particular, work is under-
way to assess the robustness of the stability criterion developed, and to investigate
the applicability to other ship types, beginning with smaller ships (<110 m). There is
also work ongoing to define the simulation requirements in terms of minimum num-
ber of simulations and resolution of operating points and environmental conditions
to adequately characterize PECRA.

Work has also begun on applying a similar methodology to stability of damaged
ships. FREDYN does have a state-of-the-art flooding module and there have been
experiments done to validate the functionality. This validation is currently in progress.
The NSSWG is also in the process of applying the lessons learned from the work
on intact frigates to the planned investigations into damage stability, with its major
multiplication in complexity.
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Chapter 53
Approaches for Evaluating Dynamic
Stability in Design

Philip R. Alman

Abstract There are many ways of treating dynamic stability. No single approach
is always best, but must be defined relative to each design and each yields a fidelity
proportionate to resources and technological maturity. During the ship design pro-
cess choices must be made that balance the approach within a wide trade space
encompassing ship design characteristics, operational doctrine, technical risk man-
agement, operational safety, cost and schedule. Existing static approaches do not
directly account for ship dynamics. There is a clear need to develop a framework
for integration of technical approaches into the ship design/acquisition process. The
objective of this paper is to define a basis for outlining the range of intact dynamic sta-
bility methodologies that can be employed to naval ship design that address dynamic
stability in such a way as to minimize technical and safety risks in an economi-
cal manner. The paper summarizes ongoing work by the Naval Stability Standards
Working Group (NSSWG), and outlines relevant technical approaches suitable for
employment on naval ship designs from preliminary/concept design stages through
to operator guidance.
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53.1 Background

There is no single approach that is best for addressing dynamic stability as part of
a ship design effort. Many factors encompassing design characteristics, technical
maturity, methodology, resources, cost, and safety must be balanced to find the most
appropriate treatment. Risk management techniques are well suited to defining the
most cost-effective approach for treating dynamic stability in the design process.

The Naval Stability Standards Working Group (NSSWG) has worked to define
these issues over a number of years. The NSSWG has representatives from Canada,
Great Britain, Australia, France, United States, and the Netherlands. The develop-
ment of specific methodologies addressing dynamic stability has been in the work
plan for that group since its inception. As efforts have progressed, it has become
increasingly clear that a wide range of approaches would have to be defined to
meet all the requirements of every Navy.

Historically, dynamic stability has been represented by static measures including
GZ area margins, and variation of GZ on prescribed waves, and other empirical
rules. This approach is relatively simple and the least onerous for cost and schedule.
Treatment of dynamic stability based on vessel dynamic response is still in the
research and development stages. Even so, there are many approaches that can yield
useful information, but no means to knit them into a coherent process. Thus there
is a clear need to develop a framework for integration of intact dynamic stability
assessment into the ship design/acquisition process.

53.2 NSSWG Definitions for Intact Dynamic Stability

There are three principle factors affecting dynamic stability:

1. The static restoring moment
2. The dynamic response (including damping and added moment of inertia)
3. The hydrodynamic forces on the vessel from waves/wind.

Estimating and understanding these three factors and their relationship to stability
failure modes, and developing appropriate safety margins governing allowable KG
andDisplacement for the ship design forms the basis for risk control in the acquisition
process.

The Naval Stability Standards Working Group (NSSWG) uses the categories
below as the basis for stability discussion.

Static Capsize—A static capsize may occur suddenly when a disturbance is encoun-
tered that is sufficient to overcome the ship’s inherent ability to remain in an equi-
librium state at or near upright. The event has traditionally been characterized by
parameters which relate to a reduction in the righting arm lever (or GZ curve) which
represents the static stability of a vessel independent of forward speed and time. Con-
ditions that could lead to static capsize include improper loading, lifting or topside
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icing (increasing VCG); towing, wind, or load shift, (increasing heel angle); trapped
fluids on deck (increasing free surface effects); and loss of watertight integrity (loss
of buoyancy/water plane area).
Dynamic Capsize—A Dynamic Capsize is defined as a very large amplitude roll
caused principally by seaway and wind excitation on amoving vessel or as a function
of time. This wind and wave action may lead to equipment damage, personnel injury,
loss of system functionality and/or weather-tight/watertight integrity from which the
ship is unable to maintain its intact upright state. A dynamic capsize is characterized
as a time-dependent event occurring in unrestrained 6 degrees of freedom motion.
The loss of dynamic stability may occur under a variety of conditions (intact or
damaged) once the forcing function exceeds the available restoring force.

Large Amplitude Motions—Large amplitude motions are a part of dynamic stability
considerations and include large roll angles, “knock downs,” yaw, lateral acceler-
ations, pitch, etc. These motions are caused by the dynamics of the vessel as it is
excited by wind and seaway. Large amplitude motions in the non-linear range tend
to be in the range of roll angles where the GZ curve is softening but still able to
provide sufficient restoring force to resist capsize. Dynamic capsize occurs once roll
has reached an extreme point on the GZ Curve, and restoring force can no longer
bring the ship back to an upright position.

Static Stability Standards and Practice

Navies assess stability using static methodologies. Existing stability criteria are
a composite based around compliance with specific safety elements. In the case of
the Design Data Sheet (DDS)-079-1 these are the following:

Principal Safety Elements in DDS-079 Criteria

Intact Ship

• Beam Winds Combined With Rolling
• Lifting of Heavy Weights
• Crowding of Passengers to One Side
• High Speed Turning
• Topside Icing.

Damaged Ship

• Stranding Involving Moderate Flooding
• Bow Collision
• Battle Damage Involving Extensive Flooding.

Flooded Ship

• Beam Winds Combined With Rolling
• Progressive Flooding.
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Fig. 53.1 Typical limiting KG curve and components

Each of the safety elements listed above is defined through various criteria. Naval
ships must comply with the most restrictive limit resulting from the application of
several criteria such as beam wind, passenger crowding, icing, high speed turning,
and damage stability (Alman et al. 1999).

In general a range of loading conditions is bounded by the envelope established by
the governing limits. This limit becomes a composite curve as shown in the Fig. 53.1.
An acceptable loading condition is one which the KG is below the limiting curve.

Historically static stability criteria do not directly address dynamic stability and
large amplitude motion; although it is generally acknowledged that the margin of
safety for seaway motions is included as the so called A1/A2 area ratio and roll back
angle. The historical record supports the adequacy of this approach. However, the
adequacy of such factors of safety using static methods may not be adequate when
applied to hull forms with novel features. Consequently there is a need to integrate
dynamic stability methodologies into the criteria stability criteria.

Intact Dynamic Stability Assessment Methodologies

There are many ways to categorize dynamic stability assessment methodologies, the
definitions of which are still under discussion. Discussion of these methodologies is
best handled in the context of a risk management process.

The starting point is to form a lexicon by which everybody involved in the risk
management process can talk from the same common understanding.

One example is provided in Belenky et al. (2008). Four basic approaches were
described which can be summarized as: probabilistic performance-based criterion,
deterministic performance-based criterion, probabilistic parametric criterion, and
deterministic parametric criterion.

Within the NSSWG, ongoing efforts have been based around a categorization of
dynamic stability methodologies as “Empirically Based Rules,” “Rules Based on
Probabilistic Dynamic Approaches,” “Direct Probabilistic Assessment” and “Rela-
tive Probabilistic Based Assessment”. Although these don’t agree exactly with those
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of Belenky et al. (2008), they are complimentary and generally convey the similar
concepts based on naval ship stability practices. The NSSWG categorizations are
defined as follows:

1. Empirically Based Rules—Development of criteria based on a set of “rules”
established from a study of hull form characteristics using engineering princi-
ples based on evaluation of design characteristics such as theGZ curve.A suitable
body of ships is assessed to form the basis for establishing criteria. The resultant
criteria are typically binary and expressed as “pass/fail” and will have factors of
safety to account for physical properties which can not be fully modeled. Typ-
ically static stability criteria fall into this group. This rules-based methodology
is largely based on heuristics—experience with previous designs. It may not be
readily applicable to evolutionary or novel designs.

2. Rules Based on Probabilistic Dynamic Approaches—A probabilistic study for a
series of ship types is used as the basis to determine suitable design character-
istics to be used as part of dynamic stability criteria. Design characteristics are
identified as being the most closely correlated to capsize probability for the type
of ship assessed. A suitable criterion is then derived for the design characteristics
identified which provides a reasonable mitigation of capsize risk. The NSSWG
has been actively developing this approach as reported in Perrault et al. (2010),
see also Chap. 52.

3. Direct Probabilistic Assessment—Direct determination of a capsize probability
for seaway environments using a validated simulation tool and/or a series of
model tests. The resultant capsize probability is assessed as acceptable or
unacceptable based on some risk level established for specific seaway operations
or for lifetime risk. Some risk comparison can be made using tools such as
Farmer’s curves (Ayyub 2003) to establish acceptable risk levels in comparison
to other occupation or modes of transportation. In Peters (2010) a discussion
is provided on approaches to establish acceptable risk levels for naval frigates
see also Chap. 54. The authors conclude that an acceptable risk of capsize for a
naval frigate on an annual basis could be approximately 1/10,000.

4. Relative Probabilistic Assessment—A probability index is established based on
comparisons of the design ship capsize probability to a known baseline ship
operating in identical conditions. The resultant probability index is assessed as
acceptable or unacceptable based on a relative measure against the baseline. A
probability index must be developed for the baseline ship as part of the compar-
ison. The assessment is done for the baseline ship when in compliance with an
existing static criteria. The index must not only have the baseline determined by
the existing ship, butmust have a rationally derived scale in order to providemean-
ingful comparisons between the existing ship and the design ship. Note that the
baseline ship will have been assessed by one of the above methods by necessity.
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The Intact Dynamic Stability “Tool Kit”

The categories defined above provide the building blocks from which integration of
dynamic stability into the design process can begin. The integration is centered on
developing a measure of the risks associated with the proposed hull form, definition
of the tools available, their fidelity and the resources necessary to use them. Thus a
“Tool Kit” of technical approaches is developed. Each tool in the kit has a fidelity
and cost associated with its application.

The dynamic stability risk characterization of the hull form should be made
through a set of measures. The characterization can be made qualitatively at ini-
tial stages but should move into development of quantitative (e.g., probabilistic)
measures as the design develops. These risk measures can be broadly characterized
as follows:

• Heuristic/Historical Experience (Qualitative)
• Early design assessment/rules of thumb developed from simple design parameters
(Qualitative/Quantitative)

• Simulation and/or Test Data (Quantitative).

Determination of the appropriate approach might be accomplished in the context
of a risk assessment. The “tool kit” represents the means by which hazards and
consequences can be quantified and managed.

For example, the use of vulnerability criteria as proposed by Bassler et al. (2011)
very good starting point establishing both the early stage risk and mitigation through
the Level 1 and Level 2 vulnerability criteria.

The risk characterization should be revisited several times as the design matures.
Measures for risk mitigation must also be considered along with the risk. In a

formal sense risk may be thought of as fitting into the following, Ayyub (2003).

• Risk Reduction or Elimination
• Risk Transfer
• Risk Avoidance
• Risk Absorbance.

For dynamic stability, some of the most prominent mitigation measures can be gen-
erally though of as follows:

• Criteria (Risk Reduction)
• Operational Restrictions (Risk Avoidance)
• Operator Guidance (Risk Avoidance)
• Training (Risk Avoidance).

The addition of training and operator guidance specifically to reduce or avoid a
dynamic stability risk is an attractive option. In general operator guidance can be as
follows:

• Simple rules of thumb compiled from historical experience/data
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• Operator guidance based on dynamic stability assessment to produce either polar
plots and/or rules of thumb based on specific loading conditions, speeds, headings
and environmental conditions, and vulnerabilities.

• Training involving real time simulation and classroom lectures.

Each has an associated cost, fidelity and effectiveness.

53.3 Process for Dynamic Stability Risk Characterization

In broad terms there are several types of risk. Also interrelated are the risks associated
with technological maturity and programmatic costs.

Early in a design it may not be possible to develop a quantitative risk assessment
for dynamic stability due to a lack of available data. Decisions may have to be
made based on judgment, past experience and historical evidence. For some designs
this may be sufficient and the process can end there with the application of static
criteria. More radical hull form designs may have to be approached with the object
of developing a quantitative risk assessment.

The quantitative risk assessment should consider several factors some of which
are outlined below.

1. Dynamic Stability Risk Inherent in the Hull Form

a. Quantification of Risk
i. Data
ii. Availability and Reliability of Data
iii. Historical Experience

b. Maturity of Technology
i. ‘Measures’ of Risk; i.e., Criteria
ii. Fidelity of Risk Assessment

c. Resource Requirement
i. Cost of R&D
ii. Cost of Implementing

2. Measures for Risk Mitigation

a. Criteria
b. Operator Guidance
c. Operational Limits
d. Design Changes.

A technical risk assessment team should be established. This team would be com-
posed of a group of subject matter experts covering stability, seakeeping, analytical
tools, model testing and ship handling.

The team starts by attempting to quantify the technical risk associated with the
hull form. The risk is estimated based on availability of data; historical, analytical or
model testing. Lack of available data (“Unknown”) for an informed judgment could
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Fig. 53.2 Dynamic stability risk assessment process

Fig. 53.3 Initial hull form risk assessment

make the risk high. Other sources of data and their fidelity are evaluated accordingly.
Mitigations are also identified. The process is iterated until the risk is considered to
be in an acceptable range (Fig. 53.2).

The results of an initial risk estimate for a hull form “A” might look like Fig. 53.3.
In this case a review of available data suggests that there is a “likelihood” of a
“critical” dynamic stability failure in a specified operational time frame.
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Table 53.1 Notional tool fidelity ranking

Hull Form A
Notional tool fidelity for risk estimation

Method Effectiveness cost

1 Limited Less

2 Medium Moderate-high

3 High High

4 Very high Very high

1—Heuristics/Historical Studies
2—Simulation Based Methods
3—Systematic Regular Wave Tests
4—Extensive Random Wave Testing

It is also important to consider available technology and its fidelity or ‘maturity’
as part of this process. The available “tools” may be categorized as follows:

• Heuristics/historical studies
• Simulation-based methods
• Systematic Model testing in regular, unidirectional waves to develop an index
• Direct results of (extensive) model testing in irregular, multidirectional waves.

The team must answer the question “how much do I believe the data and what
is the cost impact”? Table 53.1 illustrates how a series of methodologies or “tools”
might be ranked for fidelity and cost in developing the risk of dynamic stability
failure. Actual metrics would have to be developed for a ranking process.

The process of developing the data required to assess the dynamic stability risk
may require a considerable outlay of resources involving personnel and lead time
and funding. This should be assessed early on in the design when it is still possible to
make hull form changes. The cost of developing the required methodology to refine
the risk estimate needs to be addressed and balanced against the benefit of the hull
form.

Mitigations should be defined and addressed immediately. The mitigations are
defined such that the severity and probability of the riskmay be controlled or reduced.
The mitigations are also developed based on an understanding of the nature and the
magnitude of the assessed risk for the hull form.

In many cases the outcome should simply be a validation of existing practice. For
instance an assessment of a conventional hull form ‘should’ confirm the adequacy of
existing stability techniques in managing the risk. In other cases, the risk assessment
should serve as a warning flag of potential dynamic stability problems and provide a
basis fromwhich to develop an outline of the technical and programmatic challenges
associated with addressing dynamic stability for the proposed design. Cost benefit
analysis should be developed for the decision process.

Specific risk management techniques for ranking dynamic stability methods and
mitigations should be developed according to the needs of the Navy or organiza-
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tion conducting the assessment. There are many references covering application of
specific risk management ‘tools’. A good example of the application of risk man-
agement to submarine weight engineering is provided by Tellet et al. (2007). Similar
approaches could be adapted to dynamic stability risk management.

53.4 Example Approaches for Defining Dynamic Stability
Risk Mitigation

1. Early design assessment/rules of thumb developed from simple design param-
eters—This approach uses simple design parameters resulting from studies of
static stability characteristics on waves, or model test/simulation data using one
of the criteria-based approaches. Results may include rules of thumb for distri-
bution of waterplane area, vertical prismatic coefficient, specifications for right-
ing energy and minimum positive GZ. The results are used for guidance during
design but not as specific criteria to set the displacement/KG curve. The displace-
ment/KG curve is developed based solely on compliance with unmodified intact
static/damage static criteria in the traditional manner. This approach is fairly easy
to implement providing sufficient studies have been conducted to provide a basis
for the rules of thumb. While it can provide design guidance, these approaches
are most useful in highlighting design characteristics which may be problematic
from a dynamic stability perspective and will require more rigorous investiga-
tion. An example of the structure of such an approach can be found in Belenky
et al. (2009).

2. Integrate dynamic stability into existing stability criteria to produce a unique
dynamic stability limit or modified static stability limit—In this approach
dynamic stability becomes one of the safety elements in the existing criteria.
This results in a more formalized process. Consequently some strategy to aug-
ment existing criteria must be found by identifying the safety element associated
most closely associated with dynamic stability. That safety element can be modi-
fied by one of the four methodologies defined above to address dynamic stability.
This then produces a new dynamic stability limit as a function of mass properties
and KG. This new limit is used in combination with the intact, damage and other
limits to set the displacement/KG limit for the operation of the ship.
It is interesting to note that the watertight/weather tight boundaries used for
static stability assessments may not directly coincide with the weather deck of
the ship. This can make integration of dynamic stability/static stability limits
problematic as the buoyant volume and restoring force and wave forcing used in
large amplitude motions may not match that of the static criteria limits.
In themodified criteria, mass properties are maintained within the resulting enve-
lope throughout service life as shown in Fig. 53.4.
The complexity of the criteria in both definition and implementation is directly
related to the methodology. Criteria-based approaches using design parameters,
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Fig. 53.4 Typical limiting KG curve with integrated dynamic stability limit

and GZ curve assessment techniques are more readily implemented and social-
ized throughout the design community, although they may not provide sufficient
flexibility to address designs outside of the data base from which they were
developed.
Novel hull forms will rely more heavily on relative probabilistic and direct prob-
abilistic approaches as they are likely outside of any data base used for develop-
ment of criteria (Ayyub et al. 2006). There may also be methodologies based
on a “simplified deterministic waves approach” (Bassler et al. 2011). These
approaches provide for the greatest flexibility but are the most challenging to
implement as criteria and enforce through out the acquisition process. The cost
associated with these approaches can be daunting as extensive engineering and
risk studies are necessary to demonstrate compliance.
The complexity of the approach chosen bears a direct relationship to the perceived
risk and/or the factors of safety assigned. Table 53.2 illustrates a notional ranking
for effectiveness of criteria in mitigating dynamic stability risk on a design for a
notional hull form “A.”

3. Operator guidance based on dynamic stability assessment to produce either
polar plots and/or rules of thumb based on specific loading conditions, speeds,
headings and environmental conditions and/or Operability Envelopes—Another
complimentary approach is to provide operator guidance as a means of risk
mitigation for dynamic stability. Dynamic Stability operator guidance may be as
simple as rules of thumb or it may involve a direct probabilistic assessment of
dynamic capsize risk or large amplitude motions risk. Keymotion parameters are
identified and assessed for specific seaway environments, and limits are imposed
based on application of risk methodologies. These limits are displayed as polar
plots and form the basis for operational guidance to the ship handler (Fig. 53.5).
In some caseswhen operator guidance is provided, itmay be considered sufficient
to minimize dynamic stability risk without new dynamic stability criteria. Sim-
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Table 53.2 Notional criteria ranking

Hull Form A
Notional criteria* fidelity for risk mitigation

Method Effectiveness cost

1 Limited Less

2 Medium Moderate-high

3 High High

4 Medium-high High

1—Empirically Based Rules
2—Rules Based on Probabilistic Dynamic Approaches
3—Direct Probabilistic Assessment
4—Relative Probabilistic Assessment
*Criteria using mitigation method 2

Fig. 53.5 Example capsize risk polar plot

ulation or model testing maybe required developing the appropriate polar plots.
Some training and socialization is required to implement the operator guidance.
There appears to be an unquantified margin between safe operability and accept-
able intact stability implied by current standards. In many cases, safe operability
is determined by practice of good seamanship. In spite of the margin being
unquantified, it is relatively easy to determine operability envelopes and spec-
ify them as part of an acquisition. Dynamic stability events occurring inside the
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Table 53.3 Operator guidance SOE ranking

Hull Form A
Notional OG/SOE fidelity for risk mitigation

Method Effectiveness cost

1 Limited Less

2 Medium Moderate-high

3 Medium-high High

4 High High

1—Empirically Based Rules of Thumb
2—Polar Plots/Rules of Thumb
3—Polar Plots/Training
4—SOE Restrictions

operability envelope would be expected to have a very low probability of occur-
rence and this may be checked by simulation and/or model testing as required
and supplemented by existing operability criteria (e.g., IMO/SLF 49). The oper-
ability approach doesn’t rely on an annual or lifetime risk which is likely to be
non-discriminate (i.e. in all headings, sea states, etc.) without the influence of
the operator or operability factors, and therefore very high.
In development of the operability envelope approach three questions should be
addressed:

• What is tolerable from a corporate and societal viewpoint?
• What inherent level of risk is associated with current standards?
• What level of risk is inherent in good ship-handling (reaction to cues)?

Training for the crew should be developedwhich addresses the use of the operator
guidance system, identification of cues, andhow to identify andmanage riskwhen
in heavy weather. Shaw (2001) The Operator Guidance and Training Working
Group (OGTWG) is a group of naval operators convened by invitation of the
NSSWG to provide input and insight into the issues involved with operating
ships in high seas. Work done to date by the OGTWG has identified appropriate
class room and simulator curricula associatedwith specific bridge teampositions.
Table 53.3 lists a notional ranking of operator guidance/operational limits that
may be identified for the risk assessment.

4. Changes to Hull Form—If approached early in the design the most effective
mitigation may be the identification of specific design changes that reduce the
dynamic stability risk. However it may not be possible to make sufficient geome-
try changes or mass property changes and still meet requirements for the overall
design. In that case some combination of approaches to dynamic stability risk
mitigation should be identified that includes hull form changes to the extent
possible, coupled with operator guidance, operational limits and criteria.
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Fig. 53.6 Estimated reduction in hull form risk after mitigation

53.5 Final Hull Form Risk Ranking

Finally, a combination of options assembled from the tables could be assessed for
mitigation effectiveness and cost. The best combination will be the one that provides
the most effective risk reductions and least cost, taking into account the limitations
on both these measures.

Risk reduction/cost plots can be used as a tool to select the best combination of
options. For notional “Hull Form A,” it could be determined that the best options are
achieved using a combination of the following

• Rules Based Probabilistic Dynamic Approaches
• Polar Plots/Rules of Thumb.

It may take several iterations to finally get to an acceptable risk for the hull form
as shown in Fig. 53.6.

53.6 Conclusion

The process of developing rational approaches for consideration of dynamic stability
is in its infancy. Through intelligent use of analytical tools, test data, and historical
evidence it is possible to establish a rational process to manage and reduce the risk
of a dynamic stability event occurring at sea. The tools employed to accomplish
this should be used carefully and with an eye to economy without sacrificing safety.
Risk management techniques provide a rational framework to accomplish this goal.
Although not addressed in this paper, similar processes can be tailored to damage
dynamic stability.
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Chapter 54
Tolerable Capsize Risk of a Naval Vessel

Andrew J. Peters

Abstract Many of the operations and duties conducted by naval ships involve a
degree of risk. This risk is somewhat unavoidable due to the nature of operating a
warship at sea, where operational requirements can put the vessel and crew in harms
way. One of the hazards that the crew is subjected to while on operations is that of the
weather. The objective of this chapter is to discuss the tolerable risk associated with
the loss of a naval vessel due to the weather conditions. A review of tolerable risk
and potential methodologies of calculating an annual probability of loss of the vessel
which uses time domain simulations and statistics of observed weather conditions
aboard naval ships are presented.

54.1 Introduction

Many of the operations and duties conducted by navies involve a certain degree of
risk. This risk is somewhat unavoidable due to the nature of operating a naval vessel
at sea, where operational requirements can put the vessel and crew in harms way.
One of the continual hazards that the crew is subjected to whilst on operations is that
of the weather.

Many navies, such as the UK’s Royal Navy, now have a duty of care to ensure the
level of risk they expose the ship’s company to is commensurate with the benefits
gained. It is this basis which is the principle of tolerable risk as described in the
tolerability principles internally published by theMininstry of Defence (MoD). Navy
ships are exposed to many hazards when at sea, like most commercially operated
ships, but unlike commercial ships they may not be able to avoid heavy weather
conditions due to operational requirements.

By using the theory and application of risk tolerability principles, as used by the
UK’s Health and Safety Executive (HSE) and adopted in most industries, an assess-
ment of tolerable risk can be made (HSE 2001). This methodology is available for
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any business that deals with risk to the workforce or to the general public, including
the UK MoD. The UK MoD assess the tolerability of risks associated with all areas
of military equipment and operations. These tolerability principles could be applied
to provide a suitable tolerable risk for the annual capsize risk of a naval vessel.

In 1990, theCooperativeResearchNavies (CRNAV)Dynamic Stability groupwas
established with the aim of deriving dynamic stability criteria for naval vessels. To
derive such criteria, the group needed to evaluate in-service and new ship designs in
moderate to extreme seas, in terms of their relative safety and probability of capsize.
This would ensure that new vessels continued to be safe, whilst avoiding high build
and life-cycle costs associated with over-engineering.

To achieve these objectives, the numerical simulation program FREDYN was
developed and continues to be applied extensively both to intact and damaged ships.
This time-domain program is able to take account of nonlinearities associated with
drag forces, wave excitation forces, large-angle rigid-body dynamics and motion
control devices. The current CRNAV group comprises of representatives from UK
MoD, the Australian, Canadian, French and the Netherlands navies, as well as the
U.S. Coast Guard, Defence Research & Development Canada, (DRDC), Maritime
Research Institute in the Netherlands (MARIN) and QinetiQ.

This Chapter discusses the concept of tolerable risk, which is the willingness to
accept a risk so as to secure greater benefits. Using an accepted framework known
as the Tolerability of Risk (TOR), decisions as to whether risks from an activity
are unacceptable, tolerable or broadly acceptable can be made. These principles of
tolerable risk are examined in association with the loss of a naval vessel due to the
weather conditions.

54.2 Broad Principles of Risk Assessment

Some may argue that any risk is unacceptable, but in reality, the risk of suffering
harm is an unavoidable part of living in the modern world. However, some risks can
indeed be deemed acceptable for the following reasons (Rowe 1983).

• Threshold condition: A risk is perceived to be so small that it can be ignored.
• Status quo condition: A risk is uncontrollable or unavoidable without major dis-
ruption in lifestyle.

• Regulatory condition: A credible organisation with responsibility for health and
safety has established an acceptable level of risk.

• De Facto condition: An historic level of risk continues to be acceptable.
• Voluntary balance condition: The benefits are deemed worth the risk by the risk
taker.

In recent times there is an expectation for a society free from involuntary risk. The
concept of risk is often used in everyday discussions where people often describe tak-
ing a risk in relation to taking a chance of adverse consequences to gain some benefit.
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Risk, however, is defined as ‘the combination of the likelihood and consequence of
an unplanned event leading to loss or harm’ (HSE 2001). The way in which society
treats risk depends upon the individual perception of how the risk relates to them.
There are many factors involved and it is down to how well the process giving rise to
the risk is understood, how equally the danger is distributed and how individuals can
control their exposure (MoD). Studies have shown that hazards give rise to concerns
which can be put into two categories:

Individual Concerns:

This is associated with how the hazard affects an individual and all things that they
value personally. Individuals aremore likely to happily accept higher risks of hazards
that they choose to accept rather than any hazards imposed upon them, unless they
are considered negligible. If the risks provide benefits they will want the risks to be
kept low and be controlled (HSE 2001).

Societal Concerns:

This is the impact of hazards on society and if they were to happen would result in a
socio-political response with repercussions for those responsible for controlling the
hazard. These concerns are often associated with hazards that if they were to occur
would cause significant damage and multiple fatalities. Examples would include
Nuclear Power stations, rail travel and genetic engineering. Concerns due to multiple
fatalities from a single event/effect are known as societal risk (HSE 2001).

54.3 Characterising the Issues in Terms of Risk

To examine the risk associated with the loss of a naval vessel the first stage must
involve framing the issues relating to the risk. This will result in characterising the
risk both quantitatively and qualitatively to look at how it may occur and what effect
it will have on those involved and society at large.

A risk assessment is normally conducted when characterising the issues affecting
the risk, which includes identifying the hazards which would lead to harm, what
the likelihood of it occurring would be and what harm and consequences would be
experienced if it was to happen.

This stage of the assessment often assesses the individual risk and then moves
to look at the effect on societal concerns to first identify if the hazards should be
considered at all or could be regulated sufficiently.

The analysis of this for the loss of a naval vessel in heavy weather can be, in
some cases, simplified in certain aspects. The outcome of a vessel capsizing in bad
weather will inevitably result in the fatalities or extreme harm to the majority of the
crew onboard and would result in the material loss of the platform. An event of this
type leads towards examining the societal risk aspects due to the outcome resulting
in multiple deaths and loss of a naval asset. The additional repercussions that the
navy and government would have to deal with are also associated with societal risk.
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54.4 Tolerability Principles

Once a risk has been assessed it must be examined to identify if the level of the risk is
broadly acceptable, tolerable or unacceptable and whether the hazard should be even
considered. It is therefore not surprising that a lot of work in determining criteria for
these acceptability levels has been conducted (HSE 2001).

Criteria used by regulators in the health and safety field have shown that they can
fall into three ‘pure’ criteria (HSE 2001):

Equity based criteria

These have the premise that individuals have the unconditional right to a certain level
of protection, i.e. which is usually acceptable in normal life. This often results in a
level of risk that cannot be exceeded. If the risk level after analysis is above this
level and suitable control measures cannot be introduced to lower the risk, the risk
is deemed unacceptable. For naval vessels these criteria will be relevant.

Utility based criteria

These criteria apply to the comparison between incremental benefits of the measures
to reduce the risk, the risk of injury and the costs of the benefit. These criteria therefore
look at comparing, in monetary terms, the cost of the benefits (statistical lives saved)
of the preventative measure compared to the cost of implementing it.

Technology based criteria

These criteria essentially reflect that a satisfactory level of risk is obtainedwhen ‘state
of the art’ measures are employed to control the risks. For a naval vessel this could
include advanced heavy weather training or onboard operator guidance systems.

54.5 Tolerability of Risk

These criteria described above can be used on their own although a combination is
often a better approach. The HSE have incorporated them in a framework known
as the Tolerability Of Risk. This methodology breaks the level of risk down into
three regions. These are described in Fig. 54.1 with the ‘ALARP triangle’ and are
described in detail as follows:

Broadly acceptable risk region

Risks that fall into the broadly acceptable risk region are deemed insignificant. Regu-
lators would not require any additional measures to reduce the risks further than they
already are. Further actions would only be required if lowering the risk was practical
or where there is a legal requirement to lower it further. Regulators are required to
regularly monitor the risk to ensure that it remains in this region. The level of risk at
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Fig. 54.1 ALARP triangle

this level is comparable to what people regard as insignificant or trivial in their day
to day lives (HSE 2001).

Tolerable risk region (As Low As Reasonably Possible—ALARP)

This region lies between the broadly acceptable and intolerable regions. Risks in
this region relate to those risks that people are willing to tolerate in order to gain
from the benefits. This means that the risk is deemed tolerable where society desires
the benefits of the activity and only if further risk reduction is impracticable or the
penalties are grossly disproportionate to the improvement gained. The levels of the
risks must be assessed and the results used correctly to determine control measures.
The assessmentmethodmust use the best available scientific knowledge (HSE 2001).

Intolerable risk region

The risk in this region cannot be justified except in extraordinary circumstances.
Control measures are required to drive the risk downwards into one of the lower risk
regions.

The aim for any activity would be to have the risks fall into the broadly acceptable
region. However, the practicability of achieving this, for example with a naval vessel
operating in open ocean conditions, may be difficult to achieve without unacceptable
restrictions on the ship and operation. Therefore as the intolerable region by its nature
cannot be acceptable in anything but extraordinary circumstances, the As Low As
Reasonably Possible (ALARP) region is realistic for naval vessels, with measures
such as training and heavyweather guidance to assist in controlling the risk of capsize
(HSE 2001).
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54.6 Tolerability Limits—Individual Risk Boundaries

The term ‘Individual risk’ is used to describe the level of risk of fatality of an
individual that is exposed to a particular activity. UK HSE guidelines state that an
annual 1 in a million probability of fatality is a very low level of risk and should
be used to define the boundary between the broadly acceptable and the Tolerable
regions of risk (HSE 2001).

The UK HSE guidelines for a hypothetical person exposed to hazards in the
workplace have defined the maximum tolerable risk of fatality as 1 in 1000 per year
(10−3) and 1 in 10,000 (10−4) for the risk of fatality to a member of the general
public. This is referred to as the basic safety limit and is the cumulative value of
risk an individual is exposed to. This measure is applied to investigate the risk to a
hypothetical worker working in a particular industry, such as offshore for example,
andused to compare to levels in other industries. It provides a base line for comparison
and assessment of changes to the level of risk.

Individual risk however cannot be used on its own for larger events which, if
they occur, will result in higher numbers of fatalities. Group risk or societal risk as
it is commonly known is used to describe the relationship between the probability
of an unplanned event and the number of people affected by the event. It applies to
those activities which present major implications for society such as a high number
of fatalities, the loss of a major asset, environmental and political damage. Societal
risk is not just calculated by taking the individual risk and multiplying it by the total
number of fatalities from a single event, but is often complex and hasmany influences
on its level (HSE 2001).

54.7 Tolerability Limits—Societal Risk Boundaries

For large events which impact on society as a whole, the societal risk will be the
dominating factor rather than individual risks. Events which involve multiple fatal-
ities will attract wide social interest and the societal risk encompasses both societal
risk and society’s reaction to an event.

When considering what society considers tolerable, there are several aspects
which influence the response of society to the event and hence certain events are
considered more tolerable than others. For example:

1. Acts by God or nature are considered more tolerable than those of human error.
2. Risks are more tolerable if we have control or have had participation in the

decision leading to the risk e.g. car accidents are deemed more tolerable than
aircraft accidents.

3. Risks are not tolerable if we cannot see the benefit for ourselves.
4. Familiarity makes a risk more tolerable. For example, a car accident is more

tolerable than a nuclear radiation accident.



54 Tolerable Capsize Risk of a Naval Vessel 913

5. A large number of accidents spread over a fairly long period of time is more
tolerable than a large number of incidents in close succession.

6. Less tolerable with risk towards the innocent and vulnerable.
7. Personal experience.

These and many other factors come into the society’s response to an incident; par-
ticularly the knowledge of the hazard, whether the hazard was man made or natural
and whether the potential victims are particularly vulnerable, e.g. children and the
elderly (HSE 2001).

Media coverage can significantly influence society’s level of tolerability to a risk.
For example, there are few car crashes reported in the press. However, aeroplane
crashes or passenger ship accidents always are, when there are far fewer of these
incidents. This makes society much more wary of ships and aeroplanes than driving
a car.

The loss of a naval vessel due to capsizing in heavy weather would be classed as
a significant event, due to the loss of a high proportion of the crew, the naval asset
and the political damage associated with it. However, the hazard in this case is from
nature and it is understood by society that naval personnel are exposed to greater
risks whilst on operations, such as a search and rescue mission in heavy weather, and
may accept a higher risk as being tolerable in that case.

The complexity of developing tolerable limits for events that would raise societal
concerns is complex, so a way of conveying this information has been accepted. It
uses the concept of FN curves, where the F denotes frequency and the N denotes the
number of fatalities. These diagrams provide relationship data on the frequency of
the fatal accident (plotted on the y axis) and the number of fatalities resulting from
it (plotted on the x-axis). These curves can be used to graphically describe limits of
risk acceptance. The curves can be generated by defining different combinations of
consequence (i.e. fatalities) and the related frequency that gives negligible, acceptable
and unacceptable risk respectively (HSE 2001).

The UK HSE has realised the complexity involved in analysing societal risk and
has produced guidelines to define the acceptable borders between the tolerable and
intolerable regions. This guidance is based on a FN criteria point for a single accident
which occurs with a frequency of 2×10−4 events per year (1 in 5000) which results
in 50 fatalities. This result is then extended on the FN diagram by applying a line
with a slope of −1, using logarithmic scales on both axes, which is then defined as
the risk neutral line i.e. a linear relationship between frequency and consequence.
The broadly accepted region is taken as 2 orders of magnitude below this criteria (<1
in 500,000). These zones of tolerability are shown pictorially in Fig. 54.2. This FN
diagram provides a framework in which to assess the risk tolerability of society of a
particular event.

In assessing an event such as the capsizing of a naval vessel, both the individual
and societal risks need to be evaluated as they incorporate different concepts.

Excluding the other hazards that the crew on board Royal Navy warships are
exposed to in this study, the HSE guidelines can be used to assess what could be used
as the tolerable risk of loss of a naval vessel.
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Fig. 54.2 FN diagram

54.8 Risk Associated with Transportation

Examining various forms of transport, identifying how these industries deal with
risk and what society deems acceptable allows direct comparison for what could be
deemed acceptable to society for the maritime industry and naval vessels.

The risks involved in the air transportation industry are those which most people
are aware of and accept when they fly. An accident survey of 1843 aircraft accidents
from 1950 through 2006 (Winter-travel.org) determined the causes of the accidents
to be as follows (The survey excluded military, private, and charter aircraft):

• 53%: Pilot error
• 21%: Mechanical failure
• 11%: Weather
• 8%: Other human error (air traffic controller error, improper loading of aircraft,
improper maintenance, fuel contamination, language miscommunication etc.)

• 6%: Sabotage (bombs, hijackings, shoot-downs)
• 1%: Other cause.

However, the risk of being involved in a crash on a single flight is, on average, 1 in 6
million (Livescience.com), depending upon airline, in comparison to the likelihood
of dying in a car journey of 1 in 5000. Thismeans that for anyone flying, the individual
is much more likely to die on the journey to the airport rather than during the flight
itself. Fear of flying is common,mainly due to lack of personal control, understanding
and the general concept of being at high altitude. People are perfectly happy to drive
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Table 54.1 Individual risk of fatality for transport modes

Travel mode Fatalities per 108 passenger (km) Fatalities per 108 passenger hour (FAR)

Motorcycle 9.7 300

Bicycle 4.3 60

Foot 5.3 20

Car 0.4 15

Van 0.2 6.6

Bus/coach 0.04 0.1

Rail 0.1 4.8

Water 0.6 12

Air 0.03 15

cars frequently, as they are in control and are happy to disregard the fact that there
are 50,000 fatalities on highways every year. To put this into perspective, statistically
a person would have to fly once a day every day for over 15,000 years in order to be
involved in an aircraft accident.

When discussingmodes of transport, there are a number ofways inwhich to define
a fatality risk measure. The potential loss of life (PLL) measure is a basic measure of
risk of fatality per year that is often used to define accident rates (Kristiansen 2005).
However, this criterion has the shortcoming of not incorporating any exposure time
into the measure. It is also important to make the distinction between individual and
societal risk. The most common risk measures for individual risk are the Average
Individual Risk (AIR) and Fatal Accident Rate (FAR). TheAIRmeasure is calculated
by dividing the PLL measure by the number of people exposed e.g. the number of
crew on a naval ship. The FAR measure is calculated by dividing the PLL value by
the total number of man hours of exposure and multiplying by a 108 scaling factor.
This gives the number of fatalities per 108 h of exposure to the hazard.

These measures provide a good means of comparing risks from travelling by
various modes of transport, as shown in Table 54.1 (HSE 2009).

As can be seen from Table 54.1, travelling by sea is one of the least risky modes
of transport. The FAR value can be calculated for travelling on UK ferries and is 8.8
fatalities per 108 h of exposure (Kristiansen 2005). Compared to the other modes of
transport, UK ferries can be seen to be one of the safest forms of transport.

Regarding the risk of capsize of a navy vessel, consideration should bemade to the
exposure time and particularly the exposure to the heavy weather conditions where
capsize is more likely to occur.

Other areas of the marine industry and other wider industries can be used to
provide further comparison of the level of risk a person working in that industry is
exposed to during their working life. These results for wider industry provide an
indication to what society generally regards as acceptable.

The UK HSE (HSE 2009) provides statistics comparing the risk of fatalities in
various UK industries, Table 54.2.
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Table 54.2 Individual risk of fatality in UK Industries

Industry Annual individual risk of fatality

Agriculture 8.10×10−5

Construction 3.70×10−5

Offshore 4.00×10−5

Services 0.35×10−5

Table 54.3 Individual risk of fatality in industries worldwide

Industrial activity Fatalities per 1000 worker-years

Mining 0.9–1.4

Construction 0.3

Industry 0.15

Shipping 1.9–2.1

Fishing on the Continental self 2.3

Fishing 1.5

Table 54.4 Commercial vessel annual risk of vessel loss

Vessel type Total loss rate (per 1000 ship years) Annual probability of ship loss

General cargo 5.4 5.4×10−3

Bulk dry 3.3 3.3×10−3

Oil tanker 1.5 1.5×10−3

These UK statistics are lower when compared with statistics from other parts of
the world, Table 54.3 (Kristiansen 2005).

These statistics illustrate that the highest individual risks in UK industry are
generally around 10−5–10−4 fatalities per year, compared to the 10−3–10−4 level for
industries worldwide which are at the tolerable limit defined by the UK HSE.

Over the last few decades, extensive resources have been used to reduce the risks
involved with the shipping industry. The long term trend of loss frequency has been
studied (Lacaster 1996) and it was concluded that the annual loss rate had been
reduced by a factor of 10 in the twentieth century, from more than 3% in 1900 down
to 0.3% in 1990. However, the greatest level of reduction was early in the century
and the level of reduction has levelled off in recent years.

Investigations into the risk of loss ofmerchant vessels usingLloyd’sworld casualty
statistics has been conducted (MSC2003). In that study, the total loss rate for different
types of merchant ships are analysed, Table 54.4.

On examination of fatalities from the loss of these different vessel types, it was
found that there were 170 fatalities per year on general cargo ships that were lost.
This relates to 1.8 deaths for every complete vessel loss. Taking the typical number
of crew on this type of vessel, the individual risk of death for a general cargo ship
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crew member is calculated as 3.7×10−4 (MSC 2003). This is the highest of the
vessel types, with many of the other vessel types having a probability of individual
risk of death close to the 1×10−4 level. RoRo passenger vessels were found to have
an individual risk of death of 7×10−5. The relatively large public focus on marine
accidents reflects society’s considerable awareness of these fatalities.

As described above, regarding multiple fatalities and societal risk, an FN diagram
is often used to convey acceptable risk levels for events with multiple fatalities.
However, the FN diagram can be used to describe both required and the prescribed
risk levels.

Figure 54.3 is based on data from DNV in 1998, which shows the observed FN
values for passenger ship accidents (upper curve) and cargo ships accidents (lower
curve). For the passenger ships, it can be seen that small single fatality incidents
occur with a frequency of approximately 10−3 per year, whereas an extreme casualty
event (approximately 1000 casualties) occur with a frequency of 10−5 per year.

54.9 Tolerable Capsize Risk of a Naval Vessel

It cannot be assumed that the loss of a frigate from capsize would result in an approx-
imate 10% fatality rate among the crew on board, as found in the commercial vessels
statistics. As the duty stations of the crew on naval ships are distributed throughout
the vessel, many are below the weather deck which is quite different to commer-
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cial vessels where the majority of the crew will be in the vessel’s superstructures. It
therefore can be assumed that the loss of at least 50% of the crew would be a more
realistic value, as the crew stationed below 2 deck on a frigate would be unlikely to
escape if the vessel capsized.

From the commercial vessel statistics, the probability of loss of the vessel is in
the order of 10−3, Table 54.1. This is just within the tolerable region, with up to 10
fatalities from any incident. From the loss of the general cargo vessels, the average
fatality rate has been found to be 1.8 deaths per vessel loss. For the capsizing of a
naval vessel, the number of fatalities would be significantly higher.

The FN diagram statistics for passenger ships, Fig. 54.3, show a probability of
8.5×10−3 for 100 fatalities and 1×10−4 for 200 fatalities per year. A passenger
ship could be considered to be similar to a naval vessel, as there are a high number
of personnel on board compared to a cargo ship. As this is the observed level of
probability, it could be taken that this is acceptable to society, as it is a historically
accepted level of risk.

From the risk analysis, it is clear that the capsizing of a naval vessel will result
in a significant number of fatalities, as a medium sized vessel (such as a frigate)
could have approximately 200 crew members. Based on the HSE tolerability limits,
this would require the probability of the loss of the ship to be 6×10−5 per year
to be within the tolerable region. This is slightly higher than the credible failure
risk assumed for submarines, which is taken as a minimum of 10−6 for a 90 day
patrol, where a failure event will also likely result in the fatalities of the entire crew
(MAP 73 - MoD defence standard). This 10−6 value is on the tolerable and generally
acceptable regions boundary of the UK HSE FN diagram.

Having around 100 fatalities (50% of a frigate crew) in the tolerable risk region
would require an annual probability vessel loss of less than 1×10−4. The generally
acceptable region would require annual probability of loss of less than 1×10−6. This
would also result in an individual risk to the crew members at a similar magnitude
as other areas of the marine and wider UK industry.

Considering all these points, it is suggested that a tolerable region boundary of
1×10−4 would be a suitable level for the annual risk of loss of a navy vessel in heavy
weather and would be comparable to other areas of the marine industry and other
major events. A value of 1×10−4 annual capsize risk was therefore found to be a
suitable level for the tolerable risk boundary for the loss of a naval frigate at sea.

However, the manner in which extremely rare independent events are combined
adds a final additional complexity to the problem, as probability theory has the
combined probability of different independent events defined as the sum of the inde-
pendent risks. This suggests that the other potential risks of loss of the ship and crew
at sea should therefore be considered and subtracted from the 1×10−4 risk level to
produce the tolerable limit of annual loss of the frigate and crew due to capsize. If
these other potential risks have a probability of occurrence that is several orders of
magnitude lower than the vessel capsizing, then tolerable risk value presented could
still be closely related to that of the vessel capsizing. In a similar way to capsizing,
naval vessels have almost never been known to be totally lost to fire, for example,
while at sea (in peace time in recent years). Further investigation is required to iden-
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tify the other potential risks of loss for a warship while at sea to identify how these
risks realistically combine to produce an overall capsize risk that compares with
other areas of industry.

54.10 Assessing the Risk of Capsize of a Naval Vessel

Assessment of the probability of a vessel capsizing is a significant aspect of assessing
the risk. Calculating the probability of the vessel capsizing can be conducted with
modern computational tools, such as FREDYN, which can model a vessel in extreme
wind and waves. However, there are many areas of uncertainty that are inherent in
the calculations that require careful consideration.

In order to accurately calculate the capsize probability of a naval vessel, a simula-
tion tool is required to examine all possibilities of sea state and operational loading
conditions to provide assessment of all realistic operational scenarios. The numeri-
cal simulation program FREDYNwas developed by the Maritime Research Institute
Netherlands (MARIN) for the Cooperative Research Navies working group and con-
tinues to be applied extensively to both intact and damaged ships. This time-domain
program is able to take account of nonlinearities associated with drag forces, wave
excitation forces, large-angle rigid-body dynamics and motion control devices. The
FREDYN program permits investigations into the dynamics of intact and damaged
vessels operating in realistic environments.

54.11 Calculation of Annual Capsize Risk Probability

FREDYN simulations can be used to evaluate the critical roll (capsize) behaviour of a
vessel in a range of realistic operating load conditions. This procedure was developed
by McTaggert in 2000 and is described further in his paper (McTaggert and DeKat
2000). The method, adopted by the CRN working group, is largely based upon the
method described fully in his report (McTaggert 2000) and is used for evaluating
capsize risk of intact ships in random seas. This approach for predicting ship capsize
risk combines the time domain simulation programFREDYNwith probabilistic input
data for wave conditions and ship operations (speed and heading). For a ship in a
seaway of duration D (e.g. 1 h) the probability of capsize P(CD) is:

P(CD) �
NVs∑

i�1

Nβ∑

j�1

NHs∑

k�1

NTp∑

l�1

Pvs
(
vs,i

)
Pβ

(
β j

)

× PHs ,Tp

(
Hs,kTp,l

)
P

(
CD|Vs, β, Hs, Tp

)
(54.1)

where: Vs � ship speed, β�wave heading relative to ship, Hs=wave significant
height, Tp �wave modal period.
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The last term is a conditional probability of capsize in a given wave condition and
ship heading relative to the waves.

Limited Gumbel distributions are used to fit to the maximum roll angles recorded
in each of the seaway conditions, in order to calculate the capsize probabilities. A
second, distribution free method, is also possible and was investigated with a new set
of data calculated in a recent study. However, the limited Gumbel distributions have
been shown by members of the CRN group to provide the best data fit and better
predictions at the higher roll angles, which is the area of most interest for capsize
prediction (McTaggert 2000). The Gumbel fit uses the upper 30° range of the sim-
ulation and fits to a minimum of 10 data points. This work was validated on large
numbers of simulations (400+) by McTaggert. However this number of runs was not
feasible for any routine calculations, as the time to compute would be very lengthy.
Realistically, the number of simulations has to be between 10 and 50. The sensitivity
of using this number of runs was also investigated by McTaggert and was shown
to give very good results (McTaggert 2000). Recent studies with the CRN group
have shown that for other frigate types there may be a need for a greater number of
simulations to produce statistically reliable results. Current investigations by CRN
members are onward to identify if using the peaks over threshold methodology pro-
duces better fidelity of results, as the roll motion peaks during the whole simulation
are used in the calculation of the capsize probability rather than just the maximum
roll angle in each simulation.

The probability of capsize is calculated based on a time period of 1 h and can
be computed using Eq. 54.1. The associated annual probability of capsize can be
calculated from the following equation, using the 1 h capsize risk (McTaggert 2000):

P(CAnnual) � 1 − (1 − P(CD))
α×1 year/D (54.2)

where α is the fraction of time spent at sea and D is duration (hours).

54.12 Uncertainty in Risk Calculation

In the assessment of uncertainty and the application of safety factors to areas of uncer-
tainty, the HSE recommends making use of sensitivity analysis and comparative risk
assessments for novel hazards that have a similarity to the case under investiga-
tion (HSE 2001). In the engineering world, safety factors are calculated to take into
account the uncertainties in materials, calculation methods, etc. This principle is
particularly exploited in the world of ship structures. In general engineering, safety
factors between 1.25 and 5 are often used, dependant on the level of knowledge and
uncertainty of the material and the environment, stress and load a structure is to be
subjected to. The aerospace and automotive industry use factors in the region of 1.15
and 1.25, due to the costs associated with structural weight. The testing and quality
control is also higher in these industries, with significant modelling (computationally
and physically) of the material stresses involved.
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The submarine world uses safety factors of a similar magnitude to the aerospace
world, with significant physical and computational models used to ensure accurate
understanding of the influences.

When assessing risks, it is usually required for uncertainty in the calculations to
be taken into account when there is lack of, or incomplete data (HSE 2001).

When examining the risk of loss of a naval vessel, the uncertainty in the outcome
of the event i.e. what would happen if the vessel was to capsize, is actually very
low due to the fact that it would result in the inevitable total loss of the vessel and
a large number of the crew onboard. However, the uncertainty associated with the
calculation of the probability of the event occurring is greater andmust be adequately
handled in order to calculate realistic values of risk for the vessel.

Knowledge uncertainty is one of the areas thatmust be dealtwith (HSE2001). This
occurs when there are sparse statistics or random errors; for example, in experiment
data used to define the probability of the event occurring (HSE 2001). Although
many commercial vessels are lost each year and the statistics are available, in the
case of the loss of a naval vessel in heavy weather, the statistics are very sparse and
mainly representative of outdated designs of hullforms.

Modelling uncertainty is the term given to the uncertainties in the mathematical
terms used in a numerical model used to assess risks. This is also closely linked with
limited predictability associated with an outcome that is sensitive to the assumed
initial conditions of the system under investigation and affects the final state i.e. the
initial conditions of the ship affecting whether it capsizes in a certain wave condition
or not.

It is clear that there are potential levels of uncertainty in the modelling of the risk
of loss of a naval vessel using simulation tools such as FREDYN. Some of the main
areas of uncertainty are related to the following:

• The probability of the vessel being in the waves and level of exposure.
• The probability of the speed and heading combinations in heavy weather.
• The simulation time i.e. the length of time the ship is in the waves.
• The number of simulations used in the prediction of the capsize event.
• The vessel loading condition.
• The angle used to define the capsize event.
• The autopilot in the simulations.
• Roll damping characteristics.

Techniques have been developed under what is defined as the ‘precautionary prin-
ciple’ to handle uncertainty when dealing with calculating risk (HSE 2001). Uncer-
tainty can be overcomeby constructing themost credible scenarios of how the hazards
might be realised.

Sensitivity of the annual capsize risk calculation

The variables listed above, which are input parameters into the FREDYN capsize
simulations, can be investigated using standard sensitivity type approach to assess
the sensitivity of the inputs on the output probability of the capsize event. This would
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allow scenarios from the most likely to the worst case to be established and allow
suitable safety factors to be derived and accounted for in the assessments.

The probability of the vessel being in the waves can cause unrealistically high
probabilities of capsize by using the Eq. 54.2. A Bales wave climate statistics table
(Bales et al. 1981) for the North Atlantic is often used to provide the probability
of the waves occurring during the year, which is multiplied by the probability of
the capsize event in those conditions. This can cause an unrealistically high annual
probability of loss of the vessel, as the probability of the largest waves occurring with
a high probability of loss of the vessel have a large influence on the overall annual
capsize risk.

The capsize risk associated with the current calculations suggests that the proba-
bility of the vessel actually encountering the worst sea conditions is over estimated
in the scenarios. A more realistic probability of the vessel encountering the waves is
required.

A study was made for the UK MoD (BMT 2006) which analysed the wave con-
dition records made by the RN bridge teams in the 6 hourly records, which are kept
by all Royal Navy ships whilst at sea. This data was collected for 78 Royal Navy
vessels from 1968 to the present day. The data was also analysed from 1985 to the
present day, to reflect the change in conditions encountered following the end of the
cold war. This equates to over 168 years of Royal Naval ships at sea, which provides
a substantial data set of more realistic wave statistics for the calculation of an annual
capsize risk.

Using this wave height data and the Bales wave scatter table to provide the dis-
tribution of wave periods at each wave height condition resulted in a factored wave
scatter table with a more realistic probability distribution for the vessel encountering
the waves in a year. The change in probability distribution of wave height from the
new data compared to the standard Bales scatter table is shown in Fig. 54.4.

It is clear from Fig. 54.4 that there is a distinct difference in the distribution of the
wave height data that vessels have historically encountered compared to the annual
probability of the waves occurring. The main significant factor is that the Royal
Navy ships do not historically experience the larger waves as the standard annual
wave statistics would suggest. This could be partly due to avoiding storms in certain
cases, but not completely.

In Eq. 54.2 above for the calculation of the annual capsize risk, the hourly capsize
risk that is generated from the simulations is effectively extrapolated up for each hour
the vessel spends at sea. In the moderate wave heights, the maximum roll angles that
are recorded are used to predict the probability of exceeding the 70° capsize angle.
The wave height conditions recorded on the navy ships are made every 6 h, which
is also a realistic time frame for a large storm sea to remain relatively constant.
Calculating results for the probability of capsize over 6 h simulations may provide
better results, which would equal the time between measurements made onboard.
With a naval ship at sea approximately 30% of the year this equates to 440 6 h time
periods.

To evaluate the effect of the simulation time, a number of calculations have been
performed with different simulation run lengths, from 30 min to 6 h, as well as
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different numbers of realisations between 10 and 50. The results show that the effects
on the annual capsize risk are very small after 2 h of simulation and increasing the
number of simulations makes little difference to the annual capsize risk at this run
length, Fig. 54.5. This shows that this has little effect on the probability of the capsize
event for this vessel. A wider study is required to identify if this is the same for other
vessels and load conditions.

The selection of the ship speeds can have a large effect on the capsize risk and
unrealistic speeds should be avoided in the simulations. To achieve the most realis-
tic annual capsize probability, the actual operation of the ship in heavy weather is
required to be accounted for in the calculations. Standard heavy weather seamanship
training instructs operators to not go faster than 60% wave speed in heavy weather.



924 A. J. Peters

This means that the vessel speed selection should be made as realistic as possi-
ble. Selecting speeds above 90% wave speed (30% safety factor for the operator) is
unrealistic and will result in unrealistic capsize probabilities.

An even probability of heading is also usually assumed for the simulations. This
could be considered to be precautionary, as in the very worst conditions the operator
would avoid stern sea condition based on their experience, which is difficult to
account for. Variation in the risk should be reviewed by removing certain headings,
such as stern seas in the worst wave conditions. Selecting the accurate point this
decision is made will require further discussion with operator training schools.

The roll damping characteristics of the model in the simulation will require inves-
tigation as to how it effects the risk calculation. The damping characteristics will be
required to be set up as close as possible to the real vessel by comparing roll decay
and roll period information. A systematic variation of the damping input parameters
would provide the influence of the results to a specified variation of the damping char-
acteristics. A suitable safety factor could then be derived to account for the variation
on the modelling of the roll damping.

The autopilot control in the simulation will have an effect on the survival of the
vessel. Using a systematic variation of the autopilot control parameters, the variation
in risk could be derived based on those changes to the autopilot. A factor could then
be derived based on the variation of the autopilot parameters.

The load condition of the vessel also needs to be considered in the annual capsize
probability, as a vessel in a deep loading condition will often be inherently safer than
in a light seagoing condition. It is therefore important to calculate at least two load
conditions and use the typical operational profile to define the time the vessel would
spend at each loading condition. This can then be realistically accounted for in the
annual capsize probability. Operational procedures to ballast down with the forecast
of heavy weather should also be accounted for in the calculations.

54.13 Results and Conclusion

In reviewing current Health and Safety guidelines, along with comparison with other
modes of transport, other industries and the commercial marine industry guidelines
for individual and societal risk have been described and can be used to examine the
acceptable level of risk for capsize in heavy weather for the loss of a naval vessel. A
value of 1×10−4 annual capsize risk was found to be a suitable level for the tolerable
risk boundary for the loss of a naval frigate at sea. The magnitudes and method of
combining other very low risks of loss of the ship and crew at sea, needs to be further
investigated and considered in defining the tolerable limit of annual capsize loss. If
the other potential risks of vessel loss are found to be several orders of magnitude
lower probability of occurring than the vessel capsizing, then the tolerable risk value
presented will still relate predominantly to that of the vessel capsizing. Therefore,
this could provide an overall capsize risk that can be compared with other areas of
industry.
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In order to calculate suitable levels of capsize risk, sensitivity analysis is required
to assess the input parameters to identify themost realistic scenarios and the potential
variation in the capsize risk due to realistic variation of the input parameters. By
undertaking this analysis, realistic risk levels and safety factors can be calculated to
evaluate the annual capsize risk of a naval vessel for comparison with the tolerable
risk level deduced.
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Chapter 55
Thoughts on Integrating Stability
into Risk Based Methods for Naval Ship
Design

Philip R. Alman

Abstract Design for Safety (DFS), Goal Based Standards (GBS) and Formal Safety
Assessment (FSA) are powerful tools which establish a framework for integrating
stability into a risk based design process. They provide a foundation for the devel-
opment of novel designs which can provide insight that is not attainable through any
other means. Naval ships are complex systems, sometimes operating in an environ-
ment defined by risk acceptance and risk taking beyond those of their commercial
counterparts. The hazards seen by a naval ship in its service life may not be foreseen
during design. The development of a design for safety process for naval ships should
be capable of reflecting the nature of the military mission. Concurrently, there is
certain fidelity inherent in the process that should be carefully defined. Three cases
to categorize the risk assessment ‘fidelity’ are defined and discussed. These highlight
the dangers of overstating and understating risk. Lastly the challenges of defining
intact and damage stability risk in light of the sensitivity to the state of knowledge
for naval ships are discussed.

Keywords Dynamic stability · Risk management · Formal safety assessment
Design for safety · Goal based standards · Dynamic stability · Static stability
Probabilistic methodology

55.1 Introduction

Themaritimeworld and especially naval engineering has always dealt in the currency
of risk management. Even the origins of the word Risk—Riscum (Greek/Latin) has
a maritime origin, referring to a difficulty or reef to be avoided at sea (Ayyub 2003).
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The defining difference between the commercial and naval world is in the acceptance
and management of risk. In the commercial maritime world risks are to be managed
and balanced against economic goals and increased risk is to be avoided if it results in
reduced safety. While the approach to risk management in the naval maritime world
is the same as in the commercial world, there are times when increase risk acceptance
is doctrine brought on by necessity, and the balance is weighed not against economic
benefit and measures of safety but against policy and strategic objectives. This is the
challenge for naval ship stability where the key is to provide a ship with a robust
stability capability sufficient to survive in an unpredictable environment.

55.2 Definitions

Hazard A phenomenon or ‘event’ of potential harm
Reliability Ability of system or component to fulfill a design function
Consequence Degree of damage or loss due to some ‘failure’ or hazard
Risk Potential of loss associated with exposure to an event

Ri sk � Probabi l i t y × Consequence

Risk is defined in terms of a probability of an ‘event’ or ‘hazard’ and a conse-
quence. The risk assessment is the tool by which all of the anticipated hazards are
assembled and ranked according to their relative risk. The fidelity of the risk assess-
ment is based on the accurate definition of the hazards, rigorous calculation of the
probabilities and correct determination of the consequences at any given point in
time. As the environment changes, so do the hazards and the risks (Papanikolaou
2009; Ayyub 2003).

If done properly the use of risk assessment as a tool can provide a great deal
of insight into inherent weakness associated with a particular design or its oper-
ation (Shaw 2001). But if not done properly, or done in a haphazard manner, the
results can be misleading and actually overlook hazards that may prove fatal. The
term “unintended consequences” has become almost cliché but is really evocative
of an outcome of a process, policy, or system where the risks were not properly or
thoroughly defined.

55.3 Risk Management Processes Applicable to Naval Ship
Safety

Risk management processes can be applied to any aspect of acquisition, design
development or operation. Within the marine industry, several approaches have been
approaches have been developed to address ship safety. These include:



55 Thoughts on Integrating Stability into Risk Based Methods … 929

1. Design for Safety (DFS)
2. Formal Safety Assessment (FSA)
3. Safety Case
4. Goals Based Design

The concept of design for safety is an overarching risk based process which
includes safety as an objective of the design. In broad terms this is characterized as
Risk Based Design and Approval:

Design

• Safety Performance/Mission Capability
• Prediction Tools
• Risk Models
• Optimization

Approval

• Approval Procedures
• Risk Evaluation and Acceptance Criteria
• Framework for Risk Approval

Riskdesign ≤ RiskAcceptable

In principle a formal safety assessment is a decision tool providing a systematic
process for assessing the effectiveness of regulations at the International Maritime
Organization (IMO). The FSA approach is based on five steps:

1. Hazard Identification
2. Assessment of Risk
3. Mitigation Options
4. Cost/Benefit
5. Recommendations (Papanikolaou 2009)

The concept of the formal risk assessment or design for safety approach has been
embraced by IMO in MSC/Circ. 1023 as “Guidelines for Formal Safety Assessment
(FSA) for Use in the Rulemaking Process” (IMO 2002). NATO has followed a
similar course in adopting Goal Based Standards (GBS) as a basis for the “Naval
Ship Code” ANEP-77 (NATO 2010). Goal based standards outlines a process a goal
or ‘safety objective’ is defined through a series of tiers or a framework for verification
through design construction and operation.

In ANEP-77, the goal based standards approach is anchored on five ‘tier’s which
are outlined to be:

• Tier 0—Aim (Philosophies and Principles)
• Tier 1—Goal
• Tier 2—Functional Areas
• Tier 3—Performance Requirements
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• Tier 4—Verification Methods
• Tier 5—Justification

The “Goal Based” approach provides a systematic framework for certification of
a ship to meet the aims of ANEP-77. Performance requirements are defined based
on the Concept of Operations “CONOPS” and verified using appropriate criteria.
Although the Goal Based approach contained in ANEP-77 provides for implemen-
tation of FSA approaches, it is not the same as an overarching “Design for Safety”
approach in that ANEP-77 allows a Naval Administration to apply describes FSA in
the Tier 4 verification of specific performance requirements associated with defined
functional areas. Prescriptive standards can still be used to verify the ‘goals’ (NATO
2010).

55.4 Integrating Stability into Risk Management Process

The integration of Naval Ship stability into a risk based process requires the ability
to articulate a risk based on a probability and a hazard. This can include a wide range
of tools which can encompass many levels of technical maturity. For stability these
may include heuristics, static design criteria, and model test simulation of a failure
event probability (Alman/NSSWG 2010), see also Chap. 53. Each provides a level
of information as to what the risk might be for a stability failure for a particular ship
design.

The goal based approach in ANEP-77 can be satisfied using existing design crite-
ria, but Tier 4 does provide for inclusion of a FSA process. The FSA process outlined
in ANEP-77 does not provide details as to how the hazards should be formulated,
or the probabilities of failure and risk determined. It is left to the Naval Administra-
tion to establish the acceptable level. Implicit is how an acceptable risk is defined.
Within the Goal Based (GB) approach, it is possible that risk levels will not get truly
balanced across the design, depending on how the FSA is addressed over the func-
tional areas. Consequently, with increasing use of the risk management processes,
it will become increasingly necessary to develop probabilistic metrics for intact and
damage stability.

If an overarching “design for safety” process is to be conducted for a Naval Ship,
it must be applied form the top down, and Across the Tier 3 functional areas of which
stability is one. Hazards must be identified accurately and completely.

A set of safety goals driven by design considerations for a commercial ship has
been outlined as follows:

• No Accidents leading to total ship loss
• No loss of human life related to accidents
• Minimal environmental impact from Operation
• Minimal environmental impact from accident
• Vessel to remain afloat and upright in all loading conditions
• Vessel to remain afloat in case of water ingress and flooding
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• Ship structure to withstand all foreseeable loads
• High passenger comfort (motions) (Papanikolaou 2009)

Similar safety objectives could be developed for major naval combatant but with
considerations recognizing the nature of the hazards.

• Operations

– No Accidents leading to total ship loss
– No loss of human life due to ship related accidents
– Minimal environmental impact in operation
– Minimal environmental impact from accident
– Vessel to remain afloat and upright withinNA limits in all operational conditions
including extreme seaways environments

– Vessel to remain afloat and upright in case of flooding due to accident
– Maintain structural integrity over lifetime

• Battle Damage

– Vessel to remain afloat and upright in case of battle damage
– Residual Structural Strength after battle damage
– Other considerations.

55.5 The Challenge of the Naval Ship Environment

Past experience is a powerful tool to facilitate the process of hazard identification,
but over reliance on past experience and historical data may be misleading if the
knowledge base is derived from experience gained from a class of ships or operating
environment that is not reflective of the new design. This paradigm is captured in
the cliché of “designing for the last war” in which the design of a weapons system is
based on missions and hazards and doctrine from the last war (comfort zone of the
experts) the result being that the weapons system may be unsuitable for the required
missions of the next war in which it is actually fielded. Generally engineers like to
focus on known data and feel uncomfortable when speculating on the unknowns
(Ayyub 2003).

Dealing with ignorance of the future is a critical aspect of the naval risk manage-
ment process. Although risk is always minimized as much as possible there are times
in the Naval Environment when risk avoidance is not a ‘constant’ and in fact at times
risk ‘acceptance’ may be doctrine. In other words in the naval environment safety
may not always be paramount and may sometimes be supplanted by overarching
tactical or strategic goals.

The decision by ADM Halsey to sail through the 1944 Pacific Typhoon rather
than accept delay caused by weather routing is an example of the perceived strategic
necessity overtaking strict adherence to safety (Alman et al. 1999). Rather than
viewing heavy weather as a hazard to be avoided, in the Pacific theater of operations
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during World War II, storm fronts were sometimes deliberately used as coverage to
obscure fleet maneuvers in advance of attack or as a means to provide a haven during
a withdrawal (Orville CAPT USN 1945).

The merchant marine was also impacted. On August 9, 1941, President Roosevelt
unilaterally suspended the International Load Line Convention, due to “changing
circumstances created by the war in Europe” (Whiteman 1970). While it is not
known what impact suspension of the Convention might have had on ship safety,
in theory it would be possible to load to deeper drafts if needed without violating
international law. Transportation of supplies and equipment across the Atlantic to
support the allies in Europe was absolutely vital. The greatest risk to safety faced by
the allied merchant marine at that time came from enemy action. During the Battle
of the Atlantic 1939–1945, approximately 2177 ships were lost along with 30,132
personnel (Horodysky 2007).

Nothing embodies risk acceptance better than two quotes from John Paul Jones:

“I wish to have no connection with any ship that does not sail fast; for I intend to go in
harm’s way.”

“It seems to be a law of nature, inflexible and inexorable, that those who will not risk cannot
win.” (Morison 1959)

If we deconstruct his statement in terms of a goal based approach, John Paul Jones
doctrine might be expressed as follows:

• Tier 0 Aim—“Win”
• Tier 1 Goals—A ship to “Get into Harm’s Way”
• Tier 2 Functional Requirements -

Speed
– Tier 3 Performance Requirement – Faster than the enemy

Armament
– Tier 3 Performance Requirement – Superior fighting capability

All other functional requirements as necessary to support Tiers 0 and 1.
Note; he did not say the following:

I want to have no connection with any ship that is not safe for I intend to keep out of harm’s
way.

Although we live in a complex modern world, is it unreasonable to think that his
doctrine will still be paramount during wartime? If so, finding the right balance of
safety and capability is the challenge faced by the naval ship community.

In this context risk management or Risk Based Design can eventually help to pro-
vide the tools to follow an equitable process but must acknowledge the complexity
of conflicting requirements and should be based on a very clear and realistic under-
standing of the nature of risk acceptance in the naval community. There are times
when mission requirements may force increased risk acceptance and consideration
of hazards that were not planned for. In this context lies the challenge of defining
the hazard environment for a naval ship. The hazards are changing with time over
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Fig. 55.1 Variable risk
acceptance

the life of a ship and are frequently unpredictable. This is especially true when ships
have projected service lives of perhaps 40–50 years. The ship designer may be com-
pletely ignorant of how missions and threats will evolve in the future. (Cavas 2011)
This can perhaps be illustrated as a Venn diagram depicting Commercial shipping
and Naval Shipping Hazards. Generally both have an overlap or set intersection of
common hazards, but there may be times when there is a necessity for increased risk
acceptance brought on by new hazards and an increased willingness to acknowledge
the possibility of loss so that the hazard space for a naval ship increases as illustrated
in Fig. 55.1.

55.6 Naval Ship Hazard Space

If we allow that naval ships have a unique set of changing hazards resulting from
doctrine, mission or wartime employment; it is also true that there is a subset that is
the same for all ships whether naval or commercial. The total naval ship hazard space
can be thought of as those hazards which are common to all ships plus those hazards
which reflect the unique military nature of the ship mission as shown in Fig. 55.2.
Some common hazards are outlined in Fig. 55.3.

The hazard space can be further refined by looking at an existing ship class with
similarmission capability.Butwhile this can help to further refinement of the hazards,
it may not be sufficient to adequately address the entire hazard space. At this point
it may be necessary to do scenario development and some amount of crystal ball
gazing. All this though ultimately means that there is an “ideal” set of hazards that
can be imagined with a degree of realism or fidelity, and then there is the actual
set of hazards, which include those things that cannot be envisioned. The goal is to
minimize the later.
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Fig. 55.2 Effect of increased risk acceptance on hazard space

Fig. 55.3 Example common
hazards for commercial and
naval ships

The principle safety elements outlined in the Design Data Sheet (DDS)-079 are
an articulation of basic naval ship stability hazards.

Principal Safety Elements in DDS-079 Criteria

Intact Ship

• Beam Winds Combined With Rolling
• Lifting of Heavy Weights
• Crowding of Passengers to One Side
• High Speed Turning
• Topside Icing
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Damaged Ship

• Stranding Involving Moderate Flooding
• Bow Collision
• Battle Damage Involving Extensive Flooding

Flooded Ship

• Beam Winds Combined With Rolling
• Progressive Flooding

55.7 The “Unknown” Risk: Assessment Fidelity

“Risk is a characteristic of an uncertain future and is neither characteristic of the
present nor the past” (Ayyub 2003). The risk assessment can be thought of as an
approximation or simulation of the true ship risk that exists in the real world. This
concept has been characterized as the state Knowledge and Ignorance. At any snap-
shot in time there is a state of knowledge about a complex system that is a measure of
truth and fallacy or ignorance. Some hazards, characteristics of performance, prob-
abilities, and consequences we may know as truth from experience. Others we may
mistakenly believe as significant or not; still others we may be completely igno-
rant and unaware because we have limited or no experience (Ayyub 2003). The
degree to which the risk assessment approaches truth can be thought of as ‘fidelity.’
The fidelity of a risk assessment might be thought of as a characterization of how
thoroughly the hazards are identified, the probabilities are calculated and the conse-
quences understood. It is not be possible to ever achieve 100% fidelity. This would
mean that every hazard has been identified, every probability exactly calculated and
every consequence completely defined. There are going to be unknowns even in the
most thorough process.

Hazards
How well is the system understood? How complex are the systems? Is this a con-
ventional ship? Novel ships may not have much experience base. Areas of operation
and potential environment. Is there an experience base to draw on?
Probabilities
All sorts of calculations or estimates can be made to develop a probability. What is
the fidelity of the prediction or simulation tool? Is the event being modeled properly
and with sufficient accuracy? “They couldn’t hit an elephant at this distance…”1

(McMahan 1884).

1Last words of General Sedgwick, USA,—Spoken after rebuking his subordinates for taking cover,
shortly before being killed by Confederate sharpshooter at Spotsylvania Courthouse. One could
say he incorrectly assessed his probability of being hit as nil; perhaps the result of ignorance of the
sharpshooter’s true likelihood of hitting the target. Other “experts” around had disagreed and took
steps to mitigate the risk—which the General adamantly felt were unnecessary. Unfortunately he
couldn’t revise his estimate later.
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Consequences
Is the severity correctly understood? Have undesirable events been adequately devel-
oped and by the right people?

For a formal safety assessment for a naval ship, each of these questions must be
addressed across systems so that the final risks can be properly ranked. If not properly
ranked, the resources may not get applied to the highest risk. In this context, a great
challenge for stability is the development of a correct representation of hazards
and associated probabilities as well as a realistic portrayal of the cost/benefit of
mitigations. A great deal of work has been done to look at probability of damage from
collision, ramming and groundings and the characterization of extent and penetration
for flooding.However, if the impact of seawaydynamics is to be considered in damage
stability the stochastic nature of the environment and motions must be appropriately
modeled to attain a realistic fidelity. The stability community is just starting to address
flooding dynamics and intact dynamic stability.

In MSC/Circ. 1023 “Guidelines for Formal Safety Assessment,” The Interna-
tional Maritime Organization advocates a screening approach based on the progres-
sive employment of more refined tools and increased detail as a means to scope the
requirements for the risk assessment. This is an important step as is similar to the
approach advocated by the Alman/NSSWG (2010), see also Chap. 53 for assess-
ing dynamic stability tool fidelity in an iterative process evolving through a team
collaborative process as shown in Fig. 55.4.

Notional Tool Fidelity
Assessment  

Metrics must be 
assigned to 
effectiveness and 
cost for each 
method under 
evaluation

Fig. 55.4 Notional tool fidelity
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55.8 Risk Fidelity: Case I, Case II, Case III

One way to think of the maturity of the process is as a ‘fidelity’ meaning how closely
the risk model represents the real life risks of the ship. This is a challenging prospect
in the application of risk assessment to naval ship design due to the vast complexity
of the systems. Of course in development of a FSA process one always assumes
that the process yields results of realistic fidelity. When critical decisions weighing
the balance between capability, performance and safety are being made, how do we
know this is true?Certainly this applies to the statisticalmethodology used to estimate
probabilities, but it also affects the definition of hazards as well as the consequences.
The effect of risk fidelity is shown in Fig. 55.5. In this case there is a region in which
the risk model and actual risks coincide.

It is possible to define the potential outcomes of a risk assessment in terms of
cases. In this context there are three possible cases for defining the fidelity of the
model:

• Case I: The risk model predicts the real risks accurately

– Hazards are correctly envisioned and
– Consequences are correctly understood and
– Probabilities are correctly modeled

• Case II: The risk model over predicts actual risks

– Hazards are mistakenly defined and/or
– Consequences are over estimated and/or
– Probabilities modeled are too high for the hazard

Fig. 55.5 Risk assessment fidelity
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Fig. 55.6 Risk assessment
team process

• Case III: Risk model under predicts actual risks

– Hazards are not identified or are minimized and/or
– Consequences are not identified or are minimized and/or
– Probabilities modeled are under estimated

We would like to think that the process is confined to Case I, but clearly there
are always varying degrees of all three cases present. Additionally, personalities and
institutional pressure may weigh into leaning to Case II or Case III results. Clearly
the challenge is to develop Case I, minimize Case II and avoid Case III altogether.

For example, for intact dynamic stability the risk estimate canbegreatly influenced
by the probabilistic model used, the technical tool used to develop events, and the
environmental model which defines the exposure. These are subject to technological
maturity, and expert opinion. A risk assessment team process could be as shown in
the Fig. 55.6 (Alman/NSSWG 2010).

If there is a great deal of experience with a specific ship design or class, the
associated hazards for the most part might be pretty well understood by those with
experience. Consequently it ismore likelywith a conventional hull form fall intoCase
I. However, for a naval vessel with novel design characteristics, new technologies,
uniquemissions, the need to use a formal safety assessment as a tool becomes greater.
At the same time, the likelihood of a Case II and Case III fidelity occurring during
the process also increases. It may be possible to employ strategies to attempt to head
off Case II and Case III from dominating results.

These could include:

• Identification of Scenarios to explore possible failure events
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Fig. 55.7 Technological
maturity effectiveness and
cost

• Evaluation against a baseline design
• Examining Factors of Safety in Criteria

Figure 55.7 provides an example case showing how a team might assess techno-
logical maturity to address Case II and Case III.

55.9 Leveraging Experience

The application of a formal safety assessment for a naval ship design could follow
an iterative or screening process as a means to leverage experience. The use of a
screening process can allow informed judgment to be the basis for deciding where
in the assessment it is necessary to increase risk fidelity in critical areas (IMO 2002).
Three basic design categories can be identified. These are equally applicable to naval
ship design (Papanikolaou 2009):

1. Partial risk-based design using safety equivalence of one function
2. Partial risk based design using safety equivalence and safety balance addressing

several functions
3. Complete risk based design

In development towards a complete risk based design itmay be possible to develop
similar approaches as a stepping stone or tuning process for a novel or alternative
design using techniques such as benchmarking or design enhancement.

Benchmarking—Conduct a risk assessment on a benchmark design and the new
design as an overarching total system process. Establish a relative risk of system
areas based on prior knowledge of the performance of a similar system with a safe
history. This would require an assessment of risk for a benchmark ship. The new
design then follows an equivalent Risk Assessment process and uses the benchmark
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Equivalency using ‘Parallel’ 
Process on Known Benchmark

New Design

Mission 
Assessment

Total Hazard ID 
New Design

Total Hazard ID 
Benchmark

Core/Common 
Hazard 

Identification

Unique Hazard 
Identification
New Design

Unique Hazard 
Identification 
Benchmark

Select Benchmark
Similar Ship

Risk Assessment
New Design

Risk Assessment
Benchmark

Existing Naval 
Ship

Relative Risk
Comparison

Fig. 55.8 Risk assessment benchmark process

Fig. 55.9 Design
enhancement for safety Design Enhancement for Safety

Ship Design Case

Design for Safety
Existing Prescriptive 

Design Process
-Establish Baseline
-Known Standards
-Known Processes

FSA Analysis
-Hazard Definition
(Common/Unique)
-Risk Assessment

Use Mitigations
to Enhance Design

Develop Mitigations
Design/Operational

Final Design

Define Safety
Gaps

risk level as a target. Figure 55.8 process an example flow diagram to illustrate how
this process might look.

Safety Design Enhancement—Conduct a risk assessment a new design which
complies with existing criteria. Use the results to identify specific system design
weaknesses that should be enhanced. A flow diagram for this might look as in
Fig. 55.9.
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55.10 Stability—Integrating Dynamic Stability
into Acquisition Discussion

Successful integration of stability into an FSA process requires the ability to charac-
terize a risk. It may be a risk associated with maintaining naval architecture limits,
and managing mass properties during design and service life (Tellet 2011). The risk
can be qualitative as in a probability of a stability failure, or it can start as a subjec-
tive process based on heuristics associated with a particular hull form. The process
might start with assembling a ‘tool’ kit defining available resources for developing
measures of risk (Alman/NSSWG 2010), see also Chap. 53.

An iterative process to allow ‘screening’ should be used to identify areas of con-
cern early on and allow employment of focused resources.

A multi tiered approach to identify dynamic stability hazards in heavy weather
might follow an approach as shown in Figs. 55.10 and 55.11 (Belenky et al. 2008;
Alman/NSSWG 2010), see also Chap. 53.

Since a stability failure could be a catastrophic event resulting in loss of ship and/or
life, the goal within the risk assessment process should be focused on attaining Case
I fidelity. Also important to stability is the ability to address what might be unknown
about the performance or operation of the design. If we consider that Case III (failure
to recognize or under predict risk) can in part be attributed to lack of knowledge,
then this is an important task in the process.

Intact Stability Example: Heavy Weather
Hazard Identification
Multi-Tiered Approach

Stability Failure
Mode

Early Stage Design 
Criteria
Level 1

Existing 
Standard

Ship 
Design

Pass

Fail
Early Stage 

Design Criteria
Level 1

Pass

Fail

Existing 
Standard

Direct Assessment or
Level 3

For each mode

Dynamic stability hazards or modes of intact stability 
failures may include (but not limited to) pure loss of 
stability, broaching parametric roll, wind gust

Fig. 55.10 Heavy weather hazard identification
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Dynamic Stability Risk Assessment 
Process

1. Assemble a Risk Team

2. Identify Tools

3. Assess Fidelity/Cost

4. Assess Risk

5. Identify Mitigations

6. Reassess Risk

7. Iterate

Fig. 55.11 Dynamic stability risk assessment process

55.11 Dealing with the “Unknown” in Stability

As discussed earlier, one of the chief difficulties faced in applying risk assessment
processes to naval ships is addressing the unknown. It may be a prudent exercise as
part of a stability risk assessment to include an assessment of potential ‘unknowns’
about vessel performance, operational environment, and mission requirements that
might significantly change the risks or hazards. It may be a useful exercise with any
new design to try to characterize the state of knowledge about the design, hull form
characteristics, CONOPs, environment, special geographic areas of operation.

Categorization of the “knowns” and “unknowns” for the stability system and
larger ship system as a whole may provide valuable information. A series of ‘what
if” exercises using a team of experts to define potential scenarios could be drawn
together, collated and evaluated by the risk assessment team (Alman et al. 1999)
. Methodologies such as development of Bayesian networks can also be used as
a tool to help define the probabilistic relationship between uncertain or unknown
actions or decisions (Ayyub 2003). A detailed discussion of the use of such a process
is presented in Papanikolaou (2009). Known “facts” about the hazards and risks
for a specific design such as operational doctrine, mission, environment etc could
be categorized and ranked against the “unknowns.” This process could include an
evaluation of “Tool” fidelity, criteria etc. A notional ranking is shown in Fig. 55.12.

Information such as this can be used subjectively to “adjust” the risk during the
screening process to aid in defining critical areas for further risk development. The
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Hull Form A

Notional Unknown Evaluation
for Risk Estimation

Ranking Known Unknown

1 Limited High
2 Medium Moderate - High
3 High Moderate- Low
4 Very High Low

Fig. 55.12 Tabulation of “Knowns” and Unknowns”

Hazard: Dynamic Stability Failure
Likelihood

Severity Unlikely          Seldom              Occasionally     Likely       Frequent

A. Catastrophic

B. Critical

C. Serious

D. Moderate

E. Marginal

Effect of Risk 
Sensi vity

Fig. 55.13 Notional dynamic stability risk sensitivity

goal is to progressively increase the ‘Known” domain while continuously decreasing
the “Unknown” domain.

Risk sensitivity could be developed based on changing requirements, ‘what if”
exercises, scenarios as an aid to judge the robustness of a new design. This may
be useful in highlighting potential design weaknesses arising from unique stability
failure modes. In Fig. 55.13, the initial risk estimate is displayed as an ‘X’ indicating
in this case a dynamic stability failure risk. The effect of a sensitivity study may
indicate that there is a region which actually may encompass some possible frequent
and catastrophic events. The conditions, assumptions, operational environment etc,
under which those events occurred should be examined in greater detail to determine
if they are really indicative of potential high risk for the design.

55.12 Conclusions

Risk assessment processes can yield valuable information on the safety and capabili-
ties of a design. Themaritime community is developing techniques to incorporate risk
assessment to develop informed safety decisions regarding design, regulations and
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criteria. All have benefits, butmust be applied consistently across systems in develop-
ing risks. A risk assessment process to assess safety for a naval ship should recognize
from the onset that there are significant unknowns associated with risk acceptance
that affect potential hazards and acceptable probability levels. This impacts the “fi-
delity” of the risk assessment. Even so, by acknowledging this, it should be possible
to develop processes that recognize and isolate those unknown factors and improve
or understand the “fidelity” of the risks identified.
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