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Abstract Based on acoustic input to their two ears, humans are able to collect rich
spatial information. To explore their acoustic environment in more detail, they thereby
move their bodies and heads to resolve ambiguities as might appear in static spa-
tial hearing. This process is termed “active listening.” This chapter introduces new
research regarding two specific aspects of active listening, namely, (i), facilitation
of sound localization in the median plane and, (ii), augmentation of the discrimi-
nation angle for frontal auditory object. As active listening affects spatial hearing
significantly, the design of systems for spatial-sound presentation requires substan-
tial expertise in this field. In this context, a dynamic binaural display was developed
that supports active listening. The display was applied to edutainment applications
such as training the spatial-perception competence of visually impaired persons. Two
examples were specifically investigated for this purpose, namely, a maze game and an
action game. The former facilitates players’ ability to draw cognitive maps. The latter
improves the sound-localization performance of players, their eye-contact frequency
during conversation, and their ability to avoid approaching objects. Results suggest
that binaural displays that support active listening are indeed capable of enhancing
listener experience in reproduced and virtual auditory scenes.
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1 Introduction

We humans are active creatures. It is therefore quite natural for us to explore envi-
ronments by moving through them to collect accurate spatial information. These
inherent movements are also true for spatial hearing (Blauert 1997). The process is
not restricted to audition, but may include crossmodal cues, such as from the vestibu-
lar system. The process of gathering auditory information during exploratory head
and body movements is known as “active listening” (Suzuki et al. 2012). Numer-
ous studies show that active listening facilitates auditory spatial perception. Wallach
(1939) demonstrated that these movements provide cues for elevation-angle assess-
ment. Also, Thurlow and Runge (1967) showed that among horizontal head turning,
nodding, and pivoting, horizontal head turning is critical for proper sound-source
localization. Similar findings were obtained in virtual auditory spaces. For instance,
Kawaura et al. (1989, 1991) examined sound localization of a virtual sound source,
spatialized at a distance of 1.5m from the center of listener’s heads by convolving
acoustic signals with head-related impulse responses (HRIRs), the time domain rep-
resentation of head-related transfer functions (HRTFs). They reported that front-back
and distance judgments were markedly improved when horizontal head rotations
were properly reflected in the binaural signals. Indeed, numerous reports describe the
facilitation of sound localization by head movement—see Perrett and Noble (1997),
Iwaya et al. (2003), Toshima and Aoki (2009), Brimijoin et al. (2013). Furthermore,
active listening facilitates affective cognition (Iwaya et al. 2011). The latter authors
demonstrated that head rotation enhances the sense of presence of listeners in virtual
auditory spaces.

Moreover, in the last decade, a few studies have shown that sound-image-
localization accuracy is reduced by head movement. For example, Cooper et al.
(2008) presented a test sound while listeners were rotating their heads. Results
showed reduction of sound-localization accuracy for sound stimuli presented during
head rotation, compared with that of a static condition. Leung et al. (2008) examined
auditory spatial perception during rapid head motion and reported that the perceived
auditory space was compressed. Honda et al. (2016) measured movement detection
for a virtual sound source during listener’s horizontal head rotation. Results showed
that detection thresholds were higher (i.e. worse) when listeners rotated their heads.
These results urge us to further investigate the active-listening process to draw a
more complete picture.

Either way, since humans must take advantage of active listening to appropriately
understand sound environments, knowledge of active listening is relevant and indis-
pensable for optimal and effective design of three-dimensional (3D) sound-rendering
systems. In this context, the authors are particularly interested in so-called binau-
ral displays. These displays are a type of 3D auditory displays that render auditory
spaces by controlling the sound signals directly at the ears of the listeners. Thereby
it is important to consider the listeners’ movements in order to deliver appropriate
signals to the two ears. This requires taking into account the actual listener posi-
tions with respect to the sound sources. This head-related rendering of sound signals
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is in contrast to other types of 3D auditory displays, such as wave-field synthesis
(WFES) (Berkhout et al. 1993), boundary-surface control (BoscC), (Ise 1997; Enomoto
and Ise 2005), and high-order Ambisonics (HOA) (Poletti 2005), for which listeners’
rotational and translational movements both are naturally reflected to their ear inputs
if they remain inside the listening zone.

Following the notion of head-related sound-field rendering, a middleware module
for binaural display, called Simulation Environment for 3D Audio Software (SiFASO)
(Iwayaetal. 2005, 2011) was developed in the authors’ laboratory. With SiFASo, edu-
tainment' applications have been built for the purpose of training spatial-perception
competence, particularly that of visually impaired people (Honda et al. 2007, 2009,
2013; Ohuchi et al. 2006).

Binaural displays are generally applicable to virtual reality applications as assis-
tive technology. Specifically, for visually impaired persons they are of relevance for
enhancing the quality of life—compare (Afonso et al. 2005; Iwaya et al. 2009; Pic-
inali et al. 2014; Seki et al. 2011; Seki 2016). Experiments in which the effect of
the SiFASo system was assessed reveal promising potential of binaural displays to
improve spatial perception and to take advantage of some transfer effects that are
useful in daily life.

2 Head Turning and Sound-Source Localization
in the Median Plane

Many studies, including those described in this chapter, indicate that head movements
facilitate sound localization, including front-back discrimination. One of these stud-
ies used a robot, the TeleHead (Toshima et al. 2003). “TeleHead” is an avatar robot
that follows the head movements of a human in the following way. A listener in
a location different from that of the robot listens to sound signals delivered from
two microphones on the robot at ear positions. Listening with TeleHead improves
horizontal-plane sound localization (Toshima and Aoki 2009). However, head turn-
ing improves sound localization in the median plane as well (Perrett and Noble
1997). Previous studies with the robot (Suzuki et al. 2012) revealed that it facilitates
median-plane sound localization even if the rotation angles of the robot are smaller
than those of human listeners.

However, it has not yet been clarified how horizontal head rotation of human
listeners should be reflected to generate virtual auditory space by means of binau-
ral displays. To clarify this issue, the effects of horizontal head rotation on sound
localization were studied by the authors in greater detail. In this context the effects
of horizontal rotation of the robot were investigated, whereby the turning was either
in phase or in anti-phase compared to the turning of the human listener.

! A portmanteau word composed from “education” and “entertainment”.
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2.1 Experimental Procedure

Three young male adults with normal hearing participated as listeners. They were
all well trained for sound-localization experiments.

The robot used was the same as that used by Suzuki et al. (2012), namely, a
simplified TeleHead that follows only horizontal head turns.> This simplification
was applied because horizontal head rotation (head turning) plays by far the most
important role among the three possible rotational head movements (Thurlow and
Runge 1967). A head simulator (dummy head) cast after each listeners’ own head was
set atop the robot. The dummy head can follow head turning up to 200%s. The average
system latency during operation was about 50 ms. This is slightly shorter than the
detection threshold in binaural displays, and much shorter than the acceptable limit
in listening tests (Yairi et al. 2007, 2008b).

Figure 1 shows a schema of the experimental setup. The TeleHead was positioned
in an anechoic chamber at the center of a circular loudspeaker array set-up in the
median plane. The distance between the center of the set-up and the surface of
the loudspeakers was 1.5m. The sound stimulus was a pink noise of 10s duration
including 6 ms rise and decay times using a raised cosine function, and was pre-
sented through one of the 16 loudspeakers in the median plane. The loudspeaker
array was arranged with an elevation of —60° in front, climbing up to the zenith
(elevation of 90°), and continuing to —60° in the rear, with 20° separation between
the loudspeakers. Sound signals received at the TeleHead’s two ears were reproduced
by headphones (Sennheiser HDA-200) in real-time. The listeners were seated in a
soundproof room next to the anechoic chamber. The sound pressure level of the stim-
ulus was set to 70dB for frontal sound incidence. The sound pressure levels were
calibrated with an artificial ear conforming to the IEC 60318-1:2009 (B&K4153)
standard, with an adapter for circumaural earphones specified in the same IEC stan-
dard (B&K DB 0843). The force added to the adapter was set to 8 = 1 N.

The experiment consisted of seven conditions. In one, the robot kept still, with the
virtual sound source in front, that is, the static condition. In the other conditions, the
robot moved in-phase or anti-phase with respect to the remote listener’s horizontal
head rotation. The amount of head turning of the robot with respect to the listener’s
head rotation was modified. The rotation ratio was selected among +0.05, 0.1, and
+1.0. Here, plus and minus signs respectively mean in-phase and anti-phase rotation
in relation to that of the remote listener. Listeners were asked to move their heads
freely, at least once during each trial, and to identify the loudspeaker direction from
the 16 alternatives. The number of repetitions was five, and the total number of trials
for each condition was 80 (16 directions x 5 repetitions each).

2This simplified version is based on TeleHead’s fourth version (Hirahara et al. 2011).
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Fig. 1 Median-plane-localization setup with TeleHead

2.2 Results and Consideration

Figures 2, 3, and 4, respectively, show the localized direction as a function of physical
direction in static, in-phase, and anti-phase conditions. Figure 5 shows the front-back
error rate as a function of the rotation ratio for three in-phase and three anti-phase
conditions compared with the static condition. Two one-way analyses of variance
(ANOVA) were applied. However, Mauchly’s sphericity tests indicated that both
data shown in Fig. 5a, b exhibited significant departures from sphericity (p < 0.01).
Therefore, the Greenhouse—Geisser correction factor was applied to the degrees of
freedom of the ANOVA analysis. Results for in-phase rotation indicate that the effect
of the rotation ratio is statistically significant (F(1.42,2.85) = 18.03, p < 0.05).
Multiple comparisons (Tukey’s HSD, p < 0.05) indicate significant differences
between the static and +0.1, static and +1.0, and +0.05 and +1.0 conditions. Results
for anti-phase rotation indicate no significant effect (£ (1.56, 3.13) = 3.20, n.s.).
Figure2 shows that frequent front-back errors occurred in the static condition
where TeleHead did not respond to the listener’s head rotation. In contrast, Fig.3
shows that front-back confusions were suppressed when the robot rotated in-phase
to listeners’ rotation, irrespective of the rotation ratio. The results of ANOVA confirm
that the suppression is significant, not only when the ratio of TeleHead’s rotation is
100%, but also when it is 10% of the listener’s head rotation. Although the multiple
comparison does not show any significant difference between the static and +0.05
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Fig. 3 Relationship between presented and localized elevation angles when TeleHead rotates in-

phase

conditions, the differences in correlation coefficients between the static condition
and those of the +0.05, +0.10, and +1.0 conditions are all statistically significant
(ps < 0.001). This signifies that the in-phase feedback to the listeners results in
significantly “sharper” distributions, which may imply fewer localization errors,
including front-back confusions, even when the ratio is +0.05.

These results mean that an avatar robot can provide effective dynamic sound-
localization cues when it rotates in-phase with the listener’s rotation, even with head
turnings of the robot are as low as 5% that of the active listener.
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Fig. 5 Front-back error rates as a function of rotation ratio

It is noteworthy that all listeners reported that the dynamic control to reflect head
rotation was unnoticeable when the ratio of the in-phase rotation was less than or
equal to 10%, while they noticed the dynamic control when the ratio was 100%.
Hirahara et al. (2013) showed similar results for horizontal sound localization in an
experiment also using TeleHead. These results suggest that head movements can be
implicitly utilized to stabilize sound localization, and that the direction of rotation is
important, not just the head rotation itself.

Figure4 shows that perceived elevation angles hardly correlate with physical
sound-source direction when the rotation ratio is —1.0 (Fig. 4c). Anti-phase rotation
with a ratio of 1.0 provides reversal dynamic cues in terms of front-back confu-
sion. In fact, all three listeners reported that they often experienced such reversals,
resulting in small correlation of perceived and physical directions. In contrast, local-
ization seems hardly affected by anti-phase rotation with rotation ratios of —0.05
and —0.1 (Fig.4a, b). This may result in robustness against unusual disturbances of
static spectral cues in median-plane localization. The results of this study confirm
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that horizontal rotation of the heads of listeners provides dynamic cues for proper
elevation-angle localization. This suggests that this kind of rotation should be taken
into account in when designing high-definition dynamic binaural displays.

3 Localization Accuracy of the Subjective-Straight-Ahead
During Active Head Rotation

In most of the studies that show facilitation of sound localization by listener move-
ments, listeners were asked to estimate over-all sound image positions after presen-
tation of sounds and listener movements had ended. However, localization accu-
racy can be defined as a measure of the deviation of the position of a perceived
auditory object from the physical position of the respective sound source. Follow-
ing this notion, there have been a few studies that observed deteriorated sound-
localization accuracy during listeners’ head rotations when dealing with real sound
sources (Cooper et al. 2008; Leung et al. 2008) as well as virtual sound sources as
rendered by a binaural display (Honda et al. 2016).

There is obviously a need for more knowledge regarding sound-localization
accuracy during listener motion. Thus, sound-localization accuracy regarding the
subjective-straight-ahead was investigated in the horizontal plane precisely at the
moment when listeners actively rotated their heads. The findings were compared
with the static case (static condition).

3.1 Auditory Subjective-Straight-Ahead in Static Condition

In the static condition, the listeners were sitting still on a chair, but their heads were
not mechanically fixed.

Experimental Procedures

Eight males and one female with normal hearing (22—40years of age) participated.
The sound stimuli consisted of 1/3-octave-noise bursts ( f. = 1kHz, SPL: 65dB when
presented continuously) of 15, 30, 80, 150, and 300 ms, including 5-ms rise and decay
times. An arc array of 35 loudspeakers arranged with 2.5° separation at a distance
of 1.1 m from the listener (see Fig.6) was set up. A sound stimulus was presented
from one of seven loudspeakers located within £7.5°. An LED was mounted on the
loudspeaker at 0°. For each trial, the LED lit first for 1s, and then a sound stimulus
followed. The experiment was conducted in an anechoic chamber which was kept
dark during sessions, so that loudspeaker positions were not visible. Listeners were
asked to judge whether a test stimulus was located to left or right of their subjective
straight ahead exactly at the time of presentation (two-alternative forced choice).
The method of constant stimuli was used, and the number of repetitions for each
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Fig. 6 Experimental setup

direction was 20. Thus, the total number of trials was 700 (5 durations x 7 directions
x 20 repetitions).

Results

The cumulative normal distribution function was fitted to the ratios of the right-of-
subjective-straight-ahead judgments as a function of stimulus direction for determin-
ing the point of subjective-straight-ahead (PSSA), and its just-noticeable difference
(JND). Here, PssA is the direction of the subjective-straight-ahead relative to the
physical front.

The PSsA and its JND were respectively estimated as the mean and 0.675 0 of
the fitted cumulative normal distribution function. Figure 7a, b respectively show
PssAs and JNDs as a function of the stimulus duration. One-way analysis of variance
(ANOVA) indicates no significant difference for the direction, while the effect of the
duration on JNDs are significant (F (4, 32) = 5.29, p < 0.05). Multiple comparisons
(Tukey’s HsD test, p < 0.05) indicate significant differences between 15 and 150 ms,
and between 15 and 300 ms.

3The value of 0.675 corresponds to the z score where the cumulative normal distribution reaches
0.75, meaning an estimated correct answer rate of 75%.
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3.2 Auditory Subjective-Straight-Ahead During Active Head
Rotation

Sound-localization accuracy of the subjective-straight-ahead in the horizontal plane
was determined with listeners sitting on a chair rotating their heads by themselves,
both slowly and rapidly—that is, in active slow and active fast conditions.

Experimental Procedures

Eight of the previously tested nine listeners (seven males and one female) participated
in this experiment. Examining the results of the static condition (Fig. 7), the duration
of sound stimuli was set to 30ms. This was determined because 15ms seemed to
be too short, since the JND is significantly larger for the short duration than for the
longer one. However, the length should be as short as possible to minimize directional
deviation during stimulus presentation. Otherwise, the experimental setup was the
same as used for the static condition. Also, the method of constant stimuli was used
as well. However, the method of stimulus presentation was modified to match the
listeners’ rotations as follows. For each trial, a guiding sound was presented from
a loudspeaker located at either —45 or +45° for 100ms to indicate the direction
towards which the listener should rotate the head. Listeners were instructed to rotate
their heads either quickly or slowly toward the direction of the guidance sound. The
actual speed of rotation was observed with a motion sensors on the listeners’ heads
(Polhemus, Fastrak). A sound stimulus was presented when the listeners rotated their
head by at least 15°. For clockwise or counterclockwise rotation, the stimulus was
presented via one out of of 13 loudspeakers ranging from 0 to 430 or —30°. The
total number of trials was 520 (2 rotational directions x 13 stimulus directions x
20 repetitions each).
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Fig.7 Direction and JND of subjective-straight-ahead as a function of sound duration for the static
condition
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Results

The means, m, and standard deviations, o, for “slow” and “fast” head rotation speeds
are m = 12.2, 0 = 4.0%s and m = 166.9, o = 69.5 /s, respectively. Paired z-test
shows a significant difference between the two conditions (¢ (7) = 6.07, p < 0.01).
This shows that the listeners could well control the two speeds. In the calculation
of the PSSA and its JND, the data for clockwise and counterclockwise rotations were
pooled by treating the sign of the direction toward rotation as positive, considering
the symmetry of the experimental scheme.

Figure 8 depicts the PSSAs and their JNDs for the active fast and slow condi-
tions, along with the results for the eight participants in the static condition. One-
way ANOVA indicates no significance for PSSA. Alternatively, the effect of JND was
significant (F (2, 14) = 19.80, p < 0.01). Multiple comparisons (Tukey’s HSD test,
p < 0.05) indicate significant differences between the static condition and the two
conditions with rotation.

3.3 Discussion

Figure 7 shows that auditory JNDs of the subjective-straight-ahead for the static con-
dition are well below 1° when the sound duration is at least 30 ms, and are almost
0.5° when it is 150ms or longer. This value is smaller than the minimum audible
angle (MAA) in front (Mills 1958). While MAA is the difference limen of two sound
images at a certain incident angle, this JND is the detection threshold for the deviation
of a perceived sound object from a reference defined as directly in front. Considering
this difference, the auditory subjective-straight-ahead can be regarded as very stable.

The experimental results plotted in Fig. 8b indicate that the auditory JND of the
subjective-straight-ahead is significantly larger during head rotation than when lis-
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teners are sitting still, irrespective of the rotation speed. Since the stimulus duration
was 30 ms, the head rotated 0.36 and 5.0°, respectively, for the observed mean rotation
speeds of 12 and 167°/s).

The relative drift of the direction of the sound sources, and thus that of the per-
ceived auditory objects, can account for the increase of the JNDs of the fast condition
to some extent, but this is not sufficient to also explain those of the slow condition.
This may imply that the degradation is not only attributable to ambiguities of the
ear-input signals induced by the movement but also to possible change of the binaural
information processing in the brain for static and dynamic binaural inputs. To exam-
ine this possible difference in the mechanism of spatial hearing, further experiments
for lower rotation speeds and with passive rotation should be performed.

The fact that the effects of listener’s movement are not uniform is puzzling. Head
motion often facilitates sound localization but may deteriorate in its accuracy, as
shown here and in Sect.2. A phenomenological explanation might be the difference
in the way localization judgments occur. That is, facilitation seems to occur when
overall sound localization is requested after presentation of sound stimuli and listener
movements have ended, whereas deterioration is observed when instantaneous sound
localization is reported during presentation while the listeners are in the course of
moving. In other words, the former would resolve ambiguity in this ill-posed problem
caused by scarcity of hearing inputs in only two channels (i.e. two ears), while the
latter would stabilize auditory spatial perception during ear-input changes. Thus,
this phenomenon can be compared to saccadic suppression in vision. Moreover,
this phenomenon may be useful to design efficient 3D auditory displays, including
dynamic binaural displays, because fewer computational resources can be assigned
while listeners (or sound sources) are in motion.

4 A Binaural-Display Middleware, SiFASo

4.1 Binaural Displays

A binaural display is an architecture for 3D auditory display that synthesizes or
reproduces the input sound signals at the listeners’ ears. To realize this, sound-source
signals are typically convolved with the impulse responses of the sound propagation
paths from a sound source to listeners’ ears. The frequency domain representation
of the impulse responses of the paths can be expressed as a cascade of HRTFs and
the room transfer functions (RTFs).

Psychoacoustic performance is generally good despite the simple signal process-
ing. Moreover, as described earlier, rendering performance of binaural displays can
be greatly improved by appropriately reflecting listener movements in the ear-input
signals. Following the approach used in head-mounted displays (HMDs), such pro-
cessing is indispensable for high-performance binaural displays to properly support
active listening.
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Since Morimoto and Ando (1980) first realized basic binaural displays digitally,
special hardware such as digital signal processors (DSPs) had been necessary for
many years to implement them (Takane et al. 1997; Blauert et al. 2000; Suzuki
et al. 2002; Iwaya et al. 2002; Begault et al. 2010). However, by the 21st century
it became possible to build simple binaural displays with CPUs of ordinary per-
sonal computers (Savioja et al. 1999; Wenzel et al. 2000; Miller 2001; Lokki and
Jarveldinen 2001; Yairi et al. 2006; Zhang and Xie 2013). In the authors’ laboratory
a high-performance dynamic binaural display supporting active listening as middle-
ware, named SiFASo (Iwaya et al. 2005, 2011), has been developed. Note that so
far binaural displays supporting active listening, including SiFASo, are compatible
with active listening in terms of taking advantage of facilitation by listeners’ move-
ments. Designs of future dynamic binaural displays will certainly leverage current
knowledge such as the suppression of sound-localization accuracy during listener
movements, as discussed in Sect. 3.

4.2 OQutline of SiFASo

SiFASo was developed based on experience with simple but low-latency (i.e. <12 ms)
implementations, including the latency of position sensors (see also Yairi et al. 2000,
2008a). SiFASo can render a 3D auditory space including presentation of multiple
sound sources by convolving source signals with proper individualized head-related
impulse responses (HRIRs). Further, Doppler-effect (Iwaya and Suzuki 2007), 1st-
order reflections, and reverberation processing are implemented. The HRIRs are inter-
polated to achieve smooth head and sound-source movements. Total system latency
of SiFASo is about 30ms, including the head-tracker latency (Iwaya et al. 2011).
Exploiting these advantages, SiFASo realizes stable, precise, and natural positioning
of rendered sound images, even for moving sounds. The class diagram of the main
part of SiFASo is presented in Fig. 9. SiFASo was developed as a dynamic-link library
(DLL), so that it can be easily invoked from various applications. SiFASo runs under
MS Windows on the CPU of a personal computer.

4.3 Edutainment Welfare Applications for the Visually
Impaired

SiFASo was primarily developed for welfare systems to train spatial perception, par-
ticularly for visually impaired people, that is, those who must recognize spaces
without having visual cues at their disposal. They are known to have better spatial
hearing capabilities than sighted people. However, this sensory compensation varies
with the etiology and extent of vision impairment (Paré et al. 1998), and with the
age at which blindness occurs (Gougoux et al. 2004). Therefore, early support to
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Fig. 9 Class diagram of the main part of SiFASo

improve auditory skills is extremely important, especially for people with low vision
or late blindness (Afonso et al. 2005).

Three edutainment applications have been developed with SiFASo in the form
of auditory virtual reality games (Iwaya et al. 2011), based on the experience of
developing a similar but simpler edutainment application with dynamic binaural
display using a DSP (Ohuchi et al. 2005). Itis expected that they will not only be useful
for training purposes but also for improving the quality of life of visually impaired
people, who can scarcely enjoy Tv games. The three edutainment applications, which
are all played only by auditory information, are as follows.

— BBBeat An action-game-type application, where players knock out bees like a
whack-a-mole game by locating their position based on a humming sound.

— Mentalmapper A maze-game-type application with a maze editor. Players nav-
igate mazes rendered by spatial sounds to reach sounding landmarks assigned
within the mazes.

— SoundFormular A racing-game-type application. Players drive vehicles and
compete with a computer-controlled vehicle. Both vehicles and the motor course
are rendered by spatial sounds.

All three applications were very well accepted by pupils of a municipal special-needs
education school for the visually impaired. They found them to be great fun to play.
Sighted pupils enjoyed SoundFormular less than BBBeat and Mentalmapper. The
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courses, as rendered by SoundFormular, may have been too simple to elicit fun for
those who are familiar with commercial driving games, featuring complex courses
and competitors.

5 Cognitive-Map Forming in an Auditory-Maze Game

MentalMapper, an auditory-maze game (see above), was specifically developed for
training and evaluating the performance of visually impaired people regarding for-
mation of environmental cognitive maps. This section provides an outline of the
game and reviews experimental results collected with it (Ohuchi et al. 2006).

5.1 Outline of the MentalMapper

The MentalMapper consists of two subsystems, namely, a maze editor and an auditory
maze navigator. With the editor, mazes are drawn by connecting 1-m cube cells.*
For each cell, eight types of different absorption coefficients can be specified for
walls, ceiling, and floor (e.g., concrete, wood, fully absorptive, and solid). Acoustic
landmarks can be assigned to specified cells. These landmarks involve animal cries
and environmental sounds from cars, railway crossings, etc.

With the navigator, users navigate through mazes rendered with virtual spatial
sound. Navigation is performed with a game controller to move forward or back-
ward (Fig. 10). Alternatively, users employ body rotation to turn. Further, verbal
confirmations are given after each movement, such as “You have faced north.” Users
hear footsteps when they move one cell forward or backward. Direct sounds and
Ist-order reflections are rendered. Both auditory and tactile (vibrational) feedback
are given when a user accidentally hits a wall.

5.2 Experiment 1: Evaluation of Cognitive Maps Formed via
Tactile Maps

This experiment aims at examining the MentalMapper as an assistive technology
for the formation of cognitive maps. Participants produce tactile maps after having
navigated through virtual auditory sound mazes.

“This dimension was determined by technical limitations of SiFASo.
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Fig. 10 Navigating a maze
rendered with virtual spatial
sound
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Four congenitally blind adults (CMR, CSM, CTH, CKR) and four blindfolded sighted
adults (SYN, SGK, SMS, SOM) participated in this experiment. Among them, one
blind and all sighted participants were female.

Tactile Map

Soft and thin bar magnets were placed on a whiteboard on a desk for drawing tactile
maps. Additionally, small magnetic figures (1-2cm x 1-2cm x 1-2cm) were used
to represent acoustic landmarks such as animals or cars in mazes (Fig. 11).

Pilot Experiment

Prior to Experiment 1, participants joined a pilot experiment. Participants were asked
to navigate two auditory virtual mazes and then locate the landmarks on a blank
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Fig. 12 An example of the
mazes used in the pilot
experiment. The cell with a
star indicates the start
position, and cells with
circles denote landmarks

Fig. 13 Tactile-map
drawing by a participant

tactile map. An example maze and a scene where a participant was drawing its map
are respectively shown in Figs. 12 and 13. This was the very first experience for all of
participants of moving through virtual auditory spaces by means of a game controller.
While one sighted participant confused the locations of two landmarks, the others
made no mistakes at all. Some of the congenitally blind participants reported that
they had difficulties in creating a mental spatial image of the route, probably due to
a lack of experience with such tasks.

Tasks

In Experiment 1, participants were first asked to navigate virtual auditory mazes with
several landmarks and to then draw the map of the auditory maze as a tactile map.
Figure 14 shows two mazes used in the task. The participants freely traversed the
virtual auditory maze back and forth and then drew the tactile map. The time for the
task was unrestricted. The landmark sounds were set to audible only when the user
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(a) Mazel (b) Maze 2

Fig. 14 Two mazes used in Experiment 1

entered the respective cell. The absorption coefficient of concrete was used for all
cell boundaries.

Results and Consideration

The times required to complete the task are shown in Table 1. The blind participants
spent 9’ 53” and 24’ 03” on average to complete Mazes 1 and 2, respectively, while
the blindfolded sighted participants spent 15’ 33" and 28’ 01" on average. A two-way
ANOVA was performed on the times to complete the task considering the group (blind
or blindfolded sighted) and the maze (Maze 1 or 2) as factors. The results indicate
no significant differences between blind and sighted participants (F (1, 6) = 0.53),
although the blind group spent less time on average than the blindfolded sighted
group for both mazes.

Moreover, both groups took significantly longer time on Maze 2 than on Maze 1
(F(1,6) = 11.61, p < 0.05). This is probably due to the redundant structure of
Route 2, namely that the passage of this maze causes some confusion because it
forms a square walking path. Figure 15 shows examples of the maps drawn by con-
genitally blind and blindfolded sighted participants. All except CTH and SYN drew
geometrically accurate maps. CTH and SYN could not draw complete maze shapes,
but the geometry of the drawn parts was accurate. The drawn maps were then evalu-
ated quantitatively by calculating bi-dimensional correlation coefficients between the
shapes of the virtual mazes and digitized shapes drawn by participants (Tobler 1977).
For the incomplete mazes of CTH and SYN, only the completed parts were analyzed.
Table 2 shows the correlation coefficient for each participant on each route. All par-
ticipants showed correlation coefficients greater than 0.85, suggesting that virtual
auditory navigation of mazes is indeed effective in assisting formation of cognitive
maps.
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Table 1 Time required to complete task of Experiment 1

Congenitally blind Blindfolded sighted

CMR |CSM |CTH | CKR | Aw. SYN |SGK |SMS |SCM | Aw.
Mazel | 7°32” |15°377/9°50” | 6°32” |9°53” | 1823”20°55”|10°55”|11°58” | 1533~
Maze2 | 12°27” | 45°34” | 24’407 | 137327 24°03” | 23°59” | 47°31”| 25’517 | 14’43 | 28’01~

dog horse

helicopter

(a) blindfolded sighted participant (b) congenitally blind participant

Fig. 15 Example of the maps drawn by two participants (Maze 2)

Table 2 Bidimensional correlation coefficient for each participant in each maze
Congenitally blind Blindfolded sighted
CMR CSM CTH CKR SYN SGK SMS SCM
Mazel |0.861 0.948 0.927 0.997 0.994 0.990 0.982 0.981
Maze2 |0.944 0.983 0.947 0.995 0.966 0.985 0.974 0.967

5.3 Experiment2: Forming a Cognitive Map of an Actual
Building

The results of Experiment 1 indicate that cognitive maps seem to be shaped cor-
rectly after navigation through auditory virtual environments. Experiment2 exam-
ined whether training with auditory virtual maps is beneficial for navigating the real
world.

Tasks

The maze used in this experiment was a replica of the corridor structure of an actual
university building (Fig. 16). This experiment used the same four congenitally blind
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Fig. 16 Visual starting point (VR)
representation of an auditory
maze based on the floor
structure of an actual
corridor

adult subjects of Experiment 1. The sound assigned to landmarks was made audible
only when the user was virtually present in the respective cell.

Participants first navigated freely through the auditory virtual maze up to 20 min to
explore the maze. Then, immediately following navigation, they were asked to walk
through the actual maze (i.e. a real corridor structure). To start, they were guided to
the position of the landmark clock, which is different from the start position for the
virtual navigation (Fig. 16). Then, the following four sequential tasks were assigned.
During the tasks, for safety reasons, participants walked with a sighted guide and
were asked to indicate vocally whenever changing their heading.

— Task 2-1 Go to the landmark “dog.”

— Task 2-2 Go to the landmark “sheep” without encountering the cat.
— Task 2-3 Go to the landmark “dog,” taking the shortest route.

— Task 2-4 Go back to the landmark “clock,” taking the shortest route.

Results and Discussion

This experiment aimed at examining whether participants were able to generate cog-
nitive maps after navigating the virtual auditory maze. Task 2-2 requires participants
to develop a good mental representation of the floor plan, including landscape loca-
tions. Therefore, if all these tasks are successfully completed, the cognitive maps can
be regarded as well formed.

Table 3 shows the evaluation of Task2-2 walking tasks by the experimenter for
each participant. The rating scale is defined as follows:

4 Participants found the most direct route to the destination without wandering
astray

3 Participants wandered but finally reached the destination

2 Participants reached the destination with some verbal assistance after wandering
for some time or going off course

1 Participants could not find a way to the destination.

CSM, in Tasks 2-1 and 2-2, and CKR, in Task 2-1, wandered around before reach-
ing the destinations. CTH became disoriented in Task2-2. After asking for verbal
assistance, CTH reached the destination and completed Tasks 2-3 and 2-4. CMR did
not reach the correct destinations in Tasks 2-1 through 2-3. In Task 2-4, CMR reached
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Table 3 Evaluation of Experiment 2

Task
2-1 2-2 2-3 2-4
Participant CSM 3 3 4 3
CTH 4 2 4 4
CKR 3 4 4 4
CMR 1 1 1 2

the clock via an incorrect route. After the experiment, CSM and CKR were asked
about their reasons for wandering back and forth in Task2-1. CSM reported being
confused because the starting point of the real environment (i.e. the clock) was not
provided for the free navigation in the virtual environment. CKR reported that he
walked from one end of the corridor to the other one to find out the map scale, which
was not divulged to the participants.

Why could CMR not complete these experimental tasks after showing good per-
formance in Experiment 1? A salient difference between these two experiments is
the tactile maps. In Experiment 1, participants drew tactile maps after navigating
through the mazes. This procedure might have reinforced the formation of cogni-
tive mapping. If so, it suggests that the combination of navigation of virtual spaces
and map-drawing is very effective in forming suitable and robust cognitive maps.
Another reason could be differences in walking style. After the experiment, CMR
reported difficulty in walking with a sighted guide, since she was used to walking
with a guide dog in daily life. CMR was the only person having such a dog. This
suggests a possible influence of the use of a guide dog on the acuity of spatial cog-
nition in orientation and mobility, including the formation of cognitive maps. This
observation raises interesting questions for future research.

Other participants mentioned that they became disoriented by physically turning
right and left repeatedly in the virtual environment. This disorientation might be
attributable to mental rotation in incomplete maps under formation. Typically, the
physical experience while walking is key to the formation of cognitive maps (Herman
et al. 1982). In contrast, repeated rotation without any real physical walking might
have induced such confusion. Exploring optimal procedures for the formation of
cognitive maps of virtual auditory environments is certainly a further interesting
area for future research.

Overall, the experimental results show that blind participants are able to form
dependable cognitive maps via virtual navigation of unfamiliar environments. Fur-
thermore, the results show that the experience to navigate virtual auditory mazes
can transfer to the ability of navigating real environments with similar geometries.
These results mean that dynamic 3D auditory displays, including binaural ones, are
an effective assistive tool to improve orientation and mobility of visually-impaired
people by adequate training.
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In this context, Seki et al. (2011) made important contributions. Among other
things, they provide a training system with more realistic virtual worlds, namely,
with authentic traffic sounds. These are important cues that give blind people better
mobility. This system, the Wide-Range Auditory Orientation Training System, (WR-
AOTS), is described in Seki (2016).

6 Transfer Effects from Playing the Auditory Action Game

As mentioned in Sect. 4, BBBeat is an action-game edutainment software for training
sound-localization skills. In this section, transfer effects® as a result of playing this
auditory game are described and discussed (Honda et al. 2007, 2009).

6.1 Transfer Effects and Spatial-Hearing Training

Transfer effects are commonly observed for various motor- or verbal-learning tasks.
For instance, previous studies reported transfer effects of playing visual-action video
games (Castel et al. 2005; Fery and Ponserre 2001; Green and Bavelier 2003). How-
ever, few studies have examined transfer effects of playing auditory-action games.
BBBeat is an auditory action-game-type edutainment application resembling the
“whack-a-mole.” The players virtually hear the hum of honeybees instead of see-
ing annoying moles. They are then prompted to localize the honeybee position and
to hit it with a hammer as quickly and accurately as possible (Fig. 17). It has been
observed that players move their heads frequently to detect the position of the hum.
When hitting a bee, vibration feedback is given, and another honeybee is spawned.
Honda et al. examined the various transfer effects from playing BBBeat using pre-
and post-test performance results of blindfolded individuals. In the experiments, par-
ticipants were separated into two groups, maintaining the same proportion of males
to females. Participants of the training group were asked to play the game for seven
days (30 min per day) within a two-week period. In contrast, the control group did
not play the game at all during this period.

Based on the results of this experiment, transfer effect with regard to sound-
localization performance for real sound sources were examined (Honda et al. 2007),
and a follow-up test was conducted to investigate the persistence of the transfer
effects. The task was to identify a sound source among 36 loudspeakers distributed
around the listener. Results revealed that the hit rate of the training group increased
by approximately 20%, which is around twice that of the control group (statistically
significant). Interestingly, a follow-up test, which was conducted one month later,
showed that transfer effects persisted.

STransfer effect This is defined as the ability to extend what has been learned in one context to
new contexts. This is also called “transfer of learning.”
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Fig. 17 Participant putting on attachments to play BBBeat

Readers may think that the above results are quite intuitive, since sound-
localization performance was improved by the previous sound-localization train-
ing with BBBeat. However, the findings indicate a further interesting aspect, that
the results show clear effects in the real world even though they were cultivated by
training in a virtual environment. It must be admitted, however, that this transfer
effect occurred between very similar tasks. Therefore, even better examples of trans-
fer effects regarding skills that are useful in daily life are described in the following
subsections (Honda et al. 2009).

6.2 Transfer Effects on Face Contacts

Normally sighted people devote attention to nonverbal information in interpersonal
communication. For example, eye contact in face-to-face situations plays a regulatory
function in everyday conversation (Kendon 1967). Eye contact is a relevant critical
component of rewarding social exchange for sighted people (Ellsworth and Ludwig
1972). In contrast, visually impaired people use more non-visual cues for social
interaction (Fichten et al. 1991). The difference in communication cues affects the
impressions of visually impaired people.

Several researchers attempted to find effective training methods for the commu-
nication skills of visually impaired people (Erin et al. 1991; Sanders and Goldberg
1977; Raver 1987). For example, Sanders and Goldberg (1977) proposed a training
program using auditory feedback for correct eye/face contacts to increase the rate of
eye contact. These findings suggest that the communication skills could be enhanced
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by training sound-localization skills. They reported that the eye contacts of clients,
consisting of almost totally blind men, increased to over 80%, and the effect remained
at the 74% level after 10 months.

These findings suggest that communication skills can be improved by training
sound-localization skills. Therefore, Honda et al. (2009) examined whether sound-
localization training is transferred to the rate of face contacts.

Experimental Conditions

In this experiment, all blindfolded participants conducted the task in a soundproof
room. Participants sat on a chair allowing free head and body movement. They
were asked to discuss some topics with two interviewers (pre-test). Two trained
female experimenters assisted as interviewers to ensure uniformity of tasks. Two
video cameras recorded the scenes from the interviewers’ positions. The interview-
ers provided scripted questions for the participants. Each interviewer was asked to
confirm whether the participants showed face-contact behaviors on each topic with
four phases, namely, (i) the start-phase of listening, (ii) the end-phase of listening, (iii)
the start-phase of speaking, and (iv) the end-phase of speaking. Another interviewer
confirmed whether the participants showed face-contact behavior to the querying
interviewer during question-and-answer communication. Reliability obtained using
the corresponding rate between the interviewers was 83%. All participants were
asked to perform the same task again two weeks later (post-test). In the post-test,
several topics were altered and the position of the interviewers was exchanged.

Results and Discussion

Figure 18 shows the results of the experiment. A three-way ANOVA was performed
on the number of face-contacts in the communication task, considering the group
(training or control), the test phase (pre-test or post-test), and the interview phase
(start phase of listening, end phase of listening, start phase of speaking, or end phase
of speaking) as factors. Results indicate that interaction between the group and the test
phase is significant (F (1, 37) = 5.71, p < 0.05). The interaction can be observed in
the results shown in Fig. 18. Post-hoc analysis (Ryan method, p < 0.05) reveals that
the face-contact of the training condition (m = 14.71) increased significantly after
playing the bee-hitting virtual auditory game (m = 18.67, p < 0.01). Additionally,
the training group in the post-test showed more face-contact than the control group
in the post-test (m = 11.13, p < 0.05). However, interaction between the group and
the interview phase and interaction between the test and the interview phase are not
significant. Furthermore, no significant three-way interaction was found.

These results indicate that, by playing the bee-hitting virtual auditory game ren-
dered by a dynamic binaural display, face-contacts in social interaction increased
significantly. This indicates that skills acquired while playing the auditory virtual
game transferred to participants’ communication skills during social interaction.
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6.3 Transfer Effects on Collision-Avoidance Behavior

In order to avoid looming objects, the generation of an appropriate response includes
five tasks, that s, (i), detection of a looming stimulus, (ii), localization of the stimulus
position, (iii), computation of the direction of the stimulus movement, (iv), deter-
mination of an escape direction and, (v), selection of proper motor actions (Liaw
and Arbib 1993). Previous studies revealed that visual information tends to be used
more efficiently than auditory information regarding accuracy of estimating time-to-
arrival (Schiff and Oldak 1990). However, visually impaired people are obviously
restricted in their use of visual cues. Consequently, it is very important for them to for-
mulate and execute avoidance behaviors using acoustical information for the correct
location of approaching objects (i.e. perceived sound sources). Furthermore, when
an object is on a collision course toward persons, they must move aside with minimal
distance from their own position to that of the object, because avoidance with greater
distances might cause another collision with surrounding obstacles. Therefore, when
visually impaired people try to conduct appropriate avoidance behaviors, it is crucial
that they perceive sound-source positions accurately. Appropriate avoidance behav-
ior thus relies on good sound-localization skills. Consequently, Honda et al. (2009)
was interested in whether sound-localization training with virtual auditory games are
transferred to avoidance behaviors in response to approaching auditory objects.

Experimental Conditions

Figure 19 illustrates the collision-avoidance task. In this scene, all blindfolded par-
ticipants were asked to avoid an approaching object when they felt that it was mov-
ing on a collision course (relevant path). Furthermore, they were asked to perform
avoidance maneuver with minimal displacement from their position. They were fur-
ther instructed not to avoid an approaching object when they felt it was moving on
an irrelevant path. The distance between the relevant path and the two irrelevant
paths was 80cm. The colliding object was a toy car (width: 30 cm, weight: 2.5kg).
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Fig. 19 Illustration of a collision-avoidance task

The approaching stimulus was presented randomly and repeatedly to participants
from either relevant or irrelevant paths. The A-weighted sound pressure level of
the approaching sound was 75dB, and the background noise level in the room was
35dB. The toy car was placed at 50 cm height on lanes (initial velocity: O m/s) and
slid along the lane slopes at 2m/s. Three lanes were used. The center lane was used
for the relevant (i.e. collision) path, and lanes of both sides were for irrelevant paths.
The distance between the participants and the lanes was 4.0 m. The task of the par-
ticipants was to localize the approaching object solely based on auditory cues and
to decide their behaviors within 2s. The trials numbered 36 in all. The approaching
object was sent on one of the three lanes, selected randomly, 12 times for each course.
The body direction of the participants was changed for each trial. Consequently, the
toy car approached from either front, back, left, or right. The experimenter then
checked whether participants had completed the avoidance behaviors for each trial.
Additionally, the distances from the participants’ start position to the end point of
their actions was measured. All participants were asked to perform the same task
again two weeks later (post-test).

Results and Discussion

Figure 20 shows the results of the experiment. A three-way ANOVA was performed on
the mean avoidance distances from the original position for the object approaching
from irrelevant paths considering the group (training or control), the test phase (pre-
test or post-test), and the direction to the approaching object (front, back, left, or
right) as factors. Results show that a two-way (group X test) interaction is significant
(F(1,25) =6.93, p < 0.05). Post hoc analysis (Ryan method, p < 0.05) reveals
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that avoidance distances of the training group (m = 24.51) decreased significantly
by playing the bee-hitting virtual auditory game, BBBeat (m = 14.19, p < 0.01).

The results indicate that the avoidance distance after sound-localization training
in the virtual auditory game decreased for objects approaching from the irrelevant
path.

These findings indicate that auditory training using the bee-hitting virtual auditory
game with binaural display modified the detailed manners of executed avoidance
behaviors, which relate to sound-localization skills.

7 Concluding Remarks

In this chapter some interesting aspects of human active listening have been
described. The question raised is, how can active listening be defined when consider-
ing these aspects? Listener movements induce dynamic ear inputs. As an operational
definition, the following is proposed:

Active listening is a mode of multisensory spatial hearing that takes advantage
of dynamic information induced by listeners’ movements, irrespective of being
intentional, conscious, or unconscious.

In fact, as shown in Sect.2, even unconscious dynamic change of ear inputs may
significantly change listener experience during spatial hearing.

While evidence has accumulated confirming that active listening facilitates sound-
localization performances, a few recent studies have revealed that it may suppress
sound-localization accuracies (see Sects. | and 3). However, these examples should
not be regarded as an inconsistency, but rather an indication of the diversity of the
roles of active listening.
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Facilitation of sound-localization performance seems to occur when overall sound
localization is requested after presentation of sound stimuli, and the listeners have ter-
minated their direction-finding movements, whereas deterioration is observed when
instantaneous sound-image positions are reported while listeners are moving during
the sound presentation. In other words, the former would resolve ambiguities in the
ill-posed problem caused by the scarcity of acoustic input to only two channels (i.e.
the two ears), while the latter helps stabilize the perceptual auditory space during
variation of the ear-inputs signals. This is in a way similar to saccadic suppres-
sion in vision. Knowledge of active listening and the psychoacoustic effects going
with it are key to advancing binaural technologies. For instance, knowledge of how
sound localization in dynamic scenarios can be enhanced can be directly applied to
performance enhancement of, for example, dynamic 3D auditory displays, includ-
ing binaural ones. In this context, knowledge of suppression and masking effects
supports the economic use of computational resources during listener movements.

In Sects.5 and 6, two edutainment applications of dynamic binaural displays
were introduced. These are applied to support active listening for the training of
auditory spatial-perception acuity, particularly of visually impaired people. One of
the applications is a maze game and the other is an action game. The maze game
facilitates users’ ability to draw cognitive maps, as well as the evaluation of this capa-
bility. Moreover, a transfer effect was found to the navigation of real environments
having a similar geometry as the virtually experienced maze. Playing the action
game improved players’ sound localization performances. Again, the experience at
virtual sound localization in playing the action game transferred to improve play-
ers’ sound-localization performances of real sound sources. Moreover, clear transfer
effects to skills useful in daily life were observed, including increased eye-contact
frequency during conversation and improved ability to avoid an approaching object.
These results indicate good potential for application of dynamic binaural displays to
improve spatial-hearing abilities and, hopefully, other skills that have the potential
to enhance quality of life.

In summary, active listening plays an important role in making human spatial
hearing more reliable and richer. Binaural technologies that support active listening
are key to high-definition communication. Dynamic binaural displays that support
active listening are universally applicable to enhance quality of experience in virtual
and real auditory dynamic scenes.
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