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Abstract To perceptually situate a sound source in the context of its surrounding
environment, a listener must integrate two spatial estimates, (1), the location, relative
to the listener’s head, of the auditory event associated with the sound-source and,
(2), the location of the listener’s head relative to the environment. This chapter intro-
duces the general background of auditory localization as a multi-sensory process
and reviews studies of cross-modal interactions with auditory localization for sta-
tionary/moving sound sources and listeners. Included are relevant results from recent
experiments at Arizona State University’s Spatial-Hearing and Auditory Computa-
tion andNeurophysiology Laboratories. Finally, a conceptual model of the integrated
multisensory/multi-system processes is described.

1 Introduction

Sound-source localization is a part of the larger perceptual process wherein trans-
duced sensation is analyzed to form an internal representation of the surrounding
environment, including the listener’s own position in it. The internal reference cre-
ated by this process is often called a spatial map. For a review of spatial maps, see
Stensola and Moser (2016). Localizing a sound source in relation to other perceived
objects requires mapping the first-level auditory spatial estimate, which only relates
sound-source position to the listener’s head, into the context of the surrounding local
environment.

Consider an attempt to localize a sound source without such context. Perceptually
salient sound stimulation must be parsed into individual perceptual objects, perhaps
in interaction with other sensory inputs such as vision. Having grouped a set of com-
ponents of the sound stimulation into a specific auditory object to be localized, the
listener must then extract auditory spatial cues by comparing the inputs at the two
ears across frequency as well as amplitude and phase patterns across frequency. The
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Fig. 1 A schematic illustration of the difference between head-centric and world-centric auditory
localization. The actual sound source, located in the local environment, is shown in red with its
angular displacement noted above in world-centric coordinates. In blue, the angular displacement
of the sound source vis-à-vis the listener’s head, that is, in head-centric coordinates, is shown.
Positive values indicate clockwise displacement. In the left panel, the sound source moves from
the midline to −x◦ in world-centric coordinates, resulting in a change in location relative to the
listener’s head from the midline (0◦) to−x◦. In the right column, the sound source is stationary at 0◦
in world-centric coordinates, but the listener rotates the head by +x◦, as shown by the gray arrow,
so the head-centric estimate of the sound-source location becomes −x◦, that is, the same as in the
left panel. The listener must know the position of the head in relation to the local environment to
localize the sound source in world-centric coordinates

result is some estimate of the location of the sound source relative to the listener’s
head. Without further information, the listener cannot utilize this perceptual output
for action, because there is, so far, no internal representation of the space around
the listener. Figure1 illustrates this concept. Without information about the listener’s
head position, the dynamic auditory spatial cues are the same for a sound source that
moves while the listener is stationary versus a stationary sound source while the lis-
tener moves (−x◦, printed in blue in Fig. 1). The two are therefore indistinguishable.
Even with information about the listener’s head position, the listener still only knows
the location of the sound source relative to the head. To determine the location of
the sound source relative to the surrounding environment, the listener must know the
orientation of the head relative to the body and the local environment.

It is precisely because creating a perceived spatial map requires an estimate of
one’s location in that internally constructed context that the senses must rely on each
other for reference, and that systems inputs—such as somatosensory, kinesthetic,
muscular efferents, and proprioception—will necessarily interact with auditory spa-
tial estimates at some level. Reduced to its simplest components, localizing a sound
source in relation to the local environment requires mapping the estimate of the loca-
tion of the sound source, relative to the listener’s head, onto an internal representation
of the local environment; this requires an internal representation of the listener’s head
position relative to the body and the surrounding environment. While this may seem
obvious, the process by which this occurs is not. Many questions arise. For example,
does mapping the auditory estimate into a spatial estimate of the local environment
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occur at peripheral, midbrain, auditory cortex, or higher levels associated with cogni-
tive processing—or all (some) of the above? What are the inputs to this process, and
how are they combined and compared with each other? Does this combination occur
according to a static rule or as a dynamic process that changes according to some
set of internal and external factors, perhaps based on estimates of the reliability of
the different inputs? What sort of auditory localization is possible when the internal
estimate of the listener’s location within the local environment is incomplete or the
surrounding environment is perceptually inscrutable? Much remains to be done to
address these types of questions.

This greater synthesis is likely to involve sensory, sensorimotor, and cognitive
inputs. In other words, auditory localization is ultimately not merely a sensory task—
it also engages non-sensory processes such as memory, attention, expectation, and
motor signals. All of these questions lead inexorably to the conclusion that to fully
understand spatial hearing, current inquiries must be expanded to include neural
processes that occur outside the auditory system. Wallach (1938, 1939, 1940) was
perhaps the first scientist in the modern era to enunciate and investigate these con-
siderations. For this reason, a considerable portion of this chapter is devoted to the
points he made in his seminal works on this subject. Most of the literature consid-
ered in this chapter attempts to extend findings from the laboratory toward the daily,
real-world task of localizing sound sources as listeners and/or sound sources move.

The concluding section of this chapter describes the scope of this greater inquiry
via a model that conceptually organizes the seemingly disparate investigations
that have been reported in the literature. The model may then be used to identify
future areas of study necessary to understanding auditory localization as a multi-
systems/multisensory process.

2 General Review

2.1 Theories of Sound-Source Localization Before the 20th
Century

The early study of sound-source localization in the mid-19th century was based
almost entirely on assumptions regarding the use of other sensory systems or experi-
ence in using sound to locate sound sources in the actual world—see Boring (1942).
The question of whether the mind is different to the body in kind or only in degree—
Cartesian Mind-Body Dualism—was a major topic in science and philosophy. Sev-
eral scholars argued that the mind represents properties of the external world through
sensations. These sensations had attributes, such as quality, intensity, duration, and
extension, and they could be used to formpercepts that themind could use to create an
internal representation of the external world. Scholars debated the exact definitions
and means of measuring sensations, attributes, and perception (the mind) for nearly a
half century. During this time, several scholars addressed sound-source localization.
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Originally, most argued that sound has no attributes of extension (size and shape)
when it impinges on the eardrum, so listeners could not use sound, on its own, to
locate a sound source. This, of course, flew in the face of what most could observe,
namely, that listeners can indeed localize sound sources using their hearing. Empiri-
cists like Wundt argued that sound-source location was mediated by other senses
that could sense extension, for instance, vision, touch, and the vestibular sense—see
Boring (1942). Early psychologists, for example, Berkeley (1709), argued that expe-
rience helped in sound-source localization—see Pierce (1901). For at least 25years,
scholars therefore believed that sound-source localization resulted from interactions
with other sensory systems and/or experience. As the 19th century ended, it became
more and more accepted that sound has attributes associated with spatial extension.
The question of cross-modal sound-source-localization processes became an item of
increasing interest. For instance, Boring (1942) posed the question, “Can the organ-
ism discriminate the relative positions of sounds, and, if so, how?” This approach,
exemplified in the work of Rayleigh (1876) and Thompson (1878), moved the view
of sound-source localization as a multi-system process to one based on the ability
of the mind (brain) to exploit differences in the inputs to the two ears to compute
cues that could be used to estimate a source’s location, entirely based on the sound
it produces.

2.2 Auditory Input for Stationary Listeners

The auditory spatial cues are well described and documented in the literature, espe-
cially those required for azimuthal localization, since the late 19th century (Boring
1942; Mills 1972; Blauert 1997; Yost 2017a). The auditory spatial cues are com-
monly described in terms of the three spatial dimensions (azimuth, elevation, and
distance/range)—these are discussed below.

Interaural Differences of Time and Intensity

At any given elevation, interaural differences of time (ITDs) and level (ILDs) serve as
the primary cues for estimating the azimuthal location of a sound source. In normal
soundfield listening conditions (i.e., excluding headphone listening) ITDs dominate
the localization of low-frequency sounds (�1300Hz, e.g., see Mills 1960; Macpher-
son andMiddlebrooks 2002). Note that listeners are sensitive to low-frequency ILDs
over headphones, and demonstrate roughly the same sensitivity to ILDs at all fre-
quencies within the range of hearing (Yost 1981). However, in a soundfield the
magnitude of low-frequency ILDs is typically small due to diffraction of long wave-
lengths around the head. The magnitude of high-frequency ILDs is considerably
larger, and fine-structure ITDs at high-frequencies are poorly encoded, if at all, so
ILDs are the dominant cue for localizing high-frequency sounds. ILDs of a deci-
bel or more, the ILD difference threshold, are generally measured for frequencies
greater than 2000Hz—see Goupell and Stakhovskaya (2018) (but compare Hart-
mann et al. 2016). For further details refer to Kuhn (1977, 1987). Envelope ITDs
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Fig. 2 The interaural double-pole coordinate system. The interaural axis is defined by that line
which goes through both the listener’s ears. The sound source is illustrated as a large yellow
asterisk. The lateral angle is the angle between the sound source and the interaural axis; it is thus
a combination of azimuth and elevation. The polar angle is the angle between the sound source
and the azimuth plane, along its sagittal plane, or “cone of confusion” The azimuthal angle, which
is complementary to the lateral angle, is the angle between the midline and the location where the
sagittal plane (in red) meets the azimuthal plane (in green). Note that the elevation angle in the
single-pole coordinate system (see, for example, Fig. 6), is not interchangeable with the polar angle.
Thus, it is important to specify which system is being used. Figure adapted from Morimoto (2001)

can affect perceived lateral position when sounds are presented over headphones
(e.g., Blauert 1997; Bernstein and Trahiotis 2011). However, recent studies present-
ing similar stimuli in a sound field (Macaulay et al. 2017; Yost 2017b) failed to find
a similar effect for envelope ITDs—it may be that the presence of a strong ILD cue
at these frequencies renders the envelope cue redundant.

Spectral-Shape Cues

Figure2 shows a sagittal plane (in red) intersecting with the azimuthal plane (in
green) in the interpolar coordinate system (also called the “two-pole” system, e.g.,
Letowski and Letowski 2011). At any angular location on the azimuthal plane, there
is a locus of possible sound-source positions that generate the same interaural dis-
parities, especially low-frequency ITDs. Note that the iso-contours for ILDs are
more complex, and the pattern of ILDs across frequency may, in itself, be useful for
specifying a unique sound-source location. These loci are the so-called cones of con-
fusion, (see Wallach 1938; Woodworth and Schlosberg 1938) defined by the sagittal
planes in the interaural polar coordinate system (see also Baumgartner et al. 2013).
Spectral-shape cues created by the filtering of sound as it passes over the torso, head,
and pinna on the way to the ear canal—the head-related transfer function (HRTF)—
allow listeners to determine the location of a stimulus on that locus—i.e., its polar
elevation, including whether it is in front of or behind the listener. Such HRTF cues
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are most useful for broadband, high-frequency (>3000Hz) sounds. For further infor-
mation, see Morimoto and Aokata (1984), Middlebrooks et al. (1989), Makous and
Middlebrooks (1990), Blauert (1997). HRTF cues can aid elevation estimations if
listeners have prior information about a sound’s spectrum (Wightman and Kistler
1997). It would seem possible that a listener might be able to use head movements to
gain familiarity with the spectrum of a stimulus by averaging across “looks” during a
head-turn, or simply noting the changes in the peaks and dips of the sound spectrum
as the head moves, though the authors are unaware of any such study in the literature.

An exact description of the HRTF spectral features which are responsible for
elevation judgments has not been agreed upon at this time. In light of the fact that
listeners do not localize elevation well with generic, Kemar1 HRTFs, and yet can
“learn” new HRTFs (e.g., Hofman et al. 1998; Zahorik et al. 2006; Carlile and
Blackman 2014) it appears likely that different listeners use different features of
their own, individual HRTFs (Wenzel et al. 1993). Therefore, it seems unlikely that
there is any pattern of specific spectral features, such as dips versus peaks, that
is used in the same way by all listeners (see Middlebrooks 1992; Langendijk and
Bronkhorst 2002). For a review on modeling of localization along sagittal planes,
see Baumgartner et al. (2013).

While spectral cues are often thought of as a monaural cue, the way the spectra of
the two ears are combined or weighted against each other is still not fully understood.
There is evidence that the spectral cues of the ear ipsilateral to the sound source are
weighted increasingly as the distance of the sound source from themidline increases.
Asymmetries of the head and ears may also provide an interaural spectral difference,
though it appears subservient to “monaural” spectral cues (for more information see
Searle 1973; Musicant and Butler 1984; Humanski and Butler 1988; Slattery and
Middlebrooks 1994; Morimoto 2001; Van Wanrooij and Van Opstal 2004; Jin et al.
2004).

When stimuli do not have sufficient high-frequency information, the acuity of
auditory localization in terms of azimuth is largely unaffected, but listeners’ esti-
mation of elevation is considerably degraded and front-back reversals occur quite
often. Good and Gilkey (1996) tested localization in noise, thereby disrupting high-
frequency spectral cues. They found that decreased signal-to-noise ratio negatively
affected listeners’ ability to distinguish front from back, had less impact on elevation
accuracy and affected horizontal localization the least.

Interaction of Interaural Differences and Spectral Cues

When sound stimuli do not have high-frequency information, or the pinnae are
occluded with ear molds to distort HRTF cues (e.g., Morimoto 2001), listeners often
tend to localize sounds in those portions of the azimuth plane that intersect with
the front and the back of the cone of confusion. This may result from learning that
most salient sound sources lie roughly near the azimuth plane. Spectral cues appear
to specify the location on the cone of confusion that corresponds to the location of
the sound source (e.g., Morimoto and Aokata 1984; Best et al. 2011; Letowski and

1Kemar�is an often-used head-and-torso simulator—a so-called “dummy head”.
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Letowski 2011). Such a conception is subtly different to the idea that spectral cues
encode elevation as it is specified in single-pole spherical coordinates, because the
elevation is along the cone of confusion (i.e., on a sagittal plane), instead of being
measured from the origin.

While Morimoto and Aokata (1984) and Makous and Middlebrooks (1990) have
shown evidence that interaural differences and spectral cues may be estimated inde-
pendently of each other, it is not clear how or at what point these two estimates
are combined into a unified estimate of sound-source location. Also, the literature
is somewhat mixed on whether interaural cues need to be correct for judgments of
elevation to be accurate. In other words, if a listener cannot determine which cone of
confusion the sound source is on, spectral cues may not be useful (for studies related
to this question see Van Wanrooij and Van Opstal 2004; Morimoto 2001; Jin et al.
2004; Martin et al. 2004). It is also worth noting that the pattern of ILDs across fre-
quency is not monotonic because of the acoustical bright spot that results from wave
diffraction around the head (Macaulay et al. 2010). Therefore, the pattern of ILDs
across frequency could conceivably also be used to specify where on a cone of con-
fusion the sound source lies (e.g., Macpherson and Middlebrooks 2002). Section4
discusses how listeners may, in the absence of spectral cues, use head movements to
specify where on a cone of confusion a sound source lies.

Distance and Range

Distance cues seem to be almost completely based on listener expectations, and
therefore require knowledge not only of how a sound source at a given distance
relates to the head, but also of learned changes in the quality of a sound as it moves
further away from, or closer to, a listener. There are several correlations between
the distance of a sound source and its acoustical qualities that can be learned. If a
sound source is in the near field (less than ≈0.3m from the listener, depending on
frequency), atypical ILDs result from the non-linear propagation of the sound around
the head—this could offer a cue for judging distance (e.g., Brungart et al. 1999). For
sound sources not in the near field, there are several other cues. Sounds from sources
at large distances can be affected by the atmosphere, which acts as a low-pass filter,
thereby providing a possible spectral cue for relative distance estimations that likely
requires experience and expectation on the part of the listener (Kolarik et al. 2016).
Sound intensity decreases with distance according to the inverse-square law—with
expectation/memory this cue could also be exploited. In reverberant spaces, the
direct-to-reverberant energy ratio decreases with increased distance, and provides
a cue for judging relative distance (Zahorik 2002; Bronkhorst and Houtgast 1999).
Note that this cue also relies on some expectation for the acoustics of the space.
Auditory motion parallax may, in some cases, provide a cue for discerning relative
sound-source distance (Genzel et al. 2018) and is discussed further below. SeeKolarik
et al. (2016) for a general review on auditory distance perception.

A Case for Multimodal Cues in Auditory Localization

The auditory spatial cues described above (excepting distance cues) are primarily
head-centric cues. Expectation and a priori information—analyses of acoustic cues
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that are based on experience—can provide indirect information to improve sound-
source location. Wallach (1940) appears to have been the first to point out that the
auditory spatial cues cannot, by themselves, specify the location of a sound source
in the context of the local environment. Wallach (1940) demonstrated that “two sets
of sensory data enter into the perceptual process of localization, (1), the changing
interaural cues and, (2), the data representing the changing position of the head”—see
Sect. 4 for further discussion.

While the spatial cues for sound-source localization (see above) have been well-
researched for nearly 150years, much less is known about how the cues used to
estimate head position relate to sound-source localization. The literature is clear
that vision is a vital cue for determining head position (Wallach 1940; Yost et al.
2015; Van Opstal 2016). The literature also suggests that additional auditory cues
and/or vestibular, somatosensory, kinesthetic, proprioceptive, and neuro-motor con-
trol systems could also provide head-position information. Experience, coupled with
memory as it manifests itself in spatial maps, might also provide head position infor-
mation. For an exploration of some of the complexities inherent to this issue, see
Buzsáki and Llinás (2017). Estimates of head (and body) position are therefore likely
to be the product of a combination of cues and estimates arising from a wide range
of sensory and systems inputs. The dynamic weighting of these head-position cues
in determining head position, and how this weighting interacts with sound-source
localization, is currently not well understood.

There is, however, a relatively rich literature on the integration of different spatial
cues, related to other aspects of sound-source localization, that might also account
for the integration of auditory spatial cues and head-position cues for world-centric
sound-source localization. The next two sections consider evidence for sound-source
localization as a multisensory/multi-systems process. Section3 considers experi-
ments probing audio-visual interactions under conditions where listeners and sound
sources are stationary, and Sect. 4 considers investigations in which listeners and/or
sound sources move.

3 Examples of Sound-Source Localization as a
Multisensory Process—Localization with Stationary
Listeners and Stationary Sound Sources

A great deal of study has been devoted to visual capture, in which visual stimuli
affect the perceived sound-source locations. Vision is clearly an important sensory
input for determining the location of the listener (body and head) with relation to
the surrounding environment. Vision can perceptually situate a head-related audi-
tory estimate of sound-source location into the spatial context of the surrounding
environment. As such, interactions between audition and vision can be thought of as
evidence forWallach’s 1939/1940 insight before head movement is even considered.
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When visual and auditory signals are both perceptually attributed to the same
source, vision improves the accuracy of sound localization. Vision often plays a
dominant role in spatial judgment. Spatial visual cues can override the spatial infor-
mation of a sound, causing errors in sound localization. Commonly known as the
ventriloquism effect or visual capture, the auditory event is localized to a seen source,
even though the sound source is positioned at a different location (Howard and Tem-
pleton 1966).

A bias towards vision-centered experiments has meant that most of what is
known about audio-visual interactions comes from localization results in the hor-
izontal frontal field. Limited evidence, however, reveals that vision can also enhance
auditory-distance estimation (Anderson et al. 2014). The role of vision (eyes open
vs. closed) is more limited in vertical localization (Shelton and Searle 1980), though
vision does appear important to the calibration of vertical localization—see, for
example, Zwiers et al. (2001). The horizontal and vertical difference is likely a result
of the different roles of eye and head movements in gaze orientation. Recently, Sol-
man et al. (2017) showed that eye movements preferentially exploit the horizontal
span of the visual field. Headmovements then shift this horizontal span up and down.
Nevertheless, the vertical gaze of a listener can have a strong effect on perceived audi-
tory elevation, as discussed in Sect. 3.2 below.

While vision is arguably involved in most everyday listening experiences, the
common bias of vision over audition is not simply a result of relatively poor auditory
spatial acuity. Indeed, when adequate localization cues (i.e. both ITDs and ILDs)
are available across a sufficient range of frequencies, spatial hearing is remarkably
accurate (Dorman et al. 2016; Yost 2016). The just-noticeable change in horizontal
angular displacement, the minimum audible angle, can be as small as 1–2 ◦ for sound
sources near midline (Mills 1972; Hartmann and Rakerd 1989). Nevertheless, most
of us rely primarily on vision when localizing objects around us, whether the objects
make sound or not. This is probably because the auditory spatial estimate, on its own,
only specifies the position of the sound source relative to the listener’s head (Yost
et al. 2015) whereas the spatiotopic encoding of vision is inherently world-centric.

Over the past decades, digital technology has greatly advanced the sophistication
and automationof stimulus delivery and experimental procedures, helping to uncover,
(1), the structural properties of auditory and visual stimuli that are conducive to
cross-modal interactions and, (2), the cognitive factors (e.g., attention, expectation
and experience) that affect listeners’ assumptions and awareness of the origin and
cause of the multisensory inputs (Radeau and Bertelson 1977; Welch and Warren
1980). The following sections summarize empirical evidence that addresses how
active vision affects auditory localization performance via frame-of-reference and
perceived target position. Also, how major differences between visual and auditory
spatial mechanismsmay affect estimates of the center, width, and front-back location
of a perceived sound source is discussed. Further, the general framework of spatial
audiovisual studies is dealt with and future directions for research relevant to real-life
activities are discussed.

Numerous studies have investigated how vision affects sound-source localization,
mostly in the horizontal plane. The general empirical findings related to several
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hypotheses of vision’s role are broadly summarized below. These hypotheses are not
mutually exclusive and are evolving concepts.

• The frame-of-reference hypothesis Sound localization is more accurate when a
listener can acquire, through free or voluntary eye movements, knowledge of the
spatial layout of a lighted environment (Thurlow and Kerr 1970; Warren 1970;
Platt and Warren 1972; Shelton and Searle 1980).

• The visual-dominance hypothesis Vision is a dominant sense in spatial tasks due
to its superior spatial acuity. Vision can bias the perceived direction of a source
of sound towards the direction of a visual cue (Jackson 1953; Choe et al. 1975;
Bertelson and Radeau 1981).

• The cue-reliability hypothesis The reliability of estimates for eachmodality deter-
mines which sense dominates perception before they are combined. Reducing the
saliency of visual cues weakens visual dominance (Battaglia et al. 2003; Alais and
Burr 2004; Ernst and Bülthoff 2004).

3.1 Relevance of the Frame of Reference

Boring (1926) suggested that listeners effectively map the perceived location of
sound sources onto a spatial reference provided by vision. This hypothesis predicts
that listeners will localize sound sources more accurately when their eyes are open,
even if they cannot see the sound source—this is called visual facilitation. Warren
(1970) demonstrated visual facilitation by hiding the spatial layout of a room and the
loudspeakers within using a khaki cloth, so that the cloth alone constituted the “tex-
tured” environment for the task. Subjects hand-pointed to the perceived direction of
a pulse-train auditory stimulus. The visual conditions were factorial combinations of
eye open/closed, environment light/dark and vision free/fixated. Analyses compared
the response error and response variability scores among various visual conditions.

Their results showed that active visual sensing of the physical layout of the envi-
ronment, and objects in it, enhanced the acuity of listeners’ auditory localization.
On their own, free vision, a lit environment, or simply having the eyes open did not
result in visual facilitation. The most favorable condition for visual facilitation was a
combination of a lighted environment with free, target-directed eye movement. Per-
formance under this condition was better than the lighted condition with a fixed gaze
and the unlit condition with free eye movement. Warren argued that eye movement
per se does not improve the accuracy of auditory localization, but that an illuminated
visual environment allows better visual-motor (eye-hand) coordination by providing
a spatial reference to guide action.

Shelton and Searle (1980) tested how vision affects the absolute identification of a
sound-source position in a sound field. Half the subjects wore goggles painted over in
black while the other half wore clear goggles. In all conditions, both sets of listeners
could see the loudspeaker positions before and between testing sessions, so vision
(together with memory for those listeners wearing the blacked-out goggles) could
provide estimates of both the frame of reference and the target-source location. No
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instructions were given to tell listeners where they could look. Listeners’ auditory
localization benefited most from vision with sound sources located in the frontal
field along the horizontal axis. Vision also improved localization for sound sources
located behind listeners and to their sides, but the improvement was far less than for
the frontal horizontal span. However, there was no significant benefit to localization
acuity along the vertical axis of the frontal field. These early data demonstrate that
the limitation of human vision to the frontal field may have significant consequences
on how auditory localization interacts with the knowledge of the frame-of-reference
and target locations acquired through vision.

3.2 Relevance of Visual Target Cues

Over the past decades, multisensory research has provided a broad understanding
of the spatial and temporal features of sensory stimuli that are conducive to cross-
modal bias. The general conclusion is that visual bias is greater when sound and light
stimuli come from sources positioned close to each other and/or are presented at the
same time (Jackson 1953; Pick et al. 1969; Thurlow and Jack 1973; Choe et al. 1975;
Jones and Kabanoff 1975; Slutsky and Recanzone 2001). This suggests that multi-
sensory processing follows Gestalt perceptual grouping principles—that is, spatial
and temporal proximity enhance fusion between audition and vision in establishing
a unitary percept. Attention appears to play a limited role in the ventriloquist effect
(Bertelson et al. 2000), suggesting that audio-visual interactions may occur at early
sensory stages. Studies also show that perceptual fusion between auditory and visual
events is not a necessary factor for visual bias. Partial or incomplete visual cap-
ture can occur even when the auditory and visual stimuli are not perceptually fused
together (Welch andWarren 1980; Bertelson and Radeau 1981; Hairston et al. 2003;
Wallace et al. 2004; Kording et al. 2007). Some degree of visual capture can also
occur for asynchronously presented auditory and visual stimuli (Jack and Thurlow
1973; Thurlow and Jack 1973; Radeau and Bertelson 1974; Shelton and Searle 1980;
Radeau and Bertelson 1987; Recanzone 2009). However, the strength of visual bias
does decrease as the spatial and temporal separation between auditory and visual
spatial estimates increases. Reviews include Welch and Warren (1980), Stein and
Meredith (1990) and King (2009).

While the majority of audio-visual studies have emphasized the spatial and tem-
poral conditions underlying multisensory interactions, separate lines of work reveal
that the reliability of estimates (the inverse of the variance) for each modality deter-
mines which sense dominates the fused percept. This suggests that the dominant role
of visual spatial information is scalable. Indeed, results have shown that reducing the
saliency of visual cues by blurring or adding corruptive noise can weaken or even
reverse visual capture (Ernst and Banks 2002; Battaglia et al. 2003; Alais and Burr
2004). These empirical results have been well described in a Bayesian framework,
which establishes the relationship between the stimulus, S, and response, R. See
Mendonça (2020), in this volume, and further, Sivia and Skilling (2006) for a review
of Bayesian analysis.
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The general principle of Bayesian estimates can be expressed in terms of the
relationship between two conditional probabilities of stimulus and response, that is,

p(S|R)p(R) = p(R|S)p(S) (1)

where p(S|R) is the posterior probability, p(R) is the marginal likelihood, p(R|S)

is the likelihood and p(S) is the prior probability. With the assumption that the
distribution of neural responses is constant and stable, the equation can be expressed
as the proportionality

p(S|R) α p(R|S)p(S). (2)

Equation (2) is the foundation of Bayesian-Inference theory. It states that the
internal reconstruction of an event (the posterior probability) is the result of the
likelihood estimate of whether this event leads to a neural response and an estimate
of the stimulus distribution (the prior probability).

In the Bayesian model of audio-visual localization, it is assumed that auditory, A,
and visual, V , cues are independently processed, p(RAV |S) = p(RA|S) p(RV |S).
The modality-specific, neural representations, the likelihood estimates p(RA|S) and
p(RV |S), typically consist of a one-to-one mapping of the auditory and visual cues
associated with the position variable, in the form of a Gaussian function,N (μA, σ

2
A)

and N (μV , σ 2
V ), where 1/σ 2

V and 1/σ 2
A describe the reliability of neural estimates

of the visual and auditory spatial cues, respectively. A large σ signals a greater
uncertainty in the neural estimate with weak responses from many spatial channels.
A small σ signals a reliable neural estimate with strong responses from selected
spatial channels.

One may, for the moment, assume that the combined A and V cues lead to a fused
percept (e.g., the ventriloquist effect) and that the prior distribution is flat (p(S) = 1).
Given these assumptions, Battaglia et al. (2003) and Alais and Burr (2004) showed
that the combined multisensory estimate (i.e., the mean of the posterior estimation)
is equal to the weighted sum of the individual, unitary A and V estimates,

μAV = σ 2
AV

(
1

σ 2
V

μV + 1

σ 2
A

μA

)
. (3)

The term σ 2
AV describes the variance of the combined estimate, which is always

smaller than the variances of the unisensory estimates, σ 2
A and σ 2

V , as follows,

σ 2
AV =

(
1

σ 2
V

+ 1

σ 2
A

)−1

= σ 2
Aσ

2
V

σ 2
A + σ 2

V

≤ min(σ 2
A, σ

2
V ). (4)

When experimentally manipulating σ 2
A and σ 2

V it is important to carefully con-
sider fundamental differences in the peripheral mechanisms of vision and audition.
The visual peripheral system is spatiotopically organized—thus, it encodes space
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directly. The receptive fields of ganglion cells cover different regions of space that
are mapped onto the retina, and the visual system retains this mapping throughout.
Therefore, manipulation of the width or quality of a visual image can directly affect
the population activity of visual neurons. The auditory periphery, however, is tono-
topically organized—hairs cells in the cochlea are organized according to the sound
frequencies they encode and do not directly encode sound-source location. There-
fore, the auditory system must estimate the location of sound sources on the basis
of interaural differences of arrival time and intensity (ITDs and ILDs) as well as
on the spectral characteristics imposed by the HRTFs—(see Knudsen and Brainard
1995; Middlebrooks et al. 2002, and also see Sect. 2 above). The auditory brainstem
extracts these localization cues in computations that involve multiple neural struc-
tures. The resulting localization cues do not always unambiguously correspond to a
single physical sound-source location but rather to a locus of possible locations—
the “cone of confusion”—see Sect. 2. The computational nature of auditory space
means that “blurring” an auditory image is not as straight forward as it is for a visual
stimulus. Perhaps as a result, multisensory research has only seldom manipulated
the reliability of auditory localization cues.

However, studies have shown that poorly localized auditory stimuli tend to facili-
tate visual dominance. Thurlow and Jack (1973) found that the relatively poor acuity
of auditory localization in the vertical plane resulted in a stronger ventriloquist effect
than in the horizontal plane. Similarly, Spence and Driver (2000) found that ventril-
oquism was more likely for sound stimuli that are difficult to localize (e.g., a 2-kHz
tone from multiple speakers) than for sound stimuli that are readily localized (such
as white noise from one loudspeaker). The reliability factor explored in these investi-
gations is related to the quality or width of an internal, neural estimate of the auditory
event, not the quality or width of the physical stimulus, as in vision. Therefore the
nature of the poor localizability is not straightforward to predict. Erroneous auditory
localization could be caused by reduced resolution of a wide excitation pattern across
many spatial channels or interaural-cue computation in a single spatial channel, or
both. To our knowledge, the neural mechanisms for the saliency of auditory spatial
perception remain largely untested.

Montagne and Zhou (2016) investigatedwhethermanipulations of the congruence
between ITD and ILD affects the reliability of auditory responses and the magnitude
of visual bias. Broadband noise bursts (15-ms duration) were presented from two
hidden loudspeakers at ±45◦ about the midline, with or without a simultaneously
presented light-emitting diode (LED) flash from −45◦, 0◦, or +45◦.

Two auditory conditions were contrasted, (1), timing-based stereophony with
incongruent ITDs and ILDs and, (2), level-based stereophony with congruent ITDs
and ILDs. Figure3 shows the relationship between the standard deviation (SD) of
auditory-alone responses and the change in auditory localization when the light stim-
ulus was present, that is, the visual bias, ΔAV . Listeners localized sound sources
with greater variability and stronger visual bias for the timing stimuli than for the
level stimuli. Also, the magnitude of visual bias for the timing signals correlated
stronglywith the variance (noise) of listeners’ auditory estimate, suggesting an intrin-
sic link between binaural ambiguity and localization uncertainty. In turn, the putative
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Fig. 3 Relationship of
response variability and
visual capture for individual
subjects. Symbols indicate
(average) responses of
individual subjects for
timing-based stereophony
(squares), level-based
stereophony (circles) and
single-speaker controls
(asterisks). Straight lines
show linear fits for each
condition. From Montagne
and Zhou (2016)
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uncertainty of auditory localization modulated the strength of visual bias on sound
localization.

3.3 Asymmetry of Perceptual Space

When the head and body are stationary, the visual and auditory systems do not encode
the same spatial range. Auditory space is broad and extends to both front and rear
space, whereas human vision is restricted to the frontal region, with visual acuity
declining towards peripheral locations away from the fovea (Curcio et al. 1990).
The resulting asymmetry between visual and auditory space is an important factor to
consider in addition to the differences between the peripheral mechanisms in vision
(spatiotopic encoding) and audition (computational space based on tonotopic encod-
ing). Despite these differences, our knowledge of cross-modal spatial bias is mostly
limited to audio-visual (AV ) interactions in the frontal hemifield. As mentioned ear-
lier, the symmetry of interaural cues along sagittal planes normal to the interaural
axis often leads to front-back reversals. Indeed, the question of whether frontal visual
cues can interact with the auditory events that are perceived in the rear, be they real
or illusory, remains an interesting and ecologically important research topic.

Montagne and Zhou (2018) investigated the influence of frontal LED flashes
on the perceived front-back, left-right location of a phantom sound source generated
using timing-based stereophony. Figure4 shows that therewas a considerable amount
of front-back confused responses to a center-position phantom source presented
either from front or back. The colored lines show that frontal visual cues increased
the percent of frontal responses. Left-right response shifts can be seen to follow
the direction of the light. Interestingly, the lateral visual bias is only observed for
the perceived frontal sound sources at 0◦. Very little lateral bias was found in the
perceived sound sources at 180◦. The study also revealed that increasing the stimulus
duration reduced both the rate of front-back reversals and the visual bias but not
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Fig. 4 Two-peakGaussian functions for AO , audio only, and AV , audiovisual, responses for 15-ms
duration Gaussian noise stimuli. The left and right figures show the results obtained using the two
frontal or rear speakers, respectively. Each curve was obtained by fitting the data from all trials and
all subjects using the Gaussian-mixture model. The delay between the two loudspeakers was 0ms
for both conditions shown. The speaker sign marks the expected position of the perceived “phantom
sound source.” The AO results (black dashed line) show that the responses were clustered on the
midline at 0◦ and ±180◦. The colored lines show changes in the left-right and front-back responses
after adding visual stimulation. From Montagne and Zhou (2018)

localization errors associated with left-right judgment. These findings show that
visual information separately interacts with left-right and front-back dimensions of a
perceived sound source, while stimulus duration mainly modulates front-back errors
in multisensory spatial processing.

The interactions between frontal vision and rear audition do not easily fit with
existing Bayesian statistical models (e.g., Ernst and Banks 2002; Battaglia et al.
2003; Alais and Burr 2004) because these models are primarily based on the results
of cross-modal perception of a seen target. In other words, the stimulus, S, in the
prior distribution, p(S), has an implicit frontal origin. Furthermore, the modality-
specific, sensory representation, likelihood estimate, p(RA/S) or p(RV /S), consists
of a one-to-one mapping of S in the form of a unimodal (single-peaked) likelihood
function. As shown in Fig. 4, this estimate is not adequate after considering the rear
sound field, where the front-back confused responses result in a bimodal likelihood
function, p(RA/S). These factors complicate the variance estimate and subsequently
the construction of the posterior probability using combined auditory and visual
estimates as shown in Eq. (3).

Montagne and Zhou (2018) suggested an alternative mode of AV interaction for
when the stimulus space extends outside the field of vision. They proposed that visual
processingmight affect the left-right and front-back auditory judgment independently
in two different stages, (1), an initial coarse and broad auditory detection to decide the
relative front vs. back direction of an event and, (2), if the perceived target location
is in front, visual analysis to refine the estimate using integrated auditory and visual
information. According to the causal-inference theory, the brain should limit the
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extent of integration between sensory events perceived to rise from different sources
(Kording et al. 2007). Montagne and Zhou (2018) argued that the causality test
likely occurs during the initial auditory detection stage, which includes front-back
discrimination.

4 Sound-Source Localization with Moving Listeners and/or
Moving Sound Sources

Section3 showed evidence for the integration of head-centric auditory spatial esti-
mateswithworld-centric visual estimates under conditionswhere listeners and sound
sources were stationary. This section considers evidence from scenarios where lis-
teners and/or sound sourcesmove, especially with sound stimuli that offer no spectral
cues to specify where a target sound source is on a given cone of confusion. Wal-
lach (1939, 1940) has been continuously cited in the literature with regard to the
role head motion plays in avoiding front-back reversals. However, Wallach’s foun-
dational insight that multisensory, multi-systems information about head position
must be integrated with interaural-difference cues in order to localize sound sources
to their position in the surrounding environment, has received little attention until
very recently.

This section, therefore, begins by reviewing some of Wallach’s experiments and
the logic that inspired them.Tobeginwith, the simplest case forWallach’s hypothesis,
that listeners could resolve spatial ambiguities in the azimuth plane by using head
movements to compare the change in head-related auditory cues to the change in
head position, is examined. The section then considers how Wallach extended this
insight to propose a possiblemechanism for estimating the elevation of sound sources
without using spectral cues. Current knowledge about the head-position cues that
might be integrated with the interaural cues in determining world-centric sound-
source location is then reviewed. Finally, there is a brief review of some current
investigations of the integration of interaural and head-motion cues.

4.1 The Wallach Azimuth Illusion

Wallach (1938, 1939, 1940) noted that interaural difference cues alone (especially
ITDs) specify not just a single location, but an entire locus of positions, a “cone of
confusion,” all with the same angular relation to the head—see Sect. 2.2 for further
details. As Wallach (1939) showed, head movements can be used to determine the
front/back location of a stationary sound source—see Fig. 5. Wallach hypothesized
that the relation between the change in interaural difference cues, relative to a given
change in head position, would allow listeners to reduce the cone of confusion to
a single point, thereby avoiding front-back reversals. An essential component of
this hypothesis is that the listener makes some assumption about the movement, or
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Fig. 5 Left (a, b, c) The basic idea of how head movements can be used to disambiguate front-back
confusions. For world-centric changes of sound-source position (red arrows) and head position
(gray arrows), clockwise rotation is notated as positive. For head-centric interaural differences,
changes (blue arrows) that favor the right ear are notated as positive. Column (a) shows that low-
frequency interaural differences, especially ITDs, are the same regardless of whether the sound
source is in front or in back of the listener. (b) For a sound source in front of the listener on the
azimuth plane at 0◦ elevation, a head turn of x◦ (grey arrow) results in a change in interaural
differences equivalent to a −x◦ (blue arrow) change in sound-source position. (c) The same head
turn results in a change in interaural cues equivalent to x◦ (blue arrow) for a sound source behind
the listener. (d) A visual explanation of Wallach’s Azimuth Illusion. By rotating a sound source
at twice the rate of the listener’s head turn of 2x◦ (red), the same change in interaural-difference
cues that would occur for a stationary sound source in the opposite front/back hemifield (front, in
this case: −x◦) is produced. Provided there are no spectral cues to disambiguate front from back,
the listener hears a stationary sound source in front, at the location of the green sound source, even
though the actual (red) sound source is moving behind the listener at twice the listener’s rate of
rotation. Note that the difference in sign between world-centric and head-centric angular rotation
highlights the disconnection between the two coordinate systems that must somehow be bridged

lack thereof, of the sound source during the head movement. Specifically, Wallach
assumed that “of all the directions which realize the given sequence of lateral angles,
that one is perceived which is covariant with the general content of the surrounding
space.” That is, assuming the sound source is stationary, there will only be one point
in space, at or above the height of the pinnae, that is common to all cones of confusion
that exist along the trajectory of the listener’s head rotation—the Selective Principle
of Rest.

To test this notion, Wallach (1939, 1940) created an experimental apparatus that
was coupled to the listener’s head. The device had electrical switches that activated,
as a function of the listener’s head movements, one of 20 equidistantly spaced loud-
speakers on a 120◦ circular arc. Wallach calculated the rate at which the head-centric
auditory spatial estimate, derived from interaural-difference cues, would change dur-
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ing a head turn for a sound source in front of the listener. He then produced the same
changes in sound-source location (relative to the listener’s head) that would occur
for a frontal sound source. However, he presented the sound from behind the lis-
tener, rotating at twice the rate of the listener’s head rotation. Figure5D offers a
graphical explanation of this basic concept—see Sect. 4.2 and Yost et al. (2019) for
more detailed, mathematical explanations. Given a stimulus conducive to front-back
reversals, the listener hears a stationary sound source in the front-back hemifield
opposite to the one from which the stimulus was initially presented, despite the fact
that the sound source is actually rotating around the listener in the same direction
but at twice the rate of the listener’s rotation. This suggests that the listener deter-
mines the front/back location of the sound source using the concomitant changes in
interaural-difference cues for a given head turn. Since the change in interaural cues
is commensurate with the magnitude of the head turn, the listener assumes the sound
source is static. This basic result was reported by Wallach (1940) for all five tested
listeners. For a review of perceived auditory motion, see Carlile and Leung (2016).

There are at least two possibilities for how the Wallach Illusion, and dynamic
world-centric localization in general, could occur. It is possible that the world-
centric location of auditory objects is updated at relatively sparse intervals, and
that localization is head-centric between these intervals. For example, localization
could be world-centric before and after a head turn, but head-centric during the turn
due to the increased complexity and reduced resolution of dynamic sound-source
localization. Following this notion, the change in interaural cues would be com-
pared with the change in head position. The result of this comparison would then be
mapped to world-centric coordinates for a “spatial update.” Under such conditions,
one might expect vestibular cues to provide useful information regarding the change
in head position in between spatial updates. Another, perhaps more computationally
intensive possibility, is that the auditory system continuously updates world-centric
coordinates of a perceived sound source. In this case, changes in the world-centric
estimate(s), which could be bimodal if the possibility for front-back reversals exists,
or even a locus of possible source positions in the form of a cone of confusion,
would be compared with the head position. The comparative trajectory of the sound
source and head position estimates would then determine the singular estimate of
the sound-source position in the local environment. Targeted experiments will be
required to reveal which of the two hypothesized processes is more appropriate—
(see also Brimijoin and Akeroyd 2014, reviewed below).

4.2 The Wallach Vertical Illusion

The direction-dependent filtering provided by the pinnae, head, and torso—the so-
called head-related tranfer function (HRTF)—may not be the only elevation/front-
back cue. Wallach (1938, 1939, 1940) extended his Azimuth Illusion—see
Sect. 4.1—to include the judgment of elevation, pointing out that the rate at which
interaural cues change relative to head motion could be used, assuming a stationary
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Fig. 6 a Visual description of Wallach’s basic concept. For a stationary stimulus on the azimuth
plane, that is, with 0◦ elevation, a listener’s head rotation, Δβ, results in the same but opposite
change in angular displacement of the sound source relative to the head as would occur if the sound
source had traveled the same angular distance in the opposite direction, ΔΨ0◦ . If the sound source
is at an elevation ν that is off the azimuth plane, for example, Ψ60◦ , then the change in interaural-
difference cues will be less for the same head movement, Δβ. For a sound source above the head
(green dot), there are no changes in interaural differences for a given head turn. b The lateral angle,
Ψ , as a function of head position, β, where the frontal midline is 0◦. c The ratio, �, of sound-source
rotation relative to listener head rotation required to induce the Wallach Illusion, is shown as a
function of the head position, β

sound source, to determine elevation of a sound source in the absence of spectral
HRTF cues.

Figure6a illustrates Wallach’s basic insight. The position of the head, β, is mea-
sured relative to the midline. Interaural differences are instead considered relative to
the interaural axis, which can be imagined as a line passing through both ears. This
is also the axis about which the cones of confusion are centered. Wallach called the
angle between the sound source and the interaural axis the lateral angle, Ψ . This
value corresponds to an interaural difference. Note that both azimuth and elevation
contribute to the lateral angle, Ψ , in the following way:

Ψ = 90◦ − (
cos−1(sin β cos ν)

)
. (5)

That is, despite the common conception that interaural disparities are used only
for encoding azimuth, a given interaural difference actually corresponds to a range
of positions at many elevations—see Sect. 2.2 for further details. If a sound source is
located anywhere on the sagittal plane corresponding to the midline, the interaural
differences are approximately zero. Note that, in Wallach (1940), this condition
would be notated as Ψ = 90◦. For this chapter, Ψ is reduced by 90◦, so that the
midline corresponds to Ψ = 0◦. Therefore, the “lateral angle” in this case is really
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the displacement of the sound source from the median plane instead of the interaural
axis.

Turning again to Fig. 6a, our listener makes a head turn of β. If the sound source
lies on the 0◦ elevation azimuth plane, the corresponding change in Ψ (indicated by
the black arrow) relative to β is ΔΨ

Δβ
= 1, the same as β. This is the maximal change

in Ψ for a given head turn. At the other extreme, a sound source directly above the
listener will elicit the smallest possible change, ΔΨ = 0.

Wallach realized that for a sound source at some intermediary elevation, say
ν = 60◦, the change in Ψ will also be intermediary, as indicated by the red arrow
in Fig. 6a. Figure6b shows how Ψ , the angular relation of the sound source to the
median plane, changes as a function of head rotation, β. Note that, at 0◦ elevation,
there is a unity gain between β and Ψ , whereas for 60◦ sound-source elevation a
change in β results in far less of a change in Ψ . The maximum value, |Ψ | can take
at any elevation is the complement of ν, for example, 30◦ for a sound source at 60◦
elevation—see Mills 1972 for a similar derivation.

Using this information, the ratio of sound-source rotation to head rotation which
is necessary to induce the Wallach Illusion, �, can be calculated for a sound source,
presented from the 0◦-azimuth plane, as

� = ΔΨ

Δβ
+ 1. (6)

For a signal without sufficient high-frequency information to allow a listener
to exploit pinna-based cues, a purely rotational head movement will not allow the
listener to determine if a sound source is above or below the 0◦ azimuth plane. If
even a small head tilt is included in the head movement, however, this ambiguity
could also be avoided.

To test this, Wallach could have asked rotating listeners to judge the elevation of
stationary sound sources. Instead, Wallach (1940) employed the same argument that
leads to the Wallach Azimuth Illusion to show how azimuthal head rotation, coupled
to azimuthally-rotating sound sources, could lead to the illusory perception of a
stationary sound source at an elevation specifiedby the speedof sound-source rotation
relative to the listener’s rotation, �. In his main experiment, Wallach simulated a
sound source at an elevation of 60◦, above the horizontal plane. He did so by rotating
a listener passively sitting in a chair (either blindfolded or not) with the sound source
rotated at 1.5 times the rate of head rotation from behind the listener. This rate
of rotation, an approximation to (6), was expected to induce a perceived elevation
angle of ν = 60◦, given that the listener only rotated within a relatively narrow
angular range. Fifteen listeners indicated that the musical sounds were perceived
above them in elevation, more so when their eyes were open than when they were
closed. However in many cases, the listeners’ judgments of elevation underestimated
the predicted elevation of 60◦.

Since Wallach’s (1940) calculations only indicate a change in elevation relative
to the horizontal plane and not whether the vertical angle is positive (above the pin-
nae) or negative (below the pinnae), a response below the horizontal plane would
be consistent with his calculations. In this regard, Wallach (1940) made two some-
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what inconsistent assumptions. First, he assumed that listeners’ experience naturally
biased them to perceive sounds above them rather than below them. Second,Wallach
argued that perceived sound-source locations below the listener may have influenced
listeners to underestimate elevation. It is worth noting that, at elevations other than
directly above/below the listener or on the 0◦-elevation azimuthal plane, the rate of
change in interaural cues for a given head rotation is not constant but rather essentially
a rectified sinusoidal function—see Fig. 6c. Thus, another possibility is that the linear
estimation of the rate of sound-source rotation was too coarse an approximation to
elicit the full illusion.

4.3 What Are the Cues for Head Position?

Both the horizontal and vertical illusions reported by Wallach (1940) suggest that
head motion is a crucial variable in sound-source localization. Wallach (1940)
assumed that “three types of sensory data represent a displacement of the head,
that is, proprioceptive stimulation from the muscles engaged in active motion, stim-
ulation of the eyes, and stimulation of the vestibular apparatus.” In this section, some
of the current knowledge regarding these and other possible head motion cues is
reviewed.

Clearly, vision provides an important estimate of head position—except when
our eyes are closed. Previous visual experience is nevertheless likely to be useful
even with eyes shut (Zwiers et al. 2001)—see Sect. 3. Head and eyes often move
independently, and nearly constant eye movements could make the formation of a
stabilized image of the outside world impossible. To cope with this, the visual system
employs an eye-centric reference system in addition to a head-centric reference
system. To stabilize perception of visual objects, the vestibulo-ocular reflex (VOR)
and the optokinetic reflex (OKR) work together to provide a means to correct the
retinal output for retinalmovement. There is some evidence that, in addition to a head-
centric reference system, an eye-centric reference system that involves eye motion
and sound-source localizationmay also play a role in sound-source localization—see
Van Opstal (2016).

The vision literature shows that head-position signals can be used to “correct” spa-
tial visual cues by use of efferent (efference) copies or corollary discharge signals—
see Van Opstal (2016). The general idea is that when a neural signal is generated
to control head position, a copy (efferent copy or corollary discharge) is also made.
This copy is then integrated with the retinal spatial signal to yield a stable perception
of the world. For instance, if there is a stationary light source and the head moves, the
retinal output would change. The efferent copy/corollary discharge would indicate
that it is the head that moved and not the light source. This efferent-copy signal could
be used to effectively cancel the retinal change signal, yielding a veridical estimate of
the location of the stationary visual source. In the visual literature, there are several
well-established examples of such a “cancellation” based on both eye movements
and head movements (Bridgeman and Stark 1991).



336 M. T. Pastore et al.

motor command

ef
fe

re
nt

co
py

head turn new head
position

auditory 
system

-
+

predicted
auditory input

afferent
auditory

. . . 

dynamic
head position

estimate

sensory
discrepancy

previous
head-position

estimate

sensation

Fig. 7 A simplified schematic model for a possible role of an efferent-copy process in auditory
localization

Figure7 offers a simplified schematic of how efferent copy might work with
auditory localization, based on an efferent-copy process in the visual system. Before
a listener rotates the head, an internal estimate of the head position already exists.
A motor command sends the signal to neck muscles and other involved systems
to turn the head. Another “copy” of this signal is sent elsewhere in the brain so
that a series of new, dynamic head position estimates can be made. Based on these
estimates, the change in auditory spatial cues and/or auditory spatial estimates can be
calculated. At approximately the same time, new afferent auditory activity offers a
new spatial estimate of sound-source position that can be compared to the predicted
auditory output, allowing the listener to determine whether the sound source has
remained stationary or, if not, the position to which it has moved. While there is no
direct physiological evidence for such efferent copy/corollary discharge processes
in the mammalian auditory system, several authors (e.g., Wallach 1940; Brimijoin
and Akeroyd 2012; Genzel et al. 2018; Freeman et al. 2017) have suggested such
processes for sound-source localization.

The vestibular system also offers cues for determining a change in the head posi-
tion. Vestibular cues result from the head’s angular acceleration, which triggers hair-
cell responses in the semi-circular canals that in turn elicit neural impulses to inform
an estimate of head-position (Lackner and DiZio 2005). Because the otoliths in the
vestibular system act as accelerometers, there is no vestibular output when the head is
kept still, nor is there any output when the head rotates at constant velocity. In most
experiments and most everyday experience, both passive and active listener rota-
tion include changes in velocity—self-rotation necessarily includes acceleration and
deceleration. Yost et al. (2015) appears to be the only study in which sound-source
localization judgments were partitioned according to whether listeners rotated in an
accelerating, decelerating, or constant manner—compare see Sect. 4.4 for details.

The arguments presented in this chapter imply that having access to the head-
position angle is important to establishing a head-position cue. It is worth noting that
the vestibular system provides information that the head is rotating, the direction of
rotation, and the relative velocity of rotation, but the vestibular system cannot by
itself indicate the world-centric position of the head since it directly encodes only
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the change of the position of the head. The absolute head angle could be computed
if the time over which the rotation had occurred and the starting head location were
known—this would, however, require memory and other sensory inputs. This idea, in
terms of establishing head-position cues for world-centric sound-source localization,
appears to be unexplored.

Several sound-source-localization studies either indirectly infer or directly impli-
cate proprioception and/or neural motor control of head rotation as ways to gain
information about the current head position. In most cases, ideas from the vision
literature are used to infer how proprioceptive outputs could inform head-position
cues. When listeners move, neural-motor control signals are required to initiate and
control the movement. These signals could indicate the angle of the head. In addi-
tion, it is possible that when listeners are rotated by some external means and must
keep their heads still, that resistance to the rotational motionwould stimulatemuscles
(e.g., neckmuscles) which would trigger neural signals as a means of indicating head
rotation. However, it isn’t clear how such resistance would inform the estimate of
head-position angle, nor is there much physiological evidence for how such proprio-
ceptive/neural control signals interact with physiological sound-source localization
processes.

The other three possible processes that might provide head-position cues, namely,
auditory cues from sound sources other than the “target” stimulus, somatosensory
cues, and cognitive processes (spatial maps) have not been studied as far as the
authors can tell. It seems logically possible that these cues could inform the spatial
system about head position and thereby contribute to sound-source localization—
they should thus be investigated.

4.4 Recent Studies of Sound-Source Localization as a
Multisensory Process

WhileWallach’s research is seminal in establishing amultisensory approach to under-
standing sound-source localization, there are several aspects of his work that need to
be considered in light of current relevant knowledge. First, Wallach (1940) presented
music played by a Victrola record player. Due to the constraints of the technology of
the time, this likely means that the sound stimuli were essentially low-pass filtered,
removing any useful HRTF/pinna cues (note that noise from scratches and dust on the
record would also be filtered in the same way). This resulted in listener performance
that led Wallach to believe the “pinna factor” was likely subservient to the integra-
tion of changing interaural cues with changing head position. Later experiments,
reviewed below, would show that HRTF cues can remediate front-back reversals so
that the listener hears the rotating sound source circling around the azimuth plane,
and the Wallach Illusion fails.

Second, Wallach manually rotated listeners in a swivel chair back and forth over
an arc of approximately 60◦, with the eyes closed and the head fixed in a head holder.
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Wallach also ran experiments with a rotating visual screen that induced the sen-
sation of listener motion in the direction opposite to the screen’s rotation to show
that the Wallach Illusion could also be induced without listener movement, provided
the listener received the same visual stimulation as would accompany a head move-
ment (c.f., McAnally andMartin 2008). Unfortunately, the relative weightings of the
different sensory and systems inputs were not measured in Wallach’s experiments.

Perrett and Noble (1997a, b) attempted to replicate Wallach’s elevation exper-
iments. However, they were only able to replicate Wallach’s findings for low-
frequency sounds, suggesting that when reliable HRTF cues are present in the stim-
ulus they override elevation cues derived from listener motion. For low-frequency
stimuli, the correspondence between the predicted elevation and the actually judged
elevations was only approximately 2/3 of the target elevation. Given the limited acu-
ity of dynamic sound-source localization together with “binaural sluggishness,” this
result is not altogether surprising. Indeed, auditory resolution of elevation along the
midline is also considerably poorer compared to localization on the azimuth plane.

Thus, until there are additional data, the current literature suggests that elevation
cues provided by head motion are subservient and considerably less useful than
HRTF spectral information for judging elevation. However, this may not be the case
for machine listening. Zhong et al. (2016) used the Wallach concept to show that
machine-learning algorithms (e.g., Kalman filters) could learn to use simulated head
motion to determine the location of up to three different simultaneously presented
sound sources located in different azimuthal and vertical locations.

Early work relating to head movement for the avoidance of front-back reversals
and judging elevation can also be found in the 1938 thesis of Alva Wilska—see
Kohlrausch and Altosaar (2011) and de Boer and van Urk (1941), also referenced in
Blauert (1997).

Macpherson (2011) was interested in the relative weighting of spectral cues ver-
sus dynamic interaural differences in resolving front-back reversals. He designed an
analogous version of the Wallach-Azimuth-Illusion experiment in a virtual auditory
space, whereby he presented stimuli with various center frequencies and bandwidths.
Data from only one listener have been reported. They indicate that when the stimulus
was a low-pass noise (0.5–1kHz), so that spectral cues were not available, listeners
perceived a static sound source, front-back reversed to where it had originally been
presented—as inWallach (1940). Macpherson (2011) also tested narrow-band, high-
frequency-noise stimuli and found that the Wallach Illusion failed. Macpherson thus
suggested that this result could indicate that ILDs may not provide a sufficient basis
for the dynamic auditory processing required for the Wallach Illusion. It should be
noted, however, that Macpherson (2011) presented stimuli from in front of the lis-
tener, so that listeners would have to confuse a frontally-presented stimulus for one
presented from behind. However, it has been repeatedly demonstrated that listeners
tend to localize narrow-band, high-frequency stimuli to the frontal hemifield, inde-
pendent of the actual location of presentation—e.g., Blauert 1969, 1997; Morimoto
and Aokata 1984; Middlebrooks et al. 1989; Middlebrooks 1992. It may therefore
be the case that the so-called “directional bands” are implicated in this result.
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Brimijoin and Akeroyd (2012, 2017) also investigated the Wallach Azimuth Illu-
sion. In their experiments, normal-hearing and hearing-impaired listeners moved
their heads back and forth between ±15◦ of the midline. A camera system recorded
the head motion and the system’s output controlled amplitude panning of the sound
such that the location of the phantom sound source was at twice the angle of the lis-
tener’s head angle, thereby generating the “2–1” rotation necessary for the Wallach
Azimuth Illusion. A low-pass filtered speech signal was presented and the filter cutoff
was raised from 500Hz to 16 kHz between conditions in octave steps. As listeners
started to rotate their heads, a moving speech soundwas either presented from a loud-
speaker directly in front, or from a loudspeaker directly behind the listener. Listener
responses indicated that they perceived a stationary sound source in the hemifield
opposite towhere the rotating soundwas first presented.However, listeners responses
were less robust in terms of replicating the Wallach Azimuth Illusion as the speech
sounds included more and more high-frequency information. The authors state that
“signals with the most high-frequency energy were often associated with an unstable
location percept that flickered from front to back as self-motion cues and spectral
cues for location came into conflict,” perhaps suggesting that the brief duration of
the presentations did not allow for the listeners to fully experience rotation.

Pastore andYost (2017) andYost et al. (2019, 2020) conducted an experiment that
was an approximate replication ofWallach’s (1940) study, but with a different means
of rotating the listener and sound sources. The rate of front-back reversals (FBRs)was
measured for noise stimuli under static listener/sound source conditions. Listeners
were then rotated via a computer-controlled chair at a constant velocity of 45◦/s. The
sound-source rotated at twice the rate of listener rotation by way of saltatory motion
from loudspeaker to loudspeaker around a circular array consisting of 24 equally
spaced (15◦ apart) loudspeakers. Five differently filtered 200-ms noise bursts were
tested, namely, three that generated more than 35% FBRs (FBR likely) and two that
generated fewer than 6% FBRs (FBR unlikely)—for further details, see Fig. 8.

After eight seconds of stimulus presentation, the listener indicated the direction
of rotation (clockwise or counterclockwise) for stimuli perceived as rotating, or the
loudspeaker (separated by 60◦, the same as in the first experiment) that most closely
corresponded with the perceived static sound-source location.

Figure8 depicts the effects of the stimulus spectrum and whether the listeners’
eyes were open or shut. The left two panels show results when seven listeners’ eyes
were open, giving them information about the head position. The right two panels are
the results from six of the same seven listeners when the listeners’ eyeswere closed—
in a dark room and wearing a blindfold. One might expect that, in the eyes-closed
condition, listeners have little or no access to information about the position of their
head, thereby restricting their localization to the angular relation of the sound source
to the head. In this case onewould expect listeners to perceive a rotating sound source
with their eyes closed, regardless of the stimulus frequency—see Yost et al. (2015)
for more details about the assumptions regarding head-centric versus world-centric
sound-source localization when attempts are made to eliminate head-position cues.

For the filtered noises that were prone to FBRs (FBR likely), listeners perceived
the sound as being stationary when the eyes were open (consistent with the Wallach
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Fig. 8 Data from Pastore and Yost (2017). Results are pooled across noise stimuli that were likely
to elicit front-back reversals (“FBR likely”)—250-Hz center frequency, 2-octave and 1/10-octave
bandwidths—and unlikely to elicit front-back-reversals (“FBRunlikely”)—4-kHz center frequency,
2-octave and 1/10-octave bandwidths. At the beginning of either listener or sound-source rotation,
the sound stimulus was presented from directly in front or from directly behind the listener. The
listeners indicated whether the sound was perceived at a fixed location or whether it was rotating.
For example, the proportion of those responses is shown by the black bars, for which stimuli that
were presented either in front or from behind were indicated to be stationary

Azimuth Illusion), but rotating when the eyes were closed. For the filtered noises that
are not prone to FBRs (FBR unlikely), listeners nearly always perceived the sound
as rotating in both the eyes-open and eyes-closed cases, indicating that the Wallach
Illusion fails for stimuli that are not prone to FBRs. In the eyes-open condition with
the listener facing forward, the perception of a stationary noise source was nearly
100% of the time at the rear loudspeaker when the sound was presented from the
front, and at the ‘frontal loudspeaker when the sound was presented from behind.
When listeners’ eyes were closed and the sounds were not likely to produce FBRs,
listeners always indicated that the sound rotated clockwise—as the actual sound did.
When the eyes were closed and the noise was likely to elicit FBRs, listeners indicated
that the soundwas rotating in a clockwise directionmost of the time, but occasionally
counterclockwise rotation was also indicated. However, one listener’s responses in
the eyes-closed condition when FBRs existed was not consistent with the other five
listeners’ responses. Thus, listeners’ perception with their eyes closed, needs further
investigation.

Brimijoin and Akeroyd (2014) studied the moving minimum-audible angle
(MMAA), that is, the minimum-perceivable angle between two sound sources when
the angular displacements of two sound sources change relative to a listener’s head.
They reported that, when listeners rotated their heads and the sound sources were
stationary, the MMAA was 1–2◦ smaller than when listeners kept their heads still
and the sound sources rotated around the listener with the same angular velocity and
displacement as the listeners’ previous head turns. Brimijoin and Akeroyd (2014)
concluded that “spatial processing involves an ongoing and highly accurate compar-
ison of spatial acoustic cues with self-motion cues.”

Brimijoin (2018) showed that the perceived motion of a moving sound source
differs depending on its angular displacement. Sounds to the sides of listeners needed
to be moved more than twice as far as sounds near midline for both sounds to
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appear to have moved the same amount. How this relative compression/expansion of
auditory space interacts with head position cues is unknown. One possibility is that
the comparison of the two rates of motion is not very precise. Another possibility is
that other inputs are employed, such as vision, to compensate for these distortions
of auditory space, as considered in Sect. 3.

Yost et al. (2015) investigated several aspects of sound-source location when
listeners were rotated in a chair and their eyes were either open or closed. They
argued that listeners had little or no information about the position of their head when
they rotated in the chair at constant velocity, and, with their eyes closed, there were
no visual cues. Under these conditions, listeners perceived stationary sound sources
as rotating. When sound sources and the listener rotated at the same rate, listeners
perceived a stationary sound source—entirely consistent with localization based
on a head-centric reference system. When these listeners’ eyes were closed and the
rotationwas accelerating or decelerating, the resultswere somewhatmixed.Yost et al.
(2015) point out that there were possible confounds in their procedures, making it
difficult to unambiguously determine the role of vestibular acceleration/deceleration
cues in judging head position. How these cues might thereby influence sound-source
localization is therefore also unclear.

Genzel et al. (2016) investigated “spatial updating,” the process of mapping the
head-centric auditory estimate of sound-source position to the listener’s spatial map
of the surrounding environment using successive estimates of head position. In three
different experimental conditions, blindfolded listeners were either, (1), asked to
move their head according to a trained rotational trajectory, (2), passively moved
along the same trajectory, or (3), counter-rotated as a function of head rotation,
such that a given head rotation resulted in no change in head position relative to the
surrounding environment. In a two-alternative forced-choice experiment, listeners
reported whether they heard a test sound to the right or left of a previously pre-
sented reference sound. Listeners were most accurate when passively rotated and
least accurate when they moved their own heads. Genzel et al. (2016) modeled the
integration of head-centric auditory spatial inputs and world-centric head position
information as a linear addition, dividing head-motion cues into vestibular cues and
proprioceptive/efference copy cues, with visual inputs zeroed out due to the lis-
tener being blindfolded. They determined that both proprioceptive/efference copy
and vestibular cues play a role in determining head position, but that vestibular cues
are weighted more heavily. While there are several untested assumptions underlying
their interpretations, their data clearly indicate support for the notion that sound-
source localization depends on the integration of head-motion and auditory spatial
cues, and that vestibular function and proprioception/efferent copy are possibly used
as indicators of head position.

Wightman andKistler (1999) investigatedwhether headmovements could be used
to disambiguate front/back sound-source localization along cones of confusion. The
authors tested this under four scenarios: (1), no head movement allowed, (2), the
listeners moved their heads, (3), the listeners did not move their heads, but the sound
source was moved by the experimenter, and (4), the listener did not move their heads,
but they themselvesmoved the sound source via key presses on a computer keyboard.
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Wightman and Kistler found that head movements reduced the front/back errors to
almost zero (see Braasch et al. 2013, for related modeling). Listeners also reduced
front/back reversals to aminimumwhen they themselvesmoved the sound source via
keyboard with no visual or vestibular feedback. No such benefit was found when the
experimenter moved the sound source. This important finding suggests that mapping
head-related sound-source localization to the local environment involves cognitive
processing that uses whatever information and spatial estimates that appear to be
useful.

Motion parallax is a powerful cue used in vision to judge relative distance (Stein-
man and Garzia 2000). Genzel et al. (2018) demonstrated the possibility that motion
parallax might play a similar role in judging the relative distance of sound sources.
Their main experiment used a virtual panning process to present two sounds (a low-
pitched and a high-pitched sound) at two different panned (virtual) distances. With
no motion of the sounds or the listeners, stationary listeners could not determine
whether one sound was further away from the other, since all known distance cues
were eliminated. When listeners moved, they were much better at discriminating the
differences in panned distances than when the sound source moved and the listener
was stationary. In other words, listeners could infer that one soundwas closer than the
other one by exploiting the perceptual effect that the near-panned source appeared
to move faster than the far-panned one while the head was moving. This is consis-
tent with the visual analogy. There was a small decrement in performance when the
listeners were moved on a platform rather than moving themselves. This suggests
that proprioceptive cues for self-motion are involved when judging sound-source
distance.

5 A Concept for a Model

This section offers a descriptive model of sound-source localization, based on Wal-
lach’s (1940) insight that auditory spatial informationmust be integratedwith an esti-
mate of the location of the listener’s head relative to the surrounding environment to
provide an estimate of the location of the sound source in that environment. Because
the range of possible inputs is large, and their respective temporal-processing speeds
and parameter spaces are potentially very different, the model offered here is not yet
actually implemented but rather of a conceptual kind. In particular, it does not yet
specify details of how the various inputs to the model are combined and compared.

Two crucial points should be mentioned at the outset. First, full development of
the model requires further studies of the multi-system/multisensory interactions that
are involved in auditory localization and in the generation of dynamic, multisensory
spatial maps. Second, the model is not yet available as a flowchart, because this
would be too complex. In fact, the overall process is not simply feed-forward, but
rather includes feedback and other interactions between system elements and sensory
input/output—compare Chap. 1, this volume.

http://dx.doi.org/https://doi.org/10.1007/978-3-030-00386-9_1
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Also, there is, as of yet, no controlled experiment available to test such a model
even if it were precisely specified. As the literature reviewed in this chapter shows,
only small parts of the overall process can be investigated at a time and subsequently
modeled. As such, the individual model structures may differ in kind. For example,
audio-visual interaction, considered in Sect. 3, may be adequately modeled within a
Bayesian framework. Whether interactions between memory, attention, motor pro-
cesses, etc., can also be modeled in this way is unclear. Also, the putative spatial map
may be a dynamic system of various spatial maps with different references along
many dimensions. In other words, the proposed model concept of auditory localiza-
tion as a multisensory/multi-system process is primarily intended to be a tool for
orientation in a yet largely unknown territory.

This section uses a notation where Θ ′
ab denotes an estimate (indicated by the

prime) of angular displacement in polar space, Θ , relative to the frame of reference,
a, and in terms of the type of input, b. It is worth noting that one cannot be entirely
sure what all the frames of reference might actually be. There appear to be head-
centric and world-centric frames of reference as illustrated in Fig. 1, but there may
be body-centric and other frames of reference as well. For example, a listener with
closed eyes may be able to point to the location of a sound source while not being
able to place that location into the context of other objects in the room, for instance,
for reaching out to grab a buzzing mosquito in the dark. Even this example still
requires some internal map of, at least, the body. Nevertheless, the basic argument of
the model concept is that the auditory estimate of the location of a perceived sound
source within the context of the local environment (world-centric localization,Θ ′

wA
),

is determined by the integration of an auditory estimate of the sound source’s location
relative to the head based on auditory spatial cues, Θ ′

Ah
, with a multisensory/multi-

systems estimate of the location of the head relative to the local environment, Θ ′
wh
.

This descriptive model does not specify how Θ ′
Ah

and Θ ′
wh

would be com-
bined, but rather suggests that sound-source localization requires the integration
of information—including, but not limited to, perceptual cues from several (per-
haps many) neural systems. This includes cognitive processes such as experience
and memory—compare Buzsáki and Llinás (2017). The model assumes that any
such integration also involves an assessment of the reliability of the cues employed
for each estimate. Furthermore, the model assumes that each cue estimate and each
estimate resulting from the integration of those estimates introduces error, (ξi ). For
example, Θ ′

hA
is determined by weighted integration of the auditory spatial cues,

and Θ ′
wh

is determined by a weighted sum of the multi-system head-position cues
mentioned above. The weight, wi , of any particular auditory spatial or head-position
estimate would be proportional to the external noise of the cue, due to variability in
the stimulus along the relevant dimension, together with an internal noise term, ξi ,
that arises from the variability inherent to neural processes in general. Combining
these estimates to arrive at Θ ′

wA
introduces further error, again due to internal noise.

The initial auditory estimateΘ ′
hA

relates sound-source position to the head as follows.

Θ ′
hA

∝ [wΨ ′Ψ ′, wν ′ν ′], (7)
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whereΨ ′ is an estimate of the angle of the sound source relative to the interaural axis,
the lateral angle in Wallach’s terminology—see Sect. 4.2. Ψ ′ is therefore a compo-
nent of Θ ′

hA
that is based on interaural differences of time, Ψ ′

I T D , and level, Ψ ′
I LD .

Note that Ψ ′ is not simply an estimate of azimuth—the same interaural differences
exist along a range of locations on the cones of confusion as discussed throughout
this chapter. ν ′ is a polar elevation estimate on a sagittal plane normal to the interaural
axis ofΘ ′

hA
, based on spectral HRTF cues. Therefore, both the component estimates,

Ψ ′ and ν ′, are required for a single-valued estimate of the sound-source location,
Θ ′

hA
. Furthermore, it is unclear whether elevation, ν ′, can be estimated without an

initial interaural-difference estimate, Ψ ′, to specify which sagittal plane will be the
basis for the elevation estimate,

Θ ′
wh

∝ [wV V, wΓ Γ,wB B, wA A, wCC], (8)

where V . . . vision, Γ . . . vestibular cues, B . . . body awareness (e.g., propriocep-
tive, somatosensory, kinesthetic, neuro-motor control), A . . . auditory, and C . . .

cognitive processes, which include expectation, memory, and attention. To deter-
mine an estimate of the sound-source position in the surrounding environment, the
head-centric estimate, Θ ′

hA
, must be combined with the estimate of head position,

Θ ′
wh
. This process could be analogous to simply adding the two estimates, or perhaps

one is mapped onto the other—the actual mechanism is not understood at this time
and, consequently, not specified in the following expression.

Θ ′
wA

∝ [Θ ′
hA

,Θ ′
hw

,C, χ ], (9)

where χ denotes interactions between various estimates of Θw, such as auditory,
Θ ′

wA
, and visual, Θ ′

wV
.

Several points are worth noting. First, although this model concept is expressed as
a series ofmathematical expressions, this formhas only been chosen for convenience.
The inputs and interactions between them for each of the spatial estimates are still
largely unspecified. For example, the model could further include head-position cues
that future researchmay suggest. Themodel is not expressed as addition of individual
estimates since they may interact in non-linear ways. The model concept is meant
to, hopefully, provide a structure to motivate experiments, the results of which could
alter this putative model considerably. Second, the relative weighting of different
sensory/systems input can be such that one or several are completely disregarded
in a given estimate. For example, when listeners’ eyes are closed, their visual input
is probably not considered in any internal head-position estimate. Third, it is worth
noting thatΘ ′

Aw
is only one spatial estimate of a perceived sound source in the context

of the surrounding environment among several other estimates from other sensory
modalities, aswell as fromcognition. For example, if an estimate,Θ ′

Vw
, of the location

of a visual object is perceptually grouped with the sound object associated withΘ ′
Aw
,

these estimates will likely interact, either reinforcing each other or leading to cross-
modal capture. Memory or expectation could play a similar role in this regard. This
possibility is denoted by χ .
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In summary, it is hoped that the contribution of the model concept is to point
out that the roles in auditory localization as being played by several components
of the assumed input, such as proprioceptive, somatosensory, kinesthetic, neuro-
motor control, cognitive processing, and spatial auditory input used to determine
head position, are still not clearly understood. Thus, the model primarily points to
what remains unknown rather than at what is known.
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